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eTELEMED 2019

Forward

The eleventh edition of The International Conference on eHealth, Telemedicine, and Social
Medicine (eTELEMED 2019), held in Athens, Greece, February 24 - 28, 2019, considered
advances in techniques, services, and applications dedicated to a global approach of eHealth.

Development of wireless homecare, of special types of communications with patient data, of
videoconferencing and telepresence, and the progress in image processing and date protection
increased the eHealth applications and services, and extended Internet-based patient coverage
areas. Social and economic aspects as well as the integration of classical systems with the
telemedicine systems are still challenging issues.

eTELEMED 2019 provided a forum where researchers were able to present recent research
results and new research problems and directions related to them. The topics covered aspects
from classical medicine and eHealth integration, systems and communication, devices, and
applications.

We take this opportunity to thank all the members of the eTELEMED 2019 Technical Program
Committee as well as the numerous reviewers. The creation of such a broad and high-quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors who dedicated much of their time and efforts to contribute to the
eTELEMED 2019. We truly believe that, thanks to all these efforts, the final conference program
consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the eTELEMED 2019 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that eTELEMED 2019 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in eHealth and
Telemedicine research.

We also hope that Athens provided a pleasant environment during the conference and
everyone saved some time for exploring this beautiful city.
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Quantitative Analysis of Facial-Expression Training Application  
for Medical Doctors 

 
Akemi Oe, Yoshitoshi Murata 

Graduate School of Software and Information Science 
Iwate Prefectural University 

Iwate, Japan 
e-mails: akemioe@gmail.com, y-murata@iwate-pu.ac.jp 

Abstract— Establishing trust between a patient and a doctor 
depends as much on their relationship as on the doctor’s 
medical abilities. One of important factors in building and 
maintaining a relationship is whether the doctor produces 
facial expressions appropriate for the patient’s condition. We 
developed a facial-expression training application for medical 
students and tested its effectiveness as a training tool. In this 
application, Microsoft Cognitive Services Emotion API is used 
to analyze the facial expression. Prior to developing this 
application, we studied what kind of facial expressions were 
appropriate in a doctor-patient greeting situation. We focused 
on four conditions for practicing facial expressions. Three of 
them are greetings given by doctors at the beginning of medical 
interviews of adult patients in a general ward of a hospital. The 
fourth is a medical scenario in which a doctor puts a 
stethoscope to a patient's chest, i.e., auscultation. To verify the 
training application’s effectiveness, the facial expressions 
before and after learning with the application were evaluated 
by potential patients. The results confirmed the application’s 
utility. 

Keywords-doctor-patient interaction; facial expression; 
nonverbal communication; facial-expression training application. 

I.  INTRODUCTION 
Patient satisfaction is an important component of medical 

care [1]. Improving patient satisfaction enhances trust and 
the relationship between patient and doctor, which leads to 
stronger adherence to prescribed protocol, such as taking 
medicine, and to enhanced therapeutic effects [2][3]. Many 
studies and reviews have shown that the main determinant of 
patient satisfaction is the patient-doctor relationship [4]–[8] 
and that patient satisfaction is higher when the patient 
communicates with a doctor who has strong nonverbal-
communication skills [9][10]. However, young 
inexperienced doctors and medical students often have 
trouble producing appropriate facial expressions when 
greeting a patient. The first author of this paper, a lecturer on 
medical communication, often hears young doctors 
complaining that, though they intend to smile, patients say 
that they seem angry. 

In response to these troubles, we developed a facial-
expression training application that physicians can use for 
independent-study. In this application, Microsoft Cognitive 
Services Emotion API is used to analyze the facial 

expression. Prior to developing this application, we 
quantitatively clarified acceptable expressions required when 
doctors treat patients by comparing human evaluation results 
with those of a computer system [11]. The results were 
incorporated into the application as model expressions. 
These model expressions are standards to compare with 
those of learners using the application. Then, to verify the 
effectiveness of the application, learners’ facial expressions 
before and after learning with the application were evaluated 
by potential patients. The evaluation results confirmed the 
utility of the application. 

After introducing related work in Section II and previous 
work in Section III, we describe the system of the facial-
expression training application in Section IV. We discuss the 
results of our experiments in Section V. Section VI gives our 
conclusion, and Section VII considers future work. 

II. RELATED WORK 

A. Nonverbal Communication 
Medical interviews have traditionally focused on 

gathering relevant information from patients [12]. In 
contemporary medicine, the focus has expanded to building a 
trusting relationship, sharing decision-making, responding to 
the patient’s emotional state, and supporting actions related 
to the patient’s condition and treatment; this requires the 
doctor to have a wide range of communication skills [13]. 
These skills include “looking at a patient not as a case but as 
a human being” [14] and “building and maintaining a good 
relationship between doctor and patient” [15]. It has been 
shown that such skills have a greater effect on patient 
satisfaction than the doctor’s medical skills, the medicine 
prescribed, the information provided, the questions asked, 
and the advice and instructions given. In particular, a 
patient's satisfaction is positively related to the doctor being 
warm [14]–[16], empathic [14][16]–[18], friendly [16], and 
giving the impression of being human [17]. 

Nonverbal communication is a means of communicating 
these emotional aspects of oneself. Patient satisfaction is 
higher when the doctor has a strong ability to express his or 
her emotions and to read the emotions of others through 
nonverbal cues such as facial expressions, gaze, posture, and 
tone of voice [9][19][20]. In short, a doctor's nonverbal 
communication is an important aspect of patient care. 

1Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-688-0
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B. Learning Facial Expressions 
Natural, unconscious facial expressions can be seen in 

humans from infancy [21], but eventually conscious 
expressions appear. Conscious expressions might also be 
thought of as “false” expressions. These expressions are 
skills that form the basis of more complicated expressive 
behaviors, such as emotional expressions performed in 
accordance with rules in communication situations [22]. 

Facial expressions as expressions of emotion are thought 
to be founded in an understanding of emotions, and there are 
many developmental studies about understanding emotions. 
However, studies about learning facial expressions are 
mostly focused on social-skills training for children with 
developmental disabilities, and there are not many studies for 
adults. 

In one study, participants were required to express other 
people’s facial expressions by recalling emotions and 
showing photos of faces with emotions, the showing photos 
effect was shown about “anger” [23]. 

In research to develop a smile-training system with the 
goal of training participants to produce celebrity-like smiles 
(a facial expression recognized as attractive) [24], 
researchers created a smile-fitted deformation considering 
the characteristics of a celebrity-like smile in participants’ 
expressionless faces. As a result of training, participants 
were able to express a smile highly likely to be recognized as 
attractive by others. 

 From the above, it is clear that presenting appropriate 
facial-expression images is effective for facial-expression 
training as both a method of expressing emotions and a 
learning method. 

III. PREVIOUS WORK 
A previous study [11] has revealed what are considered 

acceptable facial expressions for a doctor in accordance with 
the patient's condition. One way to analyze appropriate facial 
expressions for doctors is to define the facial expressions of 
experienced doctors. However, their facial expressions are 
not always deemed appropriate. Also, because many young 
physicians have trouble presenting appropriate facial 
expressions when greeting a patient, we chose to find facial 
expressions that would be acceptable for most patients, 
including potential patients, from facial expressions that 
medical students think are suitable.  We chose greeting 
patients in the general ward of a hospital as the target 
situation.  

The procedure was as follows. The participant 
roleplaying the patient portrayed three conditions: a patient 
who feels physically healthy (a “bright patient”), one whose 
physical condition is unknown (an “expressionless patient”), 
and one who feels badly and is suffering pain (a “patient in 
pain”). We photographed these roleplayed conditions. Then, 
a plurality of medical students greeted the three photographs 
with the facial expressions that each student deemed 
appropriate, and we recorded video of them doing so. 
Comparing an evaluation by adults and analytical results 
from a computer of the medical student's greeting movies 
revealed what were considered the acceptable facial 

expressions in accordance with the patient's condition. The 
acceptable facial expressions when a young doctor greets an 
adult patient who is hospitalized in a general ward are as 
follows. For patients who feel physically healthy, the most 
acceptable facial expression is Figure 1; “continuous 
happiness” (expressed more as a laugh rather than simply a 
smile). For patients without a facial expression, the most 
acceptable facial expression is Figure 2; initially “happiness” 
(expressed as a smile) and then “neutrality” 
(expressionlessness).  

 
Figure 1.  Acceptable facial expression for patients who feel physically 

healthy. 

 
Figure 2.  Acceptable facial expression for patients without a facial 

expression. 

 
Figure 3.  Acceptable facial expression for patients in bad physical 

condition suffering pain. 

2Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-688-0
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For patients in bad physical condition suffering pain, the 
most acceptable facial expression is Figure 3; “neutrality” 
with a little “sadness” or “surprise”. The cells in the Figure1-
3 corresponding to 0 or more and less than 0.2 are shown in 
blue, 0.2 or more and less than 0.4 in green, 0.4 or more 
and less than 0.6 in yellow, 0.6 or more and less than 0.8 in 
orange, and 0.8 or more in red. The total for all emotions is 1, 
and the value for neutrality is obtained by subtracting the 
total value for the seven emotions from 1. 

IV. FACIAL-EXPRESSION TRAINING APPLICATION SYSTEM 

A. Requirements and Design Concept 
Learners study in the following order so that the 

appropriate facial expressions can be learned efficiently 
and repeatedly. When starting, to enable learners to notice 
what their facial expressions are before training, the 
system has them greet with expressions that they think are 
suitable without any specific instructions. 
 

Step 1:  A learner chooses one of the model patients. 
Step 2:  The learner greets the model patient with a facial 

expression that the learner thinks appropriate, 
 and this greeting is recorded. 

Step 3: A video of the model doctor greeting the patient 
with the appropriate facial expression and analysis 
data are displayed, and important points to notice 
about the appropriate facial expressions are 
introduced. 

Step 4: The video recorded in Step 2 and its analysis data 
are displayed. 

Step 5: The learner repeats from Steps 2 to 4 until satisfied. 
Step 6: If the learner is satisfied, the learner selects a 

patient with a different condition and returns to 
Step 1. 

 
In the developed system, in addition to being able to 

check the facial expressions the learner performed by 
recording them as a video, the learner can also check the 
quality of his or her expression on a frame-by-frame basis. 
Each learner can save images as learning data and facial-
expression analysis results by applying security processing 
because these data and analysis results are important as 
research data. 

B. System Configuration 
We developed and used a system that quantitatively 

analyzes changes in facial expression. It is based on the 
Cognitive Services Emotion API [25] provided by 
Microsoft's Azure cloud service, and a facial-expression-
emotion detection system for video images. Our facial-
expression-emotion analysis system calculates the ratio for 
seven emotions (happiness, anger, contempt, disgust, fear, 
sadness, and surprise) reflected in the input video image and 
for neutrality. The total for all emotions is 1, and the value 
for neutrality is obtained by subtracting the total value for the  

 
Figure 4.  Configuration of facial-expression training application. 

seven emotions from 1. The configuration of this application 
is as shown in Figure 4. A video camera is controlled by the 
Open CV [26]. Recoded video data are converted the 
Motion-JPEG, and send to the Cognitive Services Emotion 
API. 

 At first, the learner selects a patient to be a training 
partner in Figure 5. After clicking the recording button, the 
learner talks to the model patient. When the greeting and 
consultation is over, the learner clicks the stop button 
followed by the next button in Figure 6.  

The emotional values of the model doctor’s facial 
expression are displayed. By selecting a timeline, the 
corresponding facial expression is displayed in Figure 7. 

The emotional values of the learner’s facial expression 
are displayed. By selecting a timeline, the corresponding 
facial expression is displayed in Figure 8. 

 
Figure 5.  Step 1: Patient-selection screen. 
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Figure 6.  Step 2: Learner greets and examines patient while screen is 

recorded. 

 
Figure 7.  Step 3: Model doctor's appropriate facial expression and 

analysis results. 

 
Figure 8.  Step 4: Analysis of image taken in Step 2. 

C. Model Doctors 
Videos of model doctors were prepared with the 

following procedure. In a previous study [11], the acceptable 
doctors’ expressions for the patients were measured and 
selected. The model doctors (one male and one female) 
reproduced the acceptable facial expressions, and their 
reproductions were recorded as videos. Seventy-nine people 
evaluated these videos of Figure 9–11 and confirmed that 
they were appropriate, so we adopted them as the model 
doctor videos. 
 

   
              (1) Woman    (2) Man 
Figure 9.  Model doctor's appropriate facial expression for bright patiets. 

 
      (1) Woman (start)   (2) Woman (half-way) 

 
            (3) Man (start)     (4) Man (half-way) 
Figure 10.  Model doctor's appropriate facial expression for expressionless 

patiets. 

 
              (1) Woman    (2) Man 
Figure 11.  Model doctor's appropriate facial expression for patiets in pain. 

V. EVALUATION 

A. Experiment 
Six participants including three medical students played 

doctors and greeted patients with facial expressions that 
they thought appropriate for each condition of Figure 5. The 
application recorded them (before training)., the participants 
repeated the facial-expressions training so that they could 
approximate the analysis results of the model doctors. After 
practice, we recorded their facial expressions again (after 
training). Although evaluation by actual patients is best, it 
would have been difficult to request actual patients’ 
participation. Hence, we asked 30 general healthy adults 
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who had been hospitalized in the past or would be in the 
future. We showed the video recordings (before and after 
training) to 10 men and 20 women (average age 41.0 years) 
without sound. We asked them to judge whether the 
doctor’s facial expression was appropriate for the condition 
on a 3-point scale (1: appropriate, 2: neutral, 3: not 
appropriate). We asked them to also comment on anything 
they felt or noticed. We showed the recordings without 
sound because we wanted them to focus on the appropriate 
facial expressions in medical communication conditions, 
and emotion is easier to read from speech than from facial 
expressions. 

B. Effects of Training 
The graph of Figure 12–15 showing the result of the 

rating before and after the training is as follows. 
In order to examine the effects of training with the 

application, we conducted 2 (using the application: before 
and after) × 6 (doctors) two-way analysis of variance with 
the evaluation results as the dependent under four conditions. 
The results showed a significant difference at the 1% level 
under all conditions (in order from condition 1, F (59, 295) 
= 3.19, P<.01; F (59, 295) = 4.51, P<.01; F (59, 295) = 4.52, 
P<.01; F (59, 177) = 5.26, P<.01). 

 

Figure 12.  Average and standard deviation of each doctor’s evaluation 
score for bright patients. 

 
Figure 13.  Average and standard deviation of each doctor’s evaluation 

score for expressionless patients. 

 
Figure 14.  Average and standard deviation of each doctor’s evaluation 

score for patients in pain. 

 
Figure 15.  Average and standard deviation of each doctor’s evaluation 

score for auscultation. 

We consider the effectiveness of this application to have 
been confirmed because the evaluation scores improved 
with use of the application under all conditions. We also 
noticed the following two points during the experiment. The 
first point is that the evaluation for “patients in pain” was 
different for each person. Most persons regarded the 
doctor's serious expression as empathy and evaluated that as 
adequate. However, a few persons felt that the doctor's 
expression caused unease and worry, and that person 
evaluated the expression as not adequate. Therefore, the 
model expressions for patients in pain may not be limited to 
one type. The second point is that the facial expressions 
practiced in the application are unnatural for a few persons. 
By training in the application, people playing the role of 
doctor created expressions close to those of the model 
doctor's videos, and accordingly the evaluation score rose. 
However, when a facial expression that the participants 
learned was far from facial expressions that they always do, 
a few evaluators felt that the expression looked like “a 
pretended expression” or “artificial expression.” 

VI. CONCLUSION 
We developed a facial-expression training application 

that physicians can use for independent-study. Six 
participants practiced using this application to express 
appropriate facial expressions. To verify the effectiveness of 
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this application, the facial expressions that participants made 
before and after training with it were evaluated by 30 people. 
On the basis of the results, we consider the usefulness of the 
facial-expression training application to be verified. We 
think most learners could express their facial expression 
naturally by practicing repeatedly. 

In the future, we will improve the application so that the 
on-screen instructions will guide the learner's expressions 
more properly. In addition, because requirements for a doctor 
who cares for children are very different from those of one 
who cares for adults, we plan to add learning content for 
pediatricians.  
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Abstract— Functionary recovery is administered to hemiplegic 

patients as rehabilitation. Some patients who recover their 

functions better in a rehabilitation facility cannot do any 

activities in their home. Therefore, recovering Activities of 

Daily Living (ADL) has become more significant than 

functionary recovery recently. Since existing ADL recovery 

level indices are based on questionnaires, recovery level 

judgments are easily affected by an evaluator’s subject. In this 

paper, we describe a system we propose that collects and stores 

motion data on daily life activities to quantitatively evaluate 

ADL recovery levels.  

Keywords-rehabilitation; functionary recovery; activities in 

daily living; ADL; BLE beacon; Google Firebase. 

I.  INTRODUCTION 

Most patients suffering from cerebrovascular disease 
have paralysis on one side of the body, and their bodies lean 
and twist to the paralyzed side. Also, because of unusual 
muscle strain, their hands and feet become stiff. In some 
cases, muscles of the upper body go into convulsions. 
Functionary recovery is administered to hemiplegic patients 
as rehabilitation. However, some patients are not always to 
live less inconveniently in their home. Some patients who 
recover hand and arm functionality better in a rehabilitation 
facility cannot eat meals better in their home. Therefore, 
recovering Activities of Daily Living (ADL) has recently 
become more significant than recovering functionaries.   

The Barthel Index, which is based on questionnaires, is 
popularly used to quantitatively evaluate ADL recovery 
levels [1][2]. With questionnaires, however, recovery level 
judgments easily change in accordance with the evaluator’s 
subject. Each recovery level is digitized to a few levels. For 
example, answers for feeding include “unable,” “needs help 
cutting, spreading butter, etc., or requires modified diet” and 
“independent.” Each answer is scored 0, 5, or 10. However, 
the recovery level for feeding with help ranges from “a 
patient eating food directly from dishes without using a 
spoon or fork” to “a patient eating a meal with a knife and 
fork in almost the same way as a healthy person.” Also, it 
takes too much time to ask and observe whether a patient can 
do an activity independently without needing help. 

Functional Independence Measure (FIM) [3] and Katz 
Index [4]-[6] scores are also used to evaluate ADL. FIM 
scores cover not only functional disease but also mental 
disease. Scores are broken down into seven levels for each 
activity, including feeding. Katz Index scores are usually 

applied to cure elder patients or those suffering from chronic 
disease.  

The question formats for these evaluation methods are 
basically the same, and an evaluator needs much time to ask 
questions and observe a patient. We think that a quantitative 
evaluation system with a computer is needed to evaluate 
patients objectively without needing to ask them any 
questions and/or observe them.  

Judging ADL recovery levels is based on whether 
patients can do tasks, such as eating, getting dressed, bathing, 
washing, and discharging bodily waste by themselves. 
Therefore, a system that collects motion data of patients in 
daily life needs to not only measure and collect the motions 
of body parts but also detect which activities are performed. 
However, it is very difficult to estimate these merely from 
changes in acceleration and/or gyro sensor data obtained 
from devices attached to body parts. Therefore, we estimate 
activities by using information about places, such as a dining 
table, bathroom, dressing room, or bedroom. We used the 
BLE beacon [7] to detect places in this system.  

Most surgeons also think that postoperative patient 
functions assessed by ADL and quality of life have become 
especially important ways to measure surgical treatment 
outcomes for the elderly [8]. 

In this study, we developed a system to collect and store 
patients’ motion data to quantitatively judge the recovery 
level of activities in daily living. A patient’s name, 
measured location, sensor-attached body parts and time-
stamps are described as the file names for each measured 
data file in this system. Since we wish to use this system not 
only to evaluate patients’ ADL but also to develop 
algorithms for detecting whether patients can do designated 
activities, we designed the system so that it can store video 
data of recorded patients’ motions.  

The system only requires that recognized medical doctors 
or physiotherapists can access measured data to maintain 
security. To ensure this, we developed a data collecting 
system based on Google Firebase [9]. Since the Firebase 
application can be independently implemented for any 
organization, high level security can be maintained. 

Evaluation algorithms are needed to judge recovery level 
from measured data. However, in this paper we describe a 
system to collect measured data rather than evaluation 
algorithms. We plan to introduce the latter in another paper. 

After introducing related work in Section II, we describe 
the system’s design concept and its implementation in 
Sections III and IV. Examples of measured data for a 
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participant played a patient who has paralysis on one side are 
introduced in Section V. Section VI concludes with a 
summary of key points.  

II. RELATED WORK 

To develop a quantitative evaluation system for the 

recovery level of activities in daily living of hemiplegic 

patients, we have to know how to evaluate ADL 

quantitatively, existing life log systems and healthcare 

information cloud service. 

A. Evaluation index for function level in daily living 

Three indexes to evaluate function level in daily living 

are widely used: the Barthel Index, the Functional 

Independence Measure (FIM) and the Katz Index. They are 

basically questionnaires for daily life activities, such as 

feeding. The Barthel Index and FIM are popularly applied to 

evaluate function levels for rehabilitation patients, such as 

those afflicted with cerebrovascular disease.  There are ten 

question items in the Barthel Index: Feeding, Moving from 

wheelchair to bed and return, Personal toilet (washing face, 

combing hair, shaving, cleaning teeth), Getting on and off 

the toilet (handling clothes, wiping, flushing), Bathing self, 

Walking on level surfaces, Ascending and descending stairs, 

Dressing (includes tying shoes, fastening fasteners), 

Controlling bowels and Controlling bladder [1] [2]. A score 

of independently doing an activity is usually 10 points, 

doing it with help is usually 5 points, and not doing it is 0 

points.  

FIM evaluates not only physical functions but also social 

abilities, such as communication or social recognition [3]. 

The number of questions covers 18 issues; 13 for physical 

functions and five for social abilities. Questions about 

physical functions are more segmentized. For example, the 

dressing function is divided into dressing the upper body 

and the lower body, moving activities are divided into the 

moving between a wheelchair and a bed/chair, and sitting on 

a toilet seat and moving to a bathtub. Scores are given on a 

seven-point system. Independently doing an activity gets 

seven points, doing it with full help gets one point, and 

doing it with partial help gets scores ranging from two to six 

points. 

The Katz Index is usually applied to elder patients or 

those suffering from chronic disease in a variety of care 

settings [4 - 6]. The index ranks adequacy of performance in 

six activities: bathing, dressing, toileting, transferring, 

continence, and feeding. Clients are scored yes/no for 

independence in each of the six functions. 

Every three indexes evaluate whether a patient can do 

activities in daily living. Therefore, our proposed system 

must know what kinds of activities a patient tries to do. 

B. Life log system 

Over the years, many researchers have tried to estimate 

daily life human activities, such as walking and sitting up 

and down from acceleration and/or gyro sensor data 

obtained from wearable devices and/or smartphones. In this 

paper, we refer to the research done respectively by Khan et 

al. and Wang et al. [10] [11]. Only a few motions were 

given in this research; distinctions among activities were not 

recognized. In contrast, Debraj et al. tried to recognize 19 

daily living activities [12]. They collected environment 

information, such as that for temperature and location in 

addition to activity information. They used GPS and BLE 

beacons to identify places. However, they did not consider 

the Barthel Index or other indices and consequently their 

target activities did not correspond to activities in the index 

of function recovery levels. 

C. Healthcare cloud serveice 

Zhang al. developed a cyber-physical system for patient-

centric healthcare applications and services. They called it 

Health-CPS. It was built on cloud and big data analytics 

technologies [13].  It consisted of a data collection layer, a 

data management layer and an application service layer to 

collect and follow up on many kinds of big data. It used a 

security tag to maintain security.  

Doukas et al. proposed a mobile system that enables 

electronic healthcare data storage, update and retrieval using 

cloud computing [14]. A mobile application was developed 

using Google’s Android OS and Amazon’s S3 to provide 

management of patient health records and medical images. 

We developed a cloud service whose collecting function 

for medical data is basically the same as that for the above 

systems. However, our system is specialized so that it can 

collect activity and place information to functionally 

evaluate recovery levels that correspond to existing 

evaluation methods, such as the Barthel Index. In this paper, 

we show how we implemented the system with SONY 

Smart Watch 3 [15] as the sensor node, as well as Android 

smartphone, BLE beacon, and Google Firebase. 

III. SYSTEM DESIGN CONCEPT 

We designed the proposed system so that it could not 

only evaluate ADL for a patient, but also develop 

algorithms for detecting whether a patient can do a 

designated activity. The system collects and stores sensor 

data and video data synchronously and allows appropriate 

persons to access stored data. We designed the system while 

taking the following issues into consideration: 

1) Suppressing battery consumption for wearable sensor 

devices and smartphones 

2) Suppressing recorded data and collecting necessary 

data 

3) Maintaining security. 

 

Google Firebase service provides many functions, 

including authentication and real-time database functions, to 

enable systems to be managed effectively, such as through 

the means of allowing access to authorized persons. Since 

any organization can independently implement Firebase 

applications, it becomes possible to maintain high level 
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security. This is why we implemented our data collecting 

system on Google Firebase.  

The image of a data collecting system that collects data 

about the motions that a patient performs daily is shown in 

Figure 1. The system we propose consists of sensor devices, 

a sensor relay unit (smartphone), BLE beacons and Google 

Firebase. A smartphone is used as the sensor relay unit that 

controls sensor devices and temporally stores and forwards 

measured data to the Firebase. 

BLE beacons are placed in various locations: under a 

dining table, on top of a toilet, in a bathroom, in a bedroom, 

in a closet. When the smartphone receives a BLE beacon 

signal level that exceeds the threshold level, it sends a 

message to sensor devices to start measuring data. And 

when the smartphone receives a receiving signal level lower 

than the threshold level, it sends a message to sensor devices 

telling them to stop measuring data. Sensor devices and 

smartphones are managed by the Realtime Database. 

Security is maintained by enabling only authorized persons 

using the system, including patient, readers, such as medical 

doctor and installation personnel, such as nurse are also 

managed by the Realtime Database is used to maintain 

security. In this system, measured data are downloaded for 

pre-registered persons from the web server.  

 

 
Figure 1. Image of the data collecting system for patient’s daily life 

motions. 

IV. SYSTEM IMPLEMENTATION 

We developed a PatientApp program that works on the 

sensor relay unit and a DataCollectionServer program that 

works on Firebase. The PatientApp manages sensor devices, 

gets measured data from sensor devices and uploads the data 

file to the DataCollectionServer.  

A. PatientApp 

This time, we developed a PatientApp program based on 

the Android Framework. With this program, a developer 

must first access the Firebase and download a configuration 

file. An Android application package file (Apk File) is then 

made as a building application and is connected to Firebase. 

This makes it possible to securely download the Apk File 

for each organization. 

Before starting to measure sensor data and/or video data, 

it is necessary to enter a patient’s name, bind a sensor with a 

body part, bind a BLE beacon with a place of activity and 

select a video recording on/off function. Therefore, we 

designed a transition diagram of UI pages as shown in 

Figure 2. There were three alternatives for a user name at 

the login; the patient’s name, the medical worker’s name 

with measuring devices set up, and the medical 

professional’s name with measured data analyzed. For the 

latter two cases, a patient’s name must be entered after the 

login. Therefore, we decided on the first one, login with a 

patient’s name. 

After login, a “List of setting up” page is presented. An 

example of this page is shown in Figure 3. With it, a user 

can confirm a state of setting. When the “Change” button is 

clicked, the page will change to the “Sensor” page to bind a 

sensor with a body part. When the “Next” button is clicked, 

the page will change to the “Beacon” page to bind a BLE 

beacon with a place in activity. When the “Next” button is 

clicked, the page will change to the “Video” page to select 

video ON/OFF. When the “Next” button is clicked, the page 

will change to the “List of setting up” page. When the 

“Next” button is clicked in the “List of setting up” page, the 

page will change to the “Measuring” page.  When the 

“Start” button on this page is clicked, the PatientApp sends 

a message to the sensor messages to start measuring, and the 

“Start” button changes to the “Stop” button. When the 

“Stop” button is clicked, the PatientApp sends a message to 

the sensor messages to stop measuring, and the “Stop” 

button changes to the “Start” button. When the “End” button 

is clicked, the PatientApp finishes. 

 

 
 

Figure 2. Transitions of UI pages in the PatientApp. 
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Figure 3. Example of setting up page list. 

 

When a sensor receives a BLE beacon signal, it starts 

measuring, and, when a sensor loses a BLE beacon signal, it 

stops measuring. After clicking the “Stop” button, measured 

data are changed to a measured data file. Its file name is 

“Patient name_place_body part_timestamp” to recognize its 

properties. The file is uploaded to the storage in Firebase. 

We developed the following six packages of classes to 

achieve the above proceedings: 

- Beacon: receiving beacon signals and handing their 

information to other classes. 

- Mobile2wear: controlling a sensor device and 

receiving measured data. 

- Camera: managing a video camera. 

- Firebase: converting measured data and transferring 

the data to the Firebase storage. 

- View: managing transition of pages 

- Viewmodel: listening events on buttons or input 

boxes and handing, such information to other 

classes. 

B. DataCollectionServer 

The DataCollectionServer has the following functions: 

- Data upload function: The sensor relay unit 

temporally stores measured data and forwards them 

to the server. 

- Data download function: Authorized persons, such 

as medical doctors can access the 

DataCollectionServer and download measured data 

files securely. 

 

It consists of the Storage and WebSite. The WebSite 

collaborates with the Storage and provides a file download 

function to a medical professional through the Web browser. 

In this subsection, we mainly introduce how to upload 

and download measured data file. 

1) Data upload function (Figure 4) 

After a measured file has been made, the PatientApp 

uploads the file to the storage server in Firebase as shown in 

Figure 4. The storage server generates the file download 

URL, which is managed in the Realtime Database. 

 

 
Figure 4. Sequence flow to upload measured files. 

 

2) Measured data download function (Figure 5) 

Supervisors input the access account of medical 

professionals from the management page in Firebase. The 

sequence flow with which medical professionals download 

their patients’ files is shown in Figure 5. When medical 

professionals access the Website, they log in with their 

assigned ID and password on the page of Figure 6 (a).  

 

 
Figure 5. Sequence flow to download measured files. 
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After login, the Website application accesses the 

Realtime Database to get information related to nurses and 

patients. The Website application also gets meta-data such 

as an access path to a stored file. When a medical 

professional clicks a file on the page of Figure 6 (b), the 

Website application accesses the indicated file on the 

Storage through the access path. Finally, the indicated file is 

downloaded. 
 

 
(a) Login page 

 

 
(2) File list page 

 
Figure 6.  WebSite user interface. 

 

V. EXAMPLES OF MEASURED DATA IN DAILY LIVING 

We measured motions of eating lunch and brushing teeth 

to text whether the developed system can measure well. A 

“normal” participant usually performed these actions first, 

followed by a person who was paralyzed in the right hand. 

In this experiment, wrist and lumbar region motions were 

measured with a 3D-gyro sensor. We used two SONY 

Smart Watch 3 units as the 3-D gyro sensor [15]. One was 

attached to the wrist with a wrist band and the other was 

attached to the lumbar region with a lumbago band as 

shown in Figure 7.  

Figure 8 shows a picture and measured data for eating a 

curry rice dish with a spoon. In this figure, (a) is a picture of 

a participant eating freely and (b) shows a participant fixing 

and twisting his arm. The (c) and (d) depictions are graphs 

of the measured angle data for (a) and (b). When the 

participant played the role of a patient, his upper body 

always leaned forward and while eating he moved his arm 

less than when he usually did while eating. Such differences 

are presented in red square frames in (c) and (d). These data 

show that a participant eats food by himself. However, from 

these data it is impossible to judge whether a participant is 

able to eat food by himself without help. On the other hand, 

the data shows how their joints move. 

Figure 9 shows angle data measured during the tooth-

brushing activity. The right arm was fixed and twisted, and 

a wearable device was fixed on the right wrist. Since the 

participant brushed his teeth with his left hand, his right arm 

did not move except when he was sticking toothpaste on the 

brush and putting the toothpaste on a wash stand. These data 

show that a participant brushes his teeth by himself, but do 

not show whether the participant brushes his teeth without 

help from others. 

A medical doctor and physiotherapists plan to measure 

motions for real patients, and introduce their results. 

We believe that the obtained results enable us to 

determine whether with the proposed system we can judge 

whether a patient can do activities on the basis of Barthel 

Index or Katz Index judgments. However, it is impossible to 

judge whether a patient can do activities with or without 

help. On the other hand, they make it possible to ascertain 

how affected joints move remotely. 

We believe that the results we have obtained will make 

it possible for us to make a new method to evaluate ADL on 

the basis of measured angle data rather than on Barthel 

Index FIM and Katz Index results. 

 

 

Figure 7. Participant wearing two SONY Smart Watch 3 sets. 
 

                 
(a) Eating with free arm.     (b) Eating with fixed and twisted arm. 

 

 
(c) Angle of wrist and lumbar for free arm. 
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(d) Angle of wrist and lumbar for fixed and twisted arm. 

 
Figure 8. Measured data for the wrist and lumbar region in eating a curry 

rice dish with a spoon. 

 

 
Figure 9. Measured data for the wrist and lumbar region in tooth-brushing. 

VI. CONCLUSION AND FUTURE WORK 

Existing evaluation indexes for activities in daily living 

(ADL) recovery levels such as the Barthel index are based 

on questionnaires. Therefore, the judging of recovery levels 

can be easily affected by an evaluator’s subject. We 

proposed a system that is able to collect and store motion 

data about daily life activities to quantitatively evaluate 

ADL recovery levels. The system was developed on the 

basis of the Google Firebase. We used information about 

places such as a dining table, a bathroom to estimate 

activities. The BLE beacon was adopted for detecting places 

in this system. Measurement results obtained for a simulated 

patient demonstrated that it is possible to judge which ADL 

a patient can or cannot do. However, it is difficult to 

estimate whether a patient can do them with or without help. 

A medical doctor and physiotherapists plan to measure 

motions of real patients using this system, and introduce 

their results. 

The system we have developed does not correspond to 

GPS. The next version we plan to develop will correspond 

to it to measure motion during walking or running.  

Our goal is to develop a new index for evaluating ADL 

recovery levels on the basis of motion data measured for 

persons performing ADL. 
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Abstract—The need of using advanced remote devices to 
promote effective self-management of rehabilitation has rapidly 
grown in developed countries. The widely spread camera-
equipped mobile devices and Internet of Things (IoT) have been 
expected to deliver professional services by connecting clinician 
to client for assessment and consultation. This study proposes 
an IoT-based Tele-Rehabilitation (TR) framework using a 
single camera to observe the body joints of the client in three-
dimensional (3D) space on performing Activities of Daily Living 
(ADL). Our experiments show that the proposed framework is 
capable to measure joint and orientation angles of elbow and 
knee comparable with the measurements using the Kinect. A 
waterproof camera was used to show that the proposed system 
can be extended to do the joint measurements during aquatic 
therapy and fitness pools. 

Keywords-rehabilitation; 3D human pose; ADL; range of 
motion; IoT. 

I. INTRODUCTION 

The growing number of elderly people and the decreasing 
number of healthcare professionals led to the implementation 
of Tele-Rehabilitation (TR) initiatives in healthcare regular 
practice [1]. TR is the provision of rehabilitation services from 
a distance using communication technologies. It is a 
developing field of telehealth to increase accessibility and 
enhancing continuity of care to individuals who are in 
geographically remote regions. TR enables clinicians to 
optimize the timing, intensity and duration of therapy 
effectively. The use of videoconferencing and virtual reality 
systems allows clinicians to interact with patients in real-time. 
Therefore, TR is expected to reduce the potential time and cost 
of rehabilitation services, especially for individuals who have 
economically disadvantaged. The future of TR is promising as 
a wide range of services to suit the needs of the individual. 

Efforts have been made to conduct TR for physical therapy 
using low-cost depth sensors, such as Microsoft Kinect. There 
are two versions of Kinect: Kinect V1 and V2. Hereinafter, we 
simply referred both versions as Kinect. The Software 
Development Kit (SDK) enables developers to access body 
joints positions and orientations. Previous studies have shown 
that these devices show performance adequate for a range of 
healthcare imaging applications [2][3]. However, there are 
some concerns with occlusions and noises during tracking the 
joints [4]. Data smoothing techniques, such as Kalman 
filtering are required to minimize the problems. Moreover, a 

study of validity and reliability of the Kinect on measuring 
joint angles shows that 95% Limits of Agreement (LOA) 
between the Kinect and the goniometer exceeded 5 which 
suggests a concern of using the Kinect in rehabilitation [5].  

Despite the issues of the Kinect, many attempts have been 
made to use this device to support rehabilitation virtually. The 
Kinect can be used as a natural user input interface to the 
Virtual Reality (VR) system on carrying out physical 
rehabilitation therapies [6]. This system will enable the users 
to get an audiovisual feedback in real-time whether they are 
properly doing the specific therapy or not. The users can 
record their body joint movements during exercise and sent 
them to clinicians to get more advices on maintaining or 
improving the rehabilitation stages.  

The Kinect is known to have some limitations on 
measuring body joints if some parts of the body are occluded. 
The Kinect needs to capture the full body of the user to 
measure the joint locations properly. Therefore, measuring a 
target user performing Activities of Daily Living (ADL) tasks 
where the lower limbs are hidden, such as dining and sleeping 
would be difficult to achieve. 

The needs of TR are not limited to in-room rehabilitation 
programs. The basic ADL includes a functional mobility to 
move from one place to another while performing tasks, such 
as the ability to walk, get in and out of bed, and get into and 
out of a chair. Since the newest Kinect (Kinect V2) is only 
capable to measure targets up to 6m and inside 70 by 60 
Field of View (FOV) from the its sensor, area measurements 
of these tasks are limited.  

With the recent enhanced techniques utilizing Artificial 
Intelligent (AI), the state-of-the-art computer vision has 
enabled to measure body joints in three-dimensional (3D) 
using a single camera. This measurement takes two steps: joint 
localization in two-dimensional (2D) image coordinate and 
3D coordinate estimation for each 2D joint. Depends on the 
method to localize joints, method based on bottom-up human 
pose estimation, such as “OpenPose” enables joint 
localization without capturing the full body beforehand [7].  
Once this method localizes some joints, part affinity fields 
between joints are calculated to connect corresponding joints 
to estimate 2D human pose. Many studies have investigated 
the problem of inferring 3D joints from their 2D projections. 
These studies involve traditional 2D to 3D methods, which 
define the bone lengths and use a binary decision tree to 
estimate the 3D joints [8] or deep-net-based 2D to 3D methods 
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which estimate 3D joints with Deep Neural Networks (DNN) 
[9]. The use of DNN may produce a high calculation costs to 
be performed on dedicated Graphics Processing Units (GPUs). 
However, this calculation can be performed in a server where 
the client can send the recorded movie to and get the resulted 
3D joints using the Internet of Things (IoT) infrastructures. 

This study proposes a framework to enable the use of a 
single camera 3D human pose estimation to estimate 3D joints 
and orientation of limbs which can be used in a broad range 
of TR services. Preliminary evaluations are made to 
investigate the accuracy of the estimated joint and orientation 
angles compared to the Kinect and to reveal its ability to 
handle joint occlusions on estimating the 3D joints. An 
attempt to estimate 3D joints for a user performing fitness pool 
is provided to open the further development in the future.  

This paper is organized as follows. Section II describes 
related works on TR. Section III describes methods to 
measure joint and orientation angles of elbow and knee, and 
to perform our experiments. Section IV shows the accuracy of 
joint and orientation angles of elbow and knee measured in 
this study for a subject performing several tasks. Finally, 
Section V concludes the achievements and discusses the 
future prospective of this study. 

II. RELATED WORK 

A single camera has a prospect to be a useful tool to assess 
a certain Range of Motion (ROM). DrGoniometer, an iPhone 
app, has enabled the manual measurement of patient 
articulation angles and storage of all related information to 
build up historical data for each articulation and movement 
[10]. For shoulder proprioception assessment, Mitchell et al. 
(2014) assessed the validity of DrGoniometer by measuring 
ROM of participants on performing active shoulder external 
rotation [11], where DrGoniometer was found to be 
comparable to the standard goniometer. For elbow 
proprioception assessment, Ferriero et al. (2011) found that 
DrGoniometer is reliable for elbow joint goniometry on 
measuring passive ROM of elbow [12]. 

Enhanced computer vision techniques enable the 
automated measurement of head and body pose. For cervical 
spine proprioception assessment, the Perspective-n-Point 

camera pose determination (PnP problem) [13] from a single 
camera can be used to measure head repositioning accuracy to 
diagnose people with neck disorders. The PnP problem 
estimates the relative position between camera and head 
posture from predefined 3D facial feature points (3D 
landmarks) and their corresponding points in camera 
coordinates. Head pose estimation based on the PnP problem 
has been implemented in some open source software libraries, 
such as OpenCV [14] and Dlib [15]. There are many popular 
photographic apps on Android and iPhone utilizing this 
technique to modify facial shapes. However, to our 
knowledge, there are no reports on the validity of the head 
pose measured by the PnP problem for a rehabilitation 
purpose. For ROM assessment, limb joints in 3D can be 
estimated from a targeted body captured by a single camera. 
The DNN have boosted the accuracy of the detection of joint 
locations from an image. OpenPose has enabled to localize 
multiple human body joint in real time by implementing the 
Part Affinity Fields (PAFs) to encode the location and 
orientation of limbs without capturing the full body [7]. 
Martinez et al. (2017) proposed a relatively simple deep 
feedforward network over the Human3.6M [16], the largest 
publicly available 3D human pose dataset containing 3.6 
million human poses and corresponding images to estimate 
3D joints from their 2D projections. This work has been made 
available as open source software, namely “3D-pose-baseline 
[17].” 

The 3D joint estimation from a single camera is hard to be 
run on a mobile device because of its extensive calculation 
that has to be performed on GPUs. However, with the spread 
of IoT infrastructures, this calculation can be done in the cloud 
server. Using services over the Internet, clinicians can conduct 
physical TR with patients at their homes. This new service 
will provide not only a support for assistance with exercise but 
also smart data to maintain or improve the rehabilitation 
stages.  

III. METHODS 

The proposed TR framework was developed based-on 
OpenPose and 3D-pose-baseline. The framework processes 
user’s videos and estimates the 3D human pose from the 

 
 

Figure 1. The proposed TR framework in this study. 

14Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-688-0

eTELEMED 2019 : The Eleventh International Conference on eHealth, Telemedicine, and Social Medicine

                           25 / 158



videos. Body joint and orientation angles are measured, and 
these data are presented as time series plots concurrently with 
the 3D plot of the body posture. Here, the joint orientation 
angles consist of pitch, yaw, and roll angles. At this moment, 
only joint and orientation angles of elbow and knee are 
measured and visualized by the proposed framework. 
However, other joints can be measured with the same manners. 
Python programming language was used to process the 
calculations.  

Our proposed framework, as shown in Figure 1, is based 
on the client-server model. Using mobile phones, patients can 
record their movements on performing ADL tasks and send 
the recorded videos to the IoT cloud service. The IoT will 
measure the body joint and orientation shortly after it detects 
a new incoming video. The measurement results are sent to 
clinicians where they can monitor the rehabilitation stages and 
give necessary advices. All results are stored in the database 
which can be accessed by the patients from their mobile 
devices.  

A. Joint Angle Measurement 

Joint angle was measured as a relative angle between the 
longitudinal axis of two adjacent segments. For the elbow 

joint angle, the adjacent segments are the upper arm and the 
forearm, respectively. Whereas, for the knee joint angle, the 
adjacent segments are the upper and the lower legs, 
respectively. Note that although the lower leg consists of a 
tibia and a fibula, only a single segment can be estimated from 
the 3D human pose estimation, as well as the Kinect’s result. 

Here, Figure 2(a) shows elbow and knee joint angles 
measured in this study. Let u and v be vectors representing two 
adjacent segments, the angle between u and v is equal to 

𝜃 = 180° −
∙

⌈ ⌉⌈ ⌉
 , (1) 

where joints represent elbow (e) and knee (k), respectively. 

B. Joint Orientation 

Joint orientation was measured as an orientation of a 
triangle plane constructed by two adjacent segments. Let 

𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧 + 𝑑 = 0 (2) 

is a triangle-plane constructed by three 3D points as shown in 
Figure 2(b), the orientation (R) and translation (T) of this plane 
against pre-defined a reference triangle plane can be 
calculated using Singular Value Decomposition (SVD) [19]. 
Euler angles were calculated from R to derive the plane’s 
orientation angles: pitch, yaw, roll angles. 

C. Data Extraction and Analysis 

Firstly, we measured right-hand’s elbow joint and 
orientation angles of a subject while performing side flexion 
as shown in Figure 3, using a single camera and the Kinect 
concurrently. Occlusion is not expected to occur on this 
posture. The measurement results were compared to assess 
how the resulted measurements from the camera correspond 
to those from the Kinect. Secondly, we measured elbow and 
knee joint angles of a subject while performing the following 
tasks: swinging a tennis racket, running and running in place, 
and swimming. For swinging a tennis racket, the resulted 
joint angles from the camera were compared to those from 
the Kinect. Occlusion was expected to occur during this task. 
For the rest of the tasks, measurements were conducted using 
only a single camera which moves in accordance with the 
movement of the subject.  

IV. RESULTS 

We measured right-hand’s elbow joint and orientation 
angles of a subject, as shown in Figure 4, while performing 
elbow side flexion. The subject was asked to stand upright and 
slowly perform this task until maximum ROM and move back 
to the initial pose. The minimum and maximum ROMs for the 
subject measured by a goniometer were 0 and 146, 
respectively. During flexion, the camera measured the elbow 
joint angles which started from 48 and gradually increased to 
122 as the peak. After reaching the peak, the angles gradually 
decreased to the initial angle. On the other hand, the Kinect 
measures with the same trend as the camera’s but shows 10 
and 135 for the minimum and maximum ROMs, respectively. 
This result indicates that the Kinect yields better absolute 
accuracies in joint angle measurements. For orientation, a 

 

(a) Joint angles (b) Joint orientation angles 

Figure 2. Measurements of joint and orientation angles (e, k, 
pitch, roll, yaw) of elbow and knee in this study. 

 

Head
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Figure 3. Elbow joint angle during side flexion. 
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great agreement was achieved for yaw angles. However, pitch 
and roll angles measured from the camera were inversely 
proportional to those from the Kinect. We considered that this 
problem was caused by the difference in the coordinate system 
representation that need to be adjusted for body joints between 
the proposed framework and the Kinect. As a known issue [4], 
noises were observed from the resulted measurements using 
the Kinect. 

Elbow and knee joint angles of a subject while swinging a 
tennis racket, as shown in Figure 5, were measured by a single 
camera and the Kinect. Measurement scenes (P1 - P7) indicate 
occlusions of the subject’s arms. Overall, the trend of the 
resulted joint angles from the camera agrees with those from 
the Kinect. However, there are gaps as occlusions occurred, 
such as in scenes from P3 to P7. The Kinect failed to measure 
the left-hand’s elbow joint angles, which is highly occluded in 
these scenes. Table I shows 3D human pose estimated from 
the camera and the Kinect in P4 and P6 scenes. It is obvious 

that the camera estimated the 3D human pose better than the 
Kinect because the OpenPose used in this study works better 
on handling occlusion to determine the joint location. Hence, 
the joint angles measured from the camera is more reliable the 
those from the Kinect.  

We measured elbow and knee joint angles of a subject on 
performing two tasks: running and running in place, measured 
by a single camera. During the measurements, the right arm 
and the right leg of the subject, as shown in Figure 6, were 
occluded from time to time. Ideally, fluctuations of left elbow 

 
Figure 4. Right-hand’s elbow joint and orientation angles of a 

subject while performing elbow side flexion. 

 
Figure 5. Measurements of elbow and knee joint angles of a subject 

while swinging a tennis racket. 
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and left knee joint angles are identical with that of right elbow 
and right knee but half-cycle shifted in phase. On scenes 
where the entire right arm was mostly occluded by the body, 
the proposed framework estimated the posture of the right arm 
to be greatly extended behind the body. Thus, high values of 
the elbow joint angles were measured during these scenes.  On 
the other hand, despite the right leg was sometimes partly 
occluded by the left leg, good results of knee joint angles were 
derived.  

Finally, Figure 7 shows joint and orientation angles of 
elbow and knee of a subject entering a swimming pool before 
starting to swim. A waterproof camera was used to record the 
scene. The estimated 3D human pose was presented to show 
that pose estimation was not affected by the underwater light 
environment. Measurement of joint and orientation angles can 
be done in the same manner as on land. At this moment, 
detailed validation for the measurement results has not been 
carried out but we will report the analysis results in our next 
paper. 

V. CONCLUSION AND FUTURE WORK 

In this study, we have proposed a tele-rehabilitation 
framework where patients can send recorded videos during 
performing ADL tasks and get feedbacks to visualize their 
body joint and orientation angles to maintain or improve the 
rehabilitation stages. The proposed framework is more robust 
than the Kinect on handling occlusion; thus, it opens the 
possibility to measure body joint and orientation angles while 
doing ADL tasks where a part of limbs is hidden, such as 
dining and sleeping. The resulted measurements from the 
proposed framework are less sensitive to noises than those 
from the Kinect. Although the Kinect shows better results in 
term of absolute accuracies, the relative accuracy of the 
proposed framework against the Kinect is acceptable. The 
proposed framework can be extended to do the same 
measurements during aquatic therapy and fitness pools.  

Future works include conducting experiments to measure 
body joint and orientation angles of a number of participants 
while doing ADL tasks where a part of limbs is hidden, and 
performing details analyses to determine validity of the 
proposed framework. 
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Abstract—Upper limb and trunk functionalities are important 
for performing activities of daily living, such as eating, 
drinking, clothing and personal care. However, hemiplegic 
patients impair upper extremity functionalities, the activities 
are performed by using compensatory movement strategies. 
Recently, Takahashi and Murata et al. developed a system for 
collecting motion data with a cloud service. The purpose of this 
study was to investigated whether clinical application of this 
system for collecting motion data is available as assessment for 
hemiplegic patients. Two hemiplegic participants and one 
healthy participant performed drinking task, and the angles of 
shoulder abduction and trunk flexion were calculated. Angles 
of shoulder abduction and trunk flexion during drinking 
between non-paretic and healthy sides were similar, however, 
the larger angles of shoulder abduction and trunk flexion 
during drinking by paretic side showed compared with them 
by non-paretic and healthy sides. We believe that this system 
will be available as a quantitative assessment of activities of 
daily living in patients with disabilities. 

Keywords-rehabilitation treatment; activities of daily living; 
disability; functional recovery. 

I. INTRODUCTION 

Upper limb functionality is important for performing 
Activities of Daily Living (ADL). However, patients who 
have suffered neurological damage owing to stroke may 
have impaired upper extremity functionality (hemiplegia), 
then the activity must be performed by using compensatory 
movement strategies. Therefore, hemiplegic patients needed 
the rehabilitation treatments to improve upper limb and 
compensatory functionalities. Thus, to assess the movements 
of upper limb and trunk when performing ADL is important 
to evaluate impairment severity and help in the design of 
physical and occupational therapy interventions tailored to 
hemiplegic patients. 

Recently, many researchers have tried to estimate 
physical activities from acceleration and/or gyro sensor data 
obtained from wearable devices and/or smart phones. In 
addition, Zhang et al. developed a cyber-physical system for 
patient-centric healthcare applications and services that was 
built on cloud and big data analytics technologies [1]. The 
system consisted of a data collection layer, a data 
management layer and an application service layer to collect 

and follow up on many kinds of big data. It used a security 
tag to maintain security. Doukas et al. also proposed a 
mobile system that enables electronic healthcare data 
storage, update and retrieval using cloud computing [2]. A 
mobile application was developed using Google’s Android 
OS and Amazon’s S3 to provide management of patient 
health records and medical images. Based on the above 
background, Takahashi et al. developed a system for 
collecting motion data using Google Firebase service [3]. 
The system collects and stores sensor and video data 
synchronously, and allows appropriate persons to access 
stored motion data. The number of subjects in previous 
studies for a quantitative assessment of movement, such as 
three-dimensional (3-D) motion analysis is relatively small 
[4][5]. However, we believe that the system developed by 
Takahashi et al. can be expected collecting big data. The 
collecting big data may allow a better understanding of limbs 
and trunk functionality for performing ADL and help in the 
design of physical and occupational therapy interventions 
tailored to hemiplegic patients. 

The purpose of this study was to investigate whether 
clinical application of a system for collecting motion data is 
available as assessment on rehabilitation treatment for 
hemiplegic patients. 

In Section II, the method in this study is explained. The 
results are outlined and discussed in Section III. Conclusion 
and future work are described in Section IV. 

II. METHODS

Two hemiplegic adult participants and one healthy adult 
participant were participated in this study. The upper limb 
functionalities in hemiplegic participants were assessed with 
Fugl–Meyer Assessment of Upper Extremity (FMA-UE). 
The arm impairment can be classified based on FMA-UE 
scores between 39 and 57 (moderate impairment) and 58 to 
64 (mild impairment) in accordance with previous report [4]. 
Hemiplegic participant A had moderate arm impairment 
(FMA-UE scores: 43) and hemiplegic participant B had mild 
impairment (FMA-UE scores: 59). All participants could 
drink a cup of water without assistance. Participants 
performed drinking task three times on both sides, 
respectively. The angles of shoulder abduction and trunk 
flexion during second task were calculated. The task was 
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performed in the following steps: 1) reaching out for the cup, 
2) grasping and transporting the cup forward to the mouth, 3) 
drinking, 4) transporting the cup backward to the pickup 
point, and 5) returning the hand to the initial position [5]. 
Shoulder and Trunk movements were measured with a 3-D-
gyro sensor. We used two SONY Smart Watch 3 units as the 
3-D gyro sensor [6]. 3-D gyro sensors were placed on the L1 
spinous process and upper arm (see Figure 1).  

Figure 1. Wearable device placements. 

Figure 2. Recording of movie during drinking 

The movies during drinking were recorded by the tablet-
type device that accepted to 3-D gyro sensors (Figure 2). The 
data were expressed in relation to the percentage of the 
drinking task cycle that had lapsed (0–100% of the drinking 
task cycle). 

III. RESULTS AND DISCUSSION

Figure 3 showed the data of changes of angle on shoulder 
abduction (Figure 3A) and trunk flexion (Figure 3B) during 
drinking. Time of drinking by paretic side was longer than 
by non-paretic side in each hemiplegic patient.  

Figure 4 showed angle of shoulder abduction (Figure 4A) 
and trunk flexion (Figure 4B) during drinking on normalized 
times. Angles of shoulder abduction and trunk flexion during 
drinking between non-paretic and healthy sides were similar, 
however, the larger angles of shoulder abduction and trunk 
flexion during drinking by paretic side showed compared 
with them by non-paretic and healthy sides. 

In this study, we measured shoulder and trunk 
movements in two hemiplegic participants using a system for 
collecting motion data with a cloud service, and found that 
the larger angles of shoulder abduction and trunk flexion 
during drinking by paretic side compared with non-paretic 
and healthy sides. In general, 3-D imaging measurement 
technique is powerful tool for a quantitative assessment of 
movement in all degrees of freedom, previous studies have 
reported that movement when drinking for hemiplegic 
patients using 3-D motion analysis. In fact, some studies 
revealed that larger shoulder abduction in hemiplegic 
patients compared with healthy individuals [4][5]. In 
addition, we insist that angle of shoulder on normalized time 
during drinking (Figure 4A) in this study was similar to that 
using 3-D motion analysis [5]. Also, trunk movement has 
been reported to have a significant correlation with stroke 
impairment severity [4][7]. This was confirmed in this study, 
i.e., the difference of trunk flexion between paretic and 
nonparetic sides in hemiplegic participant with moderate 
impairment level was larger at 20% during drinking than that 
in hemiplegic participant mild impairment level (Figure 4B).  
Alt Murphy et al. [4] purposed that compensatory trunk 
movements should be considered as an essential part of 
movement patterns after stroke and included in evaluation 
models.  

Finally, we suggest that using of a system for collecting 
motion data with a cloud service reflect more real physical 
activities and/or functionalities. 

IV. CONCLUSION AND FUTURE WORK

We believe that a system for collecting motion data with a 
cloud service will be available as a quantitative assessment 
of ADL in patients with disabilities. The future work must 
assess of the reliability of data obtained from this system. In 
addition, to be more developed this system need to 
investigate many patients who have suffered neurological 
damage owing to stroke and cervical spinal cord injuries. 
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Figure 3. Raw data of shoulder (A) and trunk (B) in two hemiplegic 
participants and one healthy participant obtained from wearable devices. 

Figure 4. angles of shoulder (A) and trunk (B) on normalized time. 
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Abstract—Many studies have been conducted to measure joint 
Range of Motion (ROM) to approach Activities of Daily Living 
(ADL) assessments using nonintrusive three-dimensional (3D) 
sensors, such as motion capture devices and the Kinect, as 
alternatives to goniometer. While these sensors have been 
widely used to measure joint angles, the measuring range is 
restrictive and the complexity to setup has prevented these 
devices to be used as self-measurements during home-based 
training. With the recent progress on human pose estimation 
using computer vision approach, locations of joints can be 
detected from a vision camera in real time. This achievement 
opens a possibility to measure ROMs in a wide area and in any 
locations as long as the subject is located inside the camera’s 
Field of View (FOV). This study extends the current human pose 
estimation to capture joints in 3D using a stereo camera and 
compares the ROMs of shoulder and elbow derived from the 
proposed method with those derived from the Kinect. 
Measurements of ROM using both devices show good 
agreement indicating that the proposed method is valid to 
measure ROMs, as a replacement for the Kinect. 

Keywords-rehabilitation; computer vision; range of motion; 
activities of daily living; 3D human pose estimation. 

I.  INTRODUCTION 

Many studies have reported the close relationship between 
joint Range of Motion (ROM) and Activities of Daily Living 
(ADL) [1][2]. The loss of ROM may occur at all ages due to 
injuries, diseases, surgery and normal aging, giving a direct 
effect on posture and movement. For those who have impaired 
ROM, the activity needs to be performed by using 
compensatory strategies [3]. ROM is commonly evaluated as 
the degree of maximum range of motion. However, the 
individual difference is big, such as a patient with impaired 
shoulder flexion motion may not be able to raise his upper 
limb but may still be able to conduct most ADL tasks. 

Traditional methods to measure ROM use apparatus, such 
as goniometers, inclinometers, and video in several specified 
directions. To obtain reliable measurements, clinicians are 
suggested to take repeated ROM measurements. Since the 
universal goniometer has scale in 5 increments, the 
measurement fluctuation is usually expected up to 5. The 
use of motion capture devices to measure angles has increased 
the reliabilities of ROM measurements. With these devices, 
ROM can be measured while the ADL tasks were performed 
by a subject. 

Some portable and low-cost devices equipped with depth 
sensors, such Microsoft Kinect and Intel RealSense can be 
used to track human motions and capture human postures in 
3D. Previous studies have shown that these devices show 
performance adequate for a range of healthcare imaging 
applications [4][5]. Unlike motion capture systems, ROM 
measurements using these depth sensors suffer from occlusion 
problems. Therefore, these sensors have to be positioned in an 
appropriate location and direction to avoid these problems. 
However, the tracking accuracy depends on having a perfect 
3D model of the subject which requires pose estimation using 
multiple cameras [6].  

The state-of-the-art computer vision techniques have 
enabled the detection of 2D human limb joints using a single 
camera. These techniques utilize fine-tuned convolutional 
network architectures. The “Stacked Hourglass Network 
(SHN)” was known to have a robust performance to a variety 
of challenges on joint detections for multiple people [7]. The 
most recent technique, “OpenPose” uses part affinity fields for 
the fast detection of multiple people [8]. SHN and OpenPose 
are available online as open source software for research 
purposes. Using dual cameras mounted side-by-side (a stereo 
camera), 3D human limb joints can be calculated by 
triangulating the corresponding 2D joints detected in each side 
camera [9]. The fast growing in Virtual Reality (VR) has made 
stereo cameras available on the markets. Some smartphones 
have been equipped by stereo cameras to produce perspective 
effects to the photos. 

This study attempts to expand the application of stereo 
vision as an easy and low-cost tool to measure ROM on 
performing ADL and to promote basic self-care. Two kinds of 
ROM are measured using 3D joints detected from a stereo 
camera and the Kinect, respectively. The measurements of 
ROM were performed according to the methods and 
guidelines for the measurement of joint range of motion by the 
Japanese Association of Rehabilitation Medicine and the 
Japanese Orthopaedic Association (JARM & JOA) [10]. 
ROM from each source is analyzed to reveal whether stereo 
vision is adequate for practical use on quantifying ROM. This 
study provides a basic framework to build a ROM 
measurement system. The framework minimalizes the 
hardware requirement since the measurement of 3D joint is 
performed at a server.  

This paper is organized as follows. Section II describes the 
related work on human joint detections using the Kinect and 

23Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-688-0

eTELEMED 2019 : The Eleventh International Conference on eHealth, Telemedicine, and Social Medicine

                           34 / 158



cameras. Section III describes methods to measure ROM 
using a stereo camera and the Kinect based on guidelines of 
JARM and JOA. Section IV shows measurement results of 
the accuracy of ROM derived from a stereo camera approach.
Finally, Section V concludes the achievements and discusses 
the future prospective of this study.

II. RELATED WORK

The task of estimating the posture of the human body 
without using markers has been attracting attention in the 
research area of computer vision. The estimation methods can 
be broadly classified as either methods using depth or visible 
cameras. 

A low-cost depth camera, the second version of Microsoft 
Kinect, the Kinect V2, has been used to measure ROM. Since
its predecessor, the Kinect has been applied to the 
rehabilitation field. The Kinect V2 captures depth images 
between the range of 0.5~8.0m in 30 frame per second of 
speed. The Software Development Kit (SDK) enables 
developers to detect 25 joints of up to 6 persons concurrently. 
Hereinafter, we simply referred both versions as the Kinect. 
The skeletal joints of the Kinect can be considered as an 
adequate tool for supporting rehabilitation. However, using 
these data in clinical applications where precise angle 
measurements are required needs a significant concern [11].

Studies have been conducted to enable the detection of 
various joints in complex postures using a camera. Toshev et 
al. (2014) [12] detects 2D joints using a regression model with 
a cascade Deep Neural Network (DNN) and associates
corresponding joints across the body posture. Newell et al. 
(2016) [7] proposed SHN to improve the detection by 
handling a diverse and challenging set of poses with a simple 
mechanism for reevaluation and assessment of initial 
predictions. Both [7] and [12] require a person detection 
process as a preprocessing before detecting body joints, 
causing detection of joints cannot be done if the preprocessing 
failed to detect a person. Cao et al. (2017) [8] proposed the 
OpenPose that creates “Part Confidence Maps (PCM)” to 

detect joints and “Part Affinity Fields” to associate 
corresponding joints directly without detecting a person 
beforehand. OpenPose is capable to detect every joint of the 
human body in real time. 

Ohno et al. (2018) [9] applied OpenPose to a stereo camera
and constructed 3D joints from 2D joints detected from each 
camera image using a stereo vision approach. Triangulation is
used to find the optimal 3D joint by refining the location of 
joints from each image. The refining process uses the value of 
PCM to select a more reliable joint between two images and 
determine the corresponding joint from the counterpart image 
using template matching.

3D joint measurements based on stereo vision seem to be 
more promising on measuring ROM. It will be possible for 
patients to create self-reported ROM at home as long as dual 
cameras are available, and to send the report to clinicians to 
assess the ability to engage in ADL tasks.

III. METHODS

This study evaluates two kinds of ROM measured by a 
stereo camera and the Kinect, respectively. Stereo camera 
and the Kinect are connected to a single computer to capture 

(a) Horizontal errors (X-Z plane) (b) Vertical errors (Y-Z plane)

Figure 1. Distribution of errors measured at 1,004 control points used in this study.

Figure 2. The experimental setup in this study.

Left camera

4m2m

Kinect

Right camera
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the movement of the subject concurrently. The capturing 
speed is set to 30fps.  

A. 3D Joint Measurement Using a Stereo Camera 

The method of Ohno et al. (2018) [9] is adapted to measure 
3D joints. Two cameras were calibrated and placed at intervals 
of 60cm. Each camera has a resolution of 1280px×720px. 
Errors were measured at 1,004 control points regularly placed 
in an area of 5m×10m. Here, Figure 1 shows distribution of 
errors on each control points. For all points, Root Mean 
Square Error (RMSE) was measured 8.12cm. For points 
located up to 6m against the cameras, the RMSE was 
measured 5.07cm. To get optimal results, subjects will be 
positioned between 2m and 6m from the center line between 
two cameras. This distance is considerably sufficient to 
measure ROM while engaging in ADL tasks.  

B. 3D Joint Measurement Using Kinect 

The Kinect is mounted on the middle between the stereo 
camera described above. Skeleton tracking function provided 
by the Kinect for Windows SDK 2.0 is used to measure 3D 
joints. No calibration is made on the resulted 3D joints. Here, 
Figure 2 shows the experimental setup for this study. 

C. Data Extraction 

With the stereo camera and the Kinect in frontal view, 
ROM for shoulder and elbow are measured to perform some 
ADL tasks. The measurements of shoulder and elbow, as 
shown in Figure 3, are conducted for subjects standing with 
upright postures for ROM measurements in this study. Values 
of angles between minimum and maximum angles on 
performing each posture are measured to be used as necessary 

data for the ADL [2]. Table I shows joints measured in this 
study whereas the maximum ROM for each joint movement 
was determined as in [11]. Here, we perform two types of 
measurements: incremental and continuous. The incremental 
measurement measures the absolute accuracy for a given 
posture. On the other hand, the continuous measurement will 
reveal how stable the values of angles are measured. Two 
healthy subjects (A and B) were participated in this study. 
Both subjects were required to wear ordinary clothes and to 
stand at 4m from the Kinect. 

1) Incremental measurement: Subjects were asked to take 
each posture as shown in Figure 3, where angles for each pose 
is assigned as in Table I and set using a goniometer. 
Goniometric measurements were performed using 
standardized methods [13]. After the goniometer was aligned 
to the shoulder motion by the examiner, a second examiner 
read and recorded the measurement. Once the pose was set, 
measurements were recorded simultaneously using the 
Kinect and the stereo camera. For the maximum ROM, 
subjects were instructed to move each joint to their maximum 
capability. These procedures were repeated three times for 
both left and right joints. The agreement of two 
measurements against a goniometer were assessed by 
studying the mean bias and constructing Limits of Agreement 
(LOA) to determine validity [10][14]. Here, the 95% LOA 
were defined as the mean bias to ±1.96 Standard Deviation 
(SD). Since the goniometer has scale in 5 increments, the 
95% LOA for the discrepancy exceeded ±5 can be defined 
as clinically significant. 

2) Continuous measurement: During continuous 
measurement, subjects were asked to stand upright and 
slowly perform shoulder abduction and elbow frontal flexion 
as shown in Figure 3(b)-(c) and move back to the upright pose. 
During this movement, measurements were recorded using 
the Kinect and the stereo camera, concurrently. The resulted 
measurements were fitted separately using fourth-order 
polynomial regression models to investigate the stability of 
each measurement by each device. RMSE and R-squared (R2) 
were calculated to evaluate the model. RMSE indicates the 

TABLE I. JOINTS MEASURED IN THIS STUDY 

Joint Pose Incremental 
Measurement 

Max. 
ROM 

Shoulder 
Forward flexion 30, 60, 90, 120, 150 180 
Abduction 30, 60, 90, 120, 150 180 

    

Elbow 
Frontal flexion 30, 60, 90, 120 145 
Side flexion 30, 60, 90, 120 145 

 

  
  

(a) Shoulder 
(Forward flexion) 

(b) Shoulder 
(Abduction) 

(c) Elbow 
(Frontal flexion) 

(d) Elbow 
(Side flexion) 

Figure 3. Body postures measured in this study. 
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absolute fit of the model to the data whereas R2 is a relative 
measure of fit. 

IV. RESULTS 

1) Incremental measurement: Joints with poses shown in 
Table I were measured for left and right shoulders and elbows 
from each subject. Table II shows the mean bias and the 95% 
LOA of measurements of the Kinect and the stereo camera 
against those of the goniometer. The analysis results derived 
from each user are presented because the difference of the 
clothes is considerably affecting the measurement results. 
Subject A and B, as shown in Figure 4, wore short and long-
sleeved shirts, respectively. The mean bias indicates that the 
stereo camera had relatively better accuracies than the Kinect. 
Especially, the measurement of poses from frontal view 
(forward flexion of shoulder and frontal flexion of elbow) 
where those joints were partly occluded from the devices. 
However, the 95% LOA for the discrepancy of both devices 
against the goniometer exceeded ±5, which was defined as 
clinically significant. For the Kinect, this finding is consistent 
with [10]. 

2) Continuous measurement: Continuous movement 
during shoulder abduction and elbow frontal flexion were 
measured from each subject. Subjects were requested to 

perform these tasks within 20 seconds. No start or stop signs 
were given to the subjects because the necessary data can be 
extracted manually from the recorded scenes. Table III shows 
RMSE and R2 for each model fitted to the measurement 
results from the Kinect and the stereo camera. RMSE values 
from data derived by the stereo camera and the Kinect are 
comparable. High values of R2 were achieved from both 
model fitting. Here, Figure 5 and 6 visualize the measurement 
data and models fitted to the data. 

TABLE II. MEAN BIAS AND LOA MEASUREMENTS OF SHOULDER AND ELBOW JOINT ANGLES OBTAINED USING THE KINECT AND THE STEREO CAMERA 

AGAINST A GONIOMETER 

Subject Joint Pose 
Kinect vs goniometer Stereo camera vs goniometer 

Mean bias 95% LOA Mean bias 95% LOA 

A 

Shoulder 
Forward flexion    3.39 -16.62 to 23.39 -1.65 -26.74 to 23.44 
Abduction   -2.82 -32.41 to  26.78 -3.90 -17.51 to   9.71 

      

Elbow 
Frontal flexion   10.64   -4.11 to  25.40   9.91 -14.29 to 34.11 
Side flexion  -20.01 -58.55 to 18.53  -3.51 -18.96 to 11.94 

       

B 

Shoulder 
Forward flexion  -10.95 -75.50 to  53.59   -0.22 -20.80 to 20.35 

Abduction    -4.96 -17.93 to    8.01   -6.29 -20.88 to  8.31 

      

Elbow 
Frontal flexion    1.97 -23.05 to 27.00   1.27 -26.28 to 28.82 

Side flexion -17.85 -31.35 to -4.16  -4.74 -20.13 to 10.64 

 
TABLE III. MODEL FITTING AND ERROR ESTIMATION 

Subject Joint Pose 
RMSE (R2) 

Kinect Stereo camera 

A 

Left shoulder 
Abduction 

8.86° (0.9704) 8.59° (0.9708) 
Right shoulder 7.14° (0.9084) 8.0° (0.9735) 

Left elbow 
Frontal flexion 

7.13° (0.9801) 9.06° (0.9672) 

Right elbow 6.85° (0.9784) 6.66° (0.9767) 

B 

Left shoulder 
Abduction 

2.78° (0.9971) 3.13° (0.9960) 

Right shoulder 3.81° (0.9947) 5.01° (0.9913) 

Left elbow 
Frontal flexion 

8.54° (0.9759) 4.79° (0.9886) 

Right elbow 5.13° (0.9917) 4.66° (0.9938) 
 

  
(a) Subject A (b) Subject B 

Figure 4. The looks of subjects in this study. 
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V. CONCLUSION AND FUTURE WORK

In this study, we measured 3D joints remotely using a 
stereo camera and the Kinect. Our experiments show that the 
stereo camera had relatively better accuracies than the Kinect 
on measuring a pose at a given angle. On the other hand, the 
stereo camera was observed to be as stable as the Kinect on 
measuring joint angles continuously. However, before the 
stereo camera, as well as the Kinect can be used to measure 
ROM, it is important to understand their limitations in 
accuracy for the measurement of specific joint motions
against a goniometer.

The stereo camera used in this study is superior to the 
Kinect because it was based on OpenPose that doesn’t require 
the detection of full body posture to detect particular joints. 
Whereas, the Kinect may fail to detect joints when other part 
of the body is occluded. The stereo camera will enable us to 
observe various ADL tasks, such as dressing, eating, and 
bathing where a part of the body may be hidden easily.
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(a) Left shoulder (abduction) (b) Right shoulder (abduction)

(c) Left elbow (frontal flexion). (d) Right elbow (frontal flexion)

Figure 6. Continuous measurement for abduction and frontal flexion (subject B).
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Abstract—A sedentary lifestyle is a cause for many health
problems. To motivate employees to a healthier lifestyle and to
physical activity, the Hanze University initiated a health promo-
tion program, including a fortnightly coaching on lifestyle and
activity. An activity tracker was used to monitor the participants’
steps. However the used activity tracker doesn’t provide timely
personalized coaching. In this paper, we investigate the possibility
of enhancing timely personalized virtual coaching. Therefore we
investigated the manner in which the predictability of physical
activity of a participant during the day can be improved. We
focussed on the individual differences as well as the difference
in activity and the circadian rhythm between free time and
workdays. Exploring the data of the experiment the collected
step count data was used to examine whether there was a
significant difference between leisure time, such as weekends,
holidays, and workdays. Taking the findings of this investigation
into account, we augmented individual machine learning models.
The training of algorithms per participant in combination with
time sliced datasets improved the accuracy of the prediction
during the day of one meeting his or her daily goal. The use of
personalized prediction models, applied machine learning, and
the consideration of the difference between leisure time and
workdays, will become a valuable and viable addition to a virtual
coaching system helping the participants in achieving a healthy
lifestyle and enabling a virtual coaching system that intervenes
at the appropriate points in time.

Keywords–monitoring physical activity; circadian rhythm; in-
ference statistics; machine learning; intervention.

I. INTRODUCTION

An unhealthy lifestyle with insufficient daily physical ac-
tivity shortens life expectancy. Insufficient physical activity
is associated with 5.3 million deceases globally in 2008 [1].
Contrarily sufficient physical activity is related to a reduced
risk of metabolic syndrome [2], cardiovascular disease [3]
and mortality [4]. To promote a healthy lifestyle and physical
activity during the workday, the Hanze University of Applied
Sciences (HUAS) initiated a health promotion program called
-in Dutch- ’Het Gezonde Nieuwe Werken’ (HGNW). This
initiative contained a focus on the improvement of physical
activity. Participants received an activity tracker to increase
the awareness of their daily progress in achieving their goals
in terms of numbers of steps. The daily feedback of the activity
tracker was complemented with a fortnightly coaching session
on lifestyle and physical activity. However, the feedback of
the activity tracker and its platform didn’t provide the partic-
ipant with timely personalised feedback. Furthermore, current
activity trackers do not provide a personalized probability
of reaching the daily goal or take the difference between
leisure time and workdays into account, therefore lacking an

ability to adapt timing of coaching interventions to optimal
points in time. Leisure time and workdays are known to show
different patterns in activity [5] as well as a different circadian
rhythm [6]. To enable a more personalized virtual coach these
differences have to be taken into account.

In this paper, we investigate the influence of the circadian
pattern of leisure time, workdays and holidays on the physical
activity pattern during the day. In addition we investigate
whether the level of activity depends on leisure and working
time. Pattern differences due to these factors provide an
opportunity to implement personalized automated intervention
strategies for an individualized virtual coach.

The remainder of this paper is organized as follows. The
first section introduces the state of the art on measuring
activity levels, and the use of machine learning for monitoring.
Subsequently, we describe the study on health promotion at
HUAS, the collected dataset on daily physical activity of the
participants, the method of statistical analysis of the difference
between week, workweek, weekend, holiday and bank holiday,
and measuring the performance of the trained machine learning
models. In the third section we present the results of the
statistical analysis and the performance of trained machine
learning models. The conclusion on the results and a short
discussion on future work completes the paper.

II. STATE OF THE ART

Activity trackers provide a measure for the number of steps
and enable monitoring progress during the day and over time.
Adding an activity tracker on steps to physical therapy or coun-
selling was effective in some groups [7] [8]. The collection of
step data is not only effective for therapy or counselling, it is
also an intervention mechanism in itself [9]. Only the fact of
using an activity tracker could motivate physical activity and
improvement of health [10]. To improve on physical activity
in combination with activity tracking monitoring, coaching is
helpful. Effectiveness of (e)Coaching depends on timeliness
and on personal contextual information in combination with
actionable insights [11]. In other words the participant needs to
receive the information and the advice when it is most relevant.
To the best of our knowledge no studies exist on the use
of activity trackers in combination with the circadian pattern
and machine learning algorithms to establish individualized
models or studies on individualized models used in virtual
coach systems on monitoring activity helping the participant
to improve his or her physical behaviour.
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III. METHODS

In this section, we present the study design of the HNGW,
the data set we analysed, the statistical method to identify the
differences in physical activity between leisure time and work
week, and the training of algorithms with time sliced data and
the methods used for analysis of the accuracy of the trained
models.

A. Study design
The study data stems from the HNGW project. Forty eight

healthy employees were recruited from the HUAS. The 48
participants were divided according to age, gender, BMI, and
baseline self-reported health prior to being randomized into
two groups. Group A followed a twelve-week health promotion
intervention; the other group, group B, served first as a control
group and thereafter also received the twelve-week health
promotion intervention. Only the intervention period was used
to study. The outcome measures included, among other values,
the daily steps. The daily steps were measured with the Fitbit
Flex, which is known to be a trustworthy and valid activity
tracker for step count [12] and suitable for health promotion
programs [13].

B. Data set
We prepared the individual participants available minute

step data to investigate the difference between the activity
patterns on the weekends, the holidays, the bank holidays
and the workdays, and the corresponding activity patterns. We
followed a step-by-step approach. First, we performed a data
pre-processing step to remove the incomplete records from the
data set. We also eliminated all records per day whenever no
step was gathered during that day. Second, we augmented an
hourly summarised data set per participant with new derived
variables representing:

1) the year (2014-2015)
2) the week of the year (range 0-52)
3) the day of the week (range 0 - 6)
4) the hour of day (range 0 - 23)
5) the steps per hour
6) the cumulative sum of the steps per hour

Third, the work week is defined as the weekdays Monday till
Friday. Fourth, a weekend is defined as Saturday and Sunday.
Fifth, because all employees work on at an university of
applied sciences, they have the same holidays and information
on the holidays was added to the data set. Sixth, the bank
holidays were identified and added. For the column the average
number of steps per participant per day the amount of steps
between 6:00AM and 11:00PM was considered. The average
number of steps per participant per day the amount of steps
column was regarded as a threshold per day in order to
determine the binary outcome column. Finally, we constructed
individual binary outcome variables based on the threshold of
the time slices work week, weekend, holiday, bank holiday,
and week.

C. Statistical Analysis
To determine whether there were differences in level of

activity and moment of activity, we fitted a regression model
and used the ANOVA analysis in conjunction with the Tukey
HSD post-hoc analysis to identify possible correlations and

differences between the hourly datasets whole week, work
week, weekend, holiday and bank holiday. We reject the null
hypothesis when the mean of the steps per hours is equal
between the different time slices.

The Random Forest algorithm was chosen as the algorithm
to enable prediction on whether a participant would meet his
daily threshold. Random Forest is known as one of the most
accurate algorithms predicting the participant meeting his or
her goal [14]. The Random Forest algorithm was trained for
the individual participant and hourly time sliced datasets. The
techniques cross validation and parameter tuning were used to
optimize the trained model. To investigate the performance
of individualized hourly work week, weekend, holiday and
bank holiday models, we compared these predictions with
the predictions of a baseline model. The baseline model was
trained per participant on the whole data set without distinction
between the time slices work week, weekend, holiday or bank
holiday and then the baseline model predicted adopting the
four time sliced datasets leading to four sets of predictions.
Next the four models for the work week, weekend, holiday
and bank holiday predicted adopting the four time sliced
datasets. The confusion matrix method was used to classify
the difference between the predicted value and the actual value
of both the baseline model and the time sliced models. A
confusion matrix provides an overview of the true positives
(TP; a predicted a ’true’ and the actual data contained a ‘true’ ),
true negatives (TN; the model predicted a ‘false‘ and the actual
data was a ’false’ ), false positives (FP; the model predicted
a ’true’ label, but the actual data was a ’false’), and false
negatives (FN; the model predicted a ’false’ label, but the data
was ‘true’) of a model. The confusion matrix served as a basis
for the calculation of the performance measure F1-score and
the accuracy [15].

The F1-score and accuracy are calculated for each model
on group level, both metrics have a range of zero to one,
where one is the best score. To calculate the F1-score, two
other metrics known as the precision and the recall are used.
Precision is the proportion of the true positives and the false
negatives, and is calculated as:

TP
(TP+FN)

Recall is the true positive rate, which is calculated as follows:
TP

(TP+FP )
Using precision and recall, the F1-score is calculated as:

2 · Precision·Recall
Precision+Recall

To calculate the accuracy is a metric to determine the nearness
of the prediction to the true value. A value of the accuracy
close to one indicates the best performance. It calculates the
ratio between the correctly classified cases and all cases as:

TP+TN
TP+TN+FP+FN

The personalized work week, weekend, holiday and bank
holiday models were studied on the performance in comparison
with the baseline week model.

IV. RESULTS

The ANOVA test and the Tukey HSD post-hoc analysis
identified significant differences between the hourly level of
activity and the time sliced datasets. The ANOVA test found a
significant difference in activity level (p<0.001) between the
work week, the weekend, the holiday and the bank holiday
at six, seven, eight o’clock. The participants were less active
in the beginning of the day. Fig. 1 is an illustration of the
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difference of level of activity per hour of the day between the
work week and the weekend.

Figure 1. The difference in pattern of number of steps per hour during the
work week versus the weekend.

The Tukey HSD post-hoc analysis showed where there are
significant differences between the time sliced datasets. The
majority of the datasets (21 out of 30) showed significant
differences at six, seven, and eight o’ clock. In the remainder
of the day the differences between the different time sliced
datasets were not significant.

Table I is an example of the Tukey HSD post-hoc analysis
representing the seven o’clock results.

TABLE I. MULTIPLE COMPARISON OF MEANS - TUKEY HSD,
ALFA=0.05 EXAMPLE

Dataset 1 Dataset 2 Hour Mean difference Reject
all week bank holiday 7 -225 True
all week holiday 7 -167 True
all week weekend 7 -316 True
all week work week 7 165 True
bank holiday holiday 7 88 False
bank holiday weekend 7 -60 False
bank holiday work week 7 421 True
holiday weekend 7 -148 True
holiday work week 7 333 True
weekend work week 7 481 True

The personalized Random Forest models based on the
hourly datasets proved to show a better F1-score and accuracy
then the baseline week model. Table II an Table III represent
the improvement of the performance when using the work
week, weekend, holiday and bank holiday model instead of
the baseline weekmodel.

TABLE II. COMBINATIONS OF TIME SLICE BASED MODELS AND THEIR
F1-SCORE.

Model 1 F1-score Model 2 F1-score Difference
week model 0.59 weekend model 0.86 48%
week model 0.58 holiday model 0.71 22%
week model 0.57 bank holiday model 0.68 19%
week model 0.81 work week model 0.96 18%

V. CONCLUSION

The level of activity in the morning is influenced by
the difference between leisure time and work time. The in-
dividualized time sliced models improved the F1-score and
accuracy in comparison to the non-time sliced week model. It

TABLE III. COMBINATIONS OF TIME SLICE BASED MODELS AND THEIR
ACCURACY.

Model 1 Accuracy Model 2 Accuracy Difference
week model 0.89 weekend model 0.92 2.9%
week model 0.89 holiday model 0.89 0%
week model 0.76 bank holiday model 0.98 28%
week model 0.81 work week model 0.96 18%

is recommended to construct time sliced models per individual
to improve the performance of the individualized models. In
the future, contextual data that influences physical activity, like
weekly non-workdays, sports, and celebrations, may be taken
into account. Another possible future direction is to individu-
alize interventions that allow for more personalized coaching.
The individualization of the predictive models enables auto-
mated personalized, contextualized, and timely coaching. The
results of this paper will be applied in the preventive eHealth
virtual coach platform as suggested by Blok et al. [16].

ACKNOWLEDGMENT

The authors thank the Hanze University Health Program,
especially M. van Ittersum, for providing the physical activity
data of the Health Program, all the participants in the exper-
iment, and M. Aiello for suggestions on the structure of the
paper.

REFERENCES

[1] I. Min-Lee et al., “Effect of physical inactivity on major non-
communicable diseases worldwide: An analysis of burden of disease
and life expectancy,” The Lancet, vol. 380, no. 9838, 2012, pp. 219–229.
[Online]. Available: http://dx.doi.org/10.1016/S0140-6736(12)61031-9

[2] D. Zhang et al., “Leisure-time physical activity and incident
metabolic syndrome: a systematic review and dose-response
meta-analysis of cohort studies,” pp. 36–44, oct 2017. [On-
line]. Available: http://www.ncbi.nlm.nih.gov/pubmed/28927737https:
//linkinghub.elsevier.com/retrieve/pii/S002604951730207X

[3] S. A. Lear et al., “The effect of physical activity on mortality
and cardiovascular disease in 130 000 people from 17 high-
income, middle-income, and low-income countries: the PURE
study,” www.thelancet.com, vol. 390, 2017. [Online]. Available:
http://dx.doi.org/10.1016/

[4] D. D. Carter, K. Robinson, J. Forbes, and S. Hayes, “Experiences of
mobile health in promoting physical activity: A qualitative systematic
review and meta-ethnography,” PLOS ONE, vol. 13, no. 12, dec 2018,
p. e0208759. [Online]. Available: http://dx.plos.org/10.1371/journal.
pone.0208759

[5] C. E. Matthews et al., “Sources of Variance in Daily Physical Activity
Levels in the Seasonal Variation of Blood Cholesterol Study,” American
Journal of Epidemiology, vol. 153, no. 10, 2001, pp. 987–995.

[6] S.-J. Paine and P. H. Gander, “Explaining ethnic inequities in sleep
duration: a cross-sectional survey of Mori and non-Mori adults in New
Zealand.” Sleep health, vol. 2, no. 2, jun 2016, pp. 109–115. [Online].
Available: http://www.ncbi.nlm.nih.gov/pubmed/28923252

[7] H. J. de Vries, T. J. Kooiman, M. W. van Ittersum, M. van Brussel, and
M. de Groot, “Do activity monitors increase physical activity in adults
with overweight or obesity? A systematic review and meta-analysis,”
Obesity, vol. 24, no. 10, oct 2016, pp. 2078–2091. [Online]. Available:
http://doi.wiley.com/10.1002/oby.21619

[8] M. Miyauchi, M. Toyoda, N. Kaneyama, H. Miyatake, E. Tanaka,
M. Kimura, T. Umezono, and M. Fukagawa, “Exercise Therapy
for Management of Type 2 Diabetes Mellitus: Superior Efficacy of
Activity Monitors over Pedometers,” Journal of Diabetes Research,
vol. 2016, sep 2016, pp. 1–7. [Online]. Available: https://www.hindawi.
com/journals/jdr/2016/5043964/

32Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-688-0

eTELEMED 2019 : The Eleventh International Conference on eHealth, Telemedicine, and Social Medicine

                           43 / 158



[9] L. A. Cadmus-Bertram, B. H. Marcus, R. E. Patterson, B. A.
Parker, and B. L. Morey, “Randomized Trial of a Fitbit-Based
Physical Activity Intervention for Women.” American journal of
preventive medicine, vol. 49, no. 3, sep 2015, pp. 414–8. [Online].
Available: http://www.ncbi.nlm.nih.gov/pubmed/26071863http://www.
pubmedcentral.nih.gov/articlerender.fcgi?artid=PMC4993151

[10] Z. H. Lewis, E. J. Lyons, J. M. Jarvis, and J. Baillargeon, “Using
an electronic activity monitor system as an intervention modality: A
systematic review,” BMC Public Health, vol. 15, no. 1, dec 2015,
p. 585. [Online]. Available: http://bmcpublichealth.biomedcentral.com/
articles/10.1186/s12889-015-1947-3

[11] M. Gerdes, S. Martinez, and D. Tjondronegoro, “Conceptualization
of a Personalized eCoach for Wellness Promotion,” in Proceedings
of ACM 11th EAI International Conference on Pervasive Computing.
Barcelona: Association for Computing Machinery, 2017.

[12] T. J. M. Kooiman, M. L. Dontje, S. R. Sprenger, W. P.
Krijnen, C. P. van der Schans, and M. de Groot, “Reliability and
validity of ten consumer activity trackers,” BMC Sports Science,
Medicine and Rehabilitation, vol. 7, no. 1, dec 2015, p. 24.
[Online]. Available: http://bmcsportsscimedrehabil.biomedcentral.com/
articles/10.1186/s13102-015-0018-5

[13] J. Wang, R. Chen, X. Sun, M. F. H. She, and Y. Wu,
“Recognizing human daily activities from accelerometer signal,”
Procedia Engineering, vol. 15, 2011, pp. 1780–1786. [Online].
Available: http://dx.doi.org/10.1016/j.proeng.2011.08.331

[14] T. B. Dijkhuis, F. J. Blaauw, M. W. van Ittersum, H. Velthuijsen,
and M. Aiello, “Personalized Physical Activity Coaching: A Machine
Learning Approach,” Sensors, vol. 18, no. 2, feb 2018, p. 623.
[Online]. Available: http://www.mdpi.com/1424-8220/18/2/623

[15] S. Schoeppe et al., “Efficacy of interventions that use apps to
improve diet, physical activity and sedentary behaviour: a systematic
review,” International Journal of Behavioral Nutrition and Physical
Activity, vol. 13, no. 1, dec 2016, p. 127. [Online]. Available:
http://ijbnpa.biomedcentral.com/articles/10.1186/s12966-016-0454-y

[16] J. Blok, A. Dol, and T. Dijkhuis, “Toward a Generic Personalized Virtual
Coach for Self-management : a Proposal for an Architecture,” no. c,
2017, pp. 105–108.

33Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-688-0

eTELEMED 2019 : The Eleventh International Conference on eHealth, Telemedicine, and Social Medicine

                           44 / 158



Wearable and App-based Resilience Modelling in Employees (WearMe) 

Herman de Vries, 1,2,3,6, Wim Kamphuis2,7, Hilbrand Oldenhuis1,8, Cees van der Schans4,9  
& Robbert Sanderman3,10 

1 Hanze University of Applied Sciences, Professorship Personalised Digital Health, Groningen, The 
Netherlands 

2 TNO, Department of Human Behaviour & Organisational Innovation, Soesterberg, The Netherlands 
3 Department of Health Psychology, University Medical Center Groningen, Groningen, The Netherlands  

4 Hanze University of Applied Sciences, Centre of Expertise Healthy Ageing, Groningen, The Netherlands  
5 Deptartment of Psychology, Health and Technology, University of Twente, Enschede, The Netherlands 

E-mail: 6 h.j.de.vries@pl.hanze.nl; 7 wim.kamphuis@tno.nl; 8 h.k.e.oldenhuis@pl.hanze.nl;  
9 c.p.van.der.schans@pl.hanze.nl; 10 r.sanderman@umcg.nl

Abstract – Occupational stress can cause all kinds of health 
problems. Resilience interventions that help employees deal 
with and adapt to adverse events can prevent these negative 
consequences. Due to advances in sensor technology and 
smartphone applications, relatively unobtrusive self-
monitoring of resilience-related outcomes is possible. With 
models that can recognize intra-individual changes in these 
outcomes and relate them to causal factors within the 
employee’s own context, an automated resilience intervention 
that gives personalized, just-in-time feedback (e.g., a virtual 
coach) can be developed. This ‘Work in Progress’ paper 
presents the study protocol for the Wearables and app-based 
resilience Modelling in employees (WearMe) project that aims 
to develop such models. A cyclical conceptual framework 
based on existing theories of stress and resilience is presented, 
as the basis for the WearMe project. The included concepts 
are operationalized and measured using sleep tracking (Fitbit 
Charge 2), heart rate variability measurements (Elite HRV + 
Polar H7) and Ecological Momentary Assessment (mobile 
app), administered in the morning (7 questions) and evening 
(12 questions). Analyses will target the development of both 
within-subject (n=1) models, as well as between-subjects 
models. If successful, future work will focus on further 
developing these models and eventually exploring the 
effectiveness of the envisioned personalized resilience system.  

Keywords – Occupational Stress; Personalized eHealth; 
Sensors; Wearables; Virtual Coaching 

I. INTRODUCTION 

Occupational stress can cause health problems, such as 
musculoskeletal disease, cardiovascular disease, depression 
and burnout [1], but also has financial consequences due to 
treatment costs, productivity loss and absenteeism [2]. 
Especially the cumulative wear and tear on bodily systems 
caused by stress or inefficient management of mechanisms 
that promote adaptation is detrimental for health and well-
being [3]. This so-called ‘allostatic load’ increases the 
brain’s sensitivity to appraise stimuli as threats and reduces 
resources to cope, which can result in a loss spiral.  

There are all kinds of ways people cope with stress. The 
process of positively adapting to adverse events is also 
known as resilience [4]. In order to demonstrate positive 
adaptation (e.g., maintaining job performance and health), 
both individual (e.g., personality) and contextual (e.g., 
social support) resources can be used to cope with adversity 
[5]. By using these resources, resilient individuals are able 
to recover from the negative impact of stress relatively 

quickly and thus decrease their risk of negative long-term 
consequences.  

Resilience interventions are often offered to a broad 
population. However, those that target employees with a 
higher risk of experiencing stress tend to have better long-
term effects [6]. An even more personalized approach could 
be to monitor for early signs of the consequences of stress, 
relate these to causal factors in the employee’s context, and 
provide personalized advice to better cope with the stressor. 
Due to advances in sensor technology and smartphone 
applications, relatively unobtrusive self-monitoring of 
changes in resilience related outcomes is possible [7]. What 
is needed are models that can recognize intra-individual 
changes in these outcomes and relate these to causal factors 
and future consequences. With such models, one can 
potentially create an automated resilience intervention that 
gives personalized, just-in-time feedback, for instance in a 
virtual coaching application.  

In this ‘Work in Progress’ paper, we present the study 
protocol of the ongoing Wearables and app-based resilience 
Modelling in employees (WearMe) project. After 
introducing the WearMe project in Section I, a cyclical 
conceptual framework that is based on existing theories on 
stress and resilience is described in Section II. In Section 
III, we elaborate on how these concepts are operationalized 
in the first WearMe study. This includes the use of 
consumer-available wearables and an Ecological 
Momentary Assessment (EMA) app. In Section IV, some 
possible approaches for future work are described in our 
overarching goal to develop predictive models of employee 
resilience that can be used in personalized interventions 
such as virtual coaching applications.  

II. CONCEPTUAL FRAMEWORK 

The conceptual framework presented in Figure 1 has a 
cyclical nature and is based on several existing theories on 
stress and resilience.  

When (job) demands such as time pressure or physical 
workload are interpreted as threats because the available 
resources to adaptively cope with the demands are 
perceived to be insufficient, it results in stress [8]. 
Depending on whether the person can utilize the available 
resources to adaptively cope with the demands, the short-
term accumulated stress determines the individual’s 
perceived need for recovery afterwards, which is 
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characterized by feelings of exhaustion and having less 
vigour to undertake new activities [9], [10]. The need for 
recovery therefore has a negative impact on the individual 
resources to appraise and cope with new demands – unless 
there is sufficient recovery present to alleviate this effect 
[9]. Besides causing a perceived need for recovery, stress 
also decreases sleep quality [11] and psychological 
detachment [12], which are aspects of recovery [13]. 

The cyclical nature of the conceptual framework is also 
supported by the Conservation of Resources theory [14] 
that states that resource loss leads to stress and that initial 
loss of resources may cause a loss spiral because resources 
are also used to prevent resource loss.  

III. MEASUREMENT CYCLE 

Based on the conceptual framework, a measurement 
cycle was developed that suggests how the described 
concepts may be operationalized using consumer-available 
wearables and EMA smartphone application to monitor for 
early signs of the consequences of stress. With exception of 
adaptive coping, which was not included because it is 
highly context-specific and thus difficult to quantify, all 
concepts are measured daily (Figure 2). 

Although the resources that are needed to cope with 
demands are context-specific as well, several individual 
psychological and physiological resources were identified 
that are be relevant in a broad spectrum of situations, that 
may change on a day-to-day basis, and that can be measured 
using consumer-available wearables and apps. The first 
resource, Heart Rate Variability (HRV), is a measure for the 
variability in the intervals between two heartbeats and is 
considered to be a proxy for autonomous nervous system 
functioning [15]. While HRV is mostly known as a 
parameter that illustrates physiological changes during 
acute stress, the resting HRV can remain decreased during 
and afterwards acute stress [15] [16]. In contrast, having a 
lowered resting HRV has been associated with an increased 
sensitivity for stress [18], decreased emotion-regulation 
[19], a decrease in physical performance [20] and an 
increased risk of long-term physical or mental health 
problems [21]. In the WearMe study, resting HRV is 

therefore considered to be a potential indicator for the 
accumulation of stress, as well as an individual resource 
used in the appraisal of and coping with upcoming 
demands. Participants measure their resting HRV in the 
morning after waking up and before getting out of bed 
during 2 minutes in a supine position using the Elite HRV 
smartphone application [22] and a Polar H7 chest strap [23].  

Besides HRV, perceived happiness, work engagement 
(vigour and dedication) and generalized self-efficacy are 
individual resources that are measured in a short EMA 
questionnaire in the morning and evening. Similarly, 
perceived demands, stress and need for recovery during the 
day are measured during the evening EMA questionnaire in 
a smartphone application.  

The concept of recovery consists of two components 
that are known to limit the spill over of a perceived need for 
recovery during the next day; sleep and being able to 
psychologically detach from work during leisure time [24]. 
Therefore, psychological detachment is measured in the 
evening EMA questionnaire, while the morning EMA 
questionnaire includes an item on the perceived sleep 
quality. Furthermore, sleep onset latency, the number of 
awakenings, wake time after sleep onset, total sleep time 
and sleep efficiency are also objectively measured using the 

Figure 1. Conceptual framework for the WearMe study. 

Figure 2. Measurement cycle of the WearMe study. 
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Fitbit Charge 2 wrist-worn tracker [25]. Since stress is also 
known to have a negative effect on sleep quality [11] and 
psychological detachment [12], it is also considered to be a 
potential indicator for the accumulation of stress.  

Finally, alcohol intake [26] and physical activity [27] 
were measured due to potential confounding effects on 
sleep and/or HRV.  Alcohol intake during the previous 
evening was measured in the morning EMA questionnaire 
and physical activity (steps, sedentary minutes, minutes of 
moderate-to-vigorous physical activity) was measured 
throughout the day using the Fitbit Charge 2.  

III. PRESENT STUDY 

The first WearMe study aims to explore the feasibility 
of the described measurement cycle to monitor for early 
signs of the accumulation of stress and to relate these to 
other factors based on the hypotheses described in the 
conceptual framework. Additionally, the development of 
population models will be explored. The study protocol was 
approved by the ethical committee of the Hanze University 
of Applied Sciences Groningen (heac.2018.008).  

A. Population 

For this ongoing 15-week study, twelve students in 
Applied Psychology (n=5) and Social Work (n=7) that are 
on their first full-time internship, are at least 18 years old 
and own an Android or iOS smartphone were recruited. Due 
to the potentially stressful nature of the context of these 
internships, as well as this being the participants’ first full-
time internship in their curriculum, we anticipate this 
population to be at risk of experiencing stress.  

B. Data collection 

Besides the daily measurements that were described in 
section two, several questionnaires are being administered 
to benefit the development of population models using 
between-subject analyses. Therefore, questionnaires on 
personality traits [28], coping strategies [29], burnout [30], 
work engagement [31] and symptoms of somatisation, 
distress, depression and anxiety [32] were administered at 
study onset. The questionnaires on burnout, work 
engagement and symptoms of somatization, distress, 
depression and anxiety will also be administered after 5, 10 
and 15 weeks. Finally, participants will fill out a resources 
questionnaire to retrospectively assess the perceived 
personal and environmental resources throughout the 
internships after 15 weeks.  

C. Data analysis 

Data analyses will target the development of within-
subject (n=1) models to predict changes in individual 
physiological and psychological resources (resting HRV, 
vigour, happiness, generalized self-efficacy) and recovery 
(sleep, psychological detachment) based on the hypotheses 
described in the conceptual framework. Furthermore, the 
development of population models will be explored. While 
no specific data-analysis techniques are pre-defined, both 
the use of traditional statistical analysis techniques and 
machine learning will be explored.  

IV. CONCLUSION 

If the results affirm that tracking sleep and resting HRV 
using consumer wearables is feasible and may be useful in 
resilience modelling, the current models could be 
expanded. Future studies will therefore focus on the 
development of predictive models that allow early detection 
of stress-related symptoms. In addition, expanding the 
current model by using additional consumer-available 
wearables or apps that can unobtrusively collect potentially 
relevant data (e.g., GPS location, calendar events) may be 
explored. When our conceptual framework that illustrates 
hypotheses based on deductive reasoning shows to be valid, 
a more inductive approach to data-analysis may be explored 
(e.g., using machine learning) to increase the explained 
variance of the individual models. If successful, these 
models can be implemented in applications that create 
personalized feedback on how to cope with demands.  

Furthermore, it is possible that within-subject models 
can be formed but require a long period of data collection. 
If subgroups with similar outcome trajectories can be 
identified using between-subject analyses of baseline and 
first-week data in a larger sample in order to create a 
classification algorithm, it might be possible to develop a 
system that combines both methods [33]. In such a system, 
participants would first receive semi-personalized feedback 
based on their subgroup classification and start receiving 
fully personalized feedback when enough within-subject 
data are available.  
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Abstract— Self-management is widely seen as a viable 

contribution to sustainable health-care as it allows to promote 

physical and mental well-being. A promising approach to 

promoting a healthy lifestyle is the deployment of personalized 

virtual coaches, especially in combination with the latest 

developments in the fields of Data Science and Artificial 

Intelligence. This paper presents a framework for a virtual 

coaching system, as well as a use case in which parts of this 

framework are applied. The virtual coach in the use case aims 

to encourage customer contact center employees to protect 

their mental health. This article outlines one part of the use-

case in particular, viz. how to promote employee autonomy 

and supervisor support by, inter alia, monitoring employees’ 

levels of emotional exhaustion. Current systems focus on 

providing users with insight in their health status or behavior, 

the authors developed the functional architecture for a system 

that can be implemented for different goals and generates 

personalized, real-time advice based on the combination of 

user preferences, motivational success and predicted user 

behavior.  

 
Keywords- virtual coach; emotional exhaustion; artificial 

intelligence; mental support; data science; behavioral change. 

I. INTRODUCTION 

Most people struggle with protecting their physical and 
mental well-being in daily life. A promising approach to 
promoting a healthy lifestyle stems from the development of 
eHealth and telemedicine services. Particularly, services that 
aim at increasing users’ health prevention and self-
management efforts, are gaining momentum [16]. This 
development, together with the increasing availability of data 
from mobile devices and techniques for real-time data 
analysis, provides new opportunities for health self-
management via personalized virtual coaching. 

As described by Blok and Dijkhuis [4], we define a virtual 
coach as an automated system that assists the user, either as a 
stand-in for or supplementary to a human coach, to exhibit 
desired user behavior. Additionally, we expand this definition 
by a generic lifestyle intervention framework which stresses 
the application of virtual coaches for health benefits. This 
framework emphasizes three domains of health: physical 
health, mental health, and social health [10]. A healthy 
lifestyle is a balancing act between the load, the recovery and 
the capacity of the individual [12]. Specifically, striking a 
balance between load (physical, mental and social) and 

recovery, enables individuals to sustain a healthy capacity to 
cope with daily life situations. For instance, mental load and 
the ability to recover are dependent on the individual’s 
capacity to deal with stressful situations [27]. Examples of 
sources of mental stress are pressure at work or major life 
changes that are perceived negatively [12][27]. 

The remainder of this paper is organized as follows: the 

first section introduces the state of the art on virtual coaching 

systems. Subsequently, we describe the general, functional 

architecture for the virtual coach proposed by us. In the third 

section we present the use case in which the first modules of 

the virtual coach architecture are being implemented at the 

time of writing this article. The conclusion of the current state 

of this implementation and description of future steps 

completes the paper. 

II. STATE OF THE ART 

Effectiveness of (e)-Coaching depends on timeliness and 

personal contextual information in combination with 

actionable insights [8]. In other words the user needs to 

receive relevant information and advice at the appropriate 

time. In order to achieve this goal, various types of virtual 

coaches have been developed, for example self-monitoring of 

chronic diseases such as diabetes [15], motivating increased 

activity levels [25] or making healthier choices in daily life 

[17]. Currently available systems provide insight in health 

and behavior, but do not facilitate long-term behavioral 

change [13]. Spanakis et al. [23] predict eating behavior for 

the near future using rules learned from a predictive 

algorithm, however, they do not use personalized motivation 

techniques. 

The architecture proposed in this article is a general, 

functional architecture that can be implemented in various 

situations, both for coaching on physical and mental health. 

The architecture provides not only insights, but also 

personalized real-time advice. During the generation of the 

advice, personal preferences regarding activities as well as 

the success rates of different motivational techniques are 

taken into account in order to strengthen motivation and 

support behavioral change. Furthermore, advice is not only 

based on current behavior, but also on predicted behavior in 

the near future. 

To the best of our knowledge no systems exist that can be 

implemented for multiple goals (e.g., mental and physical 

health) and generate personalized real-time advice based on 
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the combination of activity preferences, motivational success 

and predicted user behavior.  

 

III. VIRTUAL COACH: FUNCTIONAL 

ARCHITECTURE 

On the basis of our definition of a virtual coach, we have 
designed a functional, modular architecture that is applicable 
to multiple domains. The architecture proposed in this paper 
focuses on providing relevant real-time advice and supporting 
behavioral change.  

In order to increase the influence of a virtual coach, we 
propose to channel behavioral insights into concrete advice 
for the user. This advice needs to be personalized with regard 
to the user’s context and (motivational) preferences. This is 
done in several steps, as shown in Figure 1. In Step 1, the 
virtual coach identifies the moments when the user is in need 
of intervention. When intervention is called for, an 
appropriate personalized intervention method is generated by 
performing steps two and three simultaneously, the function 
of Step 2) being to determine which action a user had best 
perform to support him/her in reaching his/her goal, and that 
of Step 3) to determine the motivation technique most likely 
to influence his/her behavior. 

 

Figure 1. The steps in the functional architecture of the 

virtual coach. 

All steps are geared to the user’s specific context. In order 
to capture the user’s context we combine behavioral data 
(generated by the user) with data from IoT-sensors and other 
sources (e.g., weather, location, time). This way, we take 
advantage of the variety of available data sources and enable 
a virtual coach to learn to interpret the user’s context 
automatically. The final advice is then presented to the user, 
for example via a mobile application. In the following 
sections the above mentioned steps are described in more 
detail. 

A. Determine if intervention is needed 

The first step is the automatic identification of the 
moments when a user might need intervention. For this to be 
successful, a measurable and realistic goal must be set: the 
goals and needs of the user will have to be captured and 
objectively measured. Next, an appropriate amount of data 

must be collected in order to successfully establish whether 
or not a user reaches his goal. Patterns in the data can be 
learned using machine learning techniques, resulting in a 
predictive model [7]. The model has to be updated over time: 
the behavior of the user may change. Also, when the user 
frequently reaches his goal, the goal needs to be re-defined as 
well. The choice to intervene is context-aware and takes, for 
example, the hour of the day as well as the user’s calendar 
into account. 

B. Determine action 

Once the virtual coach has determined that an intervention 
is necessary, the system provides the user with personalized 
suggestions for actions. These actions are tailored to the 
user’s interests and preferences. Providing the user with a 
high variety of recommended actions is expected to increase 
user experience [14]. For the system to be able to recommend 
an appropriate and personalized action to the user, a list of 
possible actions must be created first. In order to overcome 
the cold start problems in the steps of the architecture, a new 
user completes an intake profile. This intake profile consists 
of, inter alia, the user’s demographics and preferences for a 
random subset of items on the action list. Also, the intake 
profile is used to assess the user’s ability. The virtual coach 
considers the feasibility of an action and links it to the user’s 
ability level using a Rasch model in order to select appropriate 
action items [19]. Based on the user’s ability, the probable 
willingness to engage in a particular action can be determined. 
When this probability is high, the action is seen as feasible. 
Note that a user’s ability might change over time (for better 
or worse, depending on fluctuations in his/her health and 
fitness). These changes in ability need to be recomputed 
regularly in order to recommend appropriate actions. 
Furthermore, all action recommendations must be context-
aware (e.g., don’t send a user outside when it is raining). 

C. Determine motivation techniques 

There are many theories on how to motivate humans and 
they attempt to link individual motivation techniques to, inter 
alia, personality factors and locus of control. We are aiming 
for an approach that compares different motivational theories 
and systematically explores their effectiveness among users. 
Ultimately, we investigate whether tailoring actions by 
creating personality and preference profiles for motivation 
techniques stimulates behavioral change. First attempts to 
generate messages aimed at changing health-related behavior 
(e.g., handle potentially conflicting goals and motives) were 
introduced by Baskar et al. [3] and Op den Akker et al. [16]. 
Along with the above mentioned intake profile, a test battery, 
as well as a few examples of motivation messages may be 
given to the user right at the beginning, allowing him to rate 
the messages. Furthermore, clustering can be used to identify 
groups of users with a similar profile based on a questionnaire 
at the intake of the virtual coach. Individuals within the same 
group could initially be treated similarly [23]. The proposed 
model can be applied to several situations as long as the users’ 
behavior can be measured frequently and the probability of 
users reaching their goal can be predicted accurately. 
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IV. USE CASE: SERVICE WITH A SMILE 

Research suggests that people who report high levels of 
work stress run a greater risk of developing a range of mental 
and physical health conditions such as depression, anxiety, 
hypertension and heart disease [11]. Work-related issues, like 
the combination of high demand and low control, have been 
shown to require sustained physical and psychological effort. 
These sustained efforts typically come at significant 
physiological and psychological costs [6][22] and have been 
linked to increased employee burnout, turnover, absenteeism 
and decreased performance [2]. Unfortunately, after 
recovering from these experiences, individual employees are 
often assigned less responsibility, they work fewer hours and 
are paid less than before [18], turning work-related mental 
health issues into the cause of serious long-term problems for 
both employees and employers. 

Especially in highly demanding service environments, 
where employees are expected to deliver ‘service with a 
smile’, many of the above mentioned negative health 
consequences are very common. In addition, the subsequent 
high rates of employee turnover entail enormous direct and 
indirect costs because of the expenditure of hiring and training 
new employees and the financial impact of diminished service 
quality [1]. It is crucial that employers create environments 
where employees can be themselves, because exhausted 
employees can neither enjoy their job nor deliver good 
service. 

Customer service centers are typically such highly 
demanding service environments. Hence, most customer 
service centers struggle to sustain their employees’ wellbeing; 
exhaustion, high stress levels and burnouts are common 
among call center employees [5]. 

While employees need to take into account that a 
customer’s perception of a company is determined by the 
quality of their interactions [21] and hence have to maintain a 
friendly disposition, they are also expected to quickly solve 
the issues of their customers. Matching these job demands has 
been shown to negatively influence job satisfaction and job 
performance because of, inter alia, emotional dissonance [28] 
and emotional exhaustion [24]. The above mentioned 
research outlines how high levels of psychological stress in 
call center employees lead to health impairment (particularly 
emotional exhaustion) and demotivation [26]. 

Both, job autonomy and supervisor support are the most 
commonly found work-related factors to negate the above 
mentioned health risks for customer service center employees 
(particularly emotional exhaustion)[28]. Providing customer 
service center employees with autonomy means providing 
them with a degree of freedom to make at least some decisions 
on their own. Autonomy has been shown to improve coping 
with emotionality of customers, to relate significantly to job 
satisfaction and performance [20] and to alleviate negative 
emotions felt by customer service employees doing stressful 
work. When autonomy in the workplace is absent, however, 
customer service center employees have been found to be 
more stressed, less satisfied and to report poorer mental and 
physical health [9]. 

V. DIGITAL CUSTOMER CONTACT CENTER 

ASSISTANT 

In collaboration with the customer contact center of Van 
Lanschot, a private Dutch bank, we set out to develop a virtual 
coach or ‘digital customer contact center assistant’ (hereafter: 
DC3A) with the aim of diminishing negative mental health 
influences and increasing the motivation of employees. As 
outlined in the virtual coach framework, the DC3A assesses 
the mental state of the employees (e.g., emotional exhaustion) 
on the basis of both direct and indirect factors. After each call, 
employees indicate, inter alia, the perceived tone of the call 
(positive, neutral or negative). This feedback serves as a direct 
indicator of their emotional exhaustion (i.e. the higher the 
number of negative customer interactions, the higher the level 
of emotional exhaustion). When employees are emotionally 
exhausted, both key performance indicators and service 
quality indicators are expected to decrease. Hence, the DC3A 
extracts relevant key performance indicators and service 
quality indicators from customer interaction records and links 
the employees’ feedback to these two sets of indicators. 
Machine learning techniques (such as classification and 
clustering), but also automated text analysis of call scripts are 
used to find patterns and assess the level of emotional 
exhaustion. On the basis of this assessment, the DC3A 
determines whether an intervention is needed and, if so, which 
type of action needs to be recommended (e.g., taking a break 
or seeking supervisor support). As described in the general 
framework for the virtual coach, the type of motivation that is 
paired with the recommended action is determined by using 
hybrid recommender systems. This allows us to optimize the 
action with a personalized motivational approach, based 
either on facts extracted from calls or on an informed 
selection of the type of action. We postulate that this added 
motivational component enhances a) the action’s level of 
persuasion and therefore b) the employee’s level of 
compliance. Both action and motivation are then combined to 
formulate the intervention message for the employee, aiming 
at initiating behavior that decreases levels of emotional 
exhaustion. The effect of this intervention, and whether or not 
the message is understood, is measured through key 
performance indicators and service quality. On the basis of 
the results of our first prototype we will adjust algorithms for 
both content and timing of the messages for the employees, 
and incorporate the necessary changes. 

VI. CONCLUSION 

We have designed a functional architecture for a virtual 
coach that addresses the mental health and operational 
support of customer contact center employees. Our design 
and approach are based on research that addresses mental 
health problems of people working in highly demanding 
service environments. A first prototype, aiming at supporting 
the mental health and well-being of customer contact 
employees, is currently being tested in an organization whose 
customer contact center is a key instrument in achieving 
customer satisfaction. 
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During the development of the presented architecture, as 
well as during the building process of the first prototype, the 
authors encountered a few challenges. One of these 
challenges was bridging the various, necessary fields of 
expertise (e.g., find a common understanding of the problem 
and agree on vocabulary and methods). Another challenge 
was the business driven use-case; the authors were asked to 
work with mostly predetermined information and minimize 
the collection of new data points. Both challenges could be 
addressed successfully by forming a dedicated, 
multidisciplinary research team with a common goal. This 
dedicated team, consisting of experts in the areas of Computer 
Science, Software Engineering, Psychology, Applied 
Mathematics and Artificial Intelligence, formed the basis for 
a new ecosystem. This ecosystem is sponsored by the 
involved private businesses as well as academic institutions 
and enables the team to take the next steps in the development 
of the virtual coach. These steps are: 1) development and 
implementation of the first prototype in the use case, and 2) 
combine this work with exploratory research at academic 
institutions to fill gaps and further interdisciplinary research 
in other related areas.  
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Abstract—Current health systems are becoming stronger and 

more efficient, with promises for better and healthier life 

quality. However, one of the prerequisites for this promise is 

that health systems are able to connect and interact with each 

other, by quickly and seamlessly exchanging data, using open 

standards and bypassing interoperability constraints. For that 

purpose, several researches have been proposed focusing on 

the field of interoperability, dealing with specific one-to-one 

scenarios of data transformation. Among these solutions, the 

translation of healthcare data into ontologies is considered as a 

solution towards interoperability. However, healthcare data 

can be found in multiple formats, while most of the current 

approaches are dealing with specific data formats and designs. 

To address this gap, in this paper, we are proposing an 

extended approach to create an ontology model from any data 

format, taking into account complex cases arising from 

multiple data design styles, by transforming the healthcare 

data into XML Schema Graphs (XSG) for providing it as an 

input to the Apache Jena, and finally generating Resource 

Description Framework (RDF) entities. 

Keywords—healthcare; interoperability; ontologies; 

heterogeneous data 

I.  INTRODUCTION 

Worldwide, healthcare is at the intersection of the 
introduction of disruptive digital innovations, with digital 
health revolutions playing a significant role in decreasing 
long-term healthcare costs, enabling better healthcare 
outcomes, and empowering both the patient and the 
healthcare provider with real-time data and connections with 
each other [1]. However, for this promise it is considered 
crucial that health systems are able to communicate with 
each other, by quickly and seamlessly exchanging data using 
open standards [2]. Nevertheless, one of the biggest issues in 
healthcare research is the ability of researchers to obtain 
healthcare record data, as information silos of healthcare data 
exist across both private and public sectors, affecting both 
patient care and medical research [3]. In order to overcome 
these information silos, there is a great need for legislative 
directives that allow and encourage data sharing across both 
federal and commercial healthcare environments, including 
security requirements to protect personally identifiable 
information and protected health information [4]. Even with 
these directives, issues will remain regarding information 
exchange, since data has to be shared with as many 
stakeholders as possible. To this domain, interoperability is 

the only sustainable way for letting systems to talk with one 
another and getting the complete image of a patient [5], 
considered of great importance to overcome today’s 
fragmented and proprietary global health systems, allowing 
stakeholders to make the most of health data, including 
extending, upgrading, and preserving it. According to [6][7], 
while global annual health spending reached $7.077 trillion 
dollars in 2015, this metric should increase to $8.734 trillion 
dollars by 2020. Moreover, according to [8], researchers 
predict that the healthcare market will have a value of $18.7 
billion by 2020, up from a size of $5.8 billion in 2015. What 
is more, the global healthcare middleware market is expected 
to reach $3.07 billion by 2023 from $1.90 billion in 2018, in 
order to overcome healthcare interoperability issues [9]. 
Such issues include exchanging healthcare data between 
disparate systems to support care coordination, population 
health management initiatives and most importantly to stay 
Health Insurance Portability and Accountability (HIPAA) 
compliant to support meaningful use of data and protect the 
privacy of individuals [10]. Based on [11], 86% of the 
mistakes made in healthcare are due to administrative 
reasons, where 30% of clinical tests have to be re-ordered 
since the results cannot be found. Moreover, the same report 
has showed that patient charts cannot be found on 30% of 
visits, while about 80% of all serious medical errors involve 
miscommunication during care transitions. 

Henceforth, it is undeniable that healthcare provisioning 
and research require healthcare data to be restructured into a 
common format and standard terminologies. In general, 
healthcare data can be either structured such as in relational 
databases, or semi-structured such as in eXtensible Markup 
Language (XML) data sources [12]. Therefore, data sources 
can be heterogeneous in syntax, schema, or semantics, thus 
making data interoperation a difficult task [13]. 
Consequently, syntactic heterogeneity is caused by the use of 
different models or languages, schematic heterogeneity is 
caused by structural differences, while semantic 
heterogeneity is caused by different meanings or 
interpretations of the data in various contexts. In all these 
cases, interoperability can be achieved by manufacturing 
medical domain ontologies for representing the different 
concepts, relationships, and axioms among the different 
healthcare datasets, and for representing medical 
terminology systems [14]. More specifically, ontologies 
provide a promised technology to solve especially the 
semantic heterogeneity problem, as a formal, explicit 
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specification of a shared conceptualization [15], referring to 
an abstract model of phenomena in the world, having 
identified the relevant concepts of those phenomena. 
‘Explicit’ means that the type of concepts used and the 
constraints on their use are explicitly defined. ‘Formal’ refers 
to the fact that the ontology should be machine readable, 
while ‘Shared’ means that the ontology should capture 
consensual knowledge accepted by the communities. 

In all the aforementioned cases, healthcare 
interoperability is currently delivered through the HL7 Fast 
Healthcare Interoperability (HL7 FHIR) standard [16], which 
despite its wide adoption, it still needs much time to become 
a global healthcare data exchange standard, as there exist 
systems that still produce data that are not related to it. 
Taking into consideration these challenges, in [17] a holistic 
approach has been presented for achieving interoperability 
through the transformation of healthcare data into its 
corresponding HL7 FHIR structure. Shortly, the provided 
mechanism was building the healthcare ontologies that were 
primarily stored into a triplestore, in order to identify and 
compare their syntactic and semantic similarity with the HL7 
FHIR Resources. Consequently, according to the aggregation 
of the syntactic and semantic similarity results, the matching 
and translation to the HL7 FHIR was taking place. In this 
paper, we are going to describe the mechanism of the 
automatic ontology creation of any data format that is 
currently in [17], taking into consideration that dozens of 
ontology creation mechanisms have been developed over the 
last decade, and nearly all of them are able to perform 
transformations only on specific data formats and standards 
(e.g., csv or xml files). 

The remainder of the paper is organized as follows. In 
Section II, the related work is illustrated, while Section III 
depicts the overall approach with regards to the automatic 
ontology creation of any data format. Section IV includes the 
results of the evaluation of the proposed approach, while 
Section V presents our concluding remarks and future 
directions. 

II. RELATED WORK 

A. Ontologies in Healthcare 

Current healthcare systems need to have the ability to 
communicate complex and detailed medical data in a secure, 
automated, and effective way. This can be achieved by 
building medical domain ontologies [18], in order to 
represent medical terminology systems. In general, an 
ontology represents a common, shareable, and reusable view 
of a particular application domain that gives meaning to 
information structures that are exchanged among different 
information systems. As a result, ontology’s aim is to 
achieve shareable knowledge for transmitting it between 
different stakeholders and application systems. Henceforth, 
the main goal is to create semantics in a generic way, 
providing the basis for agreement within a domain. 
Generally, the advantage of wrapping each information 
source to a local ontology is to allow the development of a 
source ontology independently of other sources or 
ontologies. Engineering new ontologies is not a deterministic 

process, since many design decisions must be made, while 
the designers’ backgrounds and the target application, 
influence their decisions in different ways. 

In the context of healthcare, ontologies may bring the 
indispensable integration of knowledge and data [19]. They 
are composed of existing medical knowledge, providing a 
way for building systems that help healthcare providers to 
perform clinical actions in a more efficient and effective 
way. Ontologies also specify semantic-based criteria that 
support different statistical aggregations for different 
purposes in healthcare, improving the accuracy of diagnoses 
by providing real time correlations of symptoms, test results 
and individual medical histories through standards-based 
systems for systematic crosschecking diagnoses. To this 
context, the authors in [20] developed a healthcare 
information system based on ontology methods, where 
healthcare practitioners were able to construct ontologies 
about new diseases, being easier to predict upcoming 
diseases. Furthermore, the authors in [21] built an ontology-
based healthcare context information model to implement a 
ubiquitous environment. In that case, contextual information 
was extracted and classified to implement the healthcare 
services using the context information model that could be 
defined through ontologies. As a result, application and 
healthcare service developers could use the sensed 
information in various environments by authoring device- 
and space-specific ontologies based on this common 
ontology. The research of [22] should be mentioned, where 
the authors proposed a framework and toolset that could 
provide a secure single point of access to a client’s full 
picture of her personal health information, by proposing an 
ontology-based framework. This framework was an 
independent tool that could automatically gather and 
combine a client’s health information from the various 
providers in their circle of care and provide the information 
securely and electronically without inconveniencing the 
client with multiple requests and sharing agreements. 
Finally, the researchers in [23] developed an ontology-based 
toolkit for improving the field of semantic interoperability in 
healthcare data. Shortly, the authors identified and specified 
the potential data sources, they conceptualized their semantic 
meaning and defined to what extent routine data could be 
used as a measure of the process or outcome of care required, 
in order to finally formalize and validate the final ontology. 

B. Ontology creation from different data sources 

In the field of ontology creation, several strategies and 
researchers have been developed for deriving ontologies 
mainly from heterogeneous XML data sources. Some of 
these approaches target on a general mapping between XML 
and Resource Description Framework (RDF) [24], while 
others aim at mapping XML Schema [25] to Web Ontology 
Language (OWL) [26]. In this domain, the authors in [27] 
proposed direct mappings from XML Schema to OWL, 
describing mappings from XML to RDF graphs, where the 
generated instances did not necessarily respect the ontology 
created from the XML Schema. The XML Schema to OWL 
mapping process was based on a set of interpretation and 
transformation rules from XML Schema to OWL. What is 
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more, the authors in [28] developed a tool to create an OWL 
ontology from an XML Schema, and convert XML data to 
OWL instances compliant to the created ontology, through 
the development of four Extensible Style Sheet Language 
Transformation (XSLT) [29] instances to transform XML 
files to OWL, without any other intervention on semantics 
and structures during the transformation. The research in 
[30] proposed a tool that aimed at building an OWL 
ontology from an XML data source. This method was based 
on XML Schema to automatically generate the ontology 
structure, as well as a set of mapping bridges between the 
entities of the XML data source and the created ontology, 
contributing into query translation between OWL and XML. 
The authors in [31] proposed a framework that aimed to 
generate an ontology from a large source of XML Schemas. 
They presented a set of patterns that enabled the direct, and 
automatic transformation from XML Schema into OWL, 
allowing the integration of huge amounts of XML data in the 
Semantic Web. They focused on an advanced logical 
representation of XML Schema components and presented 
an implementation that was possible to mine XML Schema 
sources in order to extract enough knowledge to build 
semantically correct ontologies with considerable 
expressivity. Moreover, the research in [32] proposed an 
approach to construct OWL ontology from XML document 
with the help of entity relation model. The authors proposed 
an XML-to-Relational (XTR) mapping approach to map an 
XML document to an entity-relation model, and then a 
Relational-to-Ontology (RTO) mapping approach to map an 
entity-relation model to an OWL ontology. What is more, the 
authors in [33] proposed an approach to integrate 
heterogeneous XML sources using an ontology-based 
mediation architecture. The ontology integration process 
contained the schema transformation and ontology merging 
steps, used for modelling each XML source as a local RDF 
ontology. Finally, the authors in [34] were based on XML 
Schema to build an ontology. In the case that the schema did 
not exist, it could be automatically generated from the source 
XML document, coping with all the possible complex cases 
that could arise from different XML Schema design styles. 

C. Key contributions of the proposed approach 

Several researches have been proposed so far in the 
literature focusing on the healthcare interoperability field, 
whereas dealing with specific one-to-one scenarios of data 
transformation. Among these solutions, the translation of 
healthcare data into ontologies is considered as a solution 
towards interoperability. However, healthcare data can be 
found in multiple data formats, while during ontology 
transformations, different terms are produced for the same 
concept. Most of the developed approaches are dealing with 
specific data format (i.e., mostly XML data format), while 
they do not tackle the question on how to create the ontology 
model, if there is not any XML Schema available. To 
address this gap, in this paper we are proposing an extended 
approach to create an ontology model from any data format, 
taking into account even the most complex cases arising 
from different data formats and design styles.  

III. PROPOSED APPROACH 

This study is based on an existing approach [17] that can 
transform any healthcare dataset of any format and nature, 
into HL7 FHIR through the translation of the latter into 
ontologies, and their matching through syntactic and 
semantic similarities. In our case, we are going to propose a 
mechanism for describing the automatic creation of the 
healthcare ontologies for the ingested healthcare dataset. Fig. 
1 illustrates the overall architecture of the mechanism as 
depicted in [17], where the components that are highlighted 
with grey color are going to be ignored since they have 
already been discussed. Therefore, in the proposed 
mechanism only the Ontology Building System is going to 
be described in deep details. 
 

 
Figure 1.  Overall architecture. 

A. Ontology Building System 

The objective of the Ontology Building System is to 
gather the XML Schema of the gathered healthcare datasets, 
and conclude in building the corresponding ontologies as 
described in the following five steps (Fig. 2): 
 

 
Figure 2.  Ontology Building System. 

1. Each healthcare dataset is being preprocessed 
through a document parser (Data Transformer) in order to 
identify the type of the document in which the dataset is 
stored (e.g., JSON, CSV, etc.). In any case, the Data 
Transformer converts the type of the healthcare dataset into 
XML format, by identifying the different elements of the 
document, as well as the parent and the child nodes, along 
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with their attributes. Henceforth, all the converted data is 
being stored into an XML document. 

2. The created XML document is transformed into 
XML Schema using the Trang API [35]. Shortly, Trang 
performs conversions between different schema languages 
for XML, and is constructed around a RELAX NG object 
model [36] designed to support schema conversion, taking as 
input a file written in XML syntax and producing an XML 
Schema. 

3. Afterwards, the XML Schema is analyzed using the 
XML Schema Object Model (XSOM) [37]. The SOM 
provides a set of classes in the System.Xml.Schema 
namespace that allows the reading of a schema from a file or 
the creation of a schema in-memory. The schema can then be 
traversed, edited, compiled, validated, or written to a 
fileXSOM. In this context, XSOM allows applications to 
easily parse XML Schema documents and inspect 
information into them. 

4. Sequentially, the output of the XSOM is used as an 
input for the Java Universal Network/Graph framework 
(JUNG) [38], which is used for graph-based manipulations. 
The latter, generates an XML Schema Graph (XSG) [39] that 
describes the schema in the same way whatever its design 
style is. 

5. Finally, the XSG is used as an input to the Apache 
Jena [40], in order to generate ontologies in the form of RDF 
entities [41]. It should be mentioned that RDF entities 
emerge from complex types, element group declarations, and 
attribute-group declarations according to specific matching 
rules. Apart from these, ontologies contain different object 
properties that emerge from relationships that are of type 
element-subelement relationships, while they contain 
datatype properties that emerge from attributes and from 
simple types. 

IV. EVALUATION 

A. Use Case description 

The use case exploits a healthcare dataset structured in 
CSV format, covering all the previous steps. The dataset that 
has been used to evaluate the efficiency of the proposed 
approach (Fig. 3) was a sub-dataset of anonymized citizens’ 
personal information, derived from Karolinska Institute [42].  

 

 
Figure 3.  Use case dataset sample. 

 

In more details, it consists of 5000 different instances of 
the personal information of certain citizens about their:  
(i) subject: string that depicts the personal identifier  
(ii) gender: integer that varies between 0 (male) and 1 female  
(iii) date of birth: date/time that depicts the birth date  
(iv) date of death: date/time that depicts the death date 
(v) cause of death: string that depicts the cause of death 

B. Application of the Ontology Building System 

In order to depict the proposed ontology creation process, 
after providing as an input the described dataset, we gather 
the following results, for each different step of the described 
process of Section III.  

Initially, after the preprocessing of the CSV use case 
dataset through the Data Transformer, the results of the 
XML creation of this dataset are represented in Fig. 4. 
 

 
Figure 4.  XML document of the use case dataset. 

In sequence, the XML Schema that is created through the 
derived XML document is represented in Fig. 5. 
 

 
Figure 5.  XML Schema of the use case dataset. 

The next step of the proposed mechanism deals with the 
analysis of the XML Schema through the XSOM, whose 
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results are provided as an input to the JUNG in order to 
finally generate the XSG. The latter is represented in Fig. 6. 

 

 
Figure 6.  XSG of the use case dataset. 

To this end, the XSG is used as an input to the Apache 
Jena to generate the RDF entities that are depicted in Fig. 7. 
 

 
Figure 7.  RDF entities of the use case dataset. 

Finally, Fig. 8 represents the final output of the 
mechanism, depicting the ontological hierarchical tree of the 
use case dataset, as it is visualized by WebVOWL [43]. 

 

 
Figure 8.  Ontological hierarchical tree of the use case dataset. 

V. CONCLUSIONS 

Currently, health systems are becoming stronger and 
more efficient, with promises for better and healthier life 
quality. However, one of the prerequisites for this promise is 
that health systems are able to interact with each other, by 
seamlessly exchanging data using open standards, thus 
bypassing interoperability constraints. In this domain, 
healthcare ontologies have been developed to resolve data 
heterogeneity issues, resulting in interoperability by 
knowledge sharing and reuse. Most of the developed 
approaches that aim in ontology building are dealing with 
specific data format, while they do not tackle the question on 
how to create the ontology model, if there is not any XML 
Schema available. In order to address the gap of automated 
ontology creation, a previous research was considered about 
a healthcare ontology matching mechanism that has the 
ability of transforming healthcare data to HL7 FHIR format, 
by building healthcare ontologies, and finding syntactic and 
semantic similarities among these ontologies and the 
ontologies of the HL7 FHIR Resources. In that case, an 
extended approach was presented that is able to create an 
ontology model from any data format, taking into account 
complex cases arising from different data formats and design 
styles. According to the results of the evaluation of the 
proposed approach, the overall ontology creation mechanism 
provided reliable results that are compatible with the 
manually derived results. 

Generally, writing an automated ontology building 
mechanism that is able to cover multiple data formats is still 
a challenging research task, since there exist several 
mechanisms that provide the same functionalities. In this 
context, we will work on the evaluation of the Ontology 
Building System with the similar mechanisms that were 
studied and are currently used, in order to identify potential 
errors and gaps that could be addressed in the current 
approach. What is more, we want to perform a similar 
comparison and evaluation concerning the other sub-
mechanisms of the current approach for healthcare 
interoperability, in order to conclude to more reliable and 
efficient results. To this end, we will continue on the 
evaluation of the Ontology Building Systems with datasets 
of different sizes, standards and formats, respecting privacy 
issues, based on the mechanism developed in [44]. 
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Abstract— In order to cover the requirements of 
interoperability in the Norwegian context, we studied the 
adequacy of expressing the clinical semantics contained in 
archetypes as terminology expressions using SNOMED-CT´s 
compositional grammar. As a result, we identified important 
challenges categorized as technical, expressivity, human, and 
models mismatch related. Technical challenges include the 
binding of archetype elements to sections of the SNOMED-CT 
expressions that are semantically equivalent, lack of tooling for 
performing guided binding based on pre-defined semantic 
patterns, and lack of guidance about the infrastructure to use 
ontology-based terminologies. Expressivity challenges include 
variations in the precision of the semantics expressed by the 
archetype and the SNOMED-CT models, challenges expressing 
temporal semantics in SNOMED-CT, and lack of mechanisms 
for specifying expressions whose values are only known at 
runtime. Human challenges include lack of guidance to discern 
what to leave represented at archetype level and what to 
project as a terminology expression depending on the 
expressivity requirements, and the need for more clarity about 
which hierarchies and attributes to use when several options 
are available for expressing the same concept.  Model 
mismatch issues were related to the issue of grounding 
(referencing) the sections of one model to the other and clarify 
the role of the context model and in which situations it makes 
sense to annotate archetypes using its verbose expressions. The 
challenges detected show a pressing need for the collaboration 
between the openEHR community and SNOMED 
International for providing better guidelines about 
terminology binding, better tooling for facilitating the binding 
process, and developing mechanisms that allow for extending 
SNOMED-CT with other biomedical ontologies in order to 
increase the coverage of archetypes semantics for scenarios 
with high expressivity requirements such as data reuse ones.  

Keywords-openEHR; SNOMED-CT; archetype; terminology 
binding; biomedical ontology. 

I.  INTRODUCTION  

Over more than a decade, health authorities worldwide 
have faced a growing pressure to accomplish smooth 
information flow between systems of health organizations. 
This has led to the adoption of clinical information standards 
and their use in combination with terminologies. 
Terminologies are used both to specify the meaning of the 
sections inside clinical information models (semantic 
binding), and to specify the content of the information 
recorded inside these sections (content binding). However, 
the effort in annotating clinical information models with 

terminologies is often underestimated [1]. In fact, few 
guidelines are available with clear instructions on how 
terminologies should be used in combination with clinical 
information models [2]. For example, when one faces the 
terminology binding of an openEHR archetype, it is not clear 
what elements of the archetype should be coded and which 
should not; when to use a pre- or a post-coordinated 
expression; or how to proceed when several terminology 
concepts are available. In fact, terminology binding 
guidelines often focus on the annotation of just the main 
sections of clinical documents, but they do not concern 
aspects related to the consequences of choosing an ontology-
based terminology, the granularity that should be pursued 
when annotating archetypes, or the requirements that 
advanced phenotyping queries used in clinical research may 
pose in the terminology binding of archetypes [1][2]. These 
are issues that need to be carefully addressed since they will 
have a major impact on the interoperability of clinical data 
extracts, thus determining the limitations of eHealth 
infrastructures. For example, the needs for harmonizing 
primary care and secondary care health information if only 
openEHR is used differ from the needs when SNOMED-CT 
is also used as reference terminology. One could only use 
SNOMED-CT for semantic tagging, i.e., indicate the 
meaning of each section in a clinical document (e.g., “this 
section contains vital signs”). Or one could decide to use the 
terminology to actually specify content abstracting the 
information shared from the syntactic representation format 
of one of the systems. For example, an archetype 
measurement of 155 mmHg systolic blood pressure could be 
shared just as the SNOMED-CT concept "On examination - 
blood pressure reading very high (finding) 163028000". 
Also, depending on the type of terminology selected, it may 
be possible to perform filtering operations based on its 
structure and hierarchy (e.g. which patients in treatment with 
anticoagulants suffered from a major bleeding event last 
year?).  

Adopting openEHR in combination with SNOMED-CT 
raises questions such as: which sections of archetypes should 
be bound to the reference terminology? Is there any benefit 
in fine-grained terminology binding of archetypes items? 
Should we use SNOMED-CT as a vocabulary or do we need 
to deal with its formal ontological nature to maximize the 
benefits?  

These research questions have been a matter of 
discussion among the Norwegian Centre for E-health 
Research, the Norwegian Directorate of eHealth (sub- 
ordinate institution of our Ministry of Health and Care 
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Services), and the national and regional comities for 
standardization (Nasjonal IKT). In addition, the Norwegian 
Agency for eHealth considers the adoption of a common 
reference terminology a long-term commitment. 

In the Norwegian context there has been a growing 
interest about the implications derived from ontology-based 
terminologies (e.g. SNOMED-CT) and the impact on present 
and future health information systems. As a result, the 
Directorate of eHealth decided the enrollment in SNOMED 
International and advised the acquisition and use of 
SNOMED CT at national level for a three-year period. 
In November 2015 several projects started exploring the 
mapping of SNOMED-CT towards the most commonly used 
Electronic Medical Record (EMR) functionalities (e.g., 
critical information, clinical findings, the patient pathway for 
chronically ill patients, and the patient summary). Among the 
suggestions of the directorate is the elicitation of clinical 
information models (archetypes) and terminology value sets 
for building the patient summary for continuity of care. 

A. The national work with openEHR archetypes in Norway 

Throughout the last four years OpenEHR has grown to 
gain a national anchorage in Norwegian healthcare. From 
2008 to 2012, the National ICT Health Trust conducted 
projects using archetypes for clinical chart systems, which 
resulted in a recommendation to build an openEHR-based 
infrastructure for specialized healthcare. In 2013 the National 
ICT Health Trust, decided to establish the National Editorial 
Group for Archetypes (NRUA) for coordinating the 
development of the national repository of clinical models 
(archetypes). NRUA also established a close collaboration 
with the openEHR foundation and the international 
openEHR Clinical Knowledge Manager (CKM). Through 
this collaboration, NRUA has translated and reviewed 
existing archetypes from the international CKM into the 
Norwegian national CKM [27]. Currently, the Norwegian 
CKM includes circa 400 reviewers of which around 30% are 
clinicians. The review process is being conducted at a 
national level [8] with the collaboration of contributors from 
all health regions. The number of archetypes approved in 
Norway in October 2018 was 80, and over 100 more are in 
process. The most immediate goal is to have 200 nationally 
approved archetypes by the end of 2019 to represent the 
EMR core content. 

B. Archetypes binding to SNOMED-CT 

Archetypes terminology binding is a complex, time-
consuming task. Such task is even more challenging when 
the terminology used is an ontology-based terminology such 
as SNOMED-CT. In that case, both the semantics contained 
in the archetype and the terminology conceptual models need 
to be carefully analyzed. For example, when an archetype 
element is bound to a terminology code, clinical modelers 
need to consider not only the name of the code but also the 
hierarchy of SNOMED-CT that contains that code to 
determine if it is appropriate to use it or not. For example, 
concepts to represent the blood pressure are available in the 
Observable Entity and Clinical Finding hierarchies. The 
different choices available when binding archetypes to 

terminologies need to be carefully addressed since they will 
impact interoperability [5]. Actually, several levels of 
interoperability are possible: syntactic interoperability using 
common data schemas, partial semantic interoperability 
(SIOp) where some sections of clinical statements are bound 
to terminologies, or full SIOp based on machine-
understandable models [2]. Therefore, it is important to 
determine several factors to design a roadmap towards 
interoperability. The first factor is to determine why 
interoperability is desired, i.e., what are the requirements that 
need interoperable clinical data. The second factor is to 
determine what level of interoperability is needed to cover 
those requirements. The third factor is to determine what are 
the tools needed to grant the level of interoperability desired. 
These determinants may vary from one application context 
to another, and from one country to another. In the case of 
Norway the interoperability of clinical data pursues three 
main objectives: 

•Develop semantically enriched clinical information 
models that implementers can use to drive the 
development of health information systems. 

•Facilitate mappings across different information models 
based on the archetypes provided. 

•Facilitate the secondary use of clinical data by providing 
a standard format for clinical information 
representation and expressive queries based on 
standard terminologies. 

In most cases the approach followed to bind archetypes 
to terminologies relies on assigning a terminology code to 
the main sections of the archetype. For example, a 
SNOMED-CT binding allows for specifying that the number 
set in the element at0078.13 of the archetype openEHR-
EHR-OBSERVATION.lab_test-full_blood_count.v1 refers 
to the SNOMED-CT concept 250271003 /White blood cell 
finding. This approach endows the archetype with certain 
level of semantics by attaching a code that refers to a concept 
in the terminology. However, these semantics correspond to 
concepts framed within an external ontology (i.e. SNOMED-
CT concept model) and may not suffice to cover the 
requirements previously described. 

In the Norwegian case, the first requirement described 
(i.e. provide semantically enriched clinical information 
models) can be covered with that approach, however the 
second and third requirements cannot. When it comes to 
facilitating mapping tasks across different information 
models, the approach of binding independent terminology 
codes has been related to SIOp challenges. For example, 
Dixon et al. documented problems when establishing SIOp 
across organizational boundaries caused by issues 
interpreting the meaning of the terminology codes even 
when the same terminology was used by all organizations 
[9]. Clinical information models define a syntactic schema 
with rich data constraints definitions. However, the 
information model does not specify the semantics of 
concepts and relationships explicitly beyond the description 
associated to the code. When SNOMED-CT is used, the 
ontology that unambiguously defines the semantics of the 
concept is detached and external to the conceptual model that 
the archetype conveys. This also affects the third 
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requirement since secondary use of clinical data requires 
running expressive queries. These queries require the 
machine-interpretation of semantic relations such as 
subsumptive or equivalence ones to manage the complexity 
of clinical information. Markwell documented the problems 
of interdependencies among the semantics of the archetype 
elements when they are annotated using independent 
terminology concepts [1]. For example, let us consider the 
archetype family_history  whose root element is coded as 
57177007 /Family history with explicit context and one of 
the internal nodes is coded as 73211009/Diabetes mellitus. 
The intended semantics are that a family member of the 
patient had diabetes. However, that is not unambiguously 
described following any formal model. Therefore, if a query 
returns the diabetes value one may interpret that the patient 
has the disease. This mismatch may cause wrong inferences 
and erroneous (or at least confusing) queries results if both 
the archetype and the terminology bindings are not analyzed 
carefully [10]. Another problem related to this mismatch 
between models is not purely technical but related to the 
human interpretation. Sometimes organizations using the 
same terminology decide to use different codes to identify 
the same concept, thus hampering SIOp [5][9]. 

Aiming to overcome these challenges and to cover the 
requirements set by NRUA, we determined that we needed a 
machine-interpretable representation of the clinical 
semantics carried by archetypes. We considered that the full 
expression of archetypes (including data constraints) as 
ontologies is not scalable due to computational restrictions 
[11], nor necessary to accomplish the requirements 
presented. Therefore, we opted for using SNOMED-CT 
compositional grammar to build semantic models that 
distilled the clinical semantics contained in archetypes 
(leaving data constraint aside). This way, each of the 
elements of the archetype can be represented within an 
ontology that provides unambiguous semantics and 
reasoning. 

Previous studies have covered these issues for a specific 
set of clinical models [1], [3]-[5]. However, these studies 
focused mainly on other standards than openEHR and they 
did not consider the expressivity requirements that data reuse 
scenarios introduce. Many of the scenarios for data reuse and 
decision support requires a more complete terminological 
projection in order to ensure that the meaning of clinical 
information is preserved across systems. That is actually the 
case of several projects in Norway that aim to enable data 
reuse [6][7]. The objective of this paper is to report about the 
main challenges found in our evaluation for introducing 
SNOMED-CT in combination with the openEHR-based 
infrastructure for fulfilling the requirements of the 
Norwegian context. 

II. METHOD 

In order to specify the archetype clinical semantics as an 
unambiguous ontology model, the SNOMED-CT 
compositional grammar was used. Together with NRUA we 
selected the most representative archetypes of each of the 
sections contained in the Norwegian patient summary. The 
archetypes selected are archetypes reviewed nationally and 

published enabling interoperability at a national level. The 
sections of the patient summary correspond to those 
specified in epSOS [28].  Archetypes were downloaded from 
the Norwegian CKM and their estate was either published or 
in review. For each archetype, terminology binding was 
attempted by creating a projection of the archetype clinical 
semantics using the SNOMED-CT compositional grammar. 
We tried to maximize the coverage of the elements 
represented. The binding was performed from the root to the 
leaves. When some element/section of the archetype could 
not be represented using a SNOMED-CT expression for the 
whole archetype, we defined a new expression and tagged 
the reason for using several expressions to represent one 
archetype. Additionally, when a blocker caused by the 
complexity of the process, lack of tooling etc. was found, we 
tagged it. When we had doubts about the specific meaning of 
an archetype element we asked NRUA for clarification. 
Afterwards we reviewed all the tags and classified them into 
categories of challenges. Table 1 contains the set of 
archetypes used in the study. 

TABLE I.  SET OF ARCHETYPES COVERED. 

Archetypes analyzed 
openEHR-EHR-OBSERVATION.blood_pressure.v1  
openEHR-EHR-EVALUATION.tobacco_smoking_summary.v0  
openEHR-EHR-EVALUATION.immunisation_summary.v0 
openEHR-EHR-EVALUATION.problem_diagnosis.v1 
openEHR-EHR- openEHR-EHR-EVALUATION.adverse_reaction_risk.v1 
openEHR-EHR-INSTRUCTION.medication_order.v0  

 

III. RESULTS 

After reviewing all tags four categories of challenges were 
identified: 1) technical, 2) SNOMED-CT expressivity 
related, 3) human, and 4) mismatch between models. 
 

 
 
Figure 1. Adverse reaction archetypes and their projection into 

SNOMED-CT. 
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A. Technical challenges 

Technical challenges are associated to limitations or 
barriers found when using current technologies. The first 
technical challenge is associated with limitations to link the 
archetype and the SNOMED-CT expression due to a lack of 
available tooling. The main technical challenge found was 
the lack of support of archetypes to include verbose post-
coordinated expressions in their term_bindings section. This 
could be solved by using proper URLs pointing to an 
external server that contains the expression provided that 
URIs have been recently accepted as the best approach for 
annotating archetypes. However, in that case, another 
limitation appears related to SNOMED-CT tooling. We did 
not find any mechanism to reference different sections of the 
expression. Therefore if the entire archetype is linked to a 
terminology expression that represents its meaning at an 
ontology level, it is not possible to specify to which concept 
or attribute of the expression the archetype element refers to. 
For example, in Figure 1 black arrows shows the need for 
establishing references from the archetype 
adverse_reaction_risk elements to the parts of the expression 
on the right. Other studies have proposed the use of linked 
data principles and W3C standards for referencing different 
ontology sections [12][13]. However, appropriate tooling to 
make that process transparent to clinical modelers is 
necessary. These referencing mechanisms are something 
that, to our knowledge, have not been covered in the medical 
informatics literature and, in many cases, have been 
considered too complex to achieve. However, it is a common 
and necessary operation named “grounding” in semantic web 
programming [12]-[14]. Such operation is necessary for 
establishing mappings and transformation mechanisms 
between the syntactic and ontological layers in semantic web 
applications. In fact, recent projects such as the Yosemite 
Project [15] and HL7 FHIR RDF [16] are pursuing the 
serialization of information models into RDF(S) for 
facilitating clinical information mapping, retrieval, and 
management. 

The second limitation is related to the lack of tooling to 
assist the binding process. The SNOMED-CT compositional 
grammar contains a huge variety of attributes and 
hierarchies. The correct specification of semantics depends 
on choosing the correct hierarchy and attribute. However, at 
the moment, this is an extremely difficult task since one 
needs to check continuously the compositional grammar and 
the semantics of each attribute. Tooling to support this 
process by offering guidance in choosing the appropriate 
elements/attributes is needed. Those tools should guide 
clinical modelers not only by restricting the set of values that 
can be assigned to an attribute, but also by informing about 
the exact meaning and provide examples during the coding 
workflow. 

The last technical challenge identified is the information 
about the infrastructure to process SNOMED-CT 
expressions. Although some examples of reasoners are 
mentioned, exploiting the expressivity of SNOMED-CT in 
large deployments may impose high demands on the 
hardware infrastructure required. Guidelines for software 

architects should be provided to allow them planning 
enterprise deployments. 

B. Expressivity challenges 

Challenges in expressivity relate to those concepts which 
semantics cannot be fully expressed with the compositional 
grammar. Some occur because the archetype element coded 
has a candidate in SNOMED-CT that introduces a slight 
variation in the semantics originally intended in the 
archetype. That is the case of “reaction mechanism” 
(archetype element) vs. “Immune hypersensitivity reaction 
by mechanism (disorder)” (SNOMED-CT concept). This 
problem has been approached elsewhere by extending 
SNOMED-CT [14]; however, since nationally approved 
archetypes intend to be as generic as possible, divergences 
between the SNOMED-CT implementation used for coding 
and the standard release should be avoided. 
Sometimes the variation in semantics occurred as a 
consequence of relying on a SNOMED-CT attribute that has 
a broader meaning. An example is displayed in Figure 1 
where the element substance can be mapped to the attribute 
“due to” of the SNOMED-CT expression, which has a wider 
range than substances (any ClinicalFinding; any Procedure 
etc.) Another loss of meaning occurs in the example where 
the archetype element “onset of reaction”, with an openEHR 
data type Date/time, acquires the meaning “date and time of 
the onset of reaction”. However, the SNOMED-CT 
candidate for matching is “Date of last episode”. One should 
note that it is unknown if it refers to the onset, end etc. Other 
expressivity problems occur for not being able to express 
contextual semantics. The SNOMED-CT context model does 
not allow expressing temporal orders. This was expected 
since archetypes typically provide much more contextual 
information (epistemology) than biomedical ontologies [18]. 
This can be seen in Figure 1 where the section Reaction 
event (with meaning previous adverse events) is mapped the 
expression section with the Event that wraps the finding 
adverse reaction. We did not find the way to specify this kind 
of semantics that often occur in patient summaries of drugs, 
allergies etc. The time context SNOMED-CT attribute 
allows expressing if the situation occurred in the present or 
past but not order of events. Besides, in the compositional 
grammar, the time context attribute cannot be used as a valid 
attribute of an event. Other type of expressivity problems are 
those related to the restrictions that the compositional 
grammar imposes. For some nodes there exists a valid 
candidate in SNOMED-CT. However, it is not possible to 
include it using the compositional grammar or the expression 
needs to be overcomplexified for including it. In some cases, 
we found elements that cannot be coded due to a total lack of 
candidates available. Examples are “Duration of exposure” 
or “initial exposure” element in Figure 1. This is usual in 
concepts whose semantics are purely contextual such as time 
related properties. 
Other expressivity challenge concerns the need for leaving 
the terminology projection incomplete. Marked with green 
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italics in Figure 1. This situation is common when the 
expression should contain a Qualifier Value after an 
attribute. In Figure 1 it is seen how the substance that causes 
the adverse reaction should map to the attribute “due to” that 
may contain a substance such as penicillin. However, this 
value is unknown at archetype design time and will only be 
determined in runtime for each instance. In order to 
overcome these situations a mechanism to indicate that the 
value is available at instance level would be needed. 
Although SNOMED-CT is not intended to manage instances, 
it would be appropriate to provide guidelines for determining 
how expressions that have a dependence on the archetype 
instance values should be managed. Finally, we detected 
problems related to differences between the semantics of the 
conceptual model carried by the archetype and the semantics 
that can be expressed with SNOMED-CT. This becomes 
evident in the archetype openEHR-EHR-
EVALUATION.problem_diagnosis.v1 that uses the same 
clinical model for expressing both the Problem (Disorder) 
and the Diagnosis, whereas in SNOMED-CT these are 
separated concepts. A solution for this could be to use the 
compositional grammar to specify a concept that inherits 
from two similar concepts such as “Clinical 
finding+Disorder” (or in this case clinical finding only). 
However, the archetype semantics have a wider meaning that 
includes concepts such as Diagnosis (439401001) that may 
belong to a different hierarchy in SNOMED-CT. In that case 
it is not possible to build concepts such as “Clinical 
finding+Diagnosis” since the compositional grammar 
discourages the combination of concepts that come from 
different hierarchies [19]. 

 

C. Human challenges 

Human challenges relate to the difficulties found by 
clinical modelers inherent to the complexity of the process. 
First, we had many doubts in determining what to represent 
in the SNOMED-CT expression and what to leave 
unrepresented. Although we had determined that we should 
aim for a maximum representativeness to grant SIOp and 
enable expressive queries for clinical research, it became 
clear that we had not specified use cases with the appropriate 
level of detail to determine what sections should be 
represented with the terminology expression. To avoid this 
challenge it is needed to have a clear set of representative use 
cases related to the scenarios that will exploit the 
terminology. We acknowledge that anticipating that use is 
somehow idealistic at a national level. However, a set of use 
cases related to each of the requirements explained would 
help to narrow down the binding task. 

 The second human challenge is related to the one just 
described and is the lack of guidance about what can be 
expressed in the terminology; i.e. guidance on what to 
represent. This has been already reported by studies using 
independent codes for the sections of the clinical model [1]. 
However, it is needed that both SNOMED-CT implementers 
and archetype editors define general directives on what will 

be the minimum set to code and provide guidelines with 
examples for that. This is extremely important when the 
SNOMED-CT context model is used since it opens the door 
to terminology projections of a high percentage of the 
information model elements that previously were maintained 
only at the syntactic level. Finally, another aspect linked to 
the need of guidance is how to choose the appropriate 
attributes. Previously it was mentioned the need of tooling, 
but also guidelines are needed. An example is found when 
deciding on expressing the blood pressure using the 
Observable Entity hierarchy or the Clinical Finding 
hierarchy. Some studies have analyzed this issue [5], but this 
knowledge needs to be translated into pragmatic terminology 
binding guidelines. 

D. Model mismatch 

This category identifies the challenges related to 
structural differences between the archetype and the 
expression created with the compositional grammar. A first 
structural challenge comes from the fact that the context 
model sets many of the contextual information wrapping 
clinical statements. However, in the archetype this is in many 
cases the opposite complicating to establish equivalences 
between the archetype and the SNOMED-CT representation 
of the clinical concept (i.e. grounding operation). Again 
SNOMED-CT and archetype editors should provide 
guidelines about the alignment of both models and the way 
of referencing one to the other. Finally, we found that the 
attributes of the protocol section had a very low coverage. 
Examples appear, for example, in the blood_pressure 
archetype for cuff size or systolic pressure formula. This was 
expected since they refer mainly to contextual information, 
but we found that it is necessary to clarify the use of 
SNOMED-CT context model with regards to clinical 
information models in general, and archetypes in particular.  

IV. DISCUSSION 

The long term needs of semantic interoperability across 
EHRs and secondary use of data in the Norwegian context 
need the representation of archetype semantics as 
expressions that allow for defining them unambiguously and 
performing expressive queries over data sets. Terminology 
binding of only some archetype sections does not provide 
that level of expressivity. Expressing them by using the 
ontology of the terminology becomes necessary. We have 
coded terminological expressions using SNOMED-CT´s 
compositional grammar using the archetypes that shape the 
Norwegian patient summary. Technical, expressivity, human 
and models mismatch challenges have been identified. The 
first challenge found is that currently SNOMED-CT 
expressions cannot be referenced from archetypes. On the 
one hand, it is not possible to include long post-coordinated 
expressions. Thus, the use of URLs to reference the 
expression should be recommended. This is a 
recommendation that has currently be taken into the 
openEHR specifications. The second challenge found is the 
lack of tooling available to guide the definition of 
expressions, not only validating post-coordinated 
expressions, but also assisting modelers while using the 
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compositional grammar. In many cases, the need for 
continuously checking SNOMED-CT guidelines made us 
lose track of our own work. Nowadays, the availability of 
published archetypes is growing [6].  Tools that define 
general use cases to represent different types of archetypes 
would be very useful. For example, there are tools to guide 
clinical modelers in coding archetypes with graphical 
representations and powerful matching techniques [20]. This 
kind of tools may consider incorporating the functionality to 
guide users for building expressions using SNOMED-CT´s 
compositional grammar.   Another challenge is related to the 
expressivity of SNOMED-CT. For simple archetypes that 
relate to readings such as blood pressure, it is possible to 
create terminology projections of archetypes´ semantics 
using the compositional grammar. However, for more 
complex archetypes such as the adverse_reaction or 
medication_order ones, the context model does not allow 
defining the relations that are needed to express them at a 
semantic level. This problem varied from issues related to 
the inability to include a concept in the compositional 
grammar, loss of semantics due to the variation of meaning 
and, in the worst case, not been able to express relations 
between archetype sections. This may influence the patterns 
that archetypes follow. We are aware that previous 
experiences show that the best way to approach 
interoperability is to annotate just some sections of the 
clinical information models (archetypes) [3]. However, for 
the national interoperability program it is important to 
determine until what extent the expressivity of SNOMED-
CT can be used to define the semantics covered by 
archetypes and the implications of adopting ontology-based 
terminologies. This was part of the national project to study 
the use of formal ontologies for healthcare and the impact 
and possibilities regarding their adoption [2]. In that work we 
determined that there is not only one way to approach this 
challenge since determining the level of semantic enrichment 
of archetypes depends highly on each use case. For EHR 
interoperability it may suffice binding just the main sessions 
of the EHR, whereas for performing deep phenotyping [21], 
it would be necessary to define fine-grained annotations with 
several biomedical ontologies [2]. 

Both terminology and archetype experts should agree on 
a minimal set of recommendations for different purposes and 
agree on some design patterns for terminology binding that 
facilitate the scalability of semantic infrastructures for 
healthcare and research. This scalability principle should 
allow for starting with basic semantic annotations and 
progressing towards more complex semantic infrastructures 
on “as-needed” basis as recommended in other domains[22]- 
[24]. At the moment, when we reviewed the guidelines for 
SNOMED-CT adoption and compared them with the 
development of archetypes we detected an important lack of 
coordination between the guidelines from the archetype 
design point of view and the terminology point of view (e.g., 
SNOMED-CT guidelines). For example, the SNOMED-CT 
context model clearly overlaps with the function of the 
archetype but does not have enough expressivity to allow for 
projecting archetypes at a semantic level. Both openEHR and 
SNOMED International should agree on a minimal set of 

patterns as mentioned above. We do understand that the 
compositional grammar (and expressions like those created 
using the context model) may be necessary for some 
scenarios, but then they need to provide means for aligning 
SNOMED-CT expressions with archetypes. In order to 
enable a more complete representation of the semantics 
included in the archetypes at a terminology level, a more 
complete context model would be necessary. For example, 
approximately half of the concepts in the protocol section of 
archetypes could not be represented. However, extending the 
context model would lead to a mix of ontological and 
epistemological aspects. Even when both aspects are 
represented at a semantic level, it is appropriate to keep the 
models of meaning and information separated to enable 
separate scalability and reasoning [25]. An option to avoid 
mixing different models may be to maintain a context model 
ontology outside the medical terminology (SNOMED-CT). 
Approaches to develop parallel context models have been 
defined by relying on more expressive logics (OWL DL) 
[26]. However, these kind of logic leads to models that are 
not tractable [11], thus they may jeopardize large enterprise 
deployments. Experiences in Semantic Web development 
have shown that in many cases it is better to sacrifice 
expressiveness in order to gain scalability [12][23]. If those 
context models evolve into lighter models and define clear 
extension mechanisms to use other ontologies, they may be 
very useful to provide machine-interpretable representations 
of archetypes clinical semantics.  
Finally, implementers must be aware that projecting most of 
the archetype as a formal ontology is expensive in terms of 
computational demands and models definition. Therefore, as 
mentioned before, semantic infrastructures should aim to 
follow a bottom-up approach starting by adopting a reference 
ontology and slowly evolving their semantic infrastructure as 
new requirements for higher expressivity arise. 

V. CONCLUSION 

The long-term requirements of the national 
interoperability frameworks in Norway need explicit 
representations of archetype semantics. We studied if 
SNOMED-CT´s compositional grammar can provide the 
level of expressiveness needed for covering these 
requirements. Technical, expressivity, human, and models 
mismatch challenges are present when defining archetype 
semantics as SNOMED-CT expressions. These challenges 
show a pressing need for the collaboration between 
archetypes and SNOMED-CT editors so both become aware 
of each other´s challenges. Future collaboration should: 
provide better guidelines for archetypes terminology binding 
assessing the best approach to follow depending on the 
interoperability needs; set the requirements for better tooling 
to ease the binding process; and work towards developing 
mechanisms that allow for improving expressivity, alignment 
between models, and extensibility of the SNOMED-CT 
concept model with other biomedical ontologies. 
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Abstract—In order to better solve the problem of low accuracy 

caused by inaccurate word segmentation in the task of 

extracting Chinese medicine named entities, the extraction 

technology relies heavily on the characteristics of manual 

development, and needs guidance of domain knowledge. This 

paper proposes a named entity recognition in the field of 

Traditional Chinese Medicine (TCM) Based on character 

vectors for Bidirectional Long Short Term Memory with a 

Conditional Random Field (Bidirectional LSTM-CRF). First of 

all, the model uses the word2vec tool to convert the corpus into 

a character vector, which can avoid the influence of inaccurate 

word segmentation in Chinese medicine field on entity 

recognition; then use Bidirectional LSTM neural network to 

extract deep features of sentence level, and reduce the 

workload of manual feature setting in the traditional method; 

Finally access to the CRF layer, and the Viterbi algorithm is 

used to dynamically plan the most reasonable tag output of the 

sentence, and the correlation between the output tags is 

considered. We use different models to conduct experiments on 

the TCM corpus. The results show that the model proposed in 

this paper has a good effect. The F value of the evaluation 

index on the three types of Chinese medicine, prescription and 

syndrome type has reached 90%. 

Keywords-Named Entity Recognition; Character vector; 

Bidirectional LSTM-CRF; Chinese Medicine Informatics. 

I. INTRODUCTION 

The knowledge of TCM diagnosis is a historical treasure 
left by the Chinese nation for thousands of years and has a 
strong guiding role in the clinical treatment. In the field of 
traditional Chinese medicine, the forms of expression 
between syndromes, prescriptions and traditional Chinese 
medicines are diverse and complex, and they are used 
throughout the treatment process of Chinese medicine [1][2]. 
In order to construct a knowledge graph of the Chinese 
medicine field and form a structured knowledge, the 
extraction of three types of entities such as syndrome type, 
prescription and traditional Chinese medicine is particularly 
important and a very meaningful step. 

Named entity recognition is a type of problem of 
sequence labeling. It is the basic work of information 
extraction, information retrieval, machine translation and 
other tasks [3]. The current mainstream methods for named 
entity recognition are based on statistical and rule-based 
language model methods [4]. The statistical based method 

automatically extracts the composition law of the named 
entity directly from the text, and identifies the entity through 
the model-trained language model [5]. The statistical method 
for the named entity recognition has a hidden Markov model 
[6] and the conditional random field Model [7]. The rule-
based approach [8] uses the rational knowledge of linguists 
to identify named entities through rules written by linguists. 
Traditional named entity recognition methods require a 
wealth of domain expert knowledge to extract a large 
number of artificial features [8]. 

With the rapid development of deep learning, the 
advantages of neural networks in dealing with natural 
language processing problems have gradually emerged. The 
core technology of deep learning is to express text features in 
the form of word vectors. Zheng et al. [9] proposed using 
neural networks for named entity recognition tasks, and 
using perceptron algorithm for accelerated training models; 
later, Recurrent Neural Network applications appeared in 
sequence labeling problems. Chowdhury et al. [10] The 
Recurrent Neural Network is used for sequence tasks, 
achieving better results and avoiding feature engineering. 
However, it is difficult for recurrent neural networks to 
obtain long distance dependent information, and long 
distance information is lost. In order to solve the problem of 
long distance information dependence. Xu et al.[11] used a 
Bidirectional LSTM neural network and a conditional 
random field method to identify medical names. This method 
takes advantage of LSTM's feature extraction and considers 
the relationship between output tags in combination with 
CRF, making Long Short-Term Memory with a Conditional 
Random Field (LSTM-CRF) model is widely used in 
Chinese named entity recognition tasks [12][13]. However, 
due to the lack of obvious space between Chinese characters, 
word segmentation processing is required, but the current 
word segmentation software is aimed at the general field and 
rarely involves special fields. In order to solve the erroneous 
influence of inaccurate word segmentation on entity 
recognition, Dong et al. [14] used character-level vectors as 
input for deep learning to perform entity recognition, but 
these are all considered in the general field, without 
considering the particularity of the Chinese medicine field.  

There are deficiencies in Chinese word segmentation in 
the field of Chinese medicine. Many Chinese medical terms 
are misclassified. For example, “Yin and Yang deficiency 
syndrome” is a word, and the commonly used word 
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segmentation tool will divide it into: “Yin and Yang”, “Two” 
and "Deficiency syndrome", this wrong participle will 
seriously affect the entity recognition effect.  

This paper provides a Bidirectional LSTM-CRF named 
entity recognition method based on character vector, which 
lays a foundation for the knowledge graph construction in 
the field of traditional Chinese medicine. By continuously 
adjusting the parameters of the model, until the neural 
network parameter combination suitable for entity 
recognition in the Chinese medicine field is found, the effect 
of the entity recognition is optimized.  

Section II introduces the model proposed in this paper; 
the model is based on character vector with Bidirectional 
LSTM entity recognition method in the field of traditional 
Chinese medicine. In Section III, the contrast experiment and 
adjustment model parameters are given. It is proved that the 
proposed model in this paper has certain advantages. The 
parameters of LSTM neural network model suitable for 
traditional Chinese medicine are found. Finally, the 
conclusion and future work of this research are found in 
Section IV. 

II. BIDIRECTIONAL LSTM-CRF MODEL BASED ON 

CHARACTER VECTOR 

For the identification of entities in the field of traditional 
Chinese medicine, this paper identifies the three types of 
entities: syndrome type, prescription and traditional Chinese 
medicine, which are marked by two words. B-XX indicates 
the first type of entity, while I-XX indicates other words of 
the entity. The specific label forms of the three types of 
entities are shown in TABLE I. 

As shown in Figure 1, the schematic diagram of the 
character vector based Bidirectional LSTM-CRF TCM 
domain named entity recognition model designed for this 
paper. The model is divided into three parts: the character 
vector layer, the Bidirectional LSTM neural network layer, 
and the CRF tag inference layer. The character vector layer 
converts the input text into a recognizable numerical form of 
the neural network, and then calculates the output feature 

vector th  of each character through the bidirectional LSTM 

neural network. The CRF inference layer finds the most 
suitable output tag sequence of the sentence through 
dynamic programming to make up Subsequent to the defect 
that the Softmax output tags are independent of each other. 

TABLE I.  ENTITY TWO WORD POSITION LABEL REPRESENTATION 

Sign Significance 

B-SYN The first Chinese character of the syndrome type entity 

I-SYN All Chinese characters remaining in the first characters of the 

syndrome type entity 

B-PRE The first Chinese character of the prescription type entity 

I-PRE All Chinese characters remaining in the first characters of the 
prescription type entity 

B-MED The first Chinese character of the Chinese medicine type entity 

I-MED All Chinese characters remaining in the first characters of the 

Chinese medicine type entity 

O Irrelevant words 

 

Input Layer

Embedding Layer

Forward LSTM

Backward LSTM

Ma Huang soup contains cassia twig .

B-PRE I-PRE I-PRE O OB-MED I-MED

CRF Layer

 
Figure 1.  The model structure of BLSTM-CRF 

A. Characters Vector Layer 

The structure of the Bidirectional LSTM-CRF model is 
shown in Figure 1. The bottom end of the input is the 
sequence to be labeled "Ma Huang soup contains cassia 
twig", which is the input layer in the figure. Since the neural 
network algorithm cannot directly process Chinese 
characters, it is necessary to convert the text into a vector 
form. There are two ways to vector the text: one-hot and 
distributed representation. Since the distributed vector 
representation can reduce the dimension of the vector and 
can effectively represent the association between semantics. 
This paper adopts the distributed representation method for 
text vector. The character embedding operation is required 
before entering the model. This article use Google's opening 
source tool word2vec to convert the text into a character 
vector. Suppose the input sentence is S , and the set of 

characters contained is
1 2 3( , , ,..., )mW w w w w , m is the length 

of the sentence, where the t th  character vector is 
* d

tw R   , where the dimension of the word vector is in the 

above formula, the input text is expressed as: 

1 2, ,..., T d

mS w w w R                           (1) 

B. Bidirectional LSTM Neural Network Layer 

The LSTM neural network is an improvement to the 
common RNN neural network. Its main purpose is to solve 
the problem of gradient disappearance or gradient explosion. 
The biggest difference from the RNN neural network is the 
neural unit. The neural unit of the LSTM neural network 
joins the gate structure, including the input gate, the output 
gate and the forgetting gate. The neural unit of the LSTM 
neural network is shown in Figure 2. 

 
Figure 2.  The neural unit of the LSTM neural network 
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At t time, the LSTM unit components are updated as 

follows. 

       
1( [ , ] ) t f t t ff W h x b                          (2) 

      
1( [ , ] ) t f t t ii W h x b                           (3) 

       
~

1tanh( [ , ] )t c t t cc W h x b                         (4) 

        
~

1t t t t tc f c i c                               (5) 

        
1( [ , ]+ )t o t t oo W h x b                            (6) 

           tanh( )t t th o c                               (7) 

Among them, represents the sigmoid activation function, 

which is the element multiplication， 
tx  is the input vector 

of LSTM at t  time, 
th represents the hidden state; 

fW  ,
iW  , 

cW  ,
oW   represents the weight matrix of the forgotten gate, 

input gate, memory cell, and output gate; 
fb  , 

ib  ,
cb  , 

ob represents bias of the forgotten gates, input gates, 

memory cells, output gate. 
tf ,

ti , 
tc ,

to  represents forgotten 

gate, input gate, memory cell status, and output gate. 
The output feature vector calculation method of 

unidirectional LSTM neural network is introduced above. In 
order to make full use of context information and mine more 
hidden features, and effectively solve the problem of new 
word discovery in TCM named entity recognition task, this 
paper adds on top of LSTM neural network. A layer of 
reverse LSTM neural network structure forms a bidirectional 

LSTM neural network. The assumption 
th



is that the output 

of the forward LSTM neural network at the moment, 
th



is 

the output of the backward LSTM unit at the moment, and 
the output of the time t  is the splicing of the preceding and 

succeeding vectors, that is [ , ]t t th h h
 

 . 

C. CRF Layer 

The CRF algorithm is a machine learning model 
specifically designed for sequence labeling tasks. Suppose 

the input sequence of the model is 1 2 3{ , , ,..., }mW w w w w , 

which iw represents the i th  Character in input sentence, 

output sequence is 1 2 3{ , , ,..., }mY y y y y , and iy is the output 

sequence label of iw . In this paper,  P  is the scoring matrix 

of the bidirectional LSTM layer, and P  is a m k  matrix, 

where m  is the length of sentences and k  is the number of 

custom tags. ijP Represents the j th  label score value of 

the i th  Character in the sentence. For example, 
12P refers 

to the probability that the first Character in a sentence is 
labeled as the second label in the label set. In order to better 
calculate the sentence path, you need to add the start tag at 
the beginning of the sentence and the end tag at the end of 
the sentence. Therefore, the parameter of the CRF layer is a 

state transition matrix of ( 2)*( 2)k k  , then the whole 

model is marked as 1 2 3{ , , ,..., }mY y y y y for the input 

sequence
1 2 3{ , , ,..., }mW w w w w .The final score is 

calculated as follows. 

1, ,

0 1

( , )
i i i

m m

y y i y

i i

score W Y A P


 

                      (8) 

The final score of the sentence can be divided into two 

parts, where , ii yP  is the scoring matrix of the bidirectional 

LSTM neural network model and A  is the transfer scoring 
matrix between adjacent tags. In order to get the sentence 
probability, the score matrix s needs to be normalized. The 
probability formula is as follows: 

exp( ( , ))
( | )

exp( ( , ))
y

score W Y
p Y W

score W y



                     (9) 

In order to get the final prediction label, it can be 
obtained by the Viterbi decoding algorithm. The dynamic 
programming can find the best path. The calculation formula 
is as follows. 

* ( , )
Y

Y argmax score W Y                        (10) 

III. EXPERIMENT AND ANALYSIS 

In this section, we mainly verify the validity of the 

application of the Bidirectional LSTM neural network based 

on character vector on the entity extraction task in the field 

of traditional Chinese medicine. 

A. Experiment Data And Evaluation Indicators  

The corpus used in the experiment is the Chinese 
medicine diagnosis text and classic Chinese medicine books 
provided by Jiangxi University of Traditional Chinese 
Medicine, such as the TCM syndrome differential diagnosis 
book, a total of 32,700 sentences related to syndromes and 
prescriptions, and Chinese medicine, totaling more than 2 
million character. After many years of clinical experience, 
the corpus has been comprehensively covered with 
information on syndromes, prescriptions, Chinese medicine 
and other related entities. 

In order to display the experimental results 
comprehensively and intuitively, this paper adopts the 
Precision rate ( P ), Recall rate ( R ) and F  value as model 
evaluation indicators. 

B. Experimental Design And Results 

Some parameter settings of the LSTM neural network 
are shown in TABLE II. 

TABLE II.  INITIAL SETTING OF PARTIAL PARAMETERS OF 

BIDIRECTIONAL LSTM NEURAL NETWORK 

Hyper parameter Initial value 

Learning rate 0.001 

Dropout 0.5 

Gradient clipping 5.0 

Embedding-dim 300 

Optimizer Adam 

Batch-size 64 

Hidden-dim 300 

Epoch 30 
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In order to verify the effect of the proposed character 
vector based Bidirectional LSTM-CRF on TCM entity 
recognition, this paper sets up three sets of comparative 
experiments.  

Experiment 1: The first set of experiments was to 
verify the impact of different algorithms on entity 
recognition in the Chinese medicine field. TABLE III shows 
the experimental results of the CRF model, the Character 
vector based bidirectional LSTM-Softmax model (Char-
BLSTM-Softmax) and the Character vector based 
Bidirectional LSTM-CRF model (Char-BLSTM-CRF). 

As we saw from the test results in TABLE III, The 
Char-BLSTM-CRF model has the best experimental results, 
which is more than one percentage point higher than the F-
value of the Char-BLSTM-Softmax model. Due to the 
Softmax classifier in the Char-BLSTM-Softmax model does 
not consider the dependencies between the outputs tags, 
CRF classifiers use Viterbi algorithm for dynamic 
programming, the output label path is the most scientific. 
Therefore, the Char-BLSTM-CRF model has a certain 
improvement compared to Char-BLSTM-Softmax. The 
CRF model has the worst experimental results because the 
model requires manual extraction of high quality features. 
This indicates that the character vector based on BLSTM-
CRF model proposed in this paper has a good effect in 
entity recognition in the field of Chinese medicine. 

Experiment 2: This paper constructs the embedding 
vector with character and words. Experiment to verify the 
effect of character and word vector on Bidirectional LSTM-
CRF model. It is further proved that the Bidirectional 
LSTM-CRF entity recognition model based on character 
vector can avoid the influence of inaccurate word 
segmentation on entity recognition in TCM domain. The 
Bidirectional LSTM-CRF entity recognition model based on 
word vector is abbreviated as Word-BLSTM-CRF. The 
experimental results are shown in TABLE IV.  

The experimental performance of the Char-BLSTM-
CRF model is 6 percentage points higher than the Word-
BLSTM-CRF in F value. Because of the Word-BLSTM-
CRF model needs to segment the corpus before labeling, the 
existing word segmentation tools are inaccurate for the 
terminology of the Chinese medicine field, resulting in poor 
experimental results. However, Char-BLSTM-CRF model 
does not need to word segmentation. It labels each character 
to avoid errors caused by inaccurate word segmentation. 

Experiment 3: In experiment 1 and experiment 2, we 
fixed the parameters of the LSTM neural network model. In 
this experiment, by adjusting the parameters, the best 
parameters suitable for the identification of named entities 
in the field of Chinese medicine were found. Parameters that 
can be adjusted include Dropout values, optimizer and 
learning rate. 

TABLE III.  COMPARISON OF DIFFERENT MODELS' RECOGNITION OF 

TCM ENTITIES 

Model P（%） R（%） F（%） 

CRF 79.26 78.56 78.91 

Char-BLSTM-Softmax 89.92 90.70 90.31 

Char-BLSTM-CRF 91.47 91.37 91.42 

TABLE IV.  COMPARISON OF CHARACTER VECTOR AND WORD 

VECTOR RECOGNITION 

Model P（%） R（%） F（%） 

Word-BLSTM-CRF 84.05 86.19 85.11 

Char-BLSTM-CRF 91.47 91.37 91.42 

The Dropout parameter adjustment experiment means 
that the fixed optimizer is Adam; the learning rate is 0.001; 
and the Dropout value ranges from 0.1 to 0.5, and is 
incremented by an integral multiple of 0.1. The 
experimental results are shown in TABLE V. It can be 
clearly seen that when the Dropout value is 0.5, the model 
has the best effect and the F value is the highest. 

The optimizer parameter adjustment experiment refers 
to the fixed Dropout of 0.5, the learning rate is 0.001, and 
the experimental results of the optimizer can select Adam, 
Adagrad, SGD, and Momentum. The experimental results 
are shown in TABLE VI. It can be clearly seen that the 
fixed Dropout and learning rate, the Adam optimizer have 
the fastest convergence and the best results. 

The experimental results of the learning rate parameter 
adjustment are shown in TABLE VII. At this time, the fixed 
Dropout is 0.5, the optimizer is Adam, and the learning rate 
is set to 0.01, 0.001 and 0.0001. According to the 
experimental results, when the optimizer and Dropout are 
fixed, learning rate is 0.001, the effect of the model is 
optimal at this time. 

According to the results of the above three sets of 
parameter experiments, the parameter combination of the 
Bidirectional LSTM-CRF model which is most suitable for 
TCM entity identification is Dropout=0.5, the learning rate 
is 0.001, and the optimizer is Adam. At this time, the 
comprehensive performance F value of the model reaches 
90% above, the identification of named entities in the field 
of Chinese medicine has a good effect. 

TABLE V.  THE DROPOUT PARAMETER ADJUSTMENT EXPERIMENT 

Dropout, optimizer=Adam, 

learning rate=0.001 P（%） R（%） F（%） 

0.5 91.47 91.37 91.42 

0.4 91.31 91.18 91.25 

0.3 90.12 90.59 90.35 

0.2 88.50 89.26 88.88 

0.1 85.48 87.14 86.30 

TABLE VI.  THE OPTIMIZER PARAMETER ADJUSTMENT EXPERIMENT 

Dropout=0.5, optimizer, 

learning rate=0.001 P（%） R（%） F（%） 

sgd 81.71 76.45 78.99 

Momentum 87.23 82.50 84.80 

Adam 91.47 91.37 91.42 

Adagrad 77.91 77.32 77.61 

TABLE VII.  THE LEARNING RATE PARAMETER ADJUSTMENT 

EXPERIMENT 

Dropout=0.5, optimizer=Adam, 

learning rate P（%） R（%） F（%） 

0.0001 87.02 87.44 87.23 

0.001 91.47 91.37 91.42 

0.01 80.07 87.83 83.77 
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IV. CONCLUSION AND FUTURE WORK 

The identification of TCM entities is a basic work in 
the construction of knowledge graph in this field. The main 
work of the article is to focus on this topic. This paper 
proposes a Bidirectional LSTM-CRF model based on 
character vector, which uses character vector as input to 
replace the word vector in traditional deep learning, to avoid 
the influence of inaccurate TCM segmentation on entity 
recognition. The bidirectional LSTM with context 
information is used as the input. The hidden layer of the 
neural network solves the problem of dependence on long 
text input and mitigates the gradient explosion. Finally, it 
accesses the CRF tag inference layer to solve the 
dependency problem between output tags. In this paper, a 
lot of experiments have been done on the TCM entity 
corpus. The results show that the Bidirectional LSTM-CRF 
model based on character vector is better than other 
algorithms, and the parameters that are most suitable for 
TCM entity recognition are found through experiments. 

However, from the results, the F value of the best 
experimental results in the article is only 91.42%, and there 
is still much room for improvement. In order to seek a 
bigger breakthrough, the future work will focus on the 
establishment of a high-quality corpus. In this process, more 
scholars in the field of Chinese medicine will be introduced 
to participate in the establishment of the corpus, so that the 
work has a better effect. 
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Abstract—This article is a reflection by a team of researchers. 

After visiting and doing action and evaluation research in a 

municipal eHealth Living Lab project, the authors find that 

there is a need for a more formalized approach to the social 

aspect and fundaments for employee driven innovation. We 

find a need for combining the fields of organizational learning 

and technology innovation. Based on our research, we propose 

a model for value creation based on new eHealth technology 

where employee co-creation is stimulated as a resource for the 

learning organization. Here, employees evaluate existing 

services as the basis for both designing totally new services and 

evaluate proposed new solutions. This basis in employee co-

creation creates a broad basis for implementing changes that 

will benefit service users through increased ability and speed of 

organizational change in such innovation ecosystems. In 

addition, to the usual agile implementation phase, we induct 

the need for prior employee-involving mobilization and 

ideation phases. 

Keywords- eHealth; employee; co-creation; Design 

Thinking; LEAN; Agile, learning organization; innovation. 

I.  INTRODUCTION 

Healthcare is a labor-intensive profession and is likely to 
remain so in any foreseeable future. At the same time, 
productivity in this sector needs to grow with radical rates 
each year to meet future demands, due to an aging 
population in Norway and many other industrialized 
countries. eHealth – using Information and Communication 
Technology (ICT) in healthcare - is expected to be an 
important factor in achieving needed value innovation. The 
simultaneous reduction of cost or use of scarce resources, 
and increased productivity and quality [1]. 

Balancing life-critical operations and the introduction of 
new technologies requires a sound fundament of continuous 
improvement of work, high involvement by all concerned 
employees in the innovation and information system design 
processes, learning and developing new clinical practices, 

and a culture for sharing knowledge and experience [2]. This 
article will refer to this fundament as the learning 
organization. 

Innovation is by nature experimental and requires risk 
willingness to find a better next practice. Innovation is a 
concept for change and is first used when the solution in the 
form of new services and products is put into use or 
implemented. The process from the ideas to implementation 
is a resource-intensive and risky process and means that the 
organization is in a continuous change. How does the 
organization master this? 

Ergonomics (of Latin ergon, work, and nomos, law) is 
defined as the science of adaptation between the working 
environment, technique and human beings so that work can 
be done as effectively as possible, and without any adverse 
impact on health [3]. But whether the results of this science 
are practiced is often a matter of, inter alia, politics and 
economy in the organization. To avoid illness and strain 
injuries, both employer and employee must consider what is 
good ergonomics. Good ergonomics also mean that work 
processes are adapted to the employees' requirements and 
ambitions. Therefore, ergonomics also has psychological and 
social aspects and is closely related to how the work is 
organized [4]. Modern ergonomics are extended to the 
overall adaptation of human beings to work processes, the 
working environment and changes in society at large. 

Neubauer and Stary [5] describe ergonomics as a 
recognition of the role of employees in innovation, leading to 
both improvements and economic benefits through human-
centered design. Human-centered design for interactive 
systems is something that promotes the following main 
principles [5]: 

• The design is based on an explicit understanding of 
users [also read employees], tasks and environments 

• Users are involved through all parts of design and 
development (not just testing – authors red). 

61Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-688-0

eTELEMED 2019 : The Eleventh International Conference on eHealth, Telemedicine, and Social Medicine

                           72 / 158



• The design is driven and refined by user-centered 
evaluation 

• The process is iterative - it is repeated as many times as 
necessary 

• The design addresses the entire user experience (the 
"travel trip") 

• The design team includes interdisciplinary skills and 
perspectives (authors´ translation). 

 
To promote a strategy (organizational policy) that can 

improve this, López-Gómez et al. [6] suggest that one 
should:  

• Access highly qualified personnel to develop new 
concepts and service innovations internally 

• Develop training methods for personnel to adapt 
innovations, innovative ideas, sourced from external sources 

• Develop better adapted schemes in education and 
training to fit the requirements of a service-economy 

• Recognizing the value of informal learning to increase 
the attractiveness of continuous training for employees  

• Promote modern innovation management approaches 
that better support creativity and autonomy of service-
executing staff (authors translation). 

 
Innovation management is crucial for creating an 

innovation culture. The research shows that the top 
management's conscious role in the organization is crucial, 
as both banner bearers for new ideas and for their 
development, where follow-up through systematic work with 
innovation and innovation management is important [7]. 
Salaman and his colleagues have defined criteria for 
innovation management: focus on networking, developing 
the creative talent, promoting learning, and mobilizing 
through a clear vision of the target image, and creating 
innovative processes [8]. The ideal leader has thus a direct 
impact on the development of employee competencies, 
create space for participation, and helps to make the business 
more innovative. Such management will not only be able to 
reduce resistance to new solutions and changed work 
routines but will influence employees to learn to design new 
solutions continuously and create arenas for dialogue [9]. 
This process creates a continuous learning and self-
improving organization. The material on this is based on 
Argyris and others’ research on learning, organization and 
action research [10]. 

What happens if the process described above is not 
prioritized in the organization? What are the consequences 
for employees' working environment and health? 
Frameworks for employees for doing a good job in the 
learning organization include that they interact with actors 
from different levels. These actors can act as support or 
provide resistance: in management, among product and 
service users, suppliers, and the media. Incorrect 
organization of ICT, resistance among employees in the 
introduction of new ways of working, and resistance to ICT 
in general, can be decisive in how companies tackle 
development processes.  

Positive results have been achieved for physical work 
environments in many places, by introducing robots and 

similar ICT-supported technology that helps in physically 
demanding tasks. In this way, musculoskeletal disorders can 
be prevented. But the use of ICT can also be seen more often 
in connection with the influence on mental health. Through 
several research studies, it was defined how the 
implementation of welfare technology, in general in the 
market and use in everyday life, influenced employee 
attitudes and health. When introducing new ICT tools and 
innovation processes in companies, several factors were 
reported which had a negative impact on mental health.  

It was found that the requirements for accessibility, 
communication, control, and repetitive technical errors, 
employee monitoring, unmet need for increased training, 
expectation of increased productivity, increased 
responsibilities and workload were associated with work 
pressure, stress and burnout [11][12]. Only two facets of the 
welfare technology introduction were perceived positively: 
individual assistance and customer guidance. In a study 
among nurses, it has emerged that the fear of 
"dehumanizing" of human care was dominating [13]. 

It appears that health personnel are initially concerned 
that basic values in care can be lost by "technologizing" 
relationships between people. Care represents for us 
closeness, while the technology appears to be cold and 
insensitive [14]. This leads us up to the research problem in 
this study: What are the necessary conditions for enabling 
employee co-creation in eHealth? How do we build up the 
learning organization, and what are the benefits of doing so? 

The rest of this article is laid out as follows: In the 
Section 2 we go through our method and present an action 
and evaluation study into an eHealth Living Lab. Then in 
section 3 we disseminate the recommendations given to the 
principal behind the action research mission after the case-
study. Finally, in section 4 we generalize these findings by 
questioning whether they represent a more structured and 
formalized approach to the social aspect and fundaments for 
employee driven innovation. 

II. METHOD 

 During 2017 and 2018 a joint research team did a study 
of eHealth Living Lab [15]. The project was initiated by the 
city of Grimstad in Norway, as the municipality hosting the 
living lab. 

Agder Living Lab (ALL) is a collaborative project. The 
Norwegian Directorate of Health has provided The Centre 
for Development of Institutional and Home Care Services 
(USHT) in Aust Agder with a contribution to the 
development of a Living Lab methodology in the welfare 
technology field. USHT in Grimstad Municipality is 
supposed to function as a living test laboratory. Here are 
nurses, patients and relatives involved in finding tomorrow's 
welfare technology. The University of Agder is a main 
partner. In addition, the Norwegian Housing Bank has 
contributed to dissemination. 

The methodology for Agder Living Lab was given by the 
project as a progressive, step model illustrated in Figure 1: 

1. Define user demands 
2. Regulatory compliance testing 
3. Lab-testing of usability 

62Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-688-0

eTELEMED 2019 : The Eleventh International Conference on eHealth, Telemedicine, and Social Medicine

                           73 / 158



4. Testing in living environment 
5. Piloting improved services 
These steps belong to the pre-procurement phase, a 

matter that raises questions regarding transparency in public 
procurement. The model basically describes a classic agile 
information systems development plan. What criteria should 
be followed and who should govern what technology, and 
which vendor to invite to participate in this development 
(and gain potential lock-in advantages in the pursuing 
procurement phase)? If there is a lack of transparency, this 
may arguably also lead to added stress for all employees, 
conflicts and potentially political issues, as healthcare is a 
matter of great public concern. The authors make it clear that 
this comment is general and does not apply to the 
municipality named in Section 2. 

The project plan for the ALL project states that ALL will 
contribute to demand-driven innovation and development of 
health and care services. Needs-driven innovation is about 
understanding the user's existing and future needs to ensure 
the development of solutions that are rooted in real needs. 
The sampling methodology is important in the development 
and implementation of welfare technology and is also central 
to this project. 

Users are the best experts on their own, and all their 
knowledge is very valuable in an innovation process. 
Information from the user should therefore be used 
systematically for the development of the rich solutions. 

Innovation and development through Living Lab must be 
based on five key principles: 

• Value for the users 
• User involvement (how can users influence the process) 
• Quality with robust, durable solutions that meet 

tomorrow's needs 
• Openness and accessibility 
• Real life situations. 
 
ALL, according to the client, has a two-sided purpose: 

ALL must both be a venue for suppliers testing new eHealth 
solutions. At the same time, municipalities like Grimstad 
have a great need to move forward with service innovation in 
eHealth, to meet future needs. 

The assignment that the research team received from 
Grimstad municipality was as follows: 

“Through the follow-up research we (ALL, clients) want 
to answer how we can best achieve the ALL project goals. 

1. We want answers to how we can best cooperate with 
the supplier industry. Several technology vendors believe 
that they have the solution-but this may not be the need the 
service and users experience. 

2. How can Living Lab methodology ensure good 
solutions and meet user needs? The user is very central in the 
living lab methodology. How can we best get users to test 
and develop new solutions? 

3. We want the method we work out in the project to be 
easily transferred to other municipalities and interested 
parties. What is needed to ensure spread? (Citations from the 
tender, translated) [15]” 

The way the following results were achieved, were 
through discussions in workshops with participants from the 

Agder Living Labs project group, addressing these 
challenges. As background for these workshops, the action 
research team’s members had performed independent 
literature reviews searching for state of art knowledge in the 
field. 

III. RESULTS 

In this section the authors disseminate the findings from 
the case-study. Basically, the research team advocates the 
need for an ideation phase (combining the methodologies of 
Design Thinking and LEAN) [16] before entering into the 
implementation phase of eHealth development. 

In conclusion in the case-study report, the short answers 
to the questions listed in the previous section were found to 
be as follows: The following quotation is from project-report 
from the Agder Living Lab follow-up-research and translated 
by the authors (Norwegian) [15]. 

 
“1. The research team generally do not recommend the 

municipalities to start here. In the short term, ALL has 
focused on a combined product and user focus, and that must 
be respected based on the framework ALL has had as a 
project. It also has its advantages. Having the focus on 
concrete product solutions, according to a project manager in 
ALL, has been necessary as a starting point. It must be 
concrete, credible and recognizable to be clear to employees. 
There must be a delineation around the work. 

The research team looked the most at the conceptual 
model, as depicted in Figure 1, the future and how to scale 
up ALL from serving one municipality to becoming a 
National or at least important regional center for eHealth 
innovation. Although not all the ideas we contribute from the 
follow-up research team in retrospect proved to be equally 
good, it can form a starting point for further work with 
frameworks and methodology. 

We therefore believe that in the future and in the long 
run, it is most appropriate to start with users and their needs - 
not the technology. We encourage municipalities to keep up 
to date with changes in the technical possibilities room, and 
we like to see the municipalities participate in technology 
and eHealth fairs and other venues for professional refills. 
But start with a service design process instead” [15]. 

Why should you start according to the model for service 
design, "Double Diamond" [17]; user, needs and problem 
solving (also called the “Ideation” phase), before going into 
solution exploration (the Implementation phase)? 

• It creates commitment and mobilizes all system service 
users (Internal; employees, and external service users; 
patients and next-of-kin, relatives, or partners). 

• It provides a better offer to ICT providers; offers an 
open innovation [18] knowledge capital around needs. It 
focuses the efforts smarter. 

• It saves a long time in solution exploration; towards 
comprehensive digital (computer-driven) management, 
smarter health systems, with more accurate priorities and 
decisions. 

• You also save time, money and human resources in 
solution research (which becomes more "LEAN") at all 
stages of the supply chain [16]. Innovation processes are also 
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a cost carrier, which should be affected in a value innovation 
perspective [1]. 

• It all becomes a more open and transparent process 
(contributing to solving the transparency issue, touched 
above). Service design explorations, where the results are 
published, in front of technical (trial) acquisitions places 
potential suppliers on a more similar line. 

• It reduces the inherent risks of technical procurement 
and the entire innovation process. 

• Service design methods [16] helps identify drivers for 
desired changes. It can provide input to a quality and goal 
management system (Performance Indicators, Key 
Objectives), which can be followed up throughout the entire 
process of innovation. Thus, ALL, in the future, can offer 
better services to all the stakeholders, including the ICT 
providers. 

 
2. The research team recommend it would be best to start 

by ensuring good solutions through understanding and 
covering the needs of the user. The ALL methodology has 
elements of this in the use of the user panel [15][19], but has 
lacked a description of the steps needed to arrive at the 
correct problem definition: 

“As follow-up researches, our role is to give constructive 
criticism to what we observe. We have sought to remedy 
shortcomings and advise on possible improvements through 
our follow-up research project. We recommend that a future 
ALL concept starts with users, both residents and employees, 
and their needs, before defining today's and tomorrow's 
services. Only then will you see what is missing from 
technology and how this should be specified to new ICT 
suppliers and other stakeholders. ALL will then also be able 
to add value to the supplier by providing them with 
knowledge of the really rooted needs for new solutions and 
the requirements for these. We come in this report with 
suggestions that fill the gaps in the methodology, based on, 
among other things, the International Design Thinking [20] 
methodology (…)” [15] (translated). 

 
3. The research team outline and discuss different 

strategic scenarios for how ALL can be scaled up and 
become a CenterPoint of a vivid eHealth innovation 
ecosystem and what conditions needs to be met for it to 
succeed. Generally, these advises are also disseminated in 
discussion and conclusion in this article. 

 
The municipality of Grimstad has done a pioneering 

work that potentially has an interest far beyond its own 
municipal boundary. Those involved have learned a lot of 
the process so that they are geared better for new rounds 
later. 

IV. DISCUSSION AND CONCLUSION 

Based on the literature and workshops we have held 
together with ALL's project group and the glimpses we have 
received in ALL as a project, we have launched the 
following ideas about what we believe may be necessary if 
ALL will become a central focal point for "eHealth-
Norway": 

The methodology must be further developed and 
expanded, especially "backwards" so that skills mapping and 
involvement of employees and service users have been 
stepped up for problem definition and not just afterwards. 
Figure 2 seeks to illustrate the missing "steps”. Before you 
can define user needs you need to work on: 

• On-boarding employees 
• Joint challenges and desired values 
• Discovering Service user demands 
• Analyzing and designing user journeys 
 
An innovation culture must be created, and new 

knowledge will be built in the municipalities that will play an 
active role in a Living Lab concept like ALL.  

Becoming "The learning organization" should be the goal 
of all municipalities and other healthcare organizations. Such 
learning takes place through active involvement and 
participation from the planning phase of change processes, 
transformation management and prioritization and choice of 
measures. It is this management work that can be 
systematized, with an overall process management and 
quality assurance system. It also contributes to an easier 
"rollout" later. Are everyone on board in the beginning, 
everyone is included in the scaling too. Here, we answer the 
questions raised in the introduction: “What are the necessary 
conditions for enabling employee co-creation in eHealth? 
How do we build up the learning organization, and what are 
the benefits of doing so?”. Not only do we need an ideation 
phase, the first diamond in the “Double diamond-model [17], 
we may also need a “point zero” diamond to mobilize the 
workforce and achieve all desired benefits and value 
innovation performance [1]. 

Involvement of all participant groups in the early stages 
of the processes can help prevent work conflicts and provide 
a background for a health-promoting, productive and long-
term working method, which should lead to efficient 
innovation of new processes. The most important group to 
anchor a new service in, besides the patients themselves, 
contains the employees in the municipality. In particular, the 
employees represent the first line; those with whom the 
patients always interact. They constitute the most important 
persons since they are resources in connection with the 
introduction of a new eHealth technology-supported service. 
Organizational development often lacks focus on welfare 
technology development. An innovation process in an 
enduring organization, for example within a care 
organization that introduce welfare technology, is also a 
learning process that includes the entire organization. A 
managerial responsibility here is to provide good 
frameworks for organizational learning. 

Organizational learning is something else and more than 
individual-oriented learning. Individual-oriented learning can 
be both positive and negative for the whole. As individuals, 
we can add both good and bad habits and attitudes, based on 
our own experiences.  

To see past experiences and to see the whole picture, 
effective mechanisms and processes are needed to share 
information and knowledge in an organization. It again 
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requires a plan. It is only when people learn effectively that 
the organization can change. 

The development towards the learning organization is 
about exceeding the habit of thinking and opposition to 
thinking new and openly. There are individuals who trade 
and learn, but the organization provides a framework that can 
support or inhibit the interaction between individual and 
organizational learning.  

Getting real changes to existing work processes is a 
complex process. Cooperation on the development and 
testing of new welfare technology in practice means 
collaboration on smarter work processes and managerial 
arrangements related to these, thus it entails both individual 
and organizational learning. Collaboration provides 
experience and expertise on how to work together across 
user groups for continuous improvement in the company, 
and externally between partners in a value chain.  

In this way, motors for mobilizing for development and 
change (see Figure 3.) are created. Training should be 
perceived as an aid and not as yet an additional burden. The 
management and the employees get concrete experiences 
about the importance of participation and arenas for 
dialogue. Although, we have shown a need for combining 
the fields of organizational learning and technology 
innovation. 
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Figure 1.  ALL Process model Ex Ante [15]. We find that ideation; the discovery and needs analysis and definition phase, is missing. 

 

 

Figure 2.  The “steps” model [bottom] expanded backwards, and compared with the “Double Diamond” pattern (top). 
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Figure 3.  "Service Innovation House" - or "The Learning Organization" - A Model of Continuous Process Change and Improvement [21][22] with Design 

Thinking [20] as “guiding light”.  
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Abstract— During 2017, the Norwegian center for e-health 

research (NSE) conducted a national survey of the extra labor 

generated by incompatible Information and Communication 

Technology (ICT) systems in municipal health institutions. We 

sent out an electronic questionnaire to 283 Norwegian 

municipalities and addressed 5 types of health service in each 

community during the spring of 2017. In this paper, we 

describe and analyze parts of our national survey, focusing on 

the answers given to questions concerning direct electronic 

communication between the different health services and their 

clients. We focus on the part of the investigation concerning 

the municipal health services’ and GPs’ electronic 

communication with their target populations. We are 

primarily interested in mapping to which extent the 

municipalities at present use electronic means for 

communicating with their health service clients, and which 

ICT systems are applied to facilitate such communication. In 

our material, we are able to distinguish between 5 main 

municipal health services, staff work roles, and size of 

municipalities in terms of population. Our results suggest that 

around one third of the Norwegian health institutions in 

primary care apply electronic equipment for some of their 

communication with the patients. SMS for reminders has the 

highest score, but also appointment and prescription 

reservations are in common use.  

Keywords-Telemedicine; Primary care; Electronic 

communication. 

I. INTRODUCTION  

It is a national ambition in Norway to build a new 
common electronic communication infrastructure [1][2], 
which can ease the information exchange between hospitals, 
GPs, municipal health institutions and the public. The 
objective is to secure a smooth electronic dialogue between 
all the involved parties throughout entire patient pathways 
[3]. Guaranteed access to relevant and updated patient 
information to health professionals involved in treatment and 
rehabilitation is a central concern. At the patient’s side of the 
table, access to own health information will be facilitated, at 
the same time as the patient is given a say in own treatment 
and being provided opportunities for an electronic dialogue 
with the professional caregivers [4]. Also, the new 
infrastructure is hoped to facilitate automatic extraction of 
data into central registers which will allow for quality 
surveillance, enable new research strategies, and promote 
health care innovations [1]. However, national ambitions are 
one thing, and on the ground, reality usually takes on a 

different complexion [5]. At present, a variety of ICT 
systems are in use at different levels of health care and in 
different institutions and geographic locations. These 
systems sometimes form information silos [6][7], which in 
turn produces extra work since the same information has to 
be entered into different ICT systems several times. During 
2017, NSE conducted a national survey of the extra labor 
caused by incompatible ICT systems in municipal health 
institutions. We sent out an electronic questionnaire to 283 
municipalities and addressed 5 types of health services in 
each community. During the spring of 2017, we also carried 
out in-depth interviews with health professionals working in 
Trondheim. 

In this paper, we describe and analyze parts of our 
national survey, focusing on the answers given to questions 
concerning direct electronic communication between the 
different health services and their clients. Qualitative data 
from Trondheim tend to support our main conclusions from 
the quantitative survey. We were primarily interested in 
mapping to which extent Norwegian primary care services 
currently apply electronic tools to communicate with their 
clients and their families. The patients are at present 
provided access to own health data primarily through a 
central portal (helsenorge.no). However, only hospital 
records are accessible through helsenorge.no, while primary 
care health information is maintained locally. The patient 
centric care [8] model is still in its infancy in Norway, and 
our results shows that the patients’ opportunities for an 
electronic dialogue with the health professionals are still 
limited. 

In the introduction of this paper, we cite the relevant 
policy documents describing a new electronic infrastructure 
for primary care in Norway.  In these policy documents the 
patients' access to own health data is emphasized. We have 
investigated quantitatively as well as qualitatively how 
health information at present is exchanged between health 
professionals of primary care and their clients.  Our main 
methods as well as the materials are described in the section 
methods and materials. 

Our main findings as described in the result section are 
that SMS for reminders has the highest score, but also 
appointment and prescription reservations are in common 
use. However, of the more than 1000 service institutions in 
Norwegian municipalities investigated in our study, only 30 
% apply direct electronic communication with their clients. 
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II. METHODS AND MATERIALS 

NSE has during 2017 together with the Norwegian 
directorate for e-health conducted a survey of electronic 
communication between municipal health institutions, GPs, 
and their clients. The aim of the project was to study the 
electronic communication flow within and between 
municipal health institutions, and to estimate the time spent 
on double work generated by information silos. In this paper, 
we primarily focus on two objectives of the investigation: 
1. To which extent do the health professionals provide 

updated health information to their clients by 
electronic means? 

2. Brief mapping of ICT systems for communication with 
the patients currently in use in Norwegian primary 
care. 

The investigation was divided into three phases: 
1. An observational/interview phase in Trondheim to get 

an overview of work routines in the municipality and 
to learn the language by which the professionals 
described their own work. 

2. Development and distribution of a questionnaire in 
accordance with the objectives of the study. The 
questionnaire was tested against an expert panel of five 
health professionals at NSE prior to distribution. We 
used a Questback form of around 100 questions, which 
was sent to key health personnel within NSE’s network 
in each municipality. These key persons in turn 
distributed the questionnaire to subordinate personnel 
in their own community. Five municipal service areas 
were targeted, including nursing homes, in home care 
services, maternity and child services, municipal IT 
departments and GPs. The questions regarding direct 
communication between health services and clients 
were divided into two parts: 

      a) Has your institution established routines for direct 
electronic communication with the patients/close persons in 
your municipality? If so, who is involved in the electronic 
communication (clients, close persons or both parties)?  
     b) If you don’t apply electronic tools for direct 
communication with the patients, do you have plans about 
implementing such services? What are the most important 
obstacles on the way to establishing communication with 
patients in your institution/municipality (lack of resources, 
lack of priority, legislation barriers)? The second project 
phase was primarily conducted during the fall of 2017. 
3. Analysis and reporting of results. The work was 

carried out during the spring of 2018. 
Trondheim is a municipality of about 220.000 

inhabitants, one of the largest in Norway. We regard this fact 
as important, since health information handling may vary 
according to community size. In small municipalities (less 
than 5000 inhabitants), different health services are often 
localized within the same building. Personnel of different 
services often meet, and they know each other personally. In 
larger communities (more than 20.000 inhabitants), different 
services are usually located in different buildings, and 
personnel of different services meet less frequently face-to-
face. 

The transcriptions were encoded according to our 
checklist by several members of the staff, and the coding 
discussed and refined in a cyclic process during several 
project meetings in early 2018. 

Obviously, a handful of informants cannot yield 
quantifiable results valid for all Norwegian municipalities. 
However, during our field investigation, we engaged in 
lengthy discussions with health personnel of all types 
working in our targeted institutions. All in all, we talked with 
around 15 people during our study, and we find it plausible 
that the suggestions given by them point to important aspects 
of the workings of electronic communication in Norwegian 
health care in general. 

The net questionnaire of the quantitative investigation 
was distributed to all Norwegian municipalities (283 
entities), except for municipalities in Trøndelag and Møre- 
and Romsdal counties. The investigation was closed on 
October 20, 2017, and we received 1245 answers. After 
cleaning of the resulting forms, a total of 1022 responses 
were kept for further analysis. 

The compiled material about direct communication 
between health professionals and their clients collected for 
the first part of the investigation 324 responses (698 nan-
values), while the second part yielded 614 (408 nan-values) 
and 127 (895 nan-values) responses for the last question 
block. In our total material 431 responses come from the 
larger municipalities, and 335 and 291 from medium-sized 
and small communities respectively (n = 1015, indicating 
that 7 respondents failed to fill in information about the size 
of their municipality). In this paper, we focus on the part of 
the investigation concerning the municipal health services’ 
and GPs’ electronic communication with their target 
populations. We are primarily interested in mapping to 
which extent the municipalities at present use electronic 
means for communicating with their health service clients, 
and which ICT systems are applied to facilitate such 
communication. In our material, we are able to distinguish 
between 5 main municipal health services, staff work roles, 
and size of municipalities in terms of population. A summary 
of the incoming responses showed that municipalities of 
different sizes are well covered, and that all health service 
types are represented in the materials (Table 1). 

The Number of responses regarding use of electronic 
tools for direct communication with the clients are more 
frequent from large and medium size communities as 
compared with the small ones. The number of responses 
from small municipalities is only half of what we got from 
large and medium sized municipalities in our material (table 
2). This of course has consequences when we compare 
number of answers to the specific questions in our Questback 
[10] form. 

The second part of our question concerning direct 
communication between the municipal health services and 
their patients regarding who the partner in the 
communication with the professionals is, gave no responses. 
Question about plans for further implementation, and which 
barriers hamper such implementations, yielded 614 and 127 
answers respectively. Of the 614 answers, 46 are positive 
responses (1-values). Hence, our material is missing or 
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sparse for two of the questions for the rest of the material the 
responses are distributed as shown in table 3. Roman number 
I is the numbers from the first question block of the 
investigation, while II and III are the numbers given in the 
second block. 
 

Table 1 TOTAL NUMBER OF RESPONSES IN ABSOLUTE 
FIGURES WITH REFERENCE TO SERVICE 

 

Health 

services 

Large 

communities 

Medium-

sized 

communities 

Small 

communities 

Total 

In home 
service 

107 72 58 237 

Maternity and 

child service 

89 69 54 212 

Nursing 
homes 

85 56 60 201 

GP 73 57 47 177 

IT department 55 60 21 136 

Administrative 14 17 9 40 

Emergency 
room 

8 4 0 12 

Total  431 335 249 1015 

 

TABLE 2 NUMBER OF RESPONSES REGARDING USE OF 
ELECTRONIC TOOLS WITH RESPECT TO COMMUNITY SIZE 

 
Electronic tools Large 

communities 

Medium sized 

communities 

Small 

communities 

SMS 144 111 69 

Online booking of 

appointments 

144 112 68 

Online prescription 
order 

144 111 68 

 
TABLE 3 NUMBER OF RESPONSES IN TOTAL NUMBERS WITH 

RESPECT TO HEALTH SERVICE CATEGORY.  

 
Service name I II III 

GP 152 22 4 

Maternity and child service 118 88 12 

In home services 30 201 36 

Nursing homes 15 180 42 

IT department 9 123 33 

Total 324 614 127 

 
The results were exported from Questback to excel in a 

full text version, but also a numeric excel report was 
generated. We primarily used Python 3.6 with NumPy and 
Pandas [11] for the numeric analysis. Python was installed 
by applying Anaconda 5.0.1 from Anaconda Inc. [12], on an 
arch Linux desktop computer, and the software read the 
original excel files out of the box. Python’s scientific stack 
[13][14] represents an easy applicable and free tool for the 
analysis we are carrying out here. We provided access to the 
data for the research team via Jupyter hub. A preliminary 
description of the overall material is provided on the basis of 
the xlsx-files by Eli Kristiansen (E. Kristiansen 2018, oral  

communication, 5th January, NSE). 

III. RESULTS 

Our qualitative data suggest that direct communication 
with the patients by electronic means is still in its infancy in 
Norway. 31 per cent of our respondents to our net-form said 
they were currently applying electronic routines for direct 
communication with their clients. Of the tools in use, SMS 
has the highest score, followed by appointment reservation 
and prescription reservation on the net (table 4). 

The centralized electronic services, such as helsepost.no 
and consultations via helsenorge.no are currently little used. 
Only 13% and 10% respectively of the informants saying 
they applied direct communication with their patients (n = 
324) using these services. Looking closer at the responses 
explicatively saying they are applying SMS as a 
communication tool, the GPs and the maternity and child 
services use this routine most frequently (table 5).  The other 
health services to some extent apply SMS to communicate 
with their clients. The figures of table 5 show that when 
adjusting for sample size there is no difference in the 
application of SMS in large versus medium-sized/ small 
communities. 

Also, GPs apply online booking most frequently, again 
municipal size does not seem to influence on these work 
routines (table 6). The other municipal health services do not 
apply online booking to any extent. During our fieldwork, 
the GPs stated that as private enterprises GP offices often 
have a home site for their private enterprise up and running. 
Hence, online booking routines are fairly easy to implement. 
On the other hand, municipal health services have to work 
via their communities’ common net pages, which might 
make it more difficult to implement service- specific routines 
for direct communication with the clients. 

The numbers for online prescription order show that this 
routine is little used by municipal health services (table 7). 
Only GPs use online prescription order as a routine. The 
figures for the GPs’ application of online prescription order 
is evenly distributed regarding community size, taking into 
account that the sample size in small communities is half of 
the sample sizes in large and medium sized communities. 

 
TABLE 4 NUMBER OF RESPONDENTS (IN ABSOLUTE NUMBERS 

AND PERCENT) APPLYING ELECTRONIC ROUTINES FOR DIRECT 
COMMUNICATION WITH THEIR CLIENTS (N = 324). 

 
Service name Total number Percent 

SMS 266 82% 

Online prescription order 122 37% 

Online booking of appointments  116 35% 

Other communication channels 53 16% 

E-consultation 43 13% 

Patientpost.no 34 10% 
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TABLE 5 USE OF SMS COMMUNICATION IN MUNICIPAL HEALTH 

SERVICES WITH RESPECT TO COMMUNITY SIZE 

 
Health 

Services 

Large 

community 

Medium 

sized 

community 

Small 

community 

Total 

GP 49 (42%) 44 (37%) 25 (21%) 118 
(100%) 

Maternity and 

Child services 

51 (45%) 42 (37%) 21 (18%) 114 

(100%) 

In home 
Services 

13 (59%) 7 (32%) 2(9%) 22 
(100%) 

Nursing home 4 (67%) 1 (16,67%) 1 (16,67%) 6 

(100%) 

IT department 3 (50%) 2 (33,33%) 1 (16,67%) 6 
(100%) 

 
TABLE 6 USE OF ONLINE BOOKING OF APPOINTMENTS IN 

MUNICIPAL HEALTH SERVICES WITH RESPECT TO COMMUNITY 

SIZE 

Health 

Services 

Large 

commun

ity 

Medium 

sized 

community 

Small 

community 

Total 

GP 46 (43%) 38 (35%) 24 (22%) 108 
(100%) 

Maternity and 

Child services 

1 (25%) 2 (50%) 1(25%) 4 

(100%) 

In home 
Services 

1 (33%) 1(33%) 1(33%) 3 
(100%) 

Nursing home 1(100%) 0 (0%) 0 (0%) 1 

(100%) 

 
TABLE 7 USE OF ONLINE PRESCRIPTION ORDER IN MUNICIPAL 
HEALTH SERVICES WITH RESPECT TO COMMUNITY SIZE 

 
Health 

Services 

Large 

commun

ity 

Medium 

sized 

community 

Small 

community 

Total 

GP 46 (43%) 38 (35%) 24 (22%) 108 

(100%) 

Maternity and 

Child services 

1 (25%) 2 (50%) 1(25%) 4 

(100%) 

In home 

Services 

1 (33%) 1(33%) 1(33%) 3 

(100%) 

Nursing home 1(100%) 0 (0%) 0 (0%) 1 

(100%) 

 
The general practitioners are the pivot of Norwegian 

primary health care, and to some extent they use electronic 
tools for direct communication with their patients. Working 
as emergency room or nurse home staff, direct 
communication with external clients is handled by other 
personnel. The same is true when the doctor work in 
maternity and child services. The in-home care services 
stated during our field investigation that one of their primary 
goals when rebuilding their ICT systems is to stablish direct 
contact with the patients’ EPR when being out of office. 

This way, much of the documentation required in 
healthcare might be down before returning to the office, i.e., 
the documenting tasks may be performed in the clients’ 
home. The in-home care services, to any extent, do not 
communicate directly with their clients by electronic means, 
even if this was regarded as a constructive opportunity when 
rescheduling appointments. Nurse home personnel told us 

during qualitative interviews they primarily use telephone for 
direct communication with the families of their clients. 
Direct electronic communication with the public is hardly 
used, and in our quantitative material, the nurse home 
constitutes 19.8 % of the answers. 

Maternity and child services personnel told us during 
qualitative interviews that in general, they used their own log 
systems, often in written form. In their daily routines, they 
need to collect written consent forms with signatures from 
children, as well as from adults. Today, these tasks are 
performed through regular mail, and hence is time- and labor 
consuming. An electronic system for document exchange 
with the clients would be more efficient than the current 
procedures, according to the staff. 

We finally asked our informants about possible reasons 
for not applying direct electronic communication with their 
clients. Among the suggested reasons in the questionnaire 
was 1) lack of priority among the leaders, 2) lack of 
resources/competence 3) lack of technical equipment. We 
got 127 answers (response rate 12%) of which 895 were nan-
values. Of the answers pointing to specific reasons for not 
applying electronic tools for direct communication with the 
patients 33 per cent pointed at lack of priority and 37 % 
pointed to lack of economic resources. 

IV. DISCUSSION 

The nursing homes are marked by several professions 
working together to provide care to their clients. Our 
informants told us that much of the communication with 
external colleagues is carried out by telephone, and the same 
also goes for communication with their clients’ families and 
close persons. Some of our informants told us about 
communication bottlenecks due to incompatible electronic 
systems in different community health care institutions, and 
this potentially generates a lot of double work when care is 
to be coordinated with external parties. 
The nursing homes did not communicate with their clients’ 
families electronically and usually applied telephone for this 
task. Our quantitative results show that the nursing homes 
have a lower score for all of the communication routines 
investigated regardless of community size. A lack of priority 
among municipal leaders and lack of resources seem to be 
the reasons for this state of affairs. In the literature, 
electronic communication with patients is suggested to 
secure continuity in the care provided [15][16].  

The in-home care services’ personnel focused on the lack 
of integration between mobile and stationary ICT systems as 
a main barrier to efficient digital communication at the 
workplace. Updated medication lists were of central concern, 
and our informants did not to any extent use electronic 
communication with their clients in their daily work. The 
focus is still on enhanced information exchange with 
professional partners, and this has to be resolved first, our 
informants told us. Like in the nursing homes, the in-home 
care services have a low score for all of the communication 
routines investigated, regardless of community size [17].  

The Norwegian maternity and child services serve nearly 
all children and mothers in the communities. They are 
involved in general health checkups for all of their clients, 
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vaccination programs and proactive medicine. The stations 
also collaborate closely with the schools. Hence, the staff 
reach patient categories which other health personnel may 
infrequently meet. The maternity and child services seem to 
apply means of electronic communication slightly more than 
nursing homes and in-home services [18]. The collaboration 
with municipal school may be the reason for high score on 
SMS. A considerable portion of the communication with 
other professionals and the clients is performed by written 
documents sent by post. Our informants told us that 
casework for schoolchildren is slowed down if written 
consent is required from the parents on behalf of their 
underaged children. 

The GPs are the pivot of Norwegian health care, and any 
restriction of communication at this level has consequences 
for the entire patient pathway. GPs communicate extensively 
with patients, primary care institutions and hospitals 
[19][20]. According to our informants, much of the 
communication with other professionals in municipalities 
and in hospitals is conducted by telephone. In particular, the 
exchange of medication lists between GPs and the municipal 
home care services were considered as bottlenecks in the 
information exchange. Some of our informants claimed that 
restrictions in communication across municipality borders, 
and when patients consult different GPs constitute potential 
blocking of patient information exchange. Documents 
frequently have to be scanned, which results in data that are 
not electronically searchable. Some of the GPs requested a 
better national coordination of electronic health record 
systems. The GPs conducted the bulk of direct electronic 
patient communication which we observed in this 
investigation. Especially SMS reminders and online booking 
services were in frequent use, and more so than in the rest of 
primary care. This may be due to a smoother process of 
decision making within small work organizations. 
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Abstract—The purpose of this manuscript is to present the 
design of a software tool that supports clinical decision-making 
and the early transfer of patients with suspicion of 
cerebrovascular diseases in Colombia, We designed several 
clinical algorithms that comply with the latest American Heart 
Association and American Stroke Association (AHA/ASA) 
guidelines for the clinical care of a group of cerebrovascular 
diseases by defining multiple clinical outcomes in three different 
healthcare settings. Algorithms were reviewed and approved by 
a group of stroke experts, including a vascular neurologist, a 
general neurologist, and an interventional neuroradiologist. 
Patient data, time of symptom onset, and neurological and 
radiological severity scores were integrated into a 
comprehensive clinical workflow to increase the diagnostic 
sensitivity and specificity to select candidates for acute 
reperfusion therapies. Absolute and relative contraindications 
for intravenous thrombolysis and mechanical thrombectomy 
were incorporated to predict the need for an immediate transfer 
to a specialized stroke unit. These multiple variables contained 
in the algorithms were entered into a collaborative platform 
connecting three different healthcare settings with varying 
degrees of expertise and technological resources for stroke care. 
A web-based decision aid was obtained for real-time clinical 
decision-making. This software builds the pillars of a telestroke 
public-private network for the Emergency Stroke System in 
Colombia, guiding the clinical identification of a stroke, scoring 
the magnitude of the neurological deficit, and mainly suggesting 
whether a determined case may benefit from acute reperfusion 
therapies. 

Keywords-stroke; telestroke; algorithms; software; 
collaborative platform. 

I. INTRODUCTION 

Colombia is located in the northern part of South America, 
with an estimated population of 45.5 million by 2018 [1]. 
According to the Colombian National Health Observatory, by 
2014, strokes were the third leading cause of death after 
coronary heart disease and interpersonal violence [2]. In the 
first half of 2018, there were 7,429 deaths attributed to stroke, 
and approximately 250,000 people in Colombia live with 
disabilities associated with cerebrovascular diseases [1]. The 
healthcare system delivery in Colombia is concentrated in 
urban areas, and access to specialized treatments for acute 
stroke is distributed inequitably [3]. Hence, patients located in 
remote areas sometimes lose the opportunity to receive proper 
treatment in an adequate timeframe, and some patients in 
urban areas are sent to healthcare facilities with no stroke 
handling capabilities, thus increasing the probability of 
permanent sequelae. 

In our experience, several efforts have been made to 
improve the transfer of patients presenting with acute 
ischemic strokes from rural areas to a certified Primary Stroke 
Center (PSC) in Bogotá, the capital of Colombia. These 
experiences have demonstrated that, without a collaborative 
platform that assists healthcare providers in the decision-
making and transfer processes, emergency services became 
overloaded with patients who were not real candidates, and 
patients with a potential benefit for acute interventions arrived 
late, resulting in poorer outcomes. 

A system that supports real-time clinical decision-making 
while evaluating a patient with suspected cerebrovascular 
disease is not well established in Colombia, particularly for 
patients with the suspicion of an acute stroke with large vessel 
occlusion, who may be potential candidates for endovascular 
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therapy in which the recanalization of the occluded cerebral 
artery results in penumbral salvage if accomplished early [4]. 

A collaborative platform integrating multiple clinical 
variables, clinical scales and scores and outcome predictors 
seems to be a feasible solution to increase health coverage in 
a country with healthcare budget constraints [5]. Considering 
the constantly emerging improvements in cerebrovascular 
disease protocols and evidence-based practices, we have 
developed a web-based software named Telestroke-RU 
(Emergency Network, which is the English translation of the 
Spanish “Red de Urgencias”), based on the latest diagnostic 
and therapeutic recommendations by the American Heart 
Association and American Stroke Association (AHA/ASA) 
[6]. The purpose of this software is to guide the clinical 
decision-making processes step-by-step when non-expert 
clinicians have doubts in patient management, thus serving as 
a communication tool with stroke experts in the context of 
patients presenting with a broad spectrum of cerebrovascular 
diseases such as ischemic stroke, hemorrhagic stroke, and 
transient ischemic attack (TIA). The software is available on 
the website https://telestroke.uniandes.academy. 

This paper is organized as follows: Section II defines the 
three healthcare settings and describes the algorithm design 
process. Section III describes related work in the healthcare 
sector and introduces the software development. Section IV 
describes the results of the web-based collaborative platform. 
Finally, Section V presents our conclusions, future work and 
acknowledgements. 

II. HEALTHCARE SETTINGS AND ALGORITHM DESIGNS 

The software algorithms were designed according to the 
human and technological resources available at healthcare 
facilities in which a patient with a cerebrovascular disease 
may arrive. 

A. Healthcare settings 

We define three clinical settings as follows: 
Primary Healthcare Setting (PHS): a basic level of 

healthcare delivery, where diagnostic tools are limited to the 
anamnesis and physical exam performed by a primary care 
physician and where basic blood tests are available. The 
purpose of this setting is to make an accurate diagnosis and to 
facilitate timely transfers, as shown in Figure 1. The clinical 
workflow designed for this setting has 10 different pathways 
resulting in different final possible outcomes, including 
priority or urgent transfer to an Intermediate or an Advanced 
Healthcare Setting, as shown in Figure 2. 

Intermediate Healthcare Setting (IHS): intermediate level 
of healthcare delivery capable of performing computed 
tomography scans (CT scans), computed tomography 
angiography (CTA), and intravenous thrombolysis. Although 
IHS provides neurologists and radiologists, they are not 
available 24 hours/7 days a week to make critical decisions. 
The purpose of this setting is to make an accurate diagnosis of 
a stroke with a large vessel occlusion and optimize the early 
transfer of patients who are candidates for endovascular 
therapy. The clinical workflow designed for this setting has 39 
different pathways resulting in different possible outcomes, 
including urgent transfer to an Advanced Healthcare Setting 

(AHS), referral to the Intensive Care Unit (ICU) after the 
administration of intravenous thrombolysis, neurosurgery 
referral, hospitalization or ambulatory care. Although the 
complete IHS algorithm is not shown due to its extensiveness, 
Figure 3 shows an example of one module of ischemic stroke 
requiring intravenous thrombolysis. 

Advanced healthcare setting (AHS): an advanced level of 
healthcare delivery. AHS includes specialized human and 
technological resources available 24 hours/7 days a week for 
the healthcare delivery of a patient presenting with a 
cerebrovascular disease. These specialized human and 
technological resources include vascular neurologists, 
neuroradiologists, the ability to perform CT scans, CTAs, 
magnetic resonance imaging (MRI), magnetic resonance 
angiography (MRA), and the capacity for intravenous 
thrombolysis and endovascular therapy, as well as stroke 
ICUs. This setting can receive transfers from PHS and IHS. 
The clinical workflow for this setting has 1,162 different 
pathways, and because interfacility transfers are not 
necessary, it results in the following final possible outcomes: 
ICU referral after administration of intravenous thrombolysis 
or endovascular therapy, neurosurgery referral, 
hospitalization, or ambulatory care. Although the complete 
IHS algorithm is not shown due to its extensiveness, Figure 4 
shows an example of one module for ischemic stroke with 
large vessel occlusion requiring endovascular therapy. 

B. Algorithm designs 

Six people were involved in the design of the telestroke 
system as described below. The algorithms were reviewed in 
weekly sessions by a group of experts working in a Joint 
Commission International (JCI)-certified PSC and included a 
vascular neurologist, a general neurologist and a 
neuroradiologist. Preliminary drafts of the algorithms were 
made with further discussions and edits for approximately two 
months focusing on the best and most proper way to manage 
patients in each setting. The group of experts finally approved 
the three algorithms in consensus following the latest 
evidence-based 2018 AHA/ASA guideline recommendations 
[6] and adapting them to the latest version of the national 
stroke guidelines of Colombia [7]. The performance of the 
final version of the algorithms was tested using simulated 
cases and dissecting the workflows into modules by a group 
that consisted of a physician and two engineers who were 
involved in developing the software. For the ease of the 
collection of data of clinical variables, neurological state and 
radiological findings, and considering the degree of expertise 
and technological resources for stroke holistic care of the three 
healthcare settings, the clinical algorithms were organized into 
common basic modules, as shown in Table I.  The scales and 
predictors used in these modules, which allow assessing the 
severity of the event, the neurological state of the patient, and 
other factors which allow determining the treatment, either in 
situ, or the referral to a higher level service are shown in Table 
II. Each clinical workflow guides the diagnosis of a spectrum 
of cerebrovascular diseases, including ischemic stroke, 
hemorrhagic stroke, and TIA, allowing us to rule out 
conditions presenting similarly to a stroke, denoted as stroke 
mimics. 
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Figure 1.  Interaction between the three healthcare settings and final possible diagnosis and referrals. rtPA= Recombinant tissue plasminogen activator. 

III. RELATED WORK AND SOFTWARE DEVELOPMENT 

This section describes previous work in the topic and the 
development details of our software. 

A. Related Work 

In our country, there are no systems in the health sector 
that support decisions for stroke care. Worldwide, the few 
existing systems are designed in different practical front-ends 
in the form of applications available for smartphones, tablets 
and web-based tools [8]-[11], or software integrated into 
medical records [12]. These systems rely on measurements of 
clinical scales or radiological scores but rarely rely on a 
combination of both. These are also designed mostly for acute 
ischemic stroke care, excluding other conditions within the 
spectrum of cerebrovascular diseases. Some are used for acute 
care, while others are used for follow-up during 
hospitalization or for outpatient care. 

Furthermore, most existing systems use the same 
algorithm independent of the different levels of expertise and 
the technological resources of health facilities within a 
country. Since in real clinical scenarios the eligibility criteria 
for reperfusion therapies are based on a combination of 
clinical and radiological variables, a combination of these 
criteria is suggested to improve the efficiency in management 
and quality of care. Nevertheless, many studies implementing 
this type of system show a reduction of morbidity, mortality, 
inpatient length of stay as well as better functional outcomes 
[13]. 

B. Software development 

The final version of the algorithms was arranged into a 
software presented in a simple and friendly interface for both 
administrative and healthcare provider users in the form of a 
collaborative platform. Access to the software was possible 
with the previous activation of an account by creating a 
username and a password. Privileges for interaction with a 
determined module of the software were assigned depending 
on the user expertise and capacity to make special 
contributions for the different scales and scores. Considering 
that in Colombia, a patient can interact with administrative 
staff, paramedics, triage staff, nurses, general physicians, 
emergency physicians, neurologists and neuroradiologists, 
user privileges were given depending on the role of the 
professional. A relational model was implemented with the 
following final diagnosis outcomes: ischemic stroke within 
the therapeutic window (acute or subacute compromising 
middle cerebral artery (MCA), anterior cerebral artery (ACA) 
and/or posterior cerebral artery (PCA) territories), chronic 
ischemic stroke, hemorrhagic stroke, TIA and stroke mimics. 

Software code was made using PHP (Hypertext 
Preprocessor) and JavaScript languages. Data were stored 
using the MySQL 5.1.40 database (Oracle Corporation, 
Redwood City, CA, USA), which was created and 
administered by MySQL Administrator 1.1.9. The software is 
executed in different web browsers, such as Mozilla Firefox, 
Google Chrome, Safari and Microsoft Edge, so that it can be 
used on a computer, a tablet or a smartphone. The application 
is available at https://telestroke.uniandes.academy. 
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Figure 2.  Detailed clinical workflow for the Primary Healthcare Setting. Algorithm results in 10 different pathways and final possible outcomes. 

 

Figure 3.  Ischemic stroke module showing one arm of the Intermediate Healthcare Setting algorithm. Due to its extensiveness resulting in 39 different 
pathways, the complete workflow is not shown. This is a case of a patient with ischemic stroke requiring intravenous thrombolysis. rtPA= Recombinant 

tissue plasminogen activator. --- = Intermediate pathways. 
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Figure 4.  Ischemic stroke Module showing one arm of the Advanced Healthcare Setting. Due to its extensiveness resulting in 1,162 pathways, the complete 

workflow is not shown. This is a case of a patient with ischemic stroke requiring endovascular therapy. rtPA= Recombinant tissue plasminogen activator.

Tests on all the units of the workflows were run to ensure 
that the implementation of each unit correctly modeled the 
intended behavior of the diagram shown in Figure 1. 

For each healthcare setting, a clinical workflow was 
established. Figure 2 shows an example of the algorithm 
implemented for the PHS, which is the most straightforward 
setting. The performance of the workflows for each setting 
was tested using simulated cases to guarantee that each unit 
worked. 

Over 1,211 tests were run to reproduce all possible 
pathways among the three settings. Additional tests were run 
considering the frequent error of users: trying to select 
multiple options in single-option menus, changing a selection 
at the beginning of the workflow when at the end of the 
workflow, mistakenly selecting an option that is not possible 
in the current state, etc. 

These tests, while not capable of modeling all possible 
errors, were diverse enough to detect flaws in the system so 
that the appropriate corrections could be made. 

TABLE I.  BASIC SOFTWARE MODULES 

Module # 
Content of modules 

Description Data 

Module 1 Identification data 
Name, age, sex, identification 
number 

Module 2 
Time of onset of 
symptoms 

Day, month, year and hour 

Module 3 
Neurological deficit, 
past relevant illnesses 

e.g., Left hemiparesis, global 
aphasia.  
Past Diabetes Mellitus 

Module 4 
Use of anticoagulant 
medications 

e.g., Use of oral warfarin for 
atrial fibrillation. 

Module 5 Physical exam 

Heart Rate, Blood Pressure, 
Respiratory Rate, Weight, 
Laterality, rest of physical 
exam. 

Module 6 Imaging 
Compromised Cerebral 
territory, infarct volume, etc. 

Module 7 Laboratory 
Complete Blood Count, 
creatinine, clotting times, etc. 

Module 8 
Interventional 
procedures 

Door to needle time, door to 
inguinal puncture, etc. 

 

After corrections, the implementation accurately models 
the algorithms of the three settings. To facilitate the user 
experience, the interface was designed to be explicit in each 
question to avoid ambiguities. Furthermore, a simple manual 
was designed to show, step-by-step, the actions that must be 
followed to carry out common procedures so that the user can 
learn the overall mechanism of the system. 

IV. RESULTS 

A web-based decision aid was obtained for real-time 
clinical decision making using a computer, a tablet or a 
smartphone in Colombia. The software organizes the 
information contained in the algorithms into eight different 
basic modules as shown in Table I. A total of 11 clinical scales 
and radiological scores were integrated into its corresponding 
module to increase the sensitivity and specificity of each 
possible diagnosis. The privileges for the different 
professionals participating in stroke code responses to fill the 
data are shown in Table II. To ensure the safe selection of 
candidates for reperfusion therapies, relative and absolute 
contraindications for both intravenous thrombolysis and 
mechanical thrombectomy were also integrated into the 
software in different modules [14]. 

Three phases were planned for the validation of the 
performance of the Telestroke system. The first phase was 
initiated by one physician and two engineers who simulated a 
number of different cases based on a 5-year stroke database 
from 2014 to 2018. They collected approximately 610 past 
real cerebrovascular disease cases from our institution 
containing most of the variables shown in Tables I and II. The 
second phase is in progress at this moment and is intended for 
the training and validation of the software with neurology 
residents involved in daily stroke code responses. Once 
modifications in the software from the second phase are made, 
the third phase will be performed in real clinical scenarios in 
a network between pilot hospitals. 

Depending on the patient point of entry at the Emergency 
System, the software guides clinical decision-making and 
supports early interfacility transfer for patients with a high 
suspicion of cerebrovascular diseases. Administrative and 
healthcare users can simultaneously feed the modules through 
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directed steps entering patient data, thus beginning to solve 
the clinical case that models a specific pathway. 

The first phase of the software validation was made by 
simulating diverse clinical cases. For example, a pathway 
simulating the diagnosis of acute stroke within the therapeutic 
window yields the following decision processes: 

If a healthcare provider working in a PHS suspects a 
patient is presenting an acute stroke, the software guides the 
diagnosis using the Glasgow Coma Scale (GCS) [15] and the 
NIHSS scale [16] and supports the decision of interfacility 
transfer for candidates to reperfusion therapies using the time 
of symptom onset, the Field Assessment Stroke Triage for 
Emergency Destination (FAST-ED) score [17], and the 
relative and absolute contraindications for reperfusion 
therapies. 

The combination of these results inside the system will 
determine the severity of the neurological deficit and, in this 
case, the decision to transfer the patient to an IHS or an AHS 
based on the presence of a clinically large vessel occlusion. In 
this case, the main purpose is to accurately diagnose a stroke 
and clinically evaluate the compromised cerebral territory and 
large vessel occlusion. The complete workflow for the PHS 
considering the various diagnoses and therapeutic decisions is 
shown in Figure 2. 

TABLE II.  CLINICAL SCALES AND RADIOLOGICAL SCORES USED IN 
THE BASIC MODULES 

Module # 
Content 

Scale/Score Description 
Responsible 

Professionals 

Module 3 
ABCD2 
score [18] 

Predictor of stroke 
risk after TIA [19] 

General physician, 
emergency 
physician or 
neurologist 

Module 5 

Cincinnati 
scale [20] 

Evaluation of 
potential stroke 
before physician 
evaluation 

Pre-hospital staff, 
nurses, general 
physician 

Glasgow 
Coma Scale 
[15] 

Level of 
consciousness 

General physician 
or emergency 
physician 

NIHSS [16] 
Quantify 
impairment caused 
by stroke 

General physician, 
emergency 
physician, 
neurologist 

Posterior 
circulation 
predictor 
[21] 

Score predicting 
posterior circulation 
involvement 

Neurologist 

FAST-ED 
[17] 

Detection of large 
vessel occlusion 

General physician, 
emergency 
physician, 
neurologist 

WFNS 
score [22] 

Grades the severity 
of subarachnoid 
hemorrhage 

Neurologist or 
neurosurgeon 

Module 6 

ASPECTS 
[23], 
FISHER 
[24] and 
ICH [25] 

Radiological scores 
for ischemic and 
hemorrhagic stroke 

Radiologist, 
neurologist and/or 
neurosurgeon 

Module 7 
TICI score 
[26] 

Thrombolysis 
reperfusion 

Interventionist 

 

If a healthcare provider working in an IHS suspects a 
patient is presenting an acute stroke, the software guides the 
diagnosis using the Glasgow Coma Scale (GCS) [15] and the 
NIHSS scale [16] and supports the decision of interfacility 
transfer for candidates to endovascular therapy using the time 
of symptom onset, the Alberta Stroke Program Computed 
Tomography (ASPECTS) score [23] for compromised 
anterior and/or posterior cerebral circulations, and the relative 
and absolute contraindications for endovascular therapy. The 
combination of these results inside the system will determine 
the severity of the neurological deficit and, in this case, the 
decision to transfer the patient to an AHS based on the 
presence of a radiological large vessel occlusion. If the criteria 
for reperfusion therapies are met, the software recommends 
administering intravenous thrombolysis and initiating a 
prompt transfer to an AHS to perform endovascular therapy 
and the corresponding referral to a specialized stroke ICU. 
Due to its extensiveness, the complete workflows for the IHS 
and AHS are not shown because it is not possible to appreciate 
the details. 

In addition to the workflows for each healthcare setting, 
this software serves as a reference network tool. Hence, the 
information on the state of the patient and the results of blood 
tests, imaging evaluations, and procedures are available online 
for all health services involved in patient care. 

In summary, 10, 39 and 1,162 different pathways resulting 
in different final possible outcomes were obtained for the 
Primary, Intermediate and Advanced Healthcare Settings, 
respectively. 

V. CONCLUSION AND FUTURE WORK 

The software presented here is an early step in a long-term 
process to strengthen the stroke emergency network between 
hospitals with different healthcare levels in urban and rural 
regions in Colombia. This novel tool can guide healthcare 
provider decision-making through a collaborative platform, 
using up-to-date clinical workflows and coordinating the 
consultation of stroke experts, not only for acute stroke cases 
but also for a broad spectrum of cerebrovascular diseases. The 
main goal is to identify acute phase ischemic strokes within 
the therapeutic window that are susceptible to acute 
reperfusion interventions with the intention to decrease the 
high number of people with resulting stroke disabilities. The 
collaborative platform also contributes to minimizing errors 
and promoting safer, quicker and high-quality clinical care. 
This tool is currently being implemented in simulated clinical 
cases with neurology residents in our institution with the 
objective to calibrate the software and make further updates 
and improvements in the interface before it is implemented in 
real scenarios, so the results of this phase are not shown yet. 
Its impact will be evaluated in a third validation phase inside 
a network of pilot hospitals. Once all phases are concluded, 
the real performance of the software will be determined in 
terms of comparing its impact on the timing of task 
completion for time-consuming processes before and after the 
implementation of the software, door to needle times, quality 
of care, connectivity, clinical outcomes at discharge, 30 days 
and 90 days after the event using the modified Rankin scale 
[27] and its performance as a learning tool platform to 
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simulate clinical cases for healthcare providers in training 
participating in stroke code responses. 

Considering the underreporting of stroke cases and the 
inconsistency between studies showing different prevalence 
and incidence measures across the country [28], other possible 
uses of this software include the collection of epidemiological 
data that are not currently centralized for future analyses and 
studies concerning cerebrovascular diseases. The 
implementation of this tool in an AHS may serve as a self-
assessment instrument for measuring the fulfillment and 
adherence to the latest standards of care inside dedicated 
stroke units, thus contributing to providing the best care 
available and improving outcomes. A challenge along the way 
is to continually update the algorithms that feed the software, 
considering the ever-changing evidence-based medicine. This 
can be resolved with periodical reviews between stroke 
experts and software developers. This online collaborative 
platform is currently in the second phase of the 
aforementioned three phase-process of validation, and future 
work needs to be done to incorporate the real-time 
transmission of CT scans and the geolocation of the nearest 
advanced healthcare facilities based on the patient point of 
entry. Some possible limitations in the implementation of this 
software that can arise in the future might include a limited 
internet connection in remote areas and issues related to the 
articulation with ambulance transportation systems. 

To our knowledge, there are no similar software tools in 
Colombia incorporating specific algorithms for different 
healthcare levels that consider the varying degree of 
resources and infrastructure for approaching patients with a 
suspicion of cerebrovascular disease regardless of the site of 
case occurrence. Its usability for other countries, especially 
for Spanish-speaking countries, is one we have not explored 
and depends on the completion of the three validation phases 
inside our country. However, we suspect it can become a tool 
for accomplishing accreditation requirements for stroke 
centers desiring a certification by an international 
organization once the definition of an AHS is fulfilled. The 
extrapolation of this system to other countries requires 
extensive resource investment, especially for non-Spanish 
speaking countries, considering the differences in healthcare 
system articulation and health policies. This software begins 
to build the pillars of a public-private stroke network 
initiative that guides the clinical identification of a stroke, the 
magnitude of the neurological deficit and, particularly, 
whether a determined case can benefit from an acute 
intervention, narrowing the times of interfacility transfers. 
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Abstract—This paper presents a high-level architecture of a
computer vision-based system for partial compensation of lost or
impaired human vision. It combines standard smartphone device,
external deep learning-based image processing infrastructure and
audio/tactile user interface. The proposed architecture is based
on input from user-centered design process, involving end-users
into system development. The paper discusses user needs and
expectations for electronic travelling aids for the blind and
highlights limitations of the existing solutions. The suggested
architecture may be used as a basis for developing computer
vision-based tools for visually impaired individuals.

Keywords–computer vision; deep learning; mobile application;
aid for blind and visually impaired; audio feedback; tactile feed-
back; impaired human vision compensation; user-centered design.

I. INTRODUCTION
More than 250 million people worldwide have moderate

to severe vision impairment, while (≈ 36 million are blind)
[1]. During the past decades significant effort was devoted to
develop computer vision and other sensor-based aids [2]-[5]
for helping the blind and visually impaired users to perceive
the surrounding world better. However, computer vision is a
rapidly evolving field; the proposed systems become outdated
in a relatively short time and often lack accuracy and reliability
in real-world conditions in comparison to the state-of-the-
art technologies. In this article, we describe a system, which
employs modern computer vision techniques for compensation
of lost or impaired vision function in humans. Many of the
previously proposed electronic aids for the blind count on
highly specialized hardware, for instance smart glasses [5],
Microsoft Kinnect sensors [6], helmet-mounted photo sensors
and cameras [7]. Such systems often lack convenience and
bring additional complexity into daily tasks, which visually
impaired people currently manage by the help of a white cane.
This project puts major emphasis on developing a tool, which
seamlessly integrates with the hardware visually impaired per-
sons already have on-hand and are used to (a smartphone). This
paper describes a high level architecture of the technology aid
for visually impaired people utilizing the latest achievements

in the field of computer vision.
This paper is structured as follows. Section II describes

the methodological foundations of this research. Section III
focuses on the architecture of the suggested human vision
compensation system. Finally, Section IV summarizes and
discusses the results of the conducted analysis.

II. METHOD
Following the principles of the participatory design [8][9]

we included end-users into system design process. Two vi-
sually impaired persons participated in discussion and focus
group meetings together with the project team to identify
the key properties of the solution. During the six discussion
sessions, major attention was paid to:

1) Functionality and key features of the solution address-
ing real-life scenarios of visually impaired persons;

2) Technical feasibility, connecting user needs to the
latest development in computer vision and assistive
technologies;

3) Interface between the visually impaired person and
the assistive technology;

4) Appearance, usability and potential costs of the pro-
posed product.

Participatory design process included testing of assistive tech-
nologies for the blind and visually impaired people using
widely available mobile phone apps like Seeing AI, Blind-
Ways, Be My Eyes, Aipoly Vision, TapTapSee, etc. Semi-
structured tests were performed by visually impaired partic-
ipants and researchers from the project group. Strengths and
weaknesses of the existing solutions are reflected in the design
of the proposed system.

To have an overview on research progress on assistive
technologies for the blind, a systematic literature review in
three major research databases (Medline, IEEE xplore and
ACM DL) was conducted covering publication period of 10
years. It revealed increasing research interest in the field (84
related publications were identified, while 17 were character-
ized as highly relevant for this project) and provided better
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understanding of the state-of-the-art in applying computer
vision technologies to address the needs of the blind. The
review was extended to relevant patents and patent applica-
tions worldwide. The search was performed in the following
databases: EspaceNet, GooglePatents, USPTO, PatentScope,
FreePatentsOnline. It revealed several technological trends in
the field of assistive technologies for the blind. Based on
the aforementioned reviews, our insights are presented in the
Results section.

III. RESULTS
Participatory design sessions with visually impaired in-

dividuals and analysis of the aforementioned data sources
provided substantial input for the design of the proposed
system (Figure 1). The process made it clear that understanding
of the user needs was limited in the project team. Based
on the results of the participatory design sessions, scientific
publications and patent analysis, we present the outline of the
system for impaired human vision compensation.

The key part of the proposed system is a smartphone
device, connecting User Interface (UI) and data processing
components into a well-functioning ecosystem. Smartphone
was selected due to its high availability and capability to
perform required computations or forward visual information
for processing to the external server via the Internet.

UI consists of a wearable forehead belt, integrating RGB
and depth cameras, Inertial Measurement Unit (IMU), tactile
feedback device and bone conduction headphones. Although
more expensive than standard ones, bone conduction head-
phones do not block the ears and allow the user to perceive
audio information from the surrounding environment and the
system at the same time, which is essential for the visually
impaired people.

However, some types of guidance information may be more
efficiently perceived through tactile feedback device than audio
channel. An example would be indicating the direction of a
detected object with a vibromotor on the corresponding area on
the forehead belt, instead of providing audio description. More
research is needed to clarify how various types of guidance
information should be represented to the user in the most
convenient and efficient way. For instance, detected objects
could be presented to the user in a configurable order, based on
the importance of particular object classes to the user or other
personalized criteria. USB and Wifi data links can be used
for bidirectional data transmission between UI and smartphone
component.

Although modern high-end smartphones are powerful com-
putational devices, many computer vision algorithms require
hardware of significantly higher processing capabilities (e.g.,
a server equipped with a high-end Graphics Processing Unit
(GPU)). Therefore, an external server is used for live video
data processing. In our design we envision a computational
server hosting a set of computer vision algorithms imple-
mented and exposed via web services: faster Regions with
Convolutional Neural Network features (faster R-CNN) object
detector [10], trained to detect important objects, Convolu-
tional Neural Network (CNN) and Recurrent Neural Network-
based (RNN) scene descriptor [11], which provides textual
annotation of a given RGB image, place recognition [12],
face detection and recognition [13], obstacle detection [14],
action recognition [15], among others. After video analysis is
completed on the server side, results are transmitted back to

Texttospeach and
tactile interface

Image/video capture

Internet

Data
processing

Figure 1. Schematics of vision compensation device.

the smartphone component and represented to the user through
the aforementioned UI.

The user interacts with the system through gestures, voice
commands or specifically designed user interface on the
smartphone. User input is required for selecting operation
mode of the system, i.e., switching between Optical Character
Recognition (OCR), currency recognition, object detection,
navigation and other available functions.

Social networking functionality was highlighted as a po-
tentially important feature allowing other users/volunteers con-
tribute to up-to-date and high quality guidance (for instance,
temporary road works) with exact location and description.
Navigating around such obstacles can be challenging for
computer vision-based tools and may decrease user’s trust in
the tool. Integration of additional information from other users,
governmental organizations and volunteers could be of high
value for the visually impaired people.

Discussions on the key features of the proposed solution
revealed a gap between the functionality of the existing tools,
which are often focused on advanced navigation and scene
description features, and actual user needs. For example, the
end-users highlighted that a simplistic solution for navigating
is lacking. Major focus was put on an easy-to-use and mini-
malistic tool, which can be trusted. Reliable object detection,
direction and approximate distance to an obstacle were high-
lighted as the main requirements. To our surprise, only 5-8
distinctive object classes (for instance, buss stop, pedestrian
crossing, doors, stairs, etc.) were of major importance while
navigating. Additional information, such as type of a passing
car, blossoming flowers in the park or a person riding a bicycle
was considered as overwhelming and distractive.

Computer vision technology is under a rapid development
and during the last years made a major breakthrough in terms
of performance and efficiency. Deep learning neural networks,
which are de facto standard in modern image/video processing
in many real-world problems allow to achieve accuracies,
similar to that of human decision (e.g., face recognition [13],
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object detection [10], among others). These models are now
well supported by software libraries (e.g., [16]) and dedicated
processing hardware is built-in even in relatively low-power
computational devices, such as smartphones. These devices
are also equipped with 4G Internet connectivity and sufficient
computational power to perform partial or, in certain cases,
even full visual data processing locally. The maturity of
the aforementioned technologies suggest that our proposed
computational aid for visually impaired persons may be highly
feasible.

The cornerstone of this project is the interface between the
visually impaired person and the assistive technology. We are
proposing a combination of audio and tactile feedback, which
may improve the interaction between the assistive technology
and the user. Similar interfaces were suggested by research
communities earlier [4][5], however, existing knowledge on
user preferences and evaluation of various options of tactile
feedback (types of actuators, placement on the body, frequen-
cies, strength, etc.) is limited.

Appearance, usability and cost of the end product are
of major importance to the users. The proposed assistive
technology should supplement the tool that visually impaired
persons used for decades - the white cane. Using a white
cane requires little to no training, has very low costs and is
relatively reliable. It provides information on the surrounding
objects 1-2 meters in front of the user. While the cane can
be used to detect nearby obstacles, electronic travel aid could
be beneficial for longer range (2-10m) route planning and
object detection. However, it should integrate seamlessly into
the existing navigation practices of visually impaired people.

IV. DISCUSSION
This paper outlined a high-level architecture of a computer

vision-based system, which may help to partially compen-
sate impaired or lost human vision. The main advantages of
therein suggested system are: ability to use efficient (but still
computationally intensive) modern computer vision algorithms
via the Internet connection and present the output of the
video processing to the user through a combined audio/tactile
interface.

Similar functionality has been previously addressed by
research communities [2]-[5] and industry [17][18]. The main
difference between the aforementioned commercial solutions
and the proposed system is the ability to utilize external re-
sources for computationally intensive image and video process-
ing tasks. While the availability of the computational power
could be seen as the main advantage, it comes with high cost
- dependency on a well-functioning mobile broadband. The
development of the high-speed mobile networks (4G and 5G
in the nearest future) is likely to make this limitation obsolete,
especially in densely populated areas containing many hazards
for the blind. Moreover, increasing computational power of
smartphones may also allow to perform more advanced image
and video processing locally. Although not always technically
feasible, local processing is especially important in low con-
nectivity areas to ensure at least partial functionality of the
system. Combined audio/tactile interface may also be more
convenient for the users, allowing to provide feedback in
a more efficient way than using tactile or audio interfaces
separately.

Both open source (e.g., [16]) and state-of-the-art commer-
cial computer vision software libraries (e.g., [19]) may be

applied implementing the suggested architecture. Moreover,
a detailed specification of the suggested hardware compo-
nents, following open hardware approach (providing an open
repository containing a detailed list of electronic components,
schematics, and 3D models of mechanical parts) could provide
a solid basis for semi-standard reference platform for the
researchers in the field.

It is important to emphasize that the suggested system does
not aim to replace the main travelling aid of visually impaired
people - the white cane. Instead, this computer vision tool
aims to enhance and push the perception of the surrounding
environment boundary from 1-2 meters (achieved by using the
white cane) to 2-10 meters. It may improve route planning and
identification of objects of interest (for instance, doors, stairs,
elevators, bus stops, etc.). This functionality corresponds with
the main requirement for electronic travelling aids highlighted
by the end-users - direction and distance estimation to a
selected object. The proposed hardware architecture can be
used as a basis for various computer vision-based software
modules, aiming to assist visually impaired users in daily activ-
ities (e.g., outdoor/indoor navigation, object/face recognition,
obstacle detection, etc.).

The proposed architecture is based on several assumptions,
which may be characterized as limitations of the system. For
instance, technical feasibility of the solution is dependent on
the availability of high bandwidth Internet connection ensuring
access to high-power data processing components. Insufficient
bandwidth may result in latency, which may not be tolerated
by the users.

Economical feasibility of the proposed solution may also be
questioned. Advanced technology (high-end smartphone, depth
camera, tactile feedback device, bone conduction headphones)
is needed to ensure reliable functioning of the system. A
combination of such components may be perceived as costly
by the end-users. More research is needed to demonstrate the
cost-benefit analysis of the system in real-world scenarios.
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Abstract—E-health is a rapidly evolving research field. In 
Norway, it is governed by the National E-health Strategy, 
defining six focus areas to be addressed by both academics and 
industry. The strategy is relatively new and much research in 
the field has been performed before it was developed. Literature 
search and machine learning classification methods were used 
to map scientific publications into the focus areas of the National 
E-health Strategy. Results showed that all strategic areas were 
represented in scientific publications; one focus area, new ways 
to provide healthcare, attracted the most attention from 
research communities. This paper presents a method and 
baseline of e-health research activities in Norway alongside the 
initial results of applying this method to the existing body of 
literature. 

Keywords-e-health strategy; publications; review; machine 
learning; classification; natural language processing. 

I.  INTRODUCTION 
Telemedicine and e-health are priority research areas in 

Norway. Established academic communities have a long 
history of research and development in the field with success 
stories of functional telemedicine services used in clinical 
practice as early as 1991 [1]. Focus on e-health was 
strengthened in 2016 by establishing a dedicated agency under 
the Ministry of Health and Care Services, The Norwegian 
Directorate of E-health, with the goal of establishing and 
managing standards and national e-health solutions that 
contribute to high quality and effective health services.  

Norwegian government and Norwegian Directorate of E-
health are planning a shared national Electronic Health 
Record (EHR) solution for the entire healthcare sector, which 
is in line with the recommendations made in the policy 
document One Citizen – One Health Record [2][3] published 
by the Ministry of Health and Care Services in Norway. This 
policy document outlines an important strategic direction for 
the healthcare sector and recommends close collaboration 
between a number of stakeholders in the Norwegian e-health 
field. 

The National E-health Strategy [4] and action plan 2017-
2022 [5] describes the proposed strategic direction for the goal 
of a digitized and integrated healthcare system that provides a 
simpler, better and more comprehensive experience for the 
service recipients. The strategy is formed around six focus 
areas: 1) digitization of work processes, 2) better continuity of 
care, 3) better use of health data, 4) new ways to provide 
healthcare, 5) common foundation for digital services and 6) 

national e-health management and increased implementation. 
The first four are considered functional areas with direct value 
for healthcare services. The last two are considered 
foundations that are required for the first four to be realized. 

Presenting Norwegian e-health research, categorized into 
these focus areas is helpful for policy makers, such as the 
Norwegian Directorate of E-health, to promote research in 
higher priority areas and coordinate activities in the national 
e-health field. Further, e-health research institutes and e-
health organizations can use this information to search for 
research partners and to build collaboration networks. 
Currently, such information is not available. The objective of 
this study is to address this need by creating a classification of 
e-health research in Norway based on the six focus areas of 
the National E-health Strategy. This paper presents a method 
and baseline measures, scoping the state of e-health research 
activities in Norway based on scientific publications. 

The reminder of this paper is organized as follows. Section 
II provides a summary of methods used to produce results, 
which are presented in section III. Section IV discusses the 
key findings and limitations of this work, while section V 
concludes the paper. 

II. METHOD 
This project could be divided into three phases: data 

collection, preprocessing and analysis. The reminder of this 
section summarizes the methods used in every phase of the 
project.   

A. Data collection 
To collect data on production of scientific publications 

within e-health, three major research databases (Scopus, Web 
of Science (WoS) and PubMed) were queried. Publications 
dated 01.01.2007 - 01.06.2018 were included. Publication 
search was performed in two phases between May and 
December, 2017: 
1. Phase 1 included keyword-based search (predefined list of 
keywords and relevant MeSH terms) and author-based search 
covering a list of well-known researchers in the field. 
2. Phase 2 was based on an extended author-based search 
including authors from publications identified in Phase 1.  

1) Phase 1 
All three databases (Scopus, Web of Science (WoS) and 

PubMed) were queried in Phase 1. We searched in title, 
abstract and keywords (Scopus and WoS) or in title and 
abstract (PubMed) and coupled the queries with affiliation 
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“Norway”. In the author-based searches, we searched for 
author name combined with affiliation “Norway”.  

Phase 1 combined three approaches:  
• MeSH term-based search (MeSH-term for e-health, 

telehealth and mHealth is “telemedicine”). 
• Search based on predefined list of e-health terms, 

listed below. 
• Search for publications authored by well-known 

researchers in the field: 
o Researchers from the Norwegian Centre for 

E-health Research (E-health Research) 
o Known researchers within the Norwegian 

e-health field (identified previously) 
Lists of e-health terms, expected to be present in the 

majority of e-health publications, were put together by senior 
researchers at the E-health Research. These terms were also 
combined with more general terms e-health, ehealth, 
telemedicine, telehealth and telecare. 

The following list of e-health terms was used in the 
keyword-based search (? denotes a single random character, * 
denotes multiple random characters): 

General keywords: e-health, ehealth, telemedicine, 
telehealth, telecare 

EHR-related keywords: Electronic* Health Care 
Record, electronic*health record, electronic* healthcare 
record, electronic* medical record, electronic* patient record, 
patient health record, decision support, health information 
system, information infrastructure, information security, 
integration, process support, regionali?ation, semantic 
interoperability, standardi?ation, terminology, usability, 
privacy, archetypes, user interface. 

Health analytics keywords: analy*, health analy*, large 
dataset*, big data, predictive analy*, computational 
epidemiology, health intelligence, artificial intelligence, 
machine learning, natural language processing, text and data 
mining, statistical analy*. 

M-health keywords: Mhealth, m-health, homecare, 
sensor system*, medical app*, health app*, app*, mobile, 
remote monitoring, medical device, usability, information 
security, privacy, health record, self-management, wearable*, 
sensor*, self-generated data, economic impact*, facilitator*, 
mental health, tracking, empowerment, guidelines. 

2) Phase 2 
After phase 1 and deduplication, the dataset consisted of 

approximately 2000 references. Duplicates were removed 
following a simplified version of a method described by 
Bramer et al 2016 [6]. 

A list of the first and second author was compiled from the 
publications identified in Phase 1. Names, which were not 
searched for in Phase 1, were used to query Scopus database.  

After de-duplication of the entire dataset it contained 3028 
references. References were exported to a comma separated 
CSV file, including author, title, year, abstract, keywords, 
URL, DOI, Reference Type and Author Address. 

B. Data preprocessing 
Data analysis was performed in Python 3 environment 

using the latest versions of Natural Language Processing 
Toolkit (NLTK) [7] for free-text processing and scikit-learn 

[8] for analysis. Data analysis focused solely on publication 
title, keywords and abstract fields. Preprocessing included 
removal of stop-words and numeric values. Words in the free-
text fields were stemmed (Snowball stemmer) and processed 
using Term Frequency – Inverse Document Frequency (TF-
IDF) vectorizer. It resulted in a numerical representation of 
importance of n-grams (1 or 2 words in length) in the corpus.  

A random sample of publications (N = 1700) was 
manually labelled assigning them to one of the 6 classes 
originating from the Norwegian National E-health Strategy 
[4]. References unrelated to e-health were also marked. 
Manual labelling was performed by one of 5 independent 
reviewers, who discussed classification criteria beforehand. 
Publications, which could not be classified by a single 
reviewer due to uncertainty regarding the correct class were 
discussed in common meetings where consensus class was 
determined.  

Description of the classes in the strategy was used as 
classification criteria. Typical projects, which fit these classes 
are: 

1) Digitization of work processes – improvement of 
work processes for healthcare professionals.  

2) Better continuity of care – improvement of healthcare 
services for patients.  

3) Better use of health data – health data analytics driven 
projects. 

4) New ways to provide healthcare – novel services in 
healthcare, which were not available before.  

5) Common foundation for digital services –
infrastructure for large scale digital services. 

6) National e-health management and increased 
implementation – national e-health solutions. 

Labelled data were randomly split into training (80%) and 
testing (20%) data for supervised machine learning analysis.  

C. Data analysis 
Unsupervised machine learning methods were applied to 
cluster the publications and explore the data. In depth analysis 
was performed using supervised machine learning algorithms. 
Classification of publications was performed in two steps: 
binary classification (e-health/not e-health) and multi-class 
classification of e-health publications. 

III. RESULTS 
Results from data collection and analysis are presented in 

the reminder of this section.  

A. Data collection 
Data collection was performed in two phases including 

removal of duplicates. It resulted in 3028 publications, which 
were included in data analysis.  

B. Supervised 2-class model 
To clean the dataset from irrelevant publications, four 

binary classifiers (Linear SVC, Naïve Bayes, Logistic 
Regression and K-nearest neighbor) were trained and tested 
using 10-fold cross-validation on the labelled data (e-
health/not e-health). Logistic regression classifier 
demonstrated the best performance for this problem and was 
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selected for further analyses. The performance of the 2-class 
classifier is presented in Table 1.  

TABLE I.  PERFORMANCE OF THE 2-CLASS CLASSIFIER 

  
While interpreting the results, attention was directed 

towards the e-health class. The performance measures listed 
in Table 1 indicate, that the classifier is able to identify 96% 
of the relevant publications in the dataset (recall = 0.96), 
however, it also has a relatively high percentage of false 
positives in the e-health class (precision = 0.72). Regardless 
of the false positives rate, the classifier identifies almost all 
relevant e-health publications required for further analysis. 
The trained classifier was used to classify the unlabeled part 
of the dataset.  

C. Unsupervised model 
Data labelling stage could be perceived as biased due to 

overlap between the classes and human factors involved in the 
process. To adjust for the potential biases, unsupervised 
clustering of e-health publications was performed to check 
whether publication could be automatically assigned to a class 
characterized by content similarity. Principal Component 
Analysis (PCA) and k-means algorithm were fitted to 
visualize the high dimensional data in 3 dimensions (Figure 
1). 

 

 
Figure 1.  Clustering of e-health publications 

Cluster analysis (before and after removing not e-health 
publications) identified no clear boundaries between the 
clusters and was not pursued further.  

D. Supervised 6-class model 
The 2-class model cleaned the dataset from the most of 

irrelevant publications (N = 1377). The cleaned dataset (N = 
1651) showed uneven distribution of publication among 

classes with one class being overrepresented. The 
overrepresented class was down sampled in the training data  

TABLE II.  PERFORMANCE OF THE 6-CLASS CLASSIFIER  

 Precision Recall f1-score 

1. Digitization of work 
processes 

0.70 0.58 0.63 

 2. Better continuity of 
care    

0.61 0.62 0.62 

 3. Better use of health 
data 

0.62 0.71 0.67 

 4. New ways to 
provide healthcare 

0.74 0.77 0.75 

 5. Common 
foundation for digital 
services 

0.53 0.62 0.57 

 6. National e-health 
management and 
increased 
implementation 

0.66 0.64 0.65 

 
to ensure that it is not overrepresented in the classification 
model.  Four classifiers (Linear SVC, Naïve Bayes, Logistic 
Regression and K-nearest neighbor) were fitted and tested 
using 10-fold cross-validation, Naive Bayes model showed 
the best performance (Table 2). The trained classifier was 
used to classify the unlabeled e-health publications. Results 
are represented in Figure 2.  
 

 
Figure 2.  E-health publications classified according to the National E-

health Strategy [4] 

 Precision Recall f1-score 

Not e-health 0.93 0.58 0.71 

E-health 0.72 0.96 0.82 
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Top-10 keywords representing each class (sorted by 
importance):  

1) Digitization of work processes: nurse, patient, use, 
care, hospital, electronic, record, health, work, 
support 

2) Better continuity of care: patient, care, inform, health, 
communication, design, nurse, user, service, use 

3) Better use of health data: data, patient, health, record, 
predict, inform, use, electronic, fall, medical 

4) New ways to provide healthcare: diabetes, patient, 
health, use, social, service, care, technology, group, 
design 

5) Common foundation for digital services: secure, 
health, standard, information, develop, service, data, 
ehealth, use, medical 

6) National e-health management and increased 
implementation: telemedicine, health, information, 
implement, studies, infrastructure, technology, use, e-
health, care 

IV. DISCUSSION 
Implications of the findings, methodological limitations 

and future works are discussed in this section.  

A. Interpretation of findings 
This project aimed to shed light on the status of e-health 

research activities in Norway with regards to the strategic 
documents [4][5]. The results of this project provide an 
overview on how the academical effort to bring the e-health 
field forward is reflected in scientific publications, and how 
these publications map to the focus areas defined in the 
National E-health Strategy (Figure 2). Disregarding the 
potential overlap between the focus areas and other 
methodological limitations, the project demonstrates the high 
pace of producing scientific results in the field. The most of 
research effort falls into class 4 (new ways to provide 
healthcare). This may not be a surprising finding, since the 
most of activities in e-health could be categorized as new ways 
to deliver healthcare.  

The other publications distributed more evenly into the 5 
classes. Class 5 (common foundation for digital services) had 
the weakest representation in scientific papers. This may be 
explained by the specifics of the Norwegian healthcare 
system. Norwegian healthcare is publicly owned and funded. 
Class 5 focus on the publications dealing with the 
infrastructure for delivering healthcare services to the citizens. 
Such infrastructure is partly developed from off-the-shelf 
components; procurement procedures are often based on other 
aspects than research (for instance, cost, reliability, flexibility, 
etc.). Space for research in this focus area is limited. 

B. Methodological limitations 
Methods to achieve the aforementioned results could be 

questioned. Level of uncertainty varied throughout the 
project, therefore, results should be interpreted in the context 
of the following limitations. 

Data collection process was not strictly structured, 
therefore some publications may have been left out from 
further analyses. Phase 1 was focused on predefined 

keywords, which may not be completely representative for the 
entire field. Databases used in the search process do not 
include national publication channels, which often publish 
results in Norwegian.   

Phase 2 used a list of the 1st and 2nd authors compiled 
from the publications identified in the Phase 1. All other 
authors were ignored. The search was performed only in 
Scopus database; PubMed and WoS added very few results in 
the previous phase. Data labelling process inherited the 
uncertainty originating from the National E-health Strategy. 
Focus areas are not defined to form mutually exclusive classes 
and there is a clear overlap between some of them. At the same 
time, publications often cover several focus areas and are 
difficult to assign to a single class. It was reflected in data 
labelling process, together with the additional uncertainty 
caused by human factors and background of the labelers. 
During the labelling process a class of e-health publications, 
which did not fit well into any focus areas was identified. Such 
publications deal with medical education, social media use for 
health purposes, reviews of various e-health topics and user 
health data storage solutions. These topics should be better 
addressed in the next versions of the e-health strategy.  

Data analysis had to deal with the uncertainty inherited 
from the previous steps in the process. It may be reflected in 
relatively low precision and recall measures, especially in the 
6-class model (Table 2). It may also be influenced by the false 
positives in 2-class model (precision = 0.72), which left some 
noise in the data filtering process. All the aforementioned 
aspects need to be taken into consideration when interpreting 
the results from this study.  

C. Alternative classification strategies 
The project started out with an idea to classify the 

publications according to the four research arenas at E-health 
Research: citizen services, patient pathways, health data and 
services for health professionals. The purpose was to establish 
a clear link between e-health research production in Norway 
and focus areas at E-health Research, which are logically 
distinct, and thus make classification easier. While the focus 
areas at E-health Research are well-aligned with the National 
E-health Strategy, they do not directly map to one another.   

A decision to classify the identified publications according 
to the focus areas in the National E-health Strategy was a 
consensus reached in the project team. Regardless of the 
importance of measuring e-health research status towards 
national guidelines, focus areas defined in the strategy may 
not the best choice for classifying scientific production in the 
field. The National E-health Strategy is relatively new and 
much development in the field have taken place before it was 
made public. Focus areas are not meant to form mutually 
exclusive classes; research publications are often 
interdisciplinary and cover several focus areas. This situation 
causes uncertainty in classification, which might be avoided 
by selecting more distinctive classes. However, connection to 
the existing e-health strategy would be lost. One question that 
could be asked is whether the National E-health Strategy 
should be used to classify and potentially influence e-health 
research, or it is e-health research that should influence the e-
health strategy? 
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D. Future work 
This paper aimed to establish a baseline in the status of e-

health research in Norway. Studying the development of the 
field is meant to be a continuous process, which is repeated 
periodically, preferably every third year. Results can be used 
as an input for the policy-makers in organizing, coordinating 
and allocating research funding, strengthening the weak focus 
areas and research institutions. Lessons learned during this 
iteration will contribute to a more structured and easier 
reproducible data collection and analysis process in future 
iterations. Further analyses will focus on classifying the 
publications according to the research institutions, mapping 
the focus areas of the National E-health Strategy to the 
interests of the most important academic actors in the country. 
The project aims to communicate the findings in a visual and 
easily understandable manner, therefore results will be 
represented as an interactive periodically updated map. 

V. CONCLUSION 
This paper presented a method and initial results scoping 

the status of e-health research in Norway based on scientific 
publications from the last decade. It mapped the published 
research results to the focus areas of the National E-health 
Strategy. Findings show that all focus areas are represented in 
the previous and ongoing research activities. Most of the 
publications fell into the focus area dealing with “new ways 
to provide healthcare services”. The focus area “common 
foundation for digital services” had the weakest representation 
in the identified scientific publications.  
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Abstract— Co-design, as a way of integrating users’ 

perspectives and technical possibilities, has been subject to a 

multitude of interpretations. To facilitate the development of 

patient-empowerment services, co-design is a central approach 

needed to ensure high acceptance among users. In this 

research, we offer a flexible co-design approach by building on 

adaptive and continuous planning based on sets of co-design 

actions directed towards participants’ mutual learning. The 

research is based on the experiences of a co-design process 

within the area of eHealth, specifically the fall prevention area, 

as a special case of self-training systems and self-management 

systems. The project team comprises a variety of member 

groups, including the elderly, technical developers, business 

developers, methods experts and project management. The key 

success factor was identified among the persons of the different 

groups as achieving possibilities for learning. To make learning 

processes requires adaptability and flexibility in interacting 

different planning actions in order to balance both the need for 

technology development and the understanding of users’ 

needs.  

Keywords: Co-design; learning; adaptable; eHealth; fall 

detection. 

I.  INTRODUCTION  

Understanding the interaction between actors in a 
systems development process is a multi-faceted affair, open 
to interpretations of the different preferences of diverse 
participants. Within eHealth, this is even more complicated 
due to the nature of the application area, i.e. dealing with 
sick people, on the one hand, and with professional people 
responsible for delivering safe and approved care, on the 
other. The central approach in the field of eHealth is 
Experience-Based Co-Design (EBCD). EBCD builds on the 
notion that collecting facts about patients and professionals 
enables the building of effective and useful support systems 
[1][2]. Other approaches to co-design stress, e.g., co-creation 
[3], the transfer of power from technology and design aspects 
to user perspectives. Empowering users to be active in 
decision-making is arguably an important step towards better 
information systems. It can thus be assumed that good co-
design should include both facts about practice, users and 
professionals and the power to act. To achieve positive 
effects of flexible co-design like these requires, to a great 

extent, the creation and transfer of knowledge. The co-design 
process as such could therefore be understood as a learning 
process. Ward et al. [4] argue that there is a gap within the 
peer-reviewed literature on how to conduct co-design in 
practice. In this research, we look at how co-design can 
become an effective learning experience for the participants 
by setting it up as an adaptable and flexible method and 
applying a continuous process of re-planning. We target the 
early formative parts of the design process, which Sander 
and Stappers [3] call the fuzzy front end. This is done to 
ensure that the project receives a proper start and a 
development of all the parties involved by raising them to 
sufficient levels of relevant knowledge. Different groups 
within the co-design process have different needs, which 
necessitates a well-balanced set of co-design actions that are 
continuously re-evaluated and re-planned in the process. 
Although the research revolves around a fall prevention 
project and the development of technical solutions, we focus 
in this paper on the properties of the co-design process and 
reflect on how the experiences can be used to improve co-
design practice. Since it has been claimed that it is the 
flexibility of EBCD that gives good results [5], the aim of 
this paper is to look closer into how to actually achieve this. 
The paper is structured accordingly by a quick initial view of 
the current state of EBCD and related co-design methods, 
followed by an overview of the research setting and the 
systems development project forming the core of the 
research. As a result, a generalized example is provided of 
how to structure co-design processes in a flexible and 
adaptable way on the basis of the experiences of the 
development project. The paper ends with a discussion of 
central issues related to how to structure a project for 
learning that helps parties of all types to be active and 
productive co-designers. A neutral project management with 
a co-design expertise background could be one path towards 
a better project structure where all participants can gain 
sufficient knowledge to be empowered to become creative 
co-designers. The paper is organized according to the 
following structure: Section 2 provides a theory background 
with focus on EBCD and co-design; Section 3 gives the 
research approach and an overview of the case; Section 4 is 
the analysis of co-design actions; Section 5 contains a 
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discussion of the result, with concluding remarks and future 
research.  

II. THEORETICAL BACKGROUND: EBCD AND CO-DESIGN 

PERSPECTIVES 

Co-design in general and EBCD in particular currently 
attract strong interest, not least in the face of the current 
surge in eHealth applications. Hence, we give an overview of 
current topics, issues and debates that seem important for 
improving the practice of co-design for eHealth 
development.  

The basic approach of EBCD is the design of new 
solutions, (e.g., ways of working, IT systems or new 
procedures) based on facts gathered from professionals and 
patients, molded through joint sessions of design, and 
hopefully leading to new ways of working that are 
acceptable to all parties. Bate and Robert [1] provide a basic 
EBCD cycle, including set-up, gathering experiences, and 
co-design in groups. 

In the area of health, co-design can be seen as a 
framework for managing an intervention project [6][7]). Co-
design functions as a way of creating change in a project 
research style and as such becomes a ´method for 
organizational development.  

The practice and real effects of EBCD are studied in a 
review of EBCD studies. Gleeson et al. [8] note that a great 
many EBCD projects only deal with minor changes in work 
practice, which are more helpful in implementation than in 
finding novel solutions. They [8] also observe that surveys 
are a common way of collecting facts for EBCD projects.  

In a larger perspective, EBCD could be understood as a 
spirit that is supposed to drive a development project 
including important values like empowerment, trust, 
autonomy and self-determination among both users and 
professionals [9]. By this approach, we are looking for more 
than a technique for cooperation during design.  

Brocklehurst et al. [10] point to the fundamental change 
that EBCD could bring about, from a traditional top-down 
approach to developing a design that is based on the end 
user’s situation and interests. This is supposed to be 
especially true when it comes to co-design with elderly 
people who are moving into a life of greater dependence on 
support and help from others.  

EBCD, as noted by Matthews et al. [11], can be used not 
only for collecting facts from users but also for engaging 
them in the co-production, design and development of new 
services. 

In addition to being an important property of the method 
area [5], flexibility is, in our view, important for the 
engagement of patients, families and staff. 

The situation for both professionals and patients changes 
when they enter into a co-design process. They are then 
forced to look upon their situation from new perspectives 
and to step out of their traditional positions where they feel 
comfortable [12]. 

As healthcare staff and patient experiences with patient 
processes differ, this creates many complex problem 
situations. To understand and deal with these, a collaborative 

approach is needed to capture all areas needing improvement 
and to create solutions that respect all parties. [13]. 

Hill et al. [14] argue that theories of adult learning need 
to be part of co-design in order to support user learning 
during the project. This is a necessity, particularly in light of 
the different backgrounds of eHealth users, as they are 
patients and often find themselves in difficult situations.  

Since knowledge processes are regarded as central in the 
research [15], Langley et al. argue that co-design should be 
understood as a process where knowledge is discovered, 
created and shared between different groups of stakeholders. 

III. RESEARCH SETTING 

The research approach builds on the interpretations of 
what takes place in an action research tradition [16]. The 
research setting is an innovative development project in the 
area of eHealth fall prevention solutions for the elderly. The 
context of designing fall prevention systems is a drive for 
helping the elderly to continue living at home. This was 
designed as an innovative technical project in need of a co-
design process to ensure a well-functioning connection to 
potential users. The general approach to fall prevention was 
to have a data-driven learning system for changing habits 
and improving the understanding of personal risk behaviors. 
To attain these goals, the project has devised a co-design 
process, whose focus in this research lies on the formative 
first half year.  

During this period, an initial technical solution was 
developed in cooperation between different user groups, 
including experts, professionals and end users. Five 
categories of participants were involved in this process: 
technical experts, end users, professional users, design 
experts, and project managers. The end users were still 
relatively healthy elderly people, who were able to live 
independently in apartments or houses. There were 5 
participants in this category, whose age ranged between 70 
and 75. From the technical side, 3 representatives from 
private companies (from which they also received further 
support) were active in the co-design in crafting the practical 
IT solutions. The design and management team consisted of 
project management for the healthcare sector and eHealth 
experts from universities, a total of 6 people. The health care 
professionals had 3 representatives, including physicians and 
physiotherapists. Besides, invited quests were added to some 
of the meetings. In total, approximately 16 persons were 
active at the co-design meetings. Two types of meetings 
were used: physical meetings in a conference room setting, 
and web conference, voice and video meetings. Both 
recordings and field notes were used to capture the 
proceedings. Interspersed between these were periods of 
field action, patient observations or home testing, as well as 
of technology development. These activities were prepared 
in planning meetings. Together, these formed a series of co-
design cycles, four of which were performed during the first 
part of the project. The results of this paper focus on the way 
actions were mixed during the different cycles. 

As the project constituted an action research effort, the 
authors were active members of the design team. Hence, 
active observation formed a way of capturing and 
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understanding the nature of the co-design process. The 
research stance was interpretative and self-reflecting, aiming 
at giving a generalizable account of what worked during the 
project, while simultaneously learning from its mistakes and 
successes. The further aim was to apply a “reflective 
practice” approach [17][18] to better understand current 
practices and provide generalized ones for a knowledge- and 
learning-oriented way of working with co-design. To do 
research in the manner of “reflective practice” is a new way 
of creating a critical awareness of current practices and of 
facilitating change [19]. Schön [17] works with a view of 
knowledge and knowledge generation that is based on an 
epistemology of action. Although experts with their practical 
knowledge often contribute in a tacit or unspoken form, 
Schön sees this as a possibility of attaining intellectual rigor 
in scientific work. The basis of the approach, referred to as 
reflection in action, lies in the capacity of reflecting on the 
knowledge that emerges from action.  

IV. RESULT: CO-DESIGN AS ADAPTIVE LEARNING 

Based on the experiences of the case study, sets of co-
design actions organized into cycles of design, which are 
planned and adapted continuously, can be proposed. We 
present this in two steps, first in sets of design actions, which 
are here somewhat generalized in comparison with the actual 
project. After this, we provide examples of how to combine 
these into cycles of design.  

A. Co-design action sets 

The actions are divided into four sets plus a planning set. 
Each set consists of a number of possible types of actions. 
The planning set deals with the formation of the co-design 
actions and their enactment during various meetings and 
stages of the project. The four action sets form the movement 
of the design process including the initiation of purpose and 
mission, the requirements collection and the testing and 
solution formulation, all guided by planning actions. The list 
is not exhaustive, but rather a set of key examples that serve 
as illustrations of how co-design actions can be devised. The 
list follows a clear and straightforward logic usually 
associated with a “waterfall” model. However, in 
implementing the practical cycles of co-design, these should 
be mixed and repeated, as they are needed to achieve the 
desired solutions to a desired state, as well as bringing the 
co-designers to a state of knowledge and understanding to 
enable them to make informed decisions about what a good 
design entails. The sets include the following actions:  

1) Action set: Planning Actions 
- Preparing the co-design project. This entails setting the 

general direction of the project and stating the purpose and 
role of co-design. It is very important to be explicit about 
what outcomes are expected of the co-design process. This 
action is also important for understanding what the biases of 
the project are and what taken-for-granted assumptions are 
held by those setting up the co-design process.  

- Preparing the co-design process. This includes, e.g., the 
style and location of meetings, and the resources and 
competences required. Setting dates, outlines of meetings, as 

well as the principles of the planning and coordination of the 
process, is also included.  

- Evaluations and feedback of the project progress. This 
means tracking the learning and knowledge development of 
the project participants. On the basis of an understanding of 
how the co-designers develop during the project, the process 
should be adapted to the needs and pre-conditions of the 
members of the team. Active evaluation and analysis form 
keys to a flexible and adaptive co-design process. To 
strengthen this feedback process, it is an advantage if end 
user representatives are invited to planning sessions.  

- Recruitment of participating co-designers. Finding and 
motivating people to take part in a project is a major 
undertaking. The selection of participants could be decisive 
for the outcome of the design effort. Their abilities to 
contribute and remain throughout the project are important to 
consider to be able to structure the process and meet the 
goals and expectations of both the users-to-be and the project 
at large.  

- Ethics board approval. As co-design often takes place in 
the context of research efforts, the ethical aspect of this 
project could be problematic, as the method also works with 
discovery and change, which entails that many of its aspects 
may be unknown beforehand. This makes ethical approval 
difficult unless the board understands the nature of co-design 
and agrees with its benefits.  

2) Actions set: Initiating phase: facts and purpose 
- Ascertaining the facts about the current health care area. 

In the current project, this means including lectures, e.g., by 
fall prevention experts and by experts advising people on 
how to live safer at home. As this is a mainstay of EBCD, it 
should establish a base line of knowledge shared by all.  

- Technology orientation. Experts on current IT trends 
provide an overview for the design group of the technical 
possibilities. Providing users and health care professionals 
with sufficient knowledge is another cornerstone of co-
design. To give both groups the right message is a 
pedagogical challenge. It is also a question of giving just 
enough information and not drowning people in tech facts, as 
the insight disseminated must be useful for taking part in 
discussions and making a personal judgement on the 
possibilities and usefulness of the technology.   

- Project purpose. It entails, in this case, to explain the 
purpose and mission of fall prevention. The focus lies on 
current project goals, especially on the purpose of the co-
design process. The questions to be addressed here concern 
what the project is set out to achieve, why co-design is 
employed as part of the project, and what are the 
expectations of co-design. The different participant groups 
need different messages here, since catering for all is 
decisive for the continued process.  

- Story telling. The participants of this project were asked 
to give their own accounts of the problem area, in this case 
personal or other people’s experiences of fall situations. This 
meant that all participants told their stories, including tech 
people, old persons (users), health care experts, project 
leaders and researchers. The purpose of this was to share an 
insight into the problems of fall prevention but also to make 
everyone personally engaged in the problem. This does not 
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only involve knowing about the particular stories, but also 
creating a personal understanding, which is important for all, 
not least for the professionals.  

3) Action set: Requirements – initial design 
- Initial suggestions for technical solutions. Solution 

providers give presentations and demonstrations, including 
both those engaged in the project and selected external 
solution providers. The sessions comprise the initial testing 
of solutions, whereby the design group is given the 
opportunity to see and interact with the solutions (in dry 
runs) in a conference setting.  

- Technology adaptation. Based on experiences, a 
selection is made of solutions that seem to fit and of 
redevelopment, when needed. The initial testing, in turn, 
leads to adapting solutions to current situations and needs.  

- Preparing for field testing. This comprises the 
presentation and demonstration of solutions in a conference 
setting, including actions such as practical planning for field 
tests, the assignment of technology to people, and 
instructions for its operation. 

- Field testing: installation and practical support. 
Packages of solutions are installed on site in the participants’ 
homes. If and when needed, revisits or telephone 
consultancy to fix problems, capture feedback or change 
equipment are performed. The co-designers use the 
equipment at home and in everyday life, making notes of 
problems and experiences of use in general.  

- Open dialogues. This may be regarded as a key action 
in a focus group style for creating a deeper understanding of 
problem scenarios and of how technology can support a 
better life situation. Small mixed groups of people from the 
different sides of the design groups are engaged in open 
conversations around topics provided by a session leader. 
The open and dialogue-styled format is important for 
allowing all participants to give their views on the topic. The 
purpose is not to create a consensus around certain solutions 
but to open up new views on problematic situations, users’ 
needs and technological possibilities.  

4) Action set: Design of the solution. 
- Feedback sessions from users. Continuous feedback 

may consist of, e.g., conversations, telephone calls, emails, 
or meetings between technical staff and testing co-design 
users.  Both physical and web-conference meetings were 
used to sum up the findings.  

- Technical evaluation. Based on field testing, technical 
evaluations of how the solution performed is conducted. 
Technical deficiencies or problems of practical use are 
analyzed, and alternative solutions are developed. If changes 
are deemed serious enough, it might be necessary to reiterate 
the field testing of the solution.  

- In-depth analysis of the key systems that have emerged 
during the process and how these have performed vis-à-vis 
goals and expectations. Here an expanded analysis is 
undertaken, connecting back to, for instance, overall project 
goals, more general applications, business cases or general 
feasibility.  

- The design of a solution package for large-scale field 
testing. This could be seen as the final stopping point of the 

first part of the project and a period of transition to a second 
part consisting of large-scale testing. 

B. Cycles of flexible and adaptive co-design 

There is need for a continuous adaption of the co-design 

process to ensure that the different participating parties 

evolve on a par with each other. This means a continuous 

process involving the re-planning of actions taken during 

the design process. The project works with a general pattern 

of four types or phases of project activities: Planning 

session, physical meetings, home activities/testing, and web 

sessions with user feedback. Four full cycles were 

performed in the reported project, ending with a final 

physical meeting of the whole design group. It should be 

noted that “planning actions” are not limited only to the 

“planning” phase of the cycle. To illustrate this, an example 

of one such cycle is provided.  

TABLE 1. EXAMPLE OF ONE CO-DESIGN CYCLE. 

Phase Actions 

Planning, including 

representatives of all 
groups 

- Feedback analysis 

- Agenda setting, meeting 
- Design group communication 

Meeting - Physical 

meeting with all of the 

parties of the design 
process.  

- Facts about fall detection 

- Technology presentations 

- Group discussion about living 
longer at home 

Field work - the user at 

home acting and observing. 

- Gear testing at home,  

- Recording habits 
- Critical incident reports 

Web meeting, feedback 

and reflection meeting 

- Feedback of experiences such as 

gear testing 

- Suggesting future actions 

 

To achieve an adaptable approach, we combine actions 

during the different phases, based on the outcomes from the 

continuous planning and feedback actions. Table 2 

combines the phases of a cycle in a co-design process. The 

key to a successful planning of the next cycle is repeated 

feedback action during all the phases of the cycle. The 

feedback is the challenge of the project and is central to 

involving the end-users in particular in the design process. 

As the planning session is central, representatives of the 

different parties should be present, including the users.  To 

instill a feeling of empowerment especially in the end user 

is necessary for the dynamics of an innovative design 

process.  

V. DISCUSSION AND FUTURE WORK 

The challenges of co-design and the need for an adaptive 
process can be discussed from several angles. The main 
arguments revolve around the notion of biases, as they 
always influence the proceedings of the design process. To 
elevate the knowledge of those concerned with the project is, 
as we argue in this paper, a key aspect in avoiding the 
problems of skewed design and ineffective solutions. In the 
following, we discuss a number of issues that can help 
avoiding such problems in the project.  

93Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-688-0

eTELEMED 2019 : The Eleventh International Conference on eHealth, Telemedicine, and Social Medicine

                         104 / 158



There is need for co-design methodology expertise, 
considering the set of people with separate skills that form 
the driving force of the project. Too often, designers with a 
background in health care are project leaders and thus 
become the ones defining the rationale of the project, as well 
as planning the co-design process. In co-design, a very 
complex stakeholder landscape must be managed. To pick 
the key driving persons from one of the dominant parties will 
eventually tilt the progression in that direction. However 
careful or active those forming a project management are in 
their effort to create a balance, they will be affected by their 
professional background. A neutral corner of project 
management with a methodology expert background could 
be one path to explore, as a means of working with these 
types of problems.  

Learning during co-design helps participants to evolve in 
areas of which their knowledge is low was present at the 
very outset of the project. Self-understanding and the 
articulation of user experiences are equally important as 
learning new things. To evoke the everyday experience of 
living during design sessions might be harder. Users need to 
be given time to work with their own experiences to be able 
to retell them in the design setting.  

One challenge is to clarify and explain the mission and 
purpose of the project as well as how to convey an 
understanding of its rationale. A project means different 
things to different groups. As initial expectations can vary in 
a very high degree, it can be a hard task to convey the core 
message to everyone. However, a unitary view of the project 
might not always be an advantage, but everyone must at least 
be given the chance of understanding (a topic further 
discussed in a coming section). A solid piece of advice 
would be never to take anything for granted, not even the 
most basic assumptions.  

It is necessary to achieve a human-technology balance. 
There is a challenge in how to set up a project so as to 
achieve a good balance between creativity and innovation 
based on the needs of users and the possibilities that 
technical experts offer or perceive as possible. This division 
seems still to be a very important one, which remains very 
hard to handle. The experience from the current project is 
that it is actually harder to get the technical professionals to 
engage in user perspectives than for users to adopt a 
technological way of thinking. The human-technology 
balance question as posed in this section underlines the need 
of raising both experts and users to relevant knowledge 
levels in their respective areas. This includes the necessity of 
becoming aware of hidden biases and assumptions. To 
achieve this requires a more neutral project management 
perspective which is not entrenched in any particular corner.   

An EBCD project in a research setting functions under 
special conditions. The differences between an 
organizational development situation and a research setting 
could strongly influence how EBCD works out. One very 
important aspect here could be the ethics approval, which is 
required in a research context. An approval from an ethics 
board is customary, but the understanding of EBCD and its 
open-ended plan of action could create difficulties to obtain 
this. As the process is a search for unknown solutions, it 

might be hard to predict all that will happen. This could be 
seen as a weakness in the eyes of an ethics board.  

There is a hard question of how to deal with a multiple 
and complex goal structure. The sentiment of co-design all 
too often seems be a feeling of constituting a big family that 
will somehow get along. This might not be the case, nor even 
very desirable. Co-design seems to build on a consensus 
view of the group and the design issues. A mechanism for 
handling disagreements seems in general to be lacking. The 
experiences of this project show that technology restraints 
often obtain the role of putting discipline into the design 
group, by claiming “this cannot be done”, or “this will be too 
expensive” and similar  arguments that often stop 
discussions. A great many actions within a co-design process 
aim at getting “all on board”. There could be more active 
ways of exploring the potentials of dissent as a source of 
innovation and thinking outside of the box solutions. On the 
methodology side, this should be explored by using tools and 
methods that can handle such rather delicate processes. A 
comparison could be made with ‘critical systems thinking’ 
schools [20] where expressions of dissent are regarded as a 
fact and systems design as a way of resolving them and 
creating better solutions for more people. 

VI. CONCLUSIONS 

The conclusion of this research is that a standard model 

of co-design in the area of eHealth, such as EBCD, must be 

viewed as a learning vehicle that enables the different 

parties to acquire the necessary knowledge to be productive 

in the project. The basic model of EBCD seems to rely on 

facts that can be acquired from participants. In this article, 

we argue for co-design as a formative process of creation 

and discovery based on experiences of both patients and 

professionals, especially in the early “fuzzy front-end” 

stage, as focused on in this paper. An adaptable approach to 

co-design is needed which tracks the learning progress and 

adds necessary co-design action to ensure the ability of all 

participants to grow and learn. The empowerment process 

includes all the different parties, like users, health care 

professionals and tech people. As there is a clear trap if the 

co-design planners and leaders have too clear a connection 

to any of these areas, a more definite co-design expertise 

should be at the helm of the process. Compared to a 

traditional EBCD approach [2], a more iterative and multi-

track approach is proposed here, for the purpose of elevating 

all parties to a point where they can be active and co-

responsible. There is a cross connection of fact and 

empowerment dimensions in co-design that warrants more 

research into its theory and practice. The outcome of this 

particular project shows the necessity for high levels of 

engagement and drive to find the right solutions that will 

work in practice both in a technological sense and in the life 

world of the user. To achieve this reality the knowledge and 

learning dimension must be at the core of the co-design 

process. No co-design is possible unless there are well 

planned processes of what could be described as “co-

learning”. In this study, we have proposed some outlines of 
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what a method of co-design could look like, but further 

research should be performed to formulate a consistent 

concept of co-design by co-learning.   
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TABLE 2. ACTIONS AND MEETINGS MATRIX DURING A DESIGN CYCLE. 

Actions type 

Cycle phase 

Planning 
Physical meeting Field test: User at 

home 

Web conference 

Planning Actions     

Initiating phase: facts and purpose     

Requirements – initial design     

Design of the initial solution     
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Abstract— According to the World Health Organisation 
(WHO), over 600 million people suffer a form of mental health 
associated symptoms and about 350 million people are affected 
by depression, worldwide. Although symptoms such as 
restlessness, isolation and lack of confidence among many 
others have been attributed to the causes of depression, its 
alleviation has proven challenging over the years. Therefore, 
depression has become one of the most challenging health 
difficulty to manage in recent times. While common depression 
alleviation techniques include antidepressant medications and 
various therapies, such as Cognitive Behaviors Therapy (CBT), 
this work embraces a technology-based lifestyle management 
approach to effectively manage depression, in terms of 
Diagnosis, Prevention and Alleviation (DPA). A robust 
iterative-Documents and Stakeholders Analysis for 
Development (i-DaSAD) methodology was adopted to develop a 
Framework for Lifestyle and Depression Management – 
FLaDM.  This framework underpins a decision support system 
that revealed its suitability for the development of lifestyle 
management system for depression, particularly in the area of 
early diagnosis, prevention and alleviation. 

Keywords - eHealth; stakeholders; depression management; 
diagnosis; prevention; alleviation; i-DaSAD; FLaDM. 

I.  INTRODUCTION  
In recent years, mental health conditions have 

increasingly become a reckoning factor. In the United States, 
one in five adults (44.7 million in 2016) suffers a form of 
mental health disorder [1] i.e., a failing of certain aspects of 
human health, such as intelligence, imagination and thought. 
Similarly, according to EPIBUL [2],  one in five residents 
has experienced some common form of mental issues during 
their lifetime.  

Recent records have shown between 7 and 12 per cent of 
the adult population lives with mental health maladies such 
as depression and anxiety and a significant proportion of 
these sufferers do not get any form of intervention. 
Currently,  about 322,000,000 people suffer from depression 
and 264,000,000 people experience anxiety worldwide [3]. 
By 2020, depression has been predicted to be the second 
most impactful condition with estimated annual mental 
illness cost of about 6 trillion USD by 2030, thereby, 
doubling its cost in 2010 [4]. In developed nations, 
depression has not only become one of the most common 
health disorder but it is also responsible for a greater burden 
of disability than any other cause [5]. Currently, depression 
is responsible for more loss of years at work than any other 

disability or health conditions. By 2026, it is expected to cost 
up to 3 billion USD in England [4]-[6]. 

As the demand for mental health treatment becomes 
higher, the gap between treatment and accessibility is 
increasingly becoming wider, estimated between 35% and 
50% [7]. Although a significant number of mental health 
conditions remained widely undiagnosed and untreated, the 
causes and alleviations techniques are not unknown. Moreso, 
only fewer than half of those diagnosed receive treatment 
due to reasons substantiated to stigma, ineffective therapies 
and inadequate access to mental health supports and 
resources amongst other reasons.  

Conventionally, the diagnosis of mental health disorders 
such as depression involves the utilisation of tools like the 
DSM-5 [8] criteria by healthcare practitioners (GP or a 
psychiatrist) to determine the presence of depression 
symptoms. Subsequently, medications and/or prescriptions 
are recommended as appropriate. However, more than half 
of the world’s population lives in a country with two 
psychiatrists per hundred thousand people [9]. In additions, 
other diagnostic tools such as the Beck Depression Inventory 
(BDI) [10] requires a level of sophistication (minimum of 
fifth or sixth grade) to sufficiently comprehend the tool items 
[11]. Besides, a clinical study conducted in 2006 about 
conventional treatment indicated common antidepressants 
produce responses in just under half of the participants and 
was only able to achieve 28% full remission [12]. 
Conversely, effective lifestyle changes and management 
have proven to lift people out of mental health conditions 
such as depression without the possibility of reoccurrence or 
known side effect. Since the demand for mental health 
treatment clearly outnumbers the available practitioners, the 
demand for support tools and/or potent approach of 
treatment remains undoubtedly imperative. 

The recorded advances in technology have been 
influencing the pivotal role played by technology in the daily 
management of human activities. Perhaps, it is not improper 
to consider technological approaches for proactive 
management of human mental health states. For example, 
smartphone technology combines mobile communication 
and computation in a handheld device, facilitating mobile 
computing as a point of care [13]. Nowadays, mobile devices 
and the internet facilitate different health activities and 
communication online. For instance, a computer-based CBT 
program via the internet has proven to be clinically effective 
just like face to face [7]. Therefore, this approach is 
becoming increasingly popular due to associated benefits 
that include the ability to reach larger audiences with low 
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cost among others[14]. Nevertheless, the lack of known 
technological standards raises potential questions about the 
reliability and acceptability of this approach. For example, 
online tests and BDI for depression face difficulties such as 
exaggeration or misunderstanding, which can sway diagnosis 
thus, constituting a negative effect. This paper proposed a 
research-oriented Framework for Lifestyle and Depression 
Management - FLaDM to eliminate such anomalies. The 
framework is based on a robust i-DaSAD methodology, 
which considers stakeholders and other components 
necessary for the development of a personalised support 
system for depression management. The remainder of this 
paper is divided into sections as follows: Section II covers 
related work while Section III and IV discuss i-DaSAD 
methodology and the framework (FLaDM) respectively. The 
framework was evaluated using a developed decision support 
system in section V, while the conclusion and future work 
are presented in Section VI. 

II. RELATED WORK 
Easy accessibility and affordability increase the 

deployment of mobile devices for the management of mental 
health conditions. Mobile devices now play valuable roles in 
regular face-to-face therapy [7] making such service 
accessible from anywhere at any time. Evidence emerging 
indicates that psychotherapy delivery via video conferencing 
and telephone gives equivalent efficacy to face-to-face 
delivery [15]. Therefore, with fewer psychiatrists indicated 
in Section I, sufferers of mental health conditions may access 
psychotherapy treatments anytime from any part of the 
world. Over the years, significant advances have been 
recorded in the application of technology for health 
management and decision-making. For example, the 
traditional approach of measuring blood alcohol, nicotine 
and vitamin D levels will soon be substituted with other 
technological advances in the near future. Although yet to be 
widely adopted, devices such as PROOF alcohol tracking 
wearable [16], BACtrack alcohol tracker [17], SmartStop 
wearable device [18], and Chrono Band [19] are gaining 
prominence in carrying out these activities. 

In recent times, internet-based CBT protocols are 
becoming more prominent for treating common mental 
disorders [14] and have proven impactful and useful, 
particularly in reaching out to a larger number of people. In 
addition, behavioural intervention technologies (BITs) - a 
technological application of behavioural and psychological 
intervention to address behavioural, cognitive and affective 
targets - are commonly used to support physical and 
behavioural mental health [15]. More recently, mobile 
applications are used to trigger momentary interventions to 
assist mental health candidates in difficult and stressful 
situations, particularly when treatment is urgent. To 
expressly explain the technological applications of lifestyle 
management in terms of Diagnosis, Prevention and 
Alleviation (DPA) of mental health, this work laid emphasis 
on depression as a case study. While various depression 
applications are readily available for users, many are less 
robust in terms of managing depression symptoms. 
Importantly, many depression applications are prone to the 
risk of misdiagnosis causing the users a potential health 
retrogression through incorrect health management. 

A few of the highly rated and readily available 
applications include Depression Test [20], which presents 
users with diagnosis and progress tracking functionalities. 
While Moodtrack diary [21] and Depression screening test 
[22] allows activities progress tracks and diagnosis 
respectively, applications, such as Pacifica [23] and Relieve 
depression PRO [24] provide prevention and alleviation 
functionalities, although without diagnosis or personalisation 
features. To the best of our knowledge, most applications 
have not been able to successfully combine all the necessary 
aspects of lifestyle management in terms of Diagnosis, 
Prevention, Alleviation, Personalisation and Tracking, 
DPA/PT. Hence, our proposition of a Framework for 
Lifestyle and Depression Management - FLaDM as a 
standard framework for the development of a depression 
management decision support system. Following, Section III 
explains iterative-Document and Stakeholders Analysis 
Development, i-DaSAD, methodology adopted for the 
development of FLaDM framework. 

III. ITERATIVE-DOCUMENT AND STAKEHOLDER ANALYSIS 
DEVELOPMENT (I-DASAD)  

To adequately replicate the process of development, 
study methods need to be clearly defined. Kothari [25] 
highlighted various methodologies including descriptive 
versus analytical, quantitative versus qualitative, and 
conceptual versus empirical among others. This work 
considered a mixed-method approach that combines 
elements of multiple methodologies from the initiation 
phase of defining a generic area of interest, to the final 
phase of artefact development. Document analysis and 
stakeholder analysis were carried out in conjunction with 
other scientific methods to develop the FlaDM artefact. The 
methodology combines different suitable techniques or 
methods in each of its five phases to derive a robust artefact. 
The first phase of the methodology, defining a generic area 
of interest, is explained as follows. 

A. Defining Generic Area of Interest (G-AoI) 
The i-DaSAD methodology commences with the 

identification of a generic area-of-interest. This generic area 
of interest is usually instigated by investigators' curiosity, 
research questions or matters arising that require resolutions. 
For instance, an area of interest can be as general as 'mental 
health' triggered by questions such as: why is mental health 
becoming increasingly prevalent? A substantial study of 
literature is expected at this stage to build a context around 
the history and state-of-the-art of the topic in question. 
Document analysis including publications, primary and 
secondary research and white papers certainly leads to the 
definition of a specific area-of-interest. For instance, 
exploring the body of knowledge about mental health can be 
narrowed to an area of focus such as eating disorder, anxiety 
or depression. An output of this phase is usually specifics of 
the general area of interest. Although there can be multiple 
specifics from a general interest, each specific are treated 
independently to improve clarity. For example, while mental 
health is a generic area of interest, its specifics include 
depression and anxiety among others. These specifics are 
examined independently in separate iterations. 
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B. Evaluating Specific Area of Interest (S-AoI) 
In this phase, further document exploration is conducted 

on the identified specific area-of-interests. For example, if 
the area of interest has been narrowed down to depression, 
barriers, symptoms and alleviation of depression amongst 
other attributes are evaluated at this stage. An outcome of 
this phase is a comprehensive knowledge and data about the 
specifics. Data acquisition and statistical analysis about the 
specific area of focus are also carried out at this stage. For 
instance, statistical analysis of secondary data about 
depression from multiple sources is carried out at this stage. 
A pyramidal approach is adopted, i.e., having more general 
information at the bottom up. For example, if depression is 
the main focus, at the bottom will be statistics about 
depression followed by the type, method of diagnosis, 
prevention and alleviation and associated limitations 
respectively. Having comprehensive knowledge about the 
specific area-of-interest will help accomplish a robust 
analysis in the following phase (Identify Stakeholders, 
Problems & Solutions). Statistics about depression, 
diagnosis, prevention, alleviation and associated 
technologies were identified at this stage. 

C. Identifying Stakeholders, Problems & Solutions 
Further data analysis is performed on the outcome of the 

preceding phase  (evaluating specific area-of-interest).  A 
stakeholder analysis is conducted to identify all stakeholders. 
Problems and potential solutions about the specific area-of-
interest are then derived from the previous phase of data 
collection. For example, in our analysis, we identified 
stakeholder categories to include poor people, students, 
career, medical practitioner among others. Following is the 
identification of potential solutions for the identified 
stakeholders' problems. For instance, one of the identified 
problems derived from the knowledge evaluation is 
stigmatisation and a corresponding solution is the increase of 
awareness and making the process of contacts and supports 
easier. Techniques such as root cause analysis are employed 
to identify similarities between symptoms and causes in 
order to define the hierarchy of importance. Findings in 
terms of problems and solutions will then be validated using 
tools such as questionnaires, surveys, interviews or focus 
group amongst others to improve stakeholders' involvement. 
In this case, participants regarded as potential stakeholders 
were asked to complete a 'seventeen-question' survey via an 
online medium. Results of the survey were used to 
authenticate the designed stakeholders, problems and 
potential solutions about depression. The validation exercise 
of this phase provides clarity on the level of the importance 
of the stakeholders, problems and potential solutions. 

D. Mapping Stakeholders, Problems and Solutions 
Knowledge about the identified stakeholders, potential 

problems and solutions are mapped based on the priority of 
importance or interest in this phase. Techniques such as 
priority matrix and rate and ranking scale are used to 
formulate stakeholders’ solutions for an intended artefact. 
For instance, symptoms of depression include 'recurrent 
thoughts of suicide', 'recurrent thought of self-harm', 
'affected sleep pattern', 'reduced mood' and 'affected appetite' 
etc. The ultimate consequence of these symptoms is death. 

The closest to death among these symptoms is a 'recurrent 
thoughts of suicide', followed by 'recurrent thought if self-
harm'. A ranking and rating scale is utilised to rank and rate 
these symptoms in the order of impacts. Also, a priority 
matrix is used to determine the influence of these symptoms 
on the system functionalities. Further validation techniques 
such as focus groups and interviews are used to validate the 
proposed stakeholders' solutions. In this case, a survey result 
of 114 respondents was evaluated to validate the proposed 
framework components. For example, a question such as 
'will you like to see an update of your mental wellbeing' 
validates the necessity of a 'progress track' as a measure of 
state in the implied framework. 

E. Developing the Artefact 
The final stage is the development of the artefact based 

on the needs of the stakeholders, corresponding problems 
and intended solutions. Key defined components are 
integrated at this stage to produce an artefact. After the 
ranking and validation of important components, the 
uppermost components are composed using techniques such 
as associative rules. To make a system a whole, self-
dependent and more generalised components are placed at 
the uttermost layer while dependent or associated 
components are further embedded with their corresponding 
associated components. Taking that the processes within the 
methodology (in Figure 1) are iterative, multiple and various 
techniques, methods, approaches can be adopted in different 
phases until all requirements of each phase are satisfied. A 
clear benefit of the i-DaSAD methodology is its element of 
robustness, which allows the necessary requirements to be 
satisfied iteratively. See Figure 2 for FLaDM components 
and their corresponding layers. Section IV below explains 
the FLaDM and the corresponding components as derived 
artefact of the i-DaSAD process.  

 

 
Figure 1.  Schematic representation of i-DaSAD 

IV. FRAMEWORK FOR LIFESTYLE AND DEPRESSION 
MANAGEMENT  (FLADM) 

Artefact realised through i-DaSAD methodology as 
discussed in section III is the Framework for Lifestyle and 
Depression Management (FLaDM). An iterative process of 
survey and analysis of the literature on mental health, 
depression systems and stakeholders yielded the framework, 
which serves as a base for the development of a depression 
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management system. Our proposal is that FLaDM based 
systems will consider the core components of the framework 
for the development an effective depression management 
system in terms diagnosis, prevention, alleviation, 
personalisation, and progress tracking, DPA/PT. 

 
Fig 2. Framework for Lifestyle and Depression Management (FLaDM) 

A. Diagnosis (Presence & Severity) 
The diagnosis component of the framework comprises of 

two sub-components (primary and secondary). The primary 
sub-component focuses on examining the presence of 
depression symptoms in a user and secondary sub-
component considers its severity if present. A flexible 
approach is embraced in order to allow developers adopt a 
preferred standard diagnostic tools, questionnaire or criteria. 
For example, we adopted the DSM-5 [8]  as diagnostic tools 
for the presence of depression and the Beck Depression 
Inventory, BDI is utilised to determine its severity. Other 
tools such as ICD 10, PH9 [26] and GAD7 [27] may be 
flexibly adopted by the developer for depression and anxiety 
respectively. As earlier discussed in Section II (related work) 
that a minimum level of sophistication is required to 
comprehensively utilise the BDI tool, it is expected that a 
decision support system caters for its simplification. In this 
case, users with a basic smartphone operation should find it 
easy to consume the information meaningfully. 

B. Prevention/Alleviation 
The Prevention and Alleviation components consider the 

lifestyle change required for a potential or identified 
depressed candidate. Similar to the diagnosis, these 
components allow development's flexibility thereby, 
providing system developers with the opportunity to 
determine the lifestyle activities they classify suitable for 
depression management. As discussed in Section III, 
comprehensive document analysis was used to derive key 
lifestyle activities associated with depression. For instance, 
the study of 1046 women by Jacka et al., [28] reflected an 
odds ratio of 0.87 and 0.08 lower for depression with diets 
of fresh fruit and vegetables, grains and meats, than heavily 
processed diet respectively. This study provides the 
associative significance of diets with depression and its 
management. Analysis by Tanaka et al., [29] in the Komo-
Ise study found that 1.3% fewer men had depression with 

exercise, and positive associations with sleeping 6-9 hours 
per night, small amounts of alcohol consumption as 
compared to an 'over' or ‘under’ alcohol consumption, and 
negative associations with poor physical health and chronic 
disease. Similarly, Gregory et al., [30] analyses of 1556 
participants on wave-4 G1219 and G1219 twins longitudinal 
studies found a significant correlation between poor sleep 
and depression/anxiety symptoms. Also, the lack of sleep 
may prevent brain repair, making it exceedingly prone to 
various symptoms of depression [31]. Analysis of these 
works paves way for the consideration of lifestyle activities 
management such as stress, sleep, diet and exercise amongst 
others. While the framework permits the inclusion of other 
activities to be managed, these activities are considered 
fundamental lifestyle for our system. 

C. Personalisation & Progress Tracking 
Forasmuch as FLaDM considers depression management 

from the perspective of lifestyle management, a significant 
consideration is given to lifestyle variation. Therefore, 
personalisation is considered as a prerequisite component for 
Diagnosis, Prevention and Alleviation. This is similar to the 
action of a conventional practitioners while dealing with 
individual cases. Personalising recommendation of lifestyle 
changes will not only improve the effectiveness of the 
system but it will also help enhances the decision support 
process of the system. In doing so, such systems are 
expected to retain the capability of tracking the progress of 
corresponding activities to provide effective supports. For 
example, in this case, progress tracking is accomplished 
using CESD-R scale [32] to measure the users' progress in 
specific areas of the scale. 

D. DPA/PT Wrapper 
The DPA/PT Wrapper is the outermost layer shielding all 

other components of the framework. The wrapper consists of 
four basic features namely; design and research, contacts, 
ethics, and security. The features are expected to be 
considered for any decision support management system in 
mental health. Considering the state of mental health 
stakeholders, particularly the mentally ill candidate, it is 
expected that any adopted management for diagnosis, 
prevention or alleviation is highly intuitive, supportive, less 
demanding, moderately automated. Perhaps, such a system 
should be undoubtedly simple so as not to aggravate the state 
of stakeholders in any way. Therefore, the design of such 
systems requires utmost consideration of simplicity and 
usability of the system. Concepts including impacts of 
colours, fonts, navigation and overall comprehension of such 
system are expectedly thought through. That is, a significant 
research needs to be considered in the process of design. 
Also, the importance of the topic in terms of sensitivity to 
stakeholders necessitate the adoption of robust ethics and 
security architecture. For example, in considering the process 
of data handling within the system, issues such as user 
privacy, encryption and access level are thoroughly 
considered. In taking cognisance that a decision support 
system is not expected to replace practitioners, FLaDM 
based systems are expected to make provision for easier 
communication between stakeholders, i.e., the practitioner 
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(GP, psychiatrist, career) and patients’ communications must 
be uncomplicated. 

V. FLADM- BASED DECISION SUPPORT SYSTEM 

In order to evaluate the framework, a FLaDM based 
decision support system was developed to measure its 
effectiveness and usability. A Hierarchical Task Analysis 
(HTA) approach is utlised for definition of system tasks. A 
schematic representation of the system hierarchical layout is 
shown in Figure 3. 

 
Figure 3. Hierarchical Representation of FLaDM-based DSS 

 
Test metrics were designed to measure the effectiveness of 
the framework. The test activities were carried in a usability 
laboratory. It is noteworthy that the test was conducted to 
measure the suitability of the framework for system 
implementation. Since all usability problems can be derived 
from conducting the test with five participants, not so much 
will be derived from any more participants [33]. Effectively, 
five participants were recruited for the usability test of a 
FLaDM based system. A supplementary 'ten-question' pre-
test questionnaire and 'fifteen-question' post-test 
questionnaire were completed by the participants to 
investigate the system's effectiveness, particularly in terms 
of diagnosis, prevention and alleviation. Examples of Pre-
test and post-test questions are as shown in table I. 
 
TABLE I. EXCERPT OF QUESTIONS FROM TEST QUESTIONNAIRE  

 
Five test metrics were designed to evaluate area of 
concentration including Registration (setting up the user), 
Diagnosis (presence and severity), Lifestyle management 
and recommendations (symptom prevention and alleviation) 

and Contacts (stakeholder communication). During the test, 
participants were requested to provide a self-rating 
perception of the tasks completed under each metric using a 
rating scale of 1-10 with 10 being the highest and 1 being 
the lowest. To ensure participants’ actions correlates with 
the task and their rating, a ‘eye-tracking software’ was 
utilised to track participant's eye movement as seen in 
Figure 4. The red dot indicates the user's area of 
concentration at a specific time. 
 
 

 

 

 

 

 

 
Figure 4. Eye tracking system indicating users concentration 

Results of evaluations indicated appropriate diagnosis with 
overall users rating of 93.5% accuracy. It is interesting to 
note that all participants believed the lifestyle 
recommendations for prevention and alleviation are 
appropriate with 97% accuracy. Table II. represents the test 
metrics with a corresponding user rating of functional 
accuracy in terms of DPA/PT and ease of use. 

TABLE II. TEST METRICS VERSUS USER RATINGS. 
Metrics 

No 
Test Metrics 

Overall 
participants 

rating 
1 Registration  96.5% 
2 Diagnosing for  Presence (DSM-5) 93.5% 
3 Diagnosing Severity (BDI) 93.5% 
4 Lifestyle change and progress track 97% 
5 Emergency contacts and ease 82% 

 
Although with a smaller sample size, usability problems are 
experienced with great variation among the test participants. 
Three of the participants are confirmed to suffer depression 
as established in the post-test question, one participant was 
confirmed not depressed and one was on the verge of being 
depressed. All participants are correctly diagnosed. Also, 
the test participants were of varied genders, ages and 
backgrounds, yet all participants were able to use the 
application for DPA. In addition, all participants expressed 
confidences in the recommended lifestyle activities to help 
alleviate their situations. All participants agreed that the 
most important feature is the emergency contact mechanism 
that connects them with the relevant support authority (GP 
and career, etc.) when needed. Most participants expressed 
that the emergency contact feature should be more intuitive 
and accessible from any part of the system. 

No Pre-test Questions Post-test Questions 
1 Have you ever been 

diagnosed with 
depression 

Do you feel the application should 
ask for more personal information? 

2 Are you at risk of 
suffering from depression 
in future? 

Do you think three emergence 
contacts is suitable for the 
application? 

3 What make you at risk of 
depression in future? 

How do you find the process of 
diagnosis in general? 

4 When were you 
diagnosed with 
depression? 

Do you think the emergency 
contacts should include medical 
practitioners? 

5 What are your known 
symptoms of depression? 

Have you been correctly diagnosed 
using the application? 
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VI  CONCLUSION AND FUTURE WORK 
 The study conducted by Trivedi, M. H. et al. [12] 
indicated a normal antidepressant produces responses just 
under half of the participants and only achieved 28% full 
remission; hence, the need for other treatment options. This 
work adopts a lifestyle change approach for the development 
of a framework for lifestyle and depression management that 
underpins a decision support system. The  approach involves 
extensive document and stakeholder analysis to identify the 
necessary stakeholders and their requirements for depression 
management DSS. The framework was evaluated in a 
usability laboratory to appraise the ease of use, intuitiveness 
and effectiveness. Results evidenced the suitability of the 
framework’s adoption for the development of DSS for 
depression management. Further work will be carried out on 
expanding the framework to other categories of mental 
health disorder. Also, the system evaluation will be 
conducted with a larger sample. In additions, the adoption of 
machine learning and artificial intelligence techniques in the 
recommendation of change in lifestyle activities will be 
explored in the area of decision support system development. 
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Abstract—We present an approach that performs automated
detection of whether an older adult has performed cognitive tasks
such as form filling or problem solving using RGB-D video data
of older adults collected using the Microsoft Kinect v2 sensor. Our
approach uses the variances of 25 joint points on the 3D skeleton
obtained from the Kinect for training random forest classifiers
to detect if cognitive tasks are performed, based on deviations
in postural sway induced by cognitive tasks. We validate our
approach using a dataset of 10 subjects performing the test on
standing with eyes closed in the Berg Balance Scale (BBS) series
of diagnostic tests before and after cognitive tasks. Using leave-
one-subject-out cross-validation, we obtain an average detection
accuracy of 69.5%, with accuracies of 60% and 79% at detecting
that the test on standing with eyes closed was performed prior
to and after cognitive tasks respectively. Our approach can be
incorporated into intelligent health care systems to detect whether
older adults have performed cognitively demanding activities that
may induce stress or fatigue, and allow early intervention well
before the occurrence of adverse events such as falls.

Keywords–RGB-D; Kinect; cognitive; fatigue; random forest

I. INTRODUCTION

The spread of low-cost sensors and computing in the
consumer space has enabled the rise of approaches to perform
automated health assessment in older adults. RGB-D sensors
such as the Microsoft Kinect have been used for detection of
falls [1], [2] and frailty [3], and encouragement of exercise [4].
Adverse events such as falls in older adults place high financial
pressure on the health care system. The cost of fatal and non-
fatal falls in the US was $19.2 billion in 2000 [5] and $23.3
billion in 2008 [6]. Instead of detecting adverse events after
they have occurred, financial burden on the health care system
can be significantly reduced by monitoring older adult health
for signs of fatigue, which has been found to be correlated
with fall risk in older adults [7]. In this work, we use random
forests on RGB-D data from the Microsoft Kinect v2 sensor
to perform automated detection of whether an older adult has
performed cognitive tasks using variation in sway of standing
posture before and after cognitive tasks have been performed.
We define cognitive tasks in this work as activities involving
reasoning and decision making, that involve the use of working
memory [8]. The cognitive tasks used in our work include
problem solving and questionnaire filling. Cognitive tasks have
been found to be correlated to increase in postural sway [9],
[10] due to weakening of sensory systems related to balance in
older adults [11]. Increased sway has been found to be related
to rise in fatigue [12]. Using off-the-shelf sensors such as the
Kinect to detect the influence of cognitive tasks on balance
in older adults can enable intervention in the event of stress
induced by cognitive activities in daily living.

The primary challenge of our work is that cognitive tasks
show a subtle change in postural sway. Traditionally, physical
therapists detect deviation in postural sway by having subjects
perform balance tests such as tests under the Berg Balance
Scale (BBS) [13]. The BBS consists of 13 tests performed
in various postures with eyes open and one test performed
standing with eyes closed. The physical therapist provides
a numerical score between 0 and 56 on assessing all 14
tests, with a lower value indicating lesser balance ability.
However, due to variations between scores of multiple physical
therapists, several studies [14], [15] have been conducted to
determine the reliability of the BBS score in detecting a
change in postural sway. The minimum detectable changes at
an absolute reliability of 95% has been cited as 4 for scores
between 45 and 56 by Donoghue et al. [14] and between 2.8
to 6.6 for eleven studies reviewed by Downs et al. [15] with
BBS scores above 20. In the dataset used in our work where
10 subjects were evaluated doing BBS tests prior to and after
cognitive tasks, the BBS score after cognitive tasks was found
to be reduced by 1.6 points on average with scores ranging
from 49 to 56. Since the reduction is lower than the thresholds
discussed in Donoghue et al. [14] and Downs et al. [15], the
BBS score alone cannot be used to detect movement changes
induced by cognitive tasks.

While there exist approaches to detect changes in gait and
posture due to physical fatigue [16]–[18], these approaches
use body-mounted sensors that hinder natural motion and
may introduce noise that overpowers the subtle influence of
cognitive tasks. Additionally, these approaches use sensors
placed on a narrow range of locations, e.g., on the foot [16],
[17] or on the lower back [18], which may prove insufficient
to detect the influence of cognitive tasks on full body postural
sway. Our work addresses the subtle influence of cognitive
tasks over sway in the head, shoulders, arms, hands, spine, legs,
and feet by using variances in the positions of 25 3D joints
from the Kinect, which being a non-contact sensor allows
natural unweighted motion. We use the 25 body joint variances
as input to the random forest classifier, which provides a
binary output on whether the person performed cognitive tasks.
We enhance the contribution of sense of body joint location,
i.e., proprioception, toward balance by using the BBS test on
standing with eyes closed to eliminate the influence of visual
cues, which have been found to have the largest contribu-
tion toward balance amongst the visual, proprioceptive, and
vestibular balance mechanisms [19].

We use a linear mixed model with joint variances from
the 10 subjects analyzed in this work to demonstrate that
the 25 joint variances have a statistically significant effect
in distinguishing the data prior to and after cognitive tasks.
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We use a similar linear mixed model to demonstrate that in
a control dataset where the same 10 subjects perform two
rounds of the BBS tests on a different day with a break,
i.e., without cognitive tasks between the rounds, the 25 joint
variances do not have a statistically significant contribution
in distinguishing between the pre- and post-break conditions.
Using a leave-one-out cross-validation approach for training
each random forest using 9 subjects and testing with the left
out subject, we obtain an overall average accuracy of 69.5%,
with average accuracies of 60% and 79.0% in detecting that
the test on standing with eyes closed was performed prior
to or after performing cognitive tasks respectively. We also
obtain an average accuracy of 44.5% on the control dataset in
distinguishing between pre- and post-break condition, which
being close to random chance indicates that postural sway
remains consistent in the absence of cognitive tasks.

The remainder of the paper is organized as follows. In
Section II, we discuss contact based approaches for detecting
fatigue, non-contact based approaches for detecting older adult
health, and fatigue detection in driving using non-contact
based sensors. In Section III, we describe the data collection
procedure during the experimental and control days for our
study. In Section IV, we describe our approach for detecting
deviations in balance using joint variance analysis. In Section
V, we describe the linear mixture model that we designed
to determine that joint variances are appropriate predictors
of whether older adults have performed cognitive tasks. In
Section VI, we provide details of the random forest classifier
we trained to determine if an older adult had performed
cognitive tasks. In Section VII, we discuss the performance of
our classifier and provide insights on where misclassifications
occur. We conclude the paper in Section VIII and provide
potential areas of future work.

II. RELATED WORK

To the best of our knowledge, there exists no work on
detecting whether a subject performs cognitive tasks from
routine motions such as walking or standing. As cognitive
tasks are known to impact postural sway [9], [10] which
is related to fatigue [11], we discuss approaches to detect
physical fatigue using contact-based and non-contact sensors,
and fatigue during the cognitive task of driving.

Contact-Based Sensors for Detection of Fatigue. Tradi-
tional physiological approaches for automated fatigue detection
have focused on the use of surface electromyography (sEMG)
to measure muscle fatigue during physical exertion; a review
of these approaches may be found in Al-Mulla et al. [20].
While sEMG electrodes do not puncture the skin, they require
skin contact and use a significant amount of hardware, thereby
being cumbersome for fatigue detection in everyday envi-
ronments. There also exist approaches to use body-mounted
sensors, such as pressure sensors at six points on the foot to
estimate fatigue during walking [17] or running [16] gait as a
function of maximum pressure. These gait-based approaches
have multiple cues from asymmetries and variations in rotation
or translation of the upper body, hips, legs, and feet during
walking or running gait. Our work on detecting changes in
standing body posture handles the challenge of working with
a smaller set of cues restricted to body sway.

In the area of detection of posture balance, Wall et al. [21]
provide a balance prosthesis that measures head tilt using iner-
tial sensors mounted on the shoulders and trunk, and displays
the tilt to the user for user-driven balance re-adjustment. Their
approach does not perform detection of differences in sway.
Shahzad et al. [18] estimate balance impairment for fall risk
by predicting the score of the BBS for older adults using
acceleration data obtained from a triaxial accelerometer po-
sitioned at the lower back. Their approach shows a separation
between the mean BBS scores of non-fallers at 53.3±2.9 and
fallers at 45.5±7.2. The mean separation is greater than the
thresholds discussed in Donoghue et al. [14] and Downs et
al. [15]. This enables Shahzad et al. to use linear least squares
and LASSO for regression of the BBS score. In our work, the
average separation of 1.6 between BBS scores before and after
cognitive tasks is much smaller than the Donoghue et al. or
Downs et al. thresholds for change detection, preventing the
use of the BBS score as a predictor of cognitive tasks. Our
approach overcomes this issue by using the skeleton obtained
with the Kinect sensor to detect whether cognitive tasks are
performed from the effect they have in the increasing the sway
of 25 body joints.

Physical fatigue or aging handled by the above approaches
show gross changes in movement which can be picked up
by body-mounted sensors. However, body-mounted sensors
hinder natural user motions, and due to their added weight
may prevent separation of data prior to and after cognitive
tasks that have a subtle influence on motion. Our approach of
using non-contact sensors retains natural motions, enabling us
to detect the weak influence of cognitive tasks.

Non-contact RGB-D Sensors to Assess Older Adult Health.
Despite the popularity of cameras and RGB-D sensors such
as the Kinect in the consumer space, approaches to perform
automated detection of anomalous health patterns in older
adults using non-contact at-a-distance sensors have been lim-
ited. There exist approaches to perform detection of falls by
tracking the vertical state of a subject [1] or the acceleration
and distance of the center of mass [2]. However, these ap-
proaches enable intervention only after a fall has occurred.
In contrast, our work evaluates postural instabilities to enable
early intervention well before a high-risk incident such as a
fall arises. Gianara et al. [3] use the Kinect to perform frailty
assessment on subjects performing the Timed Up and Go
(TUG) [22] test. They determine that gait parameters such as
walking time and speed, distance covered, and swing correlate
well with the Tillburg Frailty Indicator (TFI) score, while
postural parameters such as torso inclination do not show a
strong correlation with the TFI score. Unlike our work, they
do not perform prediction of frailty in a novel individual.

Fatigue Detection During Driving. The body of work that
resembles ours in using non-contact sensors to detect fatigue
due to cognitive tasks is work on driving fatigue detection,
surveyed extensively in Wang et al. [23]. Here, the cognitive
tasks involved include paying attention to roads, signs, lanes,
pedestrians, intersections, and other drivers. These approaches
use a camera to analyze the user’s face, whereas our work
analyzes the body and assumes that the face may not be
visible, an issue that can occur when the user looks away
from the sensor, has their back toward the sensor, or is at a
distance where the resolution is insufficient for face analysis.
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Additionally, these approaches detect gross observable changes
such as eyelid open versus closed [24]–[30], head tilt due to
nodding versus upright head [24], [28], eye-gaze narrowed
versus wide [24], and yawning versus not yawning [24], [28],
[30], [31]. Our work detects the presence of subtle changes in
body sway when cognitive tasks such as questionnaire filling
and problem solving are performed by elderly individuals
in whom body posture prior to induced fatigue shows low
stability due to age [32].

III. DATA COLLECTION PROCEDURE

Our dataset consists of 10 older adults with 6 female and 4
male subjects. The subjects in our dataset range in age from 57
to 68 years with a mean age of 63.50 ± 4.28 years. To reduce
the effect of confounding factors, we ensure that all subjects
have not been diagnosed with any neurological conditions,
have no pre-existing balance disorders or recent orthopedic
surgery, have visual acuity, and do not require assistive devices
to stand or walk. We collect data from the subjects on two
separate days—an experimental day when the subjects perform
cognitive tasks and a control day when the subjects do not
perform cognitive tasks and instead have a rest break. The
time in between the two collection days ranges from 1 to 9
days, with an average of 2.4 ± 2.5 days, and with the order
of experimental and control day randomized across subjects.

On both the control and experimental day we measure
the subject’s vitals, i.e. height, weight, body composition,
and radial pulse heart rate/blood pressure, and administer
three questionnaires on current feelings of fatigue, mood and
motivation. We then administer three standard diagnostic tests
to measure static and dynamic balance. The tests include
14 assessments under the BBS [13], the Timed Up and Go
(TUG) [22] test, and the 30 Second Chair Stand test [33]. On
the control day, we give the subject a 1 hour break. On the
experimental day, we have the subject perform cognitive tasks
by asking them to fill out questionnaires on demographics,
medical history, physical activity, sleep, grit, hope, satisfaction
with life, interest, self management, and food frequency, and
to perform problem solving activities such as Serial Subtract
3, Serial Subtract 7, Continuous Performance Test, Rapid
Visual Information Processing Test, Trails B Test, and 8
minute Tapping Test [34]–[36]. The subject performs cognitive
tasks on a tablet. After the break on the control day or
cognitive tasks on the experimental day, we ask the subject
to repeat the 30 Second Chair Stand, TUG, and BBS tests.
We record the subject’s vitals, and ask the subject to re-fill
the three questionnaires on current feelings of fatigue, mood
and motivation. The control day activities range from 64.7
to 71.6 minutes, with an average of 68.5 ± 2.0 minutes. The
experimental day activities range from 93.6 and 120.4 minutes,
with an average of 107.5 ± 8.5 minutes.

We developed a custom C# based application using the
Kinect SDK to collect RGB-D video, face, and joint data for
each subject. The RGB-D video data consists of both color
and depth frames captured at 30 frames per second. The face
data consists of 1347 3D face points for each frame of the
video. The joint data consists of 25 3D joint points along
with corresponding x and y coordinate points in color and
depth space for each frame of the video. In Figure 1, we show
color images and corresponding 3D skeletons for 4 different
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Figure 1. Left: Color and skeleton data from four subjects for various
captures. Right: Kinect skeleton labeled with medial axis and left side joints.

subjects. The right side of Figure 1 shows the 3D Kinect
skeleton from a frontal view with labels for joints along the
medial axis and on the left side of the subject.

IV. REPRESENTING BALANCE DEVIATION USING JOINT
VARIANCES

To eliminate the influence of visual stimuli which show the
largest contribution to balance [19], we use RGB-D videos
representing the ‘Standing with Eyes Closed’ test from the
BBS assessments for each subject. The ‘Standing with Eyes
Closed’ test involves a subject standing upright with eyes
closed for 10 seconds. Due to the short period of the test,
it provides the added advantage of avoiding noise in the
data due to motions such as straightening clothes, speaking
to the experimenter for clarification, or accidental gesturing.
The longer duration eyes open tests contain such motions,
which while natural in everyday settings, overpower changes
in motion due to the subtle impact of cognitive tasks. Our
recognition of deviation in balance is based on the premise
that increased movement in the balance tests is related to an
increase in fatigue [12]. To evaluate amount of movement,
we provide an algorithm in MATLAB that estimates the net
variance in each body joint by computing the sum of the
variances in the X , Y , and Z dimensions from the 3D joint
data collected by the Kinect. The variances in the spread of
3D joint points represents the deviation of the subject from a
mean standing position.

Figure 2 shows 3D plots for the Kinect joints data obtained
for a sample subject performing the ‘Standing with Eyes
Closed’ test on the control day prior to and after the break,
and on the experimental day prior to and after the performance
of cognitive tasks. Each plot shows the 3D skeleton from
the first frame of the data, together with clusters of 3D
points at each joint representing the locations of the joints
throughout the capture. As each cluster indicates, deviations
in balance inherent to the human body introduce variations in
the locations of the joints. The cluster of points from the left
shoulder is magnified at the bottom of each plot. Note that
on the experimental day after cognitive tasks, the shoulder
points trace a more spread out trajectory in comparison to
the experimental day prior to cognitive tasks and the control
day after the break. The joint variance captures this spread.
Also, while there is a high spread of points on the control
day prior to the break, the bulk of the points are concentrated
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Control Day:
Before Break

Control Day:
After Break

Experimental Day:
Before Cognitive Tasks

Experimental Day:
After Cognitive Tasks

Figure 2. Positions of 3D joints for control and experimental day before and
after. Each inset shows the left shoulder points zoomed in.

around the shoulder, and the trailing points are largely outliers.
The joint variance in this case is weighted toward the higher
concentration of points near the mean.

V. HYPOTHESIS TESTING ON DIAGNOSTIC TESTS AND
JOINT VARIANCES

The three diagnostic tests—30 Second Chair Stand, TUG
and BBS—provide a holistic understanding of changes in
static and dynamic balance. To determine if cognitive tasks
have an observable impact on the diagnostic test scores, we
perform a two-sided paired Wilcoxon Sign Rank Test to test
the following sets of hypotheses on both the control and
experimental day:

Null: Difference between [diagnostic test] scores before and after is 0.
Alt.: Difference between [diagnostic test] scores before and after is not 0.

Here [diagnostic test] refers to the 30 Second Chair Stand
test, the TUG test, and the BBS tests. Since the three diagnostic
tests are performed sequentially, and a subject’s performance
may be impacted by a prior test we apply a Bonferroni
correction and reject the null hypothesis if p < 0.05/3, i.e., if
p < 0.016. On both the control and experimental day we fail to
reject the null hypothesis for all three balance tests, indicating
that cognitive tasks do not create a statistically significant
difference in the diagnostic test scores. For the 30 Second
Chair Stand test, we obtain a p-value of 0.76 for the control
day, and 0.34 for the experimental day. For the TUG test we
obtain a p-value of 0.68 for the control day, and 0.37 for the
experimental day. For the BBS, we obtain a p-value of 0.11 for
the control day, and 0.06 for the experimental day. By failing
to reject all three null hypotheses on the diagnostic tests, we
show that cognitive tasks do not show a gross change in static
and dynamic balance tests, indicating that the test scores are
poor predictors of whether cognitive tasks are performed.

The 25 joint variances computed in Section IV provide
a fine-grained understanding of how cognitive tasks affect
movement. We construct a linear mixed model on both the
experimental and control days to determine whether cognitive
tasks impact the joint variances in the ‘Standing with Eyes
Closed’ test before and after cognitive tasks are performed.
Using a log-linear transformation, in the experimental day we
obtain a confidence interval bound of [30.80%, 98.59%] for
the percent difference between the joint variances before and
after cognitive tasks. The percentages indicate a statistically

TABLE I. ACCURACY OF PREDICTING WHETHER COGNITIVE TASKS
HAVE BEEN PERFORMED ON THE EXPERIMENTAL DAY AND ON THE

CONTROL DAY (PRED. = PREDICTED).

Experimental Day Control Day
Pred. Before Pred. After Pred. Before Pred. After

Before 60.0% 40.0% 42.0% 58.0%
After 21.0% 79.0% 53.0% 47.0%

significant increase of 30.80% to 98.59% in joint variance after
cognitive tasks. On the control day, we obtain a confidence
interval bound of [−34.31%, 3.76%] for the difference between
the joint variances before and after the rest break. In this case,
since 0 lies within the confidence interval, we show no statis-
tically significant difference in joint variance before and after
the rest break. The statistically significant percent increase in
joint variances after cognitive tasks on the experimental day
substantiates the need for fine-grained joint-based analysis.

VI. PREDICTING IF COGNITIVE TASKS ARE PERFORMED
USING RANDOM FORESTS

As determined by the linear mixed model, joint variances
on the experimental day have strong discriminative power to
distinguish whether the ‘Standing with Eyes Closed’ test was
performed before or after cognitive tasks. We use the joint
variances as input features in a random forest classifier, with
the output being 0 prior to cognitive tasks and 1 after cognitive
tasks. We use the treebagger function in MATLAB to train
a random forest with 500 decision trees and

√
n predictors for

each decision split as recommended in Breiman [37], where n
is the number of features, i.e., n = 25. We use a leave-one-
out cross-validation approach for testing our model on data
from the experimental day, where in each fold, 9 of the 10
subjects are used for training, while the left-out subject in
that fold is used for testing. The joint variances from the data
captured before and after cognitive tasks are removed from the
training data for the left-out subject, enabling our approach to
perform prediction of cognitively induced fatigue without prior
knowledge of the subject. The randomness in formation of
decision of trees induces slight differences in the classification
at each run of the random forest algorithm. To account for
the randomness, we aggregate the results of the random forest
classification for each leave-one-out fold over 10 re-runs of
the random forest algorithm. To determine if the random forest
classifier substantiates the control hypothesis in Section V by
detecting close to chance, we similarly use leave-one-out cross-
validation to train and test the random forest classifier on data
from the control day, where the joint variances are calculated
prior to and after the rest break.

VII. RESULTS

We show overall results of classification using random
forests in Table I. Results of classifying whether the subject
performed the ‘Standing with Eyes Closed’ test before and
after cognitive tasks on the experimental day are shown on
left. We obtain an overall classification accuracy of 69.5% on
the experimental day, where the average and standard deviation
are computed over 10 runs of the random forest classifier. We
obtain a classification accuracy of 60.0% for the ‘Standing
with Eyes Closed’ test being performed before cognitive tasks,
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TABLE II. PER-SUBJECT EXPERIMENTAL DAY CLASSIFICATION
BEFORE AND AFTER COGNITIVE TASKS.

Subject 1 2 3 4 5 6 7 8 9 10

Before 100% 0% 100% 100% 100% 0% 0% 0% 100% 100%
After 100% 80% 100% 100% 100% 100% 20% 100% 0% 90%

and an accuracy of 79.0% for the test being performed after
cognitive tasks. The false positive rate is 40.0%, while the
false negative rate is 21.0%. The lower false negative rate
using the standard random forest algorithm with

√
n split

predictors proves advantageous to our work, as it is essential
to accurately detect stress induced by cognitively demanding
tasks for intervention. Higher false positives, while inconve-
nient, do not adversely affect the health of the monitored
individual. The right side of Table I shows results of classifying
whether the subject performed the test prior to or after the
break on the control day. The overall classification accuracy is
44.5% which being close to chance at 50% substantiates the
hypothesis test in Section V that in the absence of cognitive
tasks, discernible changes in movement may not be produced.
Table II shows per-subject classifications on the experimental
day averaged over all classifier runs. The classifier correctly
classifies subjects 1, 3, 4, and 5; 6 and 8 after cognitive
tasks; and 10 before cognitive tasks. It generally shows correct
classification for 2 and 10 after cognitive tasks.

Incorrect classifications for data prior to cognitive tasks
occur due to clothing adjustment for subject 2 as seen in
Figure 3(a), and influence of hand motions toward the center
and experimenter hand support for subject 7 as seen at the top
of Figure 3(b), all of which cause the joint points to show large
deviations from the mean posture. Incorrect classification for
data after cognitive tasks may occur due to directed motions
corresponding to a downward shrug observed at the bottom of
Figure 3(b), and due to a steady movement of the shoulders
along the camera axis as observed for the skeleton of the
upper body for subject 6 on the left of Figure 3(c) which
is larger than the motion after cognitive tasks on the right.
The motions in both subjects may resemble the hand motions
of subject 2 adjusting clothing prior to cognitive tasks. These
steady, largely uni-directional, movements may not be related
to balance which tends to show movements with spread along
multiple dimensions as in the shoulder points in Figure 2.

As shown by Figure 3(d), subject 9 shows dense clusters
of points both prior to and after cognitive tasks in the upper
body, causing the data obtained after cognitive tasks to be
classified as being prior to cognitive tasks. One reason for
the misclassification may be that the subject had a higher
amount of physical and mental energy in comparison to the
average physical and mental energy across all subjects on
the experimental day. According to the summarization of the
physical and mental energy for each subject obtained from
self-reported responses to the three questionnaires for fatigue,
mood, and motivation discussed in Section III, the average
physical and mental energy of all 10 subjects prior to cognitive
tasks was 184.7±55.0 and 193.8±64.9 respectively, while the
average physical and mental energy after cognitive tasks was
155.1± 71.1 and 150.2± 81.0 respectively. Subject 9 showed
higher values of physical and mental fatigue prior to cognitive
tasks at 266 and 263, and after cognitive tasks at 259 and 243.

(a) Subject 2 Prior to 
Cognitive Tasks

(c) Subject 6 Before (Left) and After 
(Right) Cognitive Tasks

(d) Subject 9 Before (Left) and After 
(Right) Cognitive Tasks

(b) Subject 7 Prior to (Top) and After 
(Bottom) Cognitive Tasks

Figure 3. Frames demonstrating reasons for incorrect classification.

VIII. DISCUSSION

In this paper, we have presented an approach to predict
if cognitive tasks have been performed by an older adult by
analyzing deviations in the standing posture of subjects using
the Kinect. Even though the Kinect has been discontinued,
our approach for movement analysis can be performed using
third party skeleton tracking [38] with other depth sensors
such as the Asus Xtion Pro or Intel RealSense. Our approach
provides an average accuracy of 69.5%, with 79% accuracy
in detecting that cognitive tasks have been performed. By
using low-cost non-contact sensors, our approach enables
detection of the subtle effect of cognitive tasks on motion, and
enables implementation of monitoring technologies in homes
and health care facilities without body-mounted equipment. In
this work, we focus our analysis on subjects performing the
‘Stand with Eyes Closed’ test on the BBS scale to eliminate
the effect of visual cues. In future work, we will analyze eye
gaze patterns from video data to account for the contribution
of the visual system in re-adjusting for balance after cognitive
tasks are performed in the open eyes tests. To account for po-
tential subject-dependency on balance as indicated by subject
9 in Section VII, we will build subject-specific models for
detection of the effect of cognitive tasks by using data on the
control day to learn regular subject behavior. Such a system
may be propagated to everyday environments for older adult
health monitoring by using occasional input from health-care
providers to update movement models. We will also analyze
the performance of classifiers such as linear regression, logistic
regression, and support vector machines to determine optimal
classifiers prior to propagation in the field.

While our approach on joint variances enables detection
of balance based on increase in deviation from upright pos-
ture, extraneous motions such as clothing adjustments, hand
gestures, and body motions while speaking can overpower the
subtle effect of cognitive tasks. However, such motions are
natural in everyday interactions, and must be accounted for in
a health monitoring system deployed in average user spaces.
The signature of extraneous motions unrelated to balance
may show a higher directional dependence, e.g., downward
movement of a cluster of points belonging to the hand during
clothing adjustment, whereas joint motions related to balance
may have a higher degree of isotropy. In future work, we will
perform principal components analysis to use the magnitude of
movement along various directions at each joint in predicting
the performance of cognitive tasks based on balance ability.
We will also perform an extended data collection on movement
patterns of subjects in everyday environments.
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Abstract—The detection of epileptic seizures plays a major role in
patient safety and therapy. Although several research projects on
mobile seizure detection have already been conducted, there are
still no approaches that are able to reliably detect different seizure
types in the home environment. The challenge lies in the variety of
symptoms of certain seizure types. The present research describes
the project EPItect, which aims to detect epileptic seizures with
the help of an In-Ear sensor and to set up a networking
infrastructure to exchange medical data between relevant actors.
We contribute a machine learning framework for the detection
of epileptic seizures and exemplify the application using the
example of detection of Generalized Tonic-Clonic Seizures using
acceleration data from the In-Ear sensor.

Keywords–Epilepsy; Seizures; EPItect; SUDEP; Automated
seizure detection; Wearables; IHE; HL7; Accelerometer; Classi-
fication; k-NN.

I. INTRODUCTION

Epilepsies are among the most common neurological dis-
eases worldwide. Depending on the degree of severity, affected
persons can live a life with great restrictions on their autonomy.
Characteristic symptoms are recurring epileptic seizures, which
can be very stressful for the affected persons, relatives and
carers due to the unpredictability of the time at which seizures
occur, as well as the impairment of consciousness and the
loss of control over different body functions. Among other
things, the mortality of people with epilepsy is increased by a
factor of 2-3 due to severe epileptic seizures (e.g., failure of the
respiratory center) and seizure consequences (e.g., accidents,
suffocation) [1][2]. The early detection of seizures can possibly
help to take of appropriate safety measures for the person
concerned and to reduce sudden unexpected death in epilepsy
(SUDEP). By using technical solutions for better supervision
(e.g., video cameras, pulse oximeters) or rooming-in of rel-
atives the SUDEP incidence in an epilepsy center shows a
decreasing trend between 1981 and 2016 [3]. In addition to
such early detection, an accurate recording of the seizures
also helps in the individual planning of the therapy. In order
to reduce seizure frequency or, at best, to achieve complete
seizure control, a central component of medical treatment is the
suppression of seizures by medication. Proper documentation
of epileptic seizures by patients or relatives plays an important
role in coordinating therapy. The documentation can be done
on paper or web-based seizure calendars (e.g., EPI-Vista R©)
[4]. However, previous studies show that approximately 50% of
seizures are not documented and approximately two-thirds of
patients provide incorrect data [5][6]. The main reasons for the
faulty seizure documentation are, for example, the disturbed
perception of one’s own seizures, amnesia for seizure or later

forgetting of the seizure that has taken place. The seizure
documentation by relatives or caregivers is also prone to failure
as relatives do not notice symptom-poor epileptic seizures [7].

In this paper we propose and validate a ML Framework
using the example of acceleration data of long-term wearable
devices. The paper is organized as follows: Section 2 presets a
brief literature review about epileptic seizure detection. Section
3 describes the project EPItect including the components of
the technical solution. Section 4 describes briefly the data set
of the In-Ear sensor employed in our research. This section
presets information regarding the methods used in this study.
You can find, also, information related to the performance eval-
uation criteria employed. Section 5 provides the assessment
procedures used and the experimental results obtained. Finally,
Section 6 describes the conclusion derived from the study and
some thoughts with regard to future work.

II. RELATED WORK

Recently, various models have been proposed for the
detection of epileptic seizures. Continuous electroencephalo-
graphic (EEG) monitoring is the current gold-standard for
seizure diagnosis. Algorithms for the automatic detection of
EEG-based seizures have been developed in various research
projects [8][9]. However, EEG monitoring is expensive, time
consuming and needs professional installation and observation.
For the detection of epileptic seizures in the home environment
mobile sensors are needed. The knowledge about the symp-
tomatology of epileptic seizures can help to select the fittest
seizure detection device for each seizure type.

Ulate-Campos et al. [10] literature study showed the effec-
tiveness of various seizure detection devices for certain seizure
types. Generalized Tonic-Clonic Seizures (GTCS) produces
bilateral, convulsive tonic contraction followed by generalized
clonic muscle contractions. They also manifest with a loss of
consciousness and marked autonomic distribances. The main
findings for GTCS are movements and physiological signals
like heart or respiratory rate [10]. By using accelerometry
or electromyography, generalized tonic-clonic seizures can
usually be easily identified as epileptic seizures based on
their characteristic movement patterns and differentiated from
everyday movements. To detect motor phenomena, accelerom-
eters (wrist-worn or body-mounted instruments that measure
changes in speed or acceleration) and electromyography de-
vices (for example, mounted on the chest, measure electrical
muscle activity) are used [11][12].

The following sections show some study results using var-
ious medical devices and sensors. Sensitivity for the detection
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of clonic, tonic, hypermotoric and generalized tonic-clonic
seizures was between 80−90% in several studies [13][14][15].
In [16], Lin et al. developed a small headband for epilepsy pa-
tients. The headband is connected to a smartphone and records
EEG signals to detect seizures in real-time. Once a seizure is
detected, the headband will trigger the apps on the smartphone
to locate the patient. Sixteen features indexes (entropy and
the powers of 15 frequency bands from 0Hz and 15Hz) were
input into the classifier to verify the seizures occurrences. They
used the linear classifier called Linear Discriminant Analysis
(LDA). The LDA is often used to reduce the dimension by
separating the data into different classes and minimizing the
data distribution of the same class in the feature space [16]. In
another study, Arends et al. [17] employed epileptic nocturnal
seizure detection by combining heart rate and movement. The
sensor system is a bracelet that was fixed around the upper
arm on the side where the seizures were known to start.
The algorithm determined the heart rate. Simultaneously, a
signal quality index was calculated for each heart rate value.
If the signal quality index is > 80%, seizure detection starts.
Otherwise, the accelerometer is used to detect seizures. They
obtained a signal quality of 94 % for the heart rate and up
to 100% for accelerometry. This study demonstrated that it
was possible to reliably detect major motor seizures using
a combination of heart rate and accelerometer. In [18], an
automatic seizure detection algorithm based on EEG, EMG
and ECG with an overall detection sensitivity of 86% was
developed. The average sensitivity of the developed algorithm
depends on the seizure type an the diagnosis. The best result
was achieved for the detection of focal seizures evolving to
bilateral tonic-clonic. The described work involves small num-
bers of patients in the evaluation and is predominantly carried
out in an experimental environment. A home environment was
used in [17]. However, a limitation of seizure detection on
nocturnal seizures was made.

The main contribution of this work is the Machine Learning
Framework (ML-Framework) for detecting epileptic seizures in
experimental and real term environments. Using the example of
the acceleration data of the In-Ear sensor, the ML-Framework
was initially applied unimodally. Current research is testing the
application of multimodal approaches for seizure detection.

III. EPITECT

The focus of the project EPItect is to develop a non-
invasive sensor system, which reliably detects those bio signals
that enable automated detection of epileptic seizures. The sen-
sor is placed in the external auditory canal (similar to a classic
hearing aid). The data are made available to selected persons
via mobile devices. In this way, the personal environment can
also be included if necessary. This specially developed in-the-
ear sensor technology and a networking infrastructure based
on (inter-)national communication standards (e.g., Integrating
the Healthcare Enterprise, Elektronische Fallakte 2.0, HL7 Fast
Healthcare Interoperability Resources) are the basis for several
IT applications, which are also integrated into the existing
medical-nursing processes. In addition, the signals of the In-
Ear sensor and the recorded data such as context information
about seizures can give scientist much more reliable data to
make better diagnosis, because the frequency and severity of
seizures can be recorded better. The anonymization and cross-
patient aggregation of the data also enables clinical research,

for example regarding the drug that reduces the seizures
most effectively or different context parameters, which trigger
epileptic seizures.

Figure 1. EPItect architecture.

The components of the technological solution are shown in
Figure 1: the In-Ear sensor (EPISENS), the mobile application
(myEPI), the portal (EPICASE Portal) and the networking in-
frastructure (EPICASE Infrastructure). EPISENS (1) includes
sensors to optimize seizure detection and seizure counting.
It sends vital data, raw data and alarm events via Bluetooth
Low Energy to the myEPI App. myEPI App (2) is a mobile
companion for the patient. The app includes an alarm module.
Upon receipt of alarm events, selected persons (e.g., parents or
partners of an affected person) should be informed. The patient
can use a simple action on the smartphone to confirm the
seizure event or classify it as a false alarm. This information
is used in the next step to optimize the specificity of the
algorithms developed. In the app, the patient also has the op-
portunity to collect additional data (contextual information on
seizure events, mood, medication administration, side effects).
He can selectively release data for doctors or relatives. The
data is transmitted securely via the EPICASE infrastructure
(4) and can be viewed by relevant actors via the EPICASE
portal (3). The EPICASE portal is a case based communica-
tion portal for patients as well for professional and informal
caregivers. It enables exchange of treatment-relevant data (e.g,.
medication order, medication administration, seizure documen-
tation, diagnosis). The EPICASE infrastructure connects the IT
applications. It is based on international standards and fully
complies with data protection and data security requirements.
The project EPItect also provides a research infrastructure
(5) for pseudonymization, data capturing and integrating and
storage of case based generated data. The integrated data is
the basis for our machine learning framework (6).

The consortium of the project EPItect coordinated by the
epileptologists of the University Hospital Bonn consists of five
institutions and two associated partners in Germany: Depart-
ment of Epileptology at the University Hospital Bonn, Fraun-
hofer Institute for Software and Systems Technology ISST,
Department of Neuropediatrics of the University Kiel (UKSH),
the North German Epilepsy Center in Schwentinental-Raisdorf,
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Cosinuss GmbH Munich, the University for Healthcare Profes-
sions in Bochum, and the Epilepsy Bundes-Elternverband e.V.
[National Epilepsy Parents Network] in Wuppertal.

IV. METHODS

This section first introduces the sensor platform and clinical
study. Afterwards an overview of our ML Framework will be
given. Then the framework will be applied to the example of
acceleration data using the k-NN classification method.

A. Sensor Platform
The sensor system is based on a sensor concept called

”earconnect” which was developed by cosinuss◦. The sensor
elements are integrated into a silicone screen, which is placed
in the ear canal similar to a sports headphone. Behind the pinna
sit microcontroller, power supply and the radio connection.
There, the analog signals are digitized and then extracted by
means of various filters and algorithms, the required vital
data. A wearable sensor platform is designed in the EPItect
project, which contains 3D accelerometer, PPG, and vital signs
(heartrate, temperature). Acceleration data is suitable in order
to detect tonic-clonic seizures that are characterized by severe
motor symptoms [19]. The entire platform is fixed in the ear
at the test subject (see Figure 2).

B. Study
For the evaluation of the technologies, clinical studies are

carried out at the participating specialist clinics. The University
Hospital Bonn and the Department of Neuropediatrics of the
University Kiel have initiated a study with several patients.
In the first phase, 170 patients have been recruited to test
the biosensors. For these patients, EEG, ECG and In-Ear
sensor data were collected over an average period of four
days. On the basis of the EEG data, physicians have recorded
seizures occurring (period, type of seizure). More than 490
seizures were recorded by January 2019. The data are used
to identify relevant biosignals and biosignal patterns and to
develop algorithms. Subsequently, the algorithms are validated
with test data. This work focuses on tonic-clonic seizures.

Figure 2. The In-Ear sensor c©cosinuss◦.

C. ML-Framework
We would argue that the use of a structured experimental

approach to the problem of seizure detection is useful to obtain
the best possible results with all given data sets. In this section,
an intelligent architecture for seizure detection based on the
CRISP-DM [20] is presented. Figure 3 gives an overview in
the steps of our EPItect ML-Framework. The ML-framework
covers both the Experimental Environment and the Real Term
Environment.

1) Experimental Environment: The Experimental Environ-
ment is used to develop and optimize seizure detection models
using controlled conditions for the duration of the study. The
main steps are: domain and data understanding, data prepro-
cessing, feature extraction, model selection and evaluation.
Domain understanding includes understanding the problem
and the goal of the modelling. This means for example the
understanding of the symptoms of an epileptic seizure. The
understanding is obtained by literature review and by involving
neurological experts and also affected persons in the project. A
main step is to understand the data, which plays a major role.
A detailed analysis of the data and the understanding of the
goal would help to avoid later problems. The project integrates
a variety of data sources: ECG, EEG, PPG, vital data (heart
rate, temperature), seizure labeling and classification, patient
meta data (gender, age). The data preparation includes tasks
like selecting, cleaning, integrating and formatting data. The
data integration and formatting are critical tasks for multimodal
approaches. The feature extraction depends on the data and
the objective of the model. A feature set can be selected
by experts opinion or feature selection algorithms. We test
several different feature selection approaches considering their
selected classification models. The next step is the modelling
process. To select models for the experimentation, a literature
review and the identification of similar research activities that
have previously been successful are required. Each selected
model can be trained on according features and feature sets.
A continual evaluation and adjusting of features and models
will identify the best model. It is important to preserve the
order of the training data for the seizure detection problem,
so that upcoming classification are based on previous results.
From this we get a new classification model. To evaluate the
trained model, one would classify match results into seizure
and non-seizure and then determine sensitivity, specificity,
positive and negative predictive value. The implementation of
a seizure detection system must be valid. The representation is
performed using the confusion matrix to estimate the perfor-
mance of learning algorithms and the generated classifiers. The
confusion matrix records the correct and misclassifed features
for each class. A comprehensive rating can be obtained from
the Receiver-Operating-Characteristic curve. The ROC curve
can be used to find the best possible value of a parameter [21]
and to assess the trade-off between sensitivity and specificity
[22]. The ROC analysis allows the rating of the classifier
performance to be independent and complete rather than just
accuracy.

2) Real Term Environment: Once a trained model is ac-
cepted, it is made available for use (Real Term Environ-
ment). For our project, this means deploying the models to
mobile devices and sensors. Further training of the models,
for example to take into account individual circumstances
of the patient, is possible if the mobile devices and sensors
provide good computing power and sufficient memory. Unlike
the Experimental Environment, the verification of the model
is done by the patients’ labeling of alarm events which are
triggered by the trained model. In order for the trained model
to be accepted by the user, it is important that there is no
high amount of false alarms. In a survey of patients and care
environment (n = 305), we have found that on average a
maximum of 2/10 false alarms are accepted. The activities
in everyday life (for example: sports, activities that trigger
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emotional states such as excitement) have a great influence
on the signals and possibly on the applicability of the trained
model. Further training of the model is therefore an important
task and will be addressed in a second study.

D. Seizure Classification
For data analysis, Weka toolkit was used. The Weka toolkit

is a machine learning toolbox with many existing algorithms. It
also allows to evaluate the algorithms for a particular dataset
using cross validation. From the accelerometer data was the
three vector component obtained as measurement variables.

1) Data Preprocessing: All observation data that does not
involve tonic-clonic seizures are filtered.

2) Feature Extraction: Features were extracted from the
raw accelerometer data using a window size of 128 and 50%
overlapping between consecutive windows. At a sampling fre-
quency of 50Hz, each window represents 3 seconds. For each
measurement variable, the following quantities were derived
in time and frequency space: (1) arithmetic mean [23], (2)
median [24], (3) variance [23], (4) maximum, minimum and
range [23] and (5) skewness and curtosis [25].

3) Classification: For our intended goal of embedded sys-
tem classification we focused on classifiers that could be
implemented in computationally efficient manner. There are a
large set of classifiers. Our choice was to classify the data with
the k-NN algorithm. The k-NN is an instance-based classifier
based on majority voting of its neighbors: The k-NN algorithm
finds a close group of k objects in the training dataset with
the target object in the training data and predicts the class of
closest objects to the target object [26].

4) Evaluation Metrics: The results can be evaluate by sen-
sitivity (SEN), specificity (SPE), positive (PPV) and negative
predictive value (NPV):

SEN =
TP

TP + FN
SPE =

TN
TN + FP

(1)

PPV =
TP

TP + FP
NPV =

TN
TN + FN

(2)

where TP, TN, FP, and FN denote true positives, true negatives,
false positives, false negatives, respectively [27].

5) Computation time and memory requirements: Compu-
tational time and memory requirements are essential for the
decision if an algorithm is suitable for a particular purpose.
The software cannot work efficiently if they are too high.

V. RESULTS

The experimental results of the k-NN algorithm with differ-
ent k values of {1, 2, 3, 5, 10} are summarized in Table 1. With
k = 1 with the full feature set a sensitivity 65.1% is obtained.
It has been shown that the k-NN algorithm has the potential to

TABLE I. k-NN ALGORITHM RESULTS.

k sens [%]
1 65.1
2 52.4
3 60.6
5 54.4
10 45.9

recognize tonic-clonic seizures. While some seizures are well

classified, distinguishing different types of seizures is more
challenging and leads to lower classification performance. With
the reduced sensor set, classification performance worsens as
expected. The number of detected seizures are quite low. For
a better classification performance it is required to combine
different sensors to get a higher classification rate.

Specific memory and runtime tests must be performed to
determine if k-NN is possible on the EPItect sensor.

VI. CONCLUSION AND FUTURE WORK

With the use of acceleration data we detect tonic-clonic
seizures with a sensitivity of 65.1% for k = 1 and 60.6%
(k = 3). Following improvements will increase the classifi-
cation performance: With a reduced feature set, classification
performance worsens as expected. Using more features can
improve the seizure detection. For this reason, many more fea-
tures should be generated. From the large amount of features,
feature selection methods can be used to reduce the optimal
number of features to avoid the “curse of dimensionality”
[28]. Die length of the clonic-tonic seizures vary from one
to another. The fixed window size can be the reason for
the misclassification. Therefore, the window size should be
adjusted dynamically.

The optimization of the developed model is continued
using the following steps feature extraction, model selection,
classification and evaluation of the ML Frameworks to obtain
a better trained model.

A. Combination of bio signals
In summary, the studies to date, despite their rather good

sensitivity, do not yet show sufficient specificity for the correct
recognition of non-epileptic events in order to make mean-
ingful use of these methods for automated seizure counting.
In addition, seizures with dominant motor phenomena were
predominantly investigated. Given the variety of seizure symp-
toms, multimodal synchronous measurement and analysis of
various body signals (e.g., simultaneous measurement of heart
rate, skin resistance, and acceleration of limb movements)
appears to be most promising to achieve high sensitivity and
specificity in seizure detection.

Our current work addresses the implementation of mul-
timodal approaches using the ML Framework. An important
task is the combination of different data sources (e.g., ECG
and PPG) for the development of models. We use PPG and
ECG data to determine the pulse transit time and evaluate
whether the pulse transit time has an impact on the model
for the detection of epileptic seizures. The PTT is related to
the blood pressure. It describes the time that a pulse wave
needs to arrive [29]. The time of the heart contraction and
the beginning of the pulse waves are needed to determine the
blood pressure. In future work, we will analyze the PTT-data
to identify epileptic seizures.

B. Clinical study under everyday conditions
In a subsequent clinical study (from January 2019), the

technological solutions will be tested for everyday suitability.
For this, 30 affected children and adolescents and 30 affected
adults each receive an ear sensor and the mobile companion
solution for one week each. The informal carers of the patient
(e.g., parents), as well as the professional nurses received
access to the EPICASE portal and can participate in the data
exchange process. The study addresses the following subgoals.
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Figure 3. The ML-Framework.
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1) Validation of the algorithms in everyday situations:
It is to be examined whether the developed algorithms are
applicable to everyday situations. Since the data was collected
during the first phase while lying down or sitting, it is to be
expected that the algorithm must be adjusted iteratively.

2) Effects of the technologies: The aim is to examine the
impact of all technologies (sensor, app, portal) on automated
and manual seizure records, quality of life and care processes.
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Abstract—The rise of Artificial Intelligence(AI) is ubiquitous. In 

healthcare it is seen as a key technology supporting clinicians in 

their daily routine. The PART research project (Predictive 

Analytics of Robustness Testing) aims to develop an AI driven 

system which has the focus on networked device monitoring, 

profitability analysis and predictive maintenance in a clinical 

environemt. However before thinking about sophisticated AI 

algorithms at Heidelberg University Hospital we experienced a 

variety of difficulties according to medical device data 

acquisition from various manufactures and data protection 

which have to be solved first. This paper focuses on those 

difficilitues in a very early stage of the project and makes 

suggestions for suitable solutions.  

Keywords-clinical artificial intelligence; artificial intelligence 

in healthcare; monitoring networked medical devices. 

I. BACKGROUND 

The University Hospital Heidelberg is a maximum care 

center running most of its patient record systems 

electronically. An important part of the information systems 

architecture is the integration of medical devices especially 

in the operating room [1]. Having those devices integrated, it 

is important to know which device is up and running, which 

one has got a problem and needs maintenance. The  

Predictive Analytics for Robustness Testing (PART) project 

aims to develop a monitoring system for networked medical 

devices of various manufactures in everyday clinical practice. 

The focus is on profitability analysis, predictive maintenance 

and monitoring of networked medical devices using data 

mining strategies. The monitoring system should manage a 

wide range of devices from various manufacturers within the 

clinic. This work presents first experiences in designing and 

implementing such a vendor-independent monitoring system 

facing the real world setting of a university hospital. 

Subsequently, the complexity of the development will be 

briefly outlined from the perspective of a hospital. 

II. METHODS &  RESULTS 

There are several obstacles according to medical devices, 

device data and data protection that have to be taken in 

advance of realizing a powerful monitoring system. First, one 

has to address problems caused by heterogeneity. Medical 

devices are mostly, due to reasons of independence, from 

different manufacturers. This ranges from infusion pumps to 

the latest CT or MRI scanners. Even though there are 

standards for networked medical devices in operation rooms 

(e.g., IEEE 11073) [2][3], the communication of these 

medical devices works mostly via proprietary interfaces and 

protocols and manufacturers are very reluctant disclosing 

those interfaces, or implementing given standards. Further, 

expensive medical devices like CT scanners usually have 

extensive maintenance contracts which include that 

maintenance, repair and service may only be performed by a 
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service engineer of the manufacturer itself. Collecting 

relevant data from such medical devices, e.g., getting 

information about the condition and operating status is 

demanding. Gathering data by additional attached IoT 

sensors in a sterile environment like an operation room is 

under serve restrictions due to aspects like patient safety. This 

makes it very difficult to just gather data from each 

networked device and analyse it. In PART the current 

question is not which data mining algorithms fit the most for 

our needs, the question is where is the data coming from in 

the first place. Hence, we are looking in all directions and 

started working with simulated medical device data as well 

to get familiar with the data mining approaches. Another 

subject is data protection and privacy. By monitoring medical 

devices, collecting and analysing data it could be possible to 

draw conclusions about patients, treatment and the work of 

clinical personnel itself. This is sometimes seen very 

critically by the clinic staff and requires a close examination 

and further steps like anonymization of the medical device 

data. Although networked medical devices in clinical 

environments produce a high volume of data, it is quite 

challenging, as described above, to access, evaluate and 

generate added value from this data treasure. In order to 

develop a multi-vendor system that uses AI for monitoring, 

profitability analysis and predictive maintenance, one has to 

address those mentioned issues first. 

III. DISCUSSION AND OUTLOOK 

At Heidelberg University Hospital our strategy is to work 

closely together with device manufactures to address the 

former mentioned issues like heterogeneity, proprietary 

interfaces and protocols and lack of medical device data 

itself. Further with the experience made, we have lowered our 

aspiration on our way to a AI driven system for predictive 

maintenance and start with simple descriptive analytics on 

simulated medical device data. When established, such a 

monitoring system has several benefits for the clinic. It 

should make the complete IT infrastructure more robust and 

stable. Detecting problems of networked medical devices in 

early stages or in a best case scenario, before they are going 

to happen, saves maintenance time and costs. Further, with 

workload statistics of the medical devices one gets a good 

tool for tracking the usage and can adapt the inventory 

accordingly. 
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Abstract—Wearable devices facilitate continuous monitoring of
personal health data. However, automated health state analysis
based on this data is challenging in various aspects. This work
presents preliminary algorithm evaluation results for health state
irregularity detection based on a continuous data sample collected
by an in-ear heart rate and body temperature sensor. The results
show that a One-Class Support Vector Machine could be suitable
for the task.
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I. INTRODUCTION

Mobile devices like smart watches and fitness trackers are
becoming an integral part of our lives. This facilitates contin-
uous monitoring and analysis of personal health data outside
of clinical environments [1]. There are already applications
which use the ability of wearable devices for specific disease
monitoring, like the heart arrhythmia detection functionality
by the Apple Watch [2] or the Empatica Embrace 2 seizure
detection bracelet [3]. But, none of them considers a person’s
overall health state. Based on this background, we have built
a prototype of a real-time monitoring system for automated
irregular health state detection [4]. The centerpiece of this
system is a machine learning server component, deciding
whether measurements are normal or indicate a change in a
persons health state.

Interpretation of sensor health data is challenging. Phys-
iological Response Patterns (PRP) depend on many factors
like activities, the environmental context or demographic data
and can change over time [5]–[7]. Therefore, PRPs can not
be described in general terms. Algorithms have to be trained
on a person related basis. Additionally, it is often difficult to
collect and access irregular PRPs [8] and thus, this data is
not available during training of algorithms. Furthermore, not
only the accuracy of applied algorithms plays a key role, also
sensitivity and specificity need to be taken into account to
reduce, for example, alarm fatigue [9].

However, anomaly detection algorithms could be one type
of algorithms used to classify individual PRPs as either normal
or irregular. They have been successfully used in other domains
(e.g., credit card fraud detection or measurement error detec-
tion) where irregular data is not available or can change over
a period of time [10].

The objective of this work is to evaluate four anomaly
detection algorithms in the context of wearable sensor gen-
erated health data. The aim is to verify whether anomaly

detection algorithms, already successfully used in other fields
than medicine, are suitable for the above mentioned system to
detect irregularities in continuously measured health data like
body temperature and heart rate.

The remainder of this work is structured as follows:
Section II describes the approach for data collection, data
preparation and evaluation of the selected algorithms. In
Section III, the classification results of the algorithms are
presented. Finally, a conclusion and an outlook about future
work is given in Section IV.

II. METHODS

The anomaly detection algorithms have been selected so
that they are based on different mathematical concepts. The
selected ones are Local Outlier Factor, Isolation Forest, One-
Class Support Vector Machine and Autoencoder. For assess-
ment of these algorithms, a 72 hour-long data sample of a
healthy 28 year old male subject (N = 1) was recorded using
the prototype. Utilizing an in-ear sensor, the vital signs body
temperature and heart rate were measured in 5 second intervals.
For later division of the collected data into training and test
set, the measurements were labeled according to the performed
activity. After collection of the sample, the data was split into
2 minutes long time-series, having an overlap of 30 seconds
(N = 6200). Since generation of irregular health data is not
possible at the push of a button, the measurements during the
activities sport, metro and eating were regarded as artificial
irregularities. All the remaining measurements were considered
as normal. Training of the algorithms was based on a data-
driven approach supplement with two statistical features (i.e.,
mean and standard deviation of heart rate and body tempera-
ture). Only the normal data was used for training. Finally, the
anomaly detection algorithms were evaluated on the artificial
irregular data using confusion matrices to calculate the metrics
accuracy, sensitivity and specificity.

III. RESULTS

The performance evaluation of the algorithms was done in
an overall setting and individually for each type of irregular
data. In the overall setting (see Table I), the algorithms per-
formed with an accuracy higher than 80 %. With the exception
of the Isolation Forest, specificity was higher than sensitivity.
All algorithms showed a specificity higher than 88 %. For
sensitivity, the algorithms reached results better than 76 %. The
best overall results were achieved using the One-Class Support
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TABLE I. OVERALL RESULTS SHOWING THE CONFUSION MATRIX (−1
IRREGULAR, +1 NORMAL), ACCURACY, SENSITIVITY AND SPECIFICITY OF

EACH ALGORITHM USING ALL TYPES OF IRREGULAR DATA COMBINED.

LOCAL
OUTLIER
FACTOR

ISOLATION
FOREST

ONE-CLASS
SVM

AUTO-
ENCODER

Confusion
Matrix

−1 +1 −1 +1 −1 +1 −1 +1

−1 142 22 148 16 144 20 125 39
+1 14 150 24 140 13 151 19 145

Accuracy 89.02 % 87.80 % 89.94 % 82.32 %
Sensitivity 86.59 % 90.24 % 87.80 % 76.22 %
Specificity 91.46 % 85.37 % 92.07 % 88.41 %

Vector Machine with 89.94 % accuracy, 87.80 % sensitivity
and 92.07 % specificity.

Regarding each type of irregular data individually (see
Table II), the activity sport was identified best in all four
algorithms. The Local Outlier Factor and the Autoencoder
performed better for the type eating than for the type metro.
The One-Class Support Vector Machine and the Isolation
Forest reached better results for the type metro than for the
type eating.

IV. CONCLUSION AND FUTURE WORK

This work shows preliminary results regarding the ability
of anomaly detection algorithms to classify PRPs of activities
collected by wearable devices as either normal or irregular.
The use of these algorithms in combination with the prototype
could potentially enable individuals to identify aggravations of
their health earlier and thus, seek medical attention earlier.

The advantage of the selected algorithms is that they
consider the great inequality in the distribution of the two
kinds of data, normal and irregular. By changing the deciding
threshold between normal and irregular time-series measure-
ments, it is possible to take influence on the sensitivity and
specificity of an algorithm. This is of most importance in
medical applications and allows to change the focus between
not missing any true positive or not having to many false
positive classifications. For specific applications, this tradeoff
would have to be individually reviewed. The most promis-
ing results for prototype use were shown by the One-Class
Support Vector Machine. However, the other algorithms have
also shown positive results, so that a majority vote could be
considered, if computationally reasonable.

Further research is needed to assess whether the same
results can be achieved for more subjects and if irregularities
caused by an imminent or already occurring disease could
also be detected with high accuracy, sensitivity and specificity.
Additionally, adding more monitoring resources for vital signs,
such as blood pressure and respiratory rate, could improve the
results.
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Abstract—The primary objective of this study was to evaluate 

feasibility of a mHealth-based Digital Labour and Delivery 

Solution (DLDS) for information exchange among healthcare 

professionals for remote intrapartum monitoring and decision 

making. The inclusion criteria for the study were a live-

singleton pregnancy with cervical dilatation > 4 cm but < 8 cm 

at the time of admission, and presenting without any 

complication necessitating an immediate intervention. 

Throughout labour, all the subjects were monitored using 

conventional workflows. After each assessment, the in-charge 

doctor took one management decision from four possible 

options- (1) “Wait and watch”; (2) “Accelerate the labour”; (3) 

go for “Assisted vaginal delivery”; and (4) go for “Caesarean 

section”. For each subject, clinical history, examination, and 

decision details were entered in the DLDS. A doctor located 

remotely was asked to use the DLDS application to review two 

records per subject and take one of the four management 

decisions. The effectiveness of the DLDS for intrapartum 

information exchange was evaluated by comparing the 

decisions taken by a remote doctor using the DLDS to that of 

decisions taken by a doctor in a labour room. In total, 110 

subjects were enrolled for the study. The overall agreement 

between the two doctors for 220 independent decision points 

was 0.764 using unweighted Cohen’s kappa and 0.723 using 

weighted Cohen’s kappa statistic. The substantial agreement 

between the two doctors for intrapartum decision making 

demonstrates the feasibility of the DLDS for remote 

intrapartum monitoring and decision making. However, 

further investigation is required to assess effectiveness and 

safety of DLDS for a general purpose remote intrapartum 

monitoring. 

Keywords-feasibility study; inter-observer variability; 

intrapartum; mHealth; obstetrics; partograph, telemedicine. 

I.  INTRODUCTION  

Intense monitoring and prompt decision making is very 
important during the intrapartum phase due to a short time 
interval between onset of complications and time to 
intervene. This is further emphasized by the fact that 
complications during this phase are responsible for almost 
42% of maternal mortality and 23% of neonatal mortality 
[1]. Effective monitoring during the intrapartum phase needs 
an effective collaboration between the healthcare 
professionals.  Among various issues, which have an adverse 
impact on teamwork during delivery, poor communication 
patterns have been identified as one of the most important 
issues. This is evident by a fact that issues in communication 

have been identified as the root cause in 72% of total cases 
related to infant deaths and injuries during delivery [2].  

Poor communication is usually a result of a poor 
transmission or exchange of information. Paper based 
methods and telephonic communication are two 
conventional methods of communication during intrapartum 
monitoring. However, these methods have limitations when 
it comes to clear and real-time information exchange during 
intrapartum and have been shown to be either inadequate or 
cumbersome for this purpose [3][4].  

To improve communication during intrapartum care, 
many tools such as partograph, digital partograph have been 
introduced.  These are shown to be effective but 
underutilized due to time constrain and a stiff learning curve 
[5]–[8]. To standardize telephonic communication, 
techniques such as Situation–Background–Assessment–
Recommendation (SBAR) have been proposed. However, 
SBAR is a difficult technique to learn and practice, and 
requires extensive education and training for effective 
implementation [9]. Moreover, none of these techniques 
provide an integrated solution for intrapartum monitoring, 
making them of limited use for a conventional setup.  

Structured and instant communication are areas where 
Information and Communications Technology (ICT) can 
play a major role. In recent times, mobile devices 
(smartphone and tablet) have emerged as one of the most 
important enablers of ICT in healthcare. Considering the 
need gaps in intrapartum communication and the potential of 
mobile devices for telehealth, we have designed a Digital 
Labour and Delivery Solution (DLDS).  DLDS is a tablet-
based solution designed for systematic information gathering 
and sharing during intrapartum monitoring.  

The primary objective of this study was to evaluate 
feasibility of the DLDS in information exchange among 
health care professionals for remote intrapartum monitoring 
and decision making.  We had a primary hypothesis that a 
remote doctor can be equally adept at decision making if he 
is provided with all the necessary information. The 
effectiveness of the DLDS was evaluated by comparing the 
decisions taken by a remote doctor using intrapartum 
information provided by the DLDS to that of decisions taken 
by a doctor in a labour room (in-charge doctor). 

The rest of the paper is arranged as follows, Section II 
provides details of the study protocol and statistical 
methodology. The study results are summarized in Section 
III. Section IV provides commentary on overall results and 
their possible implications for clinical practice. Section V 
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concludes with the most important findings and future work 
directions. 

II. MATERIAL AND METHODS 

This section provides details about the study protocol and 
statistical methodology. 

A. Study design 

This observational study was conducted in a medical 
college hospital in Mysuru (Mysore), India in 2016. 
Inclusion criteria for the study were a live-singleton 
pregnancy with cervical dilatation > 4 cm but < 8 cm at the 
time of admission to a labour room. All the cases with 
planned caesarean section or cases with complication(s) or 
indication(s), which require immediate intervention or where 
a trial of labour is contraindicated were excluded. The study 
was conducted in accordance with local regulations after 
approval of an institutional review board. Subjects were 
enrolled only after obtaining informed consent in writing 

B. Study protocol 

All the enrolled subjects were managed as per the 
established clinical workflows and protocols of the hospital. 
The subjects were regularly assessed by an in-charge doctor 
(doctor involved in active management of a subject). After 
each assessment, the in-charge doctor took one management 
decision from four possible options- (1) “Wait and watch”, 
i.e., to continue the expectant management without any 
active intervention; (2) “Accelerate the labour”, i.e., 
accelerate the labour process either by means of artificial 
rupture of membranes or by medication; (3) go for “Assisted 
vaginal delivery”, i.e., use of forceps or vacuum extraction 
method for delivery; and (4) go for “Caesarean section”.  

All the subjects and newborns were monitored up to 24 
hours after delivery for any adverse outcomes. Outcomes 
monitored included obstructed labour, uterine rupture, post-
partum haemorrhage, stillbirth, early neonatal mortality, 
Apgar score at five minutes, and newborn’s admission to a 
Neonatal Intensive Care Unit (NICU).  

For each subject, complete clinical history, examination, 
investigation details and management decision for each 
assessment were entered in the DLDS. To prevent any 
influence of the DLDS on clinical workflow and patient 
management an additional nurse (not actively involved with 
patient management) was appointed for data entry in the 
DLDS. 

C. DLDS application 

DLDS is developed as a monitoring and communication 
solution for labour, delivery and immediate post-partum 
care. DLDS is a tablet-based solution built on an Android 
platform and allows secured sharing of information over a 
Wi-Fi network. Its intuitive design and user interface allows 
systematic and easy entry of the past and present history, 
examination and investigation details of the patient with an 
option to customize entry fields. It also provides an advanced 
visualization for various clinical trends and partograph. 
DLDS can be used as a stand-alone delivery solution or 
could be integrated with maternal telehealth platforms such 

as Mobile Obstetrics Monitoring [10]. For the study, two 
DLDS tablets were used; the one in the labour room was 
designed to anonymize and securely transmit information to 
the other tablet over a wireless network connection. 

D. Workflow of the remote doctor 

A doctor who is not involved in the management of any 
of the study subjects was assigned as a ‘remote doctor’. To 
ensure that there is no discrepancy in decision making due to 
skill and knowledge differences, a doctor with a similar 
profile as the in-charge doctor was selected as a remote 
doctor. The remote doctor was asked to use the second 
DLDS application to review case records (without 
management decision information) and enter one of the four 
management decisions in the DLDS. For each subject, the 
remote doctor reviewed the first record (at the time of 
admission) and the last record before any active intervention 
or delivery. 

E. Statistical analysis methodology 

The decisions taken by both the doctors for each case 
record were extracted from the two DLDS applications. The 
agreement between the in-charge doctor and the remote 
doctor on the four types of management decisions was 
assessed using the Cohen’s kappa statistics. However, as 
different types of management decisions have different 
implications in clinical practice, it is important to study not 
only overall agreement between the two doctors but also an 
extent of disagreement for individual decisions.  This is 
important as some decisions are closer to each other when 
compared to other decisions (e.g., a decision to go for 
“Caesarean section” is much closer to a decision to go for 
“Assisted vaginal delivery” in comparison to a decision of 
“Wait and watch”).  

As Kappa analysis does not account for the difference in 
decision types, weighted Kappa analysis was used for this 
purpose. The weights used to grade the differences in 
decisions are presented in Table I. The agreement scale 
proposed by Landis and Koch was used to grade the 
agreement between the doctors [11].  

TABLE I.  WEIGHT MATRIX FOR DECISION GRADING  

Decision 

taken by 

in-charge 

doctor 

Decision taken by the remote doctor 

Wait and 

watch 

Accelera-

te labour 

Assisted 

vaginal 

delivery 

Caesarea

n section 

Wait and 

watch 
0 1 2 3 

Accelerate 

the labour 
1 0 1 2 

Assisted 

vaginal 

delivery 
2 1 0 1 

Caesarean 

section 
3 2 1 0 

 
All statistical analyses were done using Microsoft Office 

Excel-2016 and R (version 3.4.4). 
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III. RESULTS 

The study results are summarized in this section. 

A. Demographic characteristics of the study population  

In total, 110 subjects were enrolled for the study. The 
mean maternal age was 24.21 + 2.69 year, with a mean body 
mass index of 24.48 + 2.08 kg/m2. The nulliparous women 
constituted 30.43% of the study population. Gestational age 
was in the range of 37 to 41.6 weeks (median = 39.55 
weeks).  The mean birth weight of the neonates was 3037.98 
+ 345.25 g, with a range of 2320 g to 4040 g. 

B. Intrapartum monitoring and labour outcomes 

Throughout labour, all the subjects were monitored using 
the conventional workflows and protocols of the hospital. 
None of the cases had any significant antenatal complication. 
The average duration of labour was 7 hours 3 minutes (+ 63 
minutes). On an average, each subject was assessed 15.63 (+ 
0.518) times during labour, which comes out to be one 
assessment per 28 minutes. During each assessment, vital 
parameters, examination details and management decision 
for a subject were entered in the DLDS application. 

Five cases were delivered by caesarean section. Two 
cases were delivered by forceps extraction method due to 
failure to progress. The rest of the cases were delivered 
vaginally.  None of the cases had any adverse intrapartum or 
immediate postpartum outcome.  All the neonates had Apgar 
score of eight or more at five minutes and none of them 
required admission to a NICU.  

C. Agreement between the two doctors for the 

management decisions 

The remote doctor was asked to review 220 records (two 
records per case) using the DLDS.  The confusion matrix of 
the four management decisions taken by both the doctors is 
summarized in Table II. It was observed that for the “Wait 
and watch” decision the remote doctor was in a perfect 
agreement with the decisions of the in-charge doctor in 
91.15% of total records; for “Accelerate the labour” this 
agreement was 88%.  Agreements for “Assisted vaginal 
delivery” and “Caesarean section” were 50% and 20%, 
respectively.  Nevertheless, small sample sizes in these two 
categorizes makes it difficult to draw a valid conclusion.  

TABLE II.  DECISION AGREEMENT BETWEEN THE DOCTORS 

Decision 

taken by 

in-charge 

doctor 

Decision taken by the remote doctor (using 

DLDS) 
Total 

Wait and 

watch 

Accelera-

te labour 

Assisted 

vaginal 

delivery 

Caesarea

n section 

Wait and 

watch 
103 10 0 0 113 

Accelerate 

the  labour 
11 88 0 1 100 

Assisted 

vaginal 

delivery 
1 0 1 0 2 

Caesarean 

section 
2 2 0 1 5 

Total 117 100 1 2 220 

 
The overall agreement between the two doctors for all the 

decisions combined was 0.764 using unweighted Cohen’s 
kappa statistics. The weighted Cohen’s kappa between the 
two doctors was 0.723.  

IV. DISCUSSION 

One very important aspect of the modern intrapartum 
care is a teamwork approach towards pregnancy and 
delivery. Despite this, it has been observed that the 
intrapartum care is still troubled with poor team work. In a 
study conducted by Guise et al., they observed that  less than 
50% doctors and less than 37% nurses in labour rooms rated 
their teamwork as adequate [12], indicating the need to 
address this issue on a priority basis. The difference in 
knowledge, skill set and communication style among nurses 
and doctors has been shown to be responsible for this poor 
teamwork [13].   

One very crucial part of communication is transmission 
or exchange of information in a structured way for effective 
decision making. Unfortunately, the existing modes of 
intrapartum communications are shown to be insufficient for 
this purpose. Telephonic communication is universally 
available and offers advantages of real time communication. 
However, it is highly skill and experience dependent [3] and 
can lead to misunderstanding due to miscommunication [14]. 
The paper-based methods are simple to follow but are non-
standardized, static and prone to manual errors; making them 
a less reliable medium for information exchange [4][15]. 

Partograph, a paper-based tool has shown to be an 
effective method for monitoring labour progress but 
unfortunately, it is underutilized. Time constraints, staff 
shortage, lack of knowledge and negative attitude among 
healthcare providers are some of the obstacles, which are 
known to hinder an appropriate use of the partograph [5]–[7]. 
The digital alternatives to partograph are trying to solve 
these problems by having an easy way of partogram plotting 
and ability to share it remotely [8]. However, no single 
solution exists yet, which comprehensively addresses 
communication needs during intrapartum care. This is the 
area where ICT devices can play a major role. Emergence of 
affordable smartphones, increased computational capacity, 
wider coverage and faster data transfer speed have provided 
a further boost to the use of the mobile as a platform for 
delivery of healthcare services. DLDS is one such mHealth 
solution for intrapartum care. 

The main objective of this study was to evaluate 
feasibility of the DLDS application for remote intrapartum 
monitoring and decision making.  This was done by 
comparing decisions taken by a remote doctor using the 
DLDS to that of the in-charge doctor. In this regard, a 
substantial agreement was observed between the two doctors 
for intrapartum decision making.  This demonstrates the 
feasibility of the DLDS for remote intrapartum monitoring 
and decision making. However, as only seven cases were 
delivered by a non-vaginal route, it is difficult to generalize 
findings of this study to mode of deliveries other than 
vaginal.  
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It was observed that the agreement between the doctors 
for non-operative mode of deliveries was significantly higher 
than for operative delivers. This finding is in line with the 
published literature, where complete agreement for caesarean 
section decision has been observed to be about 65% [16].  
Nevertheless, the lower agreement for operative deliveries 
(in particular more decisions of “Assisted vaginal deliveries” 
and “Caesarean section” by the in-charge doctor) needs 
further investigation. This could be due to the remote doctor 
missing some crucial information or the doctor in-charge 
getting negatively influenced by real-life factors such as 
stress of other emergencies to attend, lack of sleep, or 
pressure from the healthcare workers or patients. 

Small sample size from a single center and recruitment of 
just one doctor in the labour room and one for remote 
assessment are two important limitations of our study. 
However, as this was a feasibility study we first wanted to 
test and verify our concept before conducting a large study 
with multiple doctors. Despite having a small sample size, 
we compared 220 independent decisions points between the 
two doctors. Furthermore, as none of the cases in our study 
had any adverse outcome, it was not possible to assess 
adequacy and quality of information provided by the DLDS 
to the remote doctor in such situations. Nevertheless, it was 
observed that the remote doctor could use the DLDS 
application for decision making for all the study cases.  

On the study design, the use of an additional nurse for 
data entry is likely to have contributed to better and more 
comprehensive data gathering, which may not have been 
possible in conventional workflows. However, having a 
complete and accurate data entry is prerequisite for any 
digital solution and it is bound to have some change in the 
existing workflow.  It also brings the advantage of enhanced 
patient safety by improving the communication, 
comprehensiveness, and organization of patient notes [17]. 
Moreover, it has been also indicated that introduction of 
digital records are likely to reduce risk and liability for 
obstetric providers, especially in the intrapartum care [18]. 

V. CONCLUSION  

The strength of this study lies in being one of the first 
studies where the feasibility of a telehealth solution for 
remote intrapartum monitoring and decision making has 
been studied systematically. The finding of this study could 
serve as an important input for further research in this area. 
In the future, we would like to extend this work on a larger 
sample size with recruitment of more remote doctors.    

To conclude, our study has demonstrated a substantial 
agreement in the decisions taken by a remote doctor using 
the DLDS and intrapartum decisions taken by a doctor in a 
labour room.  This supports the hypothesis that it is possible 
to remotely monitor intrapartum labour progress and take 
appropriate decisions if a remote doctor is provided with all 
necessary information. It further supports use of telehealth 
solutions such as DLDS for remote intrapartum monitoring. 
Considering limited resources and shortage of trained 
healthcare workers in the developing countries, we believe 
that there is a huge need for intrapartum telehealth solutions 
in such countries. 
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Abstract— The use of social media as a platform to increase 

people health awareness has increased considerable in the last 

recent years. Although a growing research has demonstrated the 

tremendous value of using social media for promoting health 

awareness among the public, there is lack of framework that 

guide health organisations to design and deliver effective health 

awareness. The aim of this paper is to firstly assess the current 

process of publishing health awareness messages health 

organisations and subsequently provide a suitable framework 

for disseminating such messages via social media platforms. To 

this end, an initial literature review of the current best practices 

of social media was carried out and then a survey was developed 

and administered to selected health organisations seeking their 

current practices of publishing health awareness message. 

Based on the analysis of their information, a proposed 

framework of publishing health awareness message was 

developed. Initial results show the adaptability and importance 

of a unified social media context-aware framework in 

disseminating health awareness message to public. This paper 

concludes by identifying directions for future research.  

Keywords— Social Media; Health Promotion; Health 

Awareness; E-health, healthcare  

I. INTRODUCTION 

The rapid increase number of people with lifestyle health 
problems and infectious diseases created considerable 
pressure and challenges on national health systems across the 
globe. The reactive strategy of providing more health services 
to treat the increased number of public appears to be less 
effective [1]. This has driven policymakers to search for more 
effective proactive strategies to face this enormous challenge. 
One strategy, inspired by Benjamin Franklin axiom that “an 
ounce of prevention is worth a pound of cure’’, is public health 
communication – conveying messages to public increase 
health awareness. The importance of this reactive strategy is 
illustrated in the emergence of health communication as a 
scholarly field on it is own that separated itself from 
communication studies, health education and promotion and 
related disciplines [2]. 

One aspect of public health communication which has 
received increasing attention is the channels (media) through 
which health message can be effectively delivered to, and 
reach, a wide range of relevant audience. In this respect, health 
organisations have traditionally focused on the printed media 
(e.g., poster, leaflet, etc.) and traditional media (e.g., SMS, 
phone calls, etc.) as the media through which that transfer their 
health messages.  

With increasing people usability of, and access, to the 
Internet, health organisations have relatively recently turned 
to social media to promote health awareness among the public 
[3]. Social media (e.g., Facebook, Twitter and Snapchat, etc.) 
have enabled greater space for collaboration and facilitate the 
creation and exchange of information [4]. However, although 
the use of social media to convey health message has been 
hailed as a valuable tool due to several advantages (e.g. cost-

effective) over the conventional media, the use of this new 
form of public health communication pose challenges [5]. The 
increased number in types of social media (e.g., Facebook, 
Twitter) and content of health message in these media create 
unmanageable source of information can create confusion for 
individuals and affect their capacity to obtain, process, and 
understand the basic health information and services needed 
to make appropriate health decisions [5]. However, there is 
limited studies in the current literature. Therefore, there is an 
urgent need for transformative the design (in term of content) 
and media) to reach to a guiding framework to help health 
organisation to effectively deliver health message and fully 
obtain the advantages of social media.  

The aim of this paper is firstly to assess the current process 
of publishing health awareness message in health 
organisations and subsequently to provide a suitable unified 
framework for disseminating such messages via social media 
platforms. To this end, an initial literature review of the 
current best practices of social media was carried out and then 
a survey was developed and administered to selected health 
organisations seeking their current practices of publishing 
health awareness message the survey has been conducted for 
three months. Based on the analysis of their information, a 
proposed unified framework of publishing health awareness 
message was developed. 

The remainder of this paper is structured as follows. In the 
next section, a brief review of the literature on health 
communication and social media is provided. Section 3 
analyses the current process of publishing health awareness 
message in health organisations. Section 4 presents a proposed 
framework for publishing health awareness message. The 
paper concludes and provides future research to the public 
directions in Section 5. 

II. LITERATURE REVIEW 

The public health communication has emerged as a 
modern strategy to change public health behaviour by raising 
the awareness of risk diseases. Public health communication 
refers to ‘the scientific development, strategic dissemination, 
and critical evaluation of relevant, accurate, accessible, and 
understandable health information communicated to and from 
intended audiences to advance the health of the public’ [2]. 
Thus, the process of communicating health awareness 
message starts by ensuring an accurate content of the message 
to effectively delivering the message. This involves collecting 
information on health diseases from multiple sources and then 
transform them into an informative message. Having designed 
the content of the message, the next step is to select an 
effective media to deliver it. Health organisations have 
traditionally focused on the printed media and traditional 
media (e.g., SMS, phone calls, etc.) as the media through 
which that transfer their health messages. In addition, mass 
media has been used to expose a high percentage of population 
to health promotion message.  This media involves a variety 
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of form to convey health messages, including television, 
newspaper, radio, booklets, billboards, posters, and leaflets. 

The transformation from Web 1.0 to the second generation 
of the World Wide Web (Web 2.0) facilitates information 
sharing, interoperability, user-centred design and 
collaboration [4]. The development of Web 2.0 has led to the 
web applications that generate social interaction and exchange 
of information between individuals. Social media includes 
collaborative projects, blogs, content communities, social 
networking sites, virtual game worlds and virtual social 
worlds are examples of these web applications [6]. Social 
media applied to almost every aspect of people interaction and 
has recently been used in public health communication [5]. 
The development of e-health promotion via social media 
platforms plays a significant role in the contribution to 
reinforcement the public health at the level of individual and 
society [7]. Since the Internet has expanded accessibility to a 
wide range of data, its advancement to Web 2.0 has given a 
contributory place where everyone can create, participate and, 
interact with others [8].  Nowadays, social networking sites 
including Twitter, Facebook, and Instagram, are popular 
online platforms which deployed as a new means for 
delivering health awareness knowledge to the public [5][9]. It 
enables individuals or groups of people to communicate, 
interact with each other, share information, collaborate and 
exchange content [10][11]. It can be categorised into various 
types, including social networking sites (e.g. Facebook and 
LinkedIn), blogs (e.g., WordPress and Blogger), 
microblogging (e.g., Twitter), media sharing sites (e.g., 
YouTube, Instagram and Flickr) and Wiki (e.g., Wikipedia) 
[11][12]. Twitter allows users to communicate and interact 
with followers in messages called a tweet with a maximum 
length of 280 characters. A tweet can be included with a photo 
or a video and link to the primary source (URL) [13][14]. 
According to global Statics [15], Twitter has an estimated 330 
million active users per month. There are many features that 
reinforce the level of engagement in Twitter, such as retweets, 
likes, mentions and replies [16]. 

III. THE CURRENT PROCESS OF PUBLISHING HEALTH 

AWARENESS MESSAGE 

     The current process of publishing health awareness 
message has been captured at research visits in 10 
participating healthcare organizations located in Kingdom of 
Saudi Arabia, namely; Ministry of Health in Riyadh, Ohud 
Hospital in Madinah, King Saud Medical City in Riyadh, King 
Fahad Medical City in Riyadh, King Faisal Specialist Hospital 
& Research Centre in Riyadh, King Fahad Armed Forces 
Hospital in Jeddah, King Abdulaziz Medical City in Jeddah, 
King Fahad Hospital in Madinah, King Fahad Specialist 
Hospital in Dammam, and Saad Specialist Hospital in Khobar. 
Selection of these organizations is primarily due to these 
organizations having a robust organizational culture clearly 
identified by their employees.  Also, these 10 organizations 
possess a highly tested and highly reliable medical 
information database that were collected by health educators 
and physicians. Finally, these organizations utilize a diverse 
means of spreading health awareness messages; hence, an 
added motivation for choosing these 10 organizations. A 
mixed approach was adopted in order to acquire the results of 
the process of publishing such messages. Firstly, structured 
interviews were conducted by the researcher in 10 
organizations with employees working in different 
departments, namely; Health Education Department, Media 

Administration, and the administration of identity and 
production.  Secondly, a questionnaire was designed based on 
the literature review and distributed by email where different 
types of question/item was included.  Finally, using IBM 
SPSS Statistics 25, data analysis was performed that captured 
the data influence and impact. Typical questions in the 
questionnaire include the following: 1. what are the most 
common diseases that public need to be continuously aware 
of? 2. What are social media platforms that are in use in your 
organization? 3. Who does formulate the models of scientific 
material of the health awareness message? 4. Who is in charge 
of designing the health awareness message after receiving the 
scientific material? 5. Who is in charge of publishing the 
health awareness message after being designed by the 
responsible party? 6. Which of the following do the health 
education specialists use to evaluate the health awareness 
message on targeted people in short term? 7. How important 
and effective are the following activities when assessing the 
impact of the health awareness message in long term? 8. How 
frequent and effective using the following media 
representation in the content of health awareness message? 9. 
How frequent and effective using the following component in 
the content of health awareness message? 

     The process varied in terms of the health problem targeted 
by the awareness message (e.g., diabetes), the media of 
publishing health awareness message (e.g., traditional 
channels, social media, etc.), the writer of the scientific 
material health awareness message, the designer of the health 
awareness message, the publisher of the health awareness 
message, the evaluation of the impact of the health awareness 
message on society in the short and long term, the media 
content of the health awareness message (e.g., text, video, etc.) 
and the content elements of the health awareness message 
(e.g., organization’s badge). 

The health awareness messages designed by the 
participated health organisations targeted various health 
problems (see Figure 1). The most frequent health problems 
covered is obesity (98%) followed by diabetes (94%) and then 
high blood pressure (88%). It is clear that the most frequently 
covered problems represent the most common and life-
threating problems. The least frequent health problems 
depression (64%), liver disease (64%) and eye disease (62%). 
The remaining health problems with their frequencies are 
illustrated in Figure 1.  

 

Figure 1. The most common diseases that people need to be aware 

As for the media through which health organisations 
publish their health awareness message, organisations use 
three types of media namely, printed media (e.g., poster, 
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leaflet, etc.), traditional media (e.g., SMS, phone calls, etc.) 
and social media (e.g., Facebook, Twitter and Snapchat, etc.). 
Our analysis revealed that the printed media techniques still 
dominated as media to publish health awareness message. 
However, social media platforms are gaining momentum as 
are being, on average, used more than traditional media. The 
participated health organisations reported that a wide range of 
social media platforms are being employed to deliver health 
awareness message to reach a large number of people (refer to 
Figure 2). The most frequently used social media platform is 
Twitter followed by Snapchat and then WhatsApp. On the 
other hand, the most effective platforms are Twitter, 
WhatsApp and Snapchat respectively based on the answers of 
the respondents. Noticeably, although Facebook is more 
effective than YouTube, it is being used less than YouTube. 
The remaining social media platforms and their associated 
frequency of use and effectiveness are presented in the 
diagram. 

 

Figure 2. The frequency and effectiveness of social media 

techniques 

The participated health organizations reported that the 
writer of the scientific material of the health awareness 
message can one from 10 different writers (see Figure 3). The 
most frequently used writer is certified health websites 
followed by health education specialist and then 
doctors/physicians (see blue bars). However, the most 
effective writer according to the sampled organizations is 
doctors/physicians, certified health websites and health 
education specialist, respectively. It can be observed that 
although is one of the most effective writers, the frequency of 
use is relatively low compared with certified health websites 
and health education specialist. The remaining writers with 
their frequency of use and effectiveness are shown in Figure 
3. 

 

 
Figure 3. The writer of the scientific material of the health 

awareness message 

The participated health organizations revealed that the 
design of the health awareness message is managed by  
different parties within and without these organisations (refer 
to Figure 4). The most frequent responsible party being 
adopted for designing the health awareness message is 
graphical designer followed by Health Education Department 
and then Advertising and Design Agency. Concerning their 
effectiveness, the more frequent used parties are the most 
effective parties as clearly depicted in Figure 4.   

 

Figure 4. The designer of the health awareness message 

The participated health organisations indicated that the 
publishing of the health awareness message can be 
accomplished by different parties (see Figure 5). The most 
frequent responsible party who in charge of publishing the 
health awareness message is Public Relation Departments 
followed by Health Education Department and then 
Doctors/Physicians and IT Team. As for the effectiveness of 
publishing through these parties, the results show the same 
pattern of distribution as the most frequently used. In other 
words, the most frequently used parties are the most effective 
parties.    

 

Figure 5. The publisher of the health awareness message 

The participated health organisations use different 

evaluation methods of the impact of the health awareness 

message on society on both the short-term (see Figure 6) and 

long-term. The organisations give high importance to ‘direct 

questions’, ‘immediate evaluation of teaching session’, 

‘teach-back method’ and ‘seek feedback from the patient’, 

respectively, as methods of evaluating the impact of the health 

awareness message on the short-term (see blue bars).  
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Figure 6. The evaluation methods of the impact of the health 

awareness message on society on the short-term 

With respect to their effectiveness, it is clearly shown that 
‘teach-back method’ and ‘immediate evaluation of teaching 
session’ followed by ‘patient’s comments’ and then ‘direct 
questions’, ‘observations’ and ‘seek feedback from the 
patient’ (see red bars). In general, although ‘objectives 
achieved’ and ‘patient’s comments’ evaluation methods are 
more effective compared to other methods, organizations 
attach less importance to them compared to less effective 
methods. As for the long-term evaluation of the impact of 
health awareness message, organizations use a variety of 
methods. Table 1 shows the importance of each method based 
on its influence on targeted people. The most emphasized 
means reported by the organizations was by checking the 
increased amount of number of people who are doing early 
detection of specific diseases. The remaining methods, such 
as using statistical methods, are relatively equally important 
for these organizations.   

 
Table 1. Methods of evaluating the impact of the health awareness 

message 

Number  Method  Importance   

1 Use one of any statistical methods  3.5 

2 The amount of drug consumed are reduced 2.62 

3 Severity of disease’s conditions is reduced 3.25 

4 Diminishing incidence rates of the disease 
through addressing the risk factors causing 

the disease 

3.62 

5 Increase the number of people who are 

doing the early detection and of specific 
disease and its complications 

4.12 

6 Increase the number of people who are 

doing the comprehensive detection 

3.62 

7 Others 1.25 

In term of the media content of the health awareness 
message, the participated health organisations use a variety of 
media contents (refer to Figure 7). Including a photo in the 
health awareness message was the most commonly used 
content by the organisations followed by text, cartoon and 
video, based on the mean of frequency (see blue bar). This was 
expected given that these media, in particular, fully capture 
individuals’ attention. This is clearly evidenced when we 
asked about how effective these media contents. The 
respondents indicated that insert text, cartoon, and cartoon 
drawing are the most effective media content with the 
remaining are relatively equally effective (see red bar). 
Surprisingly, although adding a photo to the health message 
was the most frequently used, it was the least effective media 

content. The remaining media contents with their associated 
frequency of use and effectiveness are detailed in Figure 7.   

 

Figure 7. The media content of the health awareness message 

Finally, the involved health organisations in this study 

reported that they use different content elements of the health 

awareness message (refer to Figure 8). Based on the mean of 

the respondents’ answers, the most frequently used element is 

including the organization’s badge and appropriate exercise. 

 

 

Figure 8. The content elements of the health awareness message 

As for effectiveness, inserting an organization’s badge and 

recommended food are the most effective elements according 

to the sampled organisations, while inserting link for the 

organisation’s website is the least effective element. The 

remaining elements and their associated frequency of use and 

effectiveness. 

IV. A PROPOSAL OF USING SOCIAL MEDIA TO SPREAD THE 

HEALTH MESSAGE 

In the previous section, a detailed analysis of the current 
process of publishing health awareness message in 10 
organizations was provided. This analysis is shown as an 
entity of the process that lead to develop a framework of 
distributing the health awareness message (see Figure 9).  The 
analysis highlighted the need for solid and unified framework 
that guides health organizations in publishing health message 
using social media platforms. The analysis revealed that 
organizations often used multiple social platforms and parties 
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to publish health organizations. Although this might provide 
more cover of a wide range of audience, it might generate 
information overload and thus affect the patients’ abilities to 
seek information from the message. Although social media 
have considerable potential as effective platforms for health 
promotion and awareness, these media require careful 
application as may not always achieve their intended 
outcomes [17][18][19]. Therefore, publishing health 
awareness message should be a systematic and organized 
process [20][21].   

In this study, an initial framework has been suggested in 
order to distribute the health awareness knowledge to public 
in an effective manner (refer to Figure 10). The framework 
suggests that publishing health awareness message should be 
organized and follow through seven stages with sub stages. In 
the first stage, the health disease or problem that needs health 
awareness message designed for should be determine. The 
determination process is based on health organizations 
awareness priorities set up and highlighted in their health 
communication strategy and plan. Once the health disease or 
issue is specified, the second stage is to collect authentic, 
accurate and relevant material on it. In this stage, information 
and material can be gathered from multiple sources such as 
certified health websites, health education specialist or 
doctors/physicians. In the third stage, the design stage, 
consists of two sub-stages: content design and technical 
design. In the content design, the relevant information on the 
health disease should be only selected and included in the 
message. This can also be accomplished by health education 
specialist or doctors/physicians. In the technical design, media 
content should be selected and included. Content media can 
be text, photo, video, audio, cartoon, and cartoon drawing. 
This should be based on the social media being used. 
However, the most effective media content are text, cartoon 
and cartoon drawings. In this stage, graphical designer or 
specialist can be used. In the fourth stage, the health 
organizations should decide on the responsible for publishing 
the message. IT department, health education department or 
public health department can be responsible for this stage. In 
the fifth stage, organizations can employ a wide range of 
social media platforms to deliver their health messages.  

 

 

Figure 10.  A proposed framework for publishing health awareness 

using social media 

The most effective platforms are Facebook, Twitter, 

WhatsApp and Snapchat. Since Twitter has seen exponential 

growth in the use of health promotion, it is important to find 

out the factors that attribute tweets to be effective and 

impactful in delivering the health awareness message. Twitter 

allows users to communicate and interact with followers in 

messages called a tweet with a maximum length of 280 

characters. A tweet can be included with a photo or a video 

and link to the primary source (URL) [13][14]. According to 

global Statics [15], Twitter has an estimated 330 million active 

users per month. There are many features that reinforce the 

level of engagement in Twitter such as retweets, likes, 

mentions and replies [16]. In the sixth stage, organizations 

evaluate the impact and effectiveness of the health awareness 

message on the short and long-term. On the short-term, 

organizations can use observations, patient’s comment on 

social media or direct questions to assess the impact of health 
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awareness message. On the long-term, organization can use 

one of any statistical methods, the amount of drug consumed 

is reduced, severity of disease’s conditions is reduced or 

increased the number of people who are doing the early 

detection of specific disease and its complications to evaluate 

the effectiveness of the health awareness message. The results 

of the evaluation process determine the actions of health 

organizations regarding the health message. If the message 

was effective, the organizations can then contain publishing 

the message. However, if the message is ineffective, the 

organizations should go back and improve both the content 

and technical design of the message 

V. CONCLUSION AND FUTURE WORK 

This paper aims to enhance our understanding of the 
process of publishing health awareness message via social 
media platforms. To this end, a survey was administered to 
selected health organizations to understand the current state 
and practices of publishing health awareness message to the 
public. The analysis of current practices revealed that the 
process lacked a systematic and unified approach to publish 
health message. The health organizations varied considerable 
in terms of the social media platforms used, content writer, 
designer, publisher and content elements. Although the use of 
wide range of social media platforms may enable 
organizations to reach a wide number of audiences, it may 
affect their ability to receive and understand resulted from 
information overload. To address this, this paper developed a 
unified framework for publishing health awareness message.  

The area of social media in health communication is still 
in its infancy [22][23][24]. Future research could explore 
factors influencing individual’s intentions to use social media 
for health information. For example, one could draw on the 
Theory of Planned Behaviours to understand how attitudes, 
social pressure (family and friends) and behavioural control 
variables may influence their intentions to use and look for 
health information on social media platforms. Another 
research opportunity is to investigate, using experiments 
methods, attributes of effective health awareness message 
from the individual’s perspective. This will inform the health 
policymakers and practitioners design of effective health 
message. 
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Abstract— The aim of this study was to evaluate the 
equivalence of head computed tomography (CT) 
interpretations performed with either a diagnostic 
workstation or a smartphone in an emergency telestroke 
service. After institutional review board approval, a factorial 
design with 1504 interpretations was used (188 patients, 4 
radiologists, and 2 reading systems). The variables evaluated 
included the following image findings: presence of 
hemorrhagic lesion, imaging contraindications for the 
administration of intravenous tissue plasminogen activator 
(tPA), ischemic lesion in the anterior cerebral artery (ACA), 
middle cerebral artery (MCA), and/or posterior circulation 
(PC) territory, hyperdense MCA, and a dichotomized score 
of the well-known Alberta Stroke Program Early CT Score 
(ASPECTS). The statistical equivalence between each 
variable was studied for all reading systems, and the 
reliability was analyzed using the Fleiss’ kappa coefficient. 
The statistical equivalence (P < 0.05) was achieved at a 5% 
difference for all variables. To claim equivalence, the 
differences between the two reading systems were obtained 
and ranged from 0.5% to 4% - the minimum for 
hemorrhagic lesions and maximum for hyperdense MCA. 
Intraobserver agreements were classified as moderate, good 

or very good, with kappa values ranging from 0.52 to 0.94. 
In addition, we obtained a maximum agreement on the 
hemorrhagic lesions and a minimum agreement on the 
presence of ischemic lesions in ACA; this outcome deserves a 
particular analysis. Finally, we conclude that after providing 
radiologists with real clinical scenarios, the diagnostic 
performance for detecting acute stroke is likely equivalent 
regardless of the use of a smartphone or a diagnostic 
workstation. Mobile solutions are feasible alternatives for 
the interpretation of head CT images in patients with acute 
stroke and can be used as a handy tool in the development of 
more efficient telestroke services. 

Keywords-stroke; telestroke; teleradiology; smartphone; 
reliability; equivalence. 

I. INTRODUCTION 

Stroke is an acute neurologic dysfunction of vascular 
origin involving focal areas in the brain. It is considered a 
major cause of death and disability in developed and 
developing countries [1][2]. 
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Patients with acute stroke symptoms who arrive at the 
emergency room require a comprehensive initial 
evaluation including the time of symptom onset, baseline 
risk factors, severity of their neurologic condition [3]-[5] 
and their potential for recuperation based on several 
clinical predictors, most importantly, an ischemic versus 
hemorrhagic etiology [6]-[9]. This task requires high 
levels of clinical and radiological expertise. For patients 
with ischemic stroke, determining whether to perform an 
endovascular thrombectomy and/or treat the patient with 
the administration of intravenous tissue plasminogen 
activator (tPA) is always a challenging task [10]. 
However, few eligible patients receive these treatment 
modalities due to their geographic distances from primary 
stroke centers or the limited availability of vascular 
neurologists and neuroradiologists to define the eligibility 
to receive this treatment. 

In most hospitals in Colombia, there are no 
neuroradiologists at all. Similarly, in our location, which is 
a Joint Commission International (JCI)-certified primary 
stroke center with endovascular thrombectomy 
capabilities, there are not enough neuroradiologists in situ 
to support a telestroke network. To increase the 
availability of neuroradiologists, mobile solutions using 
smartphones should be evaluated. 

Noncontrast head CT is the most widely used first 
imaging technique in patients with acute stroke symptoms 
[11]. This examination allows us to establish whether the 
stroke is hemorrhagic or ischemic and for ischemic 
strokes, determine whether it is acute or chronic; in 
addition, it allows professionals to rule out any 
contraindications to tPA administration from the imaging 
point of view. These contraindications may be the 
presence of the following: intra-axial neoplasm, 
intracranial neoplasm, arteriovenous malformation, 
aneurysm, hemorrhagic transformation of an ischemic 
infarct, and infarction > 1/3 of middle cerebral artery 
territory, which may be estimated using the ASPECTS 
[12]. 

The aim of this study was to evaluate the reliability and 
diagnostic equivalence of head CT interpretations when 
using a smartphone compared to a primary diagnostic 
interpretation workstation in an emergency telestroke 
service. 

Next, we describe how the variables were determined, 
the characteristics of the remote equipment used, the 
methodology for data collection and the statistical tools for 
the analysis of the results; in Section 2, we describe the 
results according to the intraobserver agreement with 
respect to the diagnostic performance of stroke. Finally, 
we describe our experience with the reliability of the 
remote smartphone device and the projections of 
teleradiology in a society that seeks to efficient attention in 
the cases of stroke. 

II. MATERIALS AND METHODS 

The Institutional Review Board (IRB) of our institution 
approved this retrospective study and waived the 

requirement of informed consent. We employed a factorial 
design with repeated measures. 

A. Sample 

Patients with symptoms of acute stroke who presented 
to the emergency room for urgent evaluation between 
2013 and 2018 were included in the study. The patients 
were randomly selected without repetition. Cases with 
image artifacts were excluded. The cases consisted of head 
CT examinations stored in our hospital Picture Archiving 
and Communication System (PACS), which were acquired 
using a General Electric LightSpeed 64 slice CT 
scanner (General Electric Healthcare, GE Medical 
Systems, Milwaukee, WI, USA), with 100 kV, 10 mAs, 
axial: 5 mm, sagittal: 3 mm, FOV: 26 cm, pixel spacing: 
0.469, and matrix: 512 x 512. 

B. Observers and interpretation variables 

Four neuroradiologists were selected as observers 
(three with over ten years of experience and one with four 
years of experience in neuroradiology). They were asked 
to evaluate the presence of hemorrhagic lesions, the 
confidence in the presence of any ischemic lesion in the 
ACA territory, MCA territory, PCA territory, and the 
confidence in the presence of a hyperdense MCA. The 
confidence in the presence of these conditions was ranked 
using the following scores: 0, definitely absent; 1, most 
likely absent; 2, cannot decide; 3, most likely present; and 
4, definitely present. For all cases in which an ischemic 
lesion was detected in the MCA territory (scores 3 or 4), 
time evolution was also inquired (i.e., acute, subacute, 
chronic). For acute lesions, the ASPECTS score was 
reported by selecting regions with infarcts in the MCA 
territory, obtaining a score that ranged from 0–10. Finally, 
the presence of one or more imaging contraindications for 
tPA administration, such as an intra-axial neoplasm, 
intracranial neoplasm, arteriovenous malformation, 
aneurysm or hemorrhagic transformation of an ischemic 
infarct, was also evaluated. 

C. Display monitors and viewer software 

The routine reading system for CT interpretations in 
our hospital is a PACS workstation with a Digital Imaging 
and Communication in Medicine (DICOM)-compliant 
viewer software Agfa IMPAX 6.5 (AGFA HealthCare, 
Mortsel, Belgium). Images were displayed using an E-
2620 BARCO monitor (BARCO N.V, Kortrijk, Belgium), 
which is a 2-megapixel (MPx) LCD medical grayscale 
display, DICOM-compliant, dot pitch of 0.249 mm, with a 
spatial resolution of 1600 x 1200 pixels, a maximum 
luminance of 700 cd/m2, and an 8-bit grayscale. This 
reading system, hereafter referred to as Medical-IMPAX, 
was used as the reference reading system in this study. 

As a mobile alternative, a Samsung Galaxy S8 Plus 
(Samsung Electronics, South Korea) smartphone, with a 
display of 146.5 mm (5.8"), 570 pixels per inch, a spatial 
resolution of 1440 x 2960 pixels, and a maximum 
luminance of 1000 cd/m2 was selected. The viewer 
software used on this smartphone was the Agfa XERO 
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Viewer 3.0 (Agfa HealthCare, Mortsel, Belgium) software. 
This reading system is hereafter referred to as 
Smartphone-XERO. 

D. Procedure 

Each radiologist read all cases using both the Medical-
IMPAX and the Smartphone-XERO systems. At each 
reading, the radiologist determined the variables 
mentioned in the section “Observers and interpretation 
variables”. The two reading software packages provided 
image manipulation tools to adjust the window/level, 
zoom and multiplanar reformation presentation. These 
tools were available for all images and could be used at the 
observer’s discretion to improve the image interpretations. 

The radiologists were blinded to the patient name, any 
individualizing items and the original image report. Data 
collection was performed using a web-based platform, and 
image readings were stored in a secured database. This 
software randomizes cases and guides the radiologist 
throughout the complete report, thus ensuring the integrity 
and completeness of the data. Relevant clinical data such 
as sex, age, main neurological symptoms and relevant past 
medical history (e.g., diabetes, hypertension, headache, 
Parkinson’s disease, Alzheimer’s disease, sleep 
apnea/hypopnea syndrome, or cardiac arrhythmia) were 
also available. Readings were performed over the course 
of one year in two or four-hour sessions per reader, with 
no time limitations for each case. This was a 
counterbalanced study for the reading systems used by 
each radiologist in each session. 

E. Data analysis 

The confidence scores were dichotomized to evaluate 
both reliability and equivalence. Scores from 0–2 were 
classified as negative, and scores from 3–4 were classified 
as positive. Patients with an ASPECTS score ≤ 5 are not 
eligible to receive tPA treatment. Thus, we dichotomized 
the ASPECTS score into two categories: 0 if the score 
ranged from 0–5 (a contraindication for tPA 
administration) and 1 if the score ranged from 6–10 
(indicating eligibility for the administration of the tPA 
treatment). This variable was named “dichotomized-
ASPECTS”. 

The variables presence of hemorrhagic lesions and 
presence of any imaging contraindications to tPA 
administration were not dichotomized as they were already 
binary (i.e., 0: negative, 1: positive). 

Reliability was evaluated in terms of intraobserver 
agreements of interpretation (cases rated by the same 
observer using different reading systems), with the Fleiss’ 
kappa coefficient [13]. The kappa coefficients were ranked 
as defined by Altman [14]: “very good”, ( = 1 to 0.81); 
“good”, ( = 0.8 to 0.61); “moderate”, ( = 0.6 to 0.41); 
“fair”, ( = 0.4 to 0.21); and “poor”, ( < 0.2). For these 
calculations, STATA 13.0 software (Stata Corp, College 
Station, TX, USA) was used. 

The dichotomized variables were evaluated to 
determine their statistical equivalence by means of 
generalized estimated equations (GEE) [15] using IBM 

SPSS Statistics 19 software (IBM Corp., Armonk, NY, 
USA). To evaluate equivalence, mean differences and 
standard errors were obtained from the GEE analysis. The 
hypothesis test for equivalence was as follows: the null 
hypothesis H0 was |Mean Difference (I-J)| - δ = 0, and the 
alternative hypothesis Ha was |Mean Difference (I-J)| - 
δ < 0, where I and J are the two reading systems compared 
and δ (delta) is the maximum allowable difference 
permitted to claim equivalence, as suggested by several 
authors in recent years [16]-[19]. We calculated a (1-2α)% 
confidence interval for all comparisons, which is also a 
method to evaluate equivalence [18][19]. The significance 
level was set to 5% (i.e., α = 0.05), and δ was set to 0.05 
(5%). Finally, we calculated the required value of δ to 
claim equivalence for each variable (named δeq in our 
result tables). 

The reading time was also recorded by the software to 
evaluate the equivalence between the two reading systems. 
As this variable is continuous, the mean differences and 
their standard errors were obtained from an ANOVA with 
the IBM SPSS Statistics 19 software. 

III. RESULTS 

There were 90 (47.87%) males and 98 (52.13%) 
females in the sample. The ages of the patients ranged 
from 30–97 years, with a mean age of 71.3 years (standard 
deviation of 15) overall, with a mean age of 69.1 years for 
males and 73.3 years for females. 

To carry out the reliability and equivalence evaluation, 
each variable must be set by all four observers. The 
detection of any hemorrhagic lesion was set by all 
observers; hence, there were 188 patients for this variable 
and 1504 readings (188 patients by 4 observers by 2 
systems). Of these 188 patients, 28 were classified as 
hemorrhagic lesions by all observers, and 160 were 
evaluated for other findings (e.g., contraindications to the 
tPA administration, infarct in the anterior, middle or 
posterior cerebral artery territories, and hyperdense middle 
cerebral artery). For these variables, 1280 readings were 
included in the reliability and equivalence evaluations. 
Finally, for patients with acute infarct in the middle 
cerebral artery territory, the ASPECTS score was 
calculated, ending up with 118 patients with ASPECTS 
score set by all radiologists; therefore, 944 readings were 
included in the evaluations. 

A. Intraobserver agreement 

The intraobserver agreements between the Medical-
IMPAX and Smartphone-XERO reading systems, i.e., 
when each case was interpreted the same way using both 
the Medical-IMPAX and the Smartphone-XERO reading 
systems, by the same observer, are presented in Table I. 
There was very good intraobserver agreement on the 
hemorrhagic lesion detection, ( = 0.94, P < 0.001). 

There was a moderate intraobserver agreement on the 
detection of contraindications to tPA administration 
(presence of intra-axial neoplasm, intracranial neoplasm, 
arteriovenous malformation, aneurysm, or hemorrhagic 
transformation of an ischemic infarct), ( = 0.55, 
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P < 0.001). There was a good intraobserver agreement on 
the dichotomized-ASPECTS (0-5; 6-10) in the MCA 
territory ( = 0.66, P < 0.001). 

TABLE I.  INTRAOBSERVER AGREEMENT BETWEEN THE MEDICAL-
IMPAX AND SMARTPHONE-XERO READING SYSTEMS 

Imaging findings 
Fleiss’ 
Kappaa 

Standard 
Error 

Agreementb

Hemorrhagic lesion 0.94 0.037 Very Good 

Contraindications 
to tPA 
administration 

0.55 0.039 Moderate 

Anterior cerebral 
artery territory 
infarction 

0.52 0.040 Moderate 

Middle cerebral 
artery territory 
infarction 

0.68 0.040 Good 

Posterior cerebral 
artery territory 
infarction 

0.63 0.040 Good 

Hyperdense middle 
cerebral artery 

0.62 0.040 Good 

Dichotomized-
ASPECTS 

0.66 0.046 Good 

a Readings were performed on the two systems by four observers. All values were significant 
(P < 0.001) b as defined by Altman [14]. Intraobserver agreement between both reading systems 

showed a very good agreement for the diagnosis of hemorrhagic lesions and an appropriate 
agreement for those variables that are the most important for stroke in which administration of 

tPA determines the survival of the patients. 

TABLE II.  EQUIVALENCE TESTS FOR THE IMAGING FINDINGS 
BETWEEN THE MEDICAL-IMPAX AND SMARTPHONE -XERO READING 

SYSTEMS 

Imaging findings 
Mean 

differencea 
SE 

(1-2α)% 
Confidence 
Interval for 
equivalence 

testing 

δeq 
(%) 

   Lower Upper  

Hemorrhagic 
lesion 

-0.001 0.002 -0.005 0.002 0.51 

Contraindications 
to tPA 
administration 

-0.003 0.007 -0.015 0.009 1.52 

Anterior cerebral 
artery territory 
infarction 

0.005 0.011 -0.013 0.022 2.23 

Middle cerebral 
artery territory 
infarction 

0.003 0.016 -0.023 0.029 2.91 

Posterior cerebral 
artery territory 
infarction 

0.005 0.014 -0.018 0.028 2.78 

Hyperdense 
Middle Cerebral 
Artery 

0.011 0.018 -0.018 0.040 4.01 

Dichotomized-
ASPECTS 

0.017 0.009 0.002 0.032 3.23 

a Equivalence tests for all variables were statistically significant, all P < 0.05, at a difference of 
5% (δ = 0.05). SE = Standard error of the mean difference, α = significance of the test (0.05), δ = 
difference of the means set to test equivalence, δeq = minimum δ required to achieve equivalence. 
The null and alternative hypotheses were |difference| - δ = 0 and |difference| - δ < 0, respectively. 

 

A moderate intraobserver agreement on the presence of 
an ACA territory infarction was also observed ( = 0.52, 
P < 0.001). In contrast, good intraobserver agreements on 
the presence of an MCA territory infarction and the 
presence of a PCA territory infarction were observed, with 
 = 0.68 and 0.63, respectively (both P < 0.001). In the 
presence of a hyperdense middle cerebral artery, a good 
intraobserver agreement was observed ( = 0.62, 
P < 0.001). 

B. Equivalence tests for the imaging findings 

The mean differences between the variables using both 
reading systems, the standard error of the differences, and 
the (1-2α)% confidence interval for equivalence testing, at 
a delta (δ) difference of 5%, are presented in Table II. In 
addition, the minimum δ required to claim equivalence 
(δeq) was calculated and presented in the last column. 

Equivalence tests for all variables were statistically 
significant, all P < 0.05, showing equivalence at a 
difference of 5%. The largest (1-2α)% confidence interval 
was for the presence of a hyperdense middle cerebral 
artery and the smallest was for the detection of a 
hemorrhagic lesion. The minimum δ required to claim 
equivalence (δeq) for each variable ranged from 0.0051 
(0.51%) for the detection of hemorrhagic lesions to 0.0401 
(4.01%) for the detection of hyperdense middle cerebral 
artery. 

Both a low mean difference and a low minimum δ 
required to claim equivalence were observed for the 
presence of contraindications to tPA administration and for 
dichotomized-ASPECTS (δeq = 1.52% and 3.23%, 
respectively). 

C. Reading time 

The mean reading time was 114.31 s for the Medical-
IMPAX system and 143.39 s for the Smartphone-XERO. 
The mean difference between the two reading systems was 
-29.08 s (standard error = 5.4). The equivalence tests for 
this variable produced a significant (P < 0.001) result at a 
reading time delta of 60 s. The minimum δ required to 
claim equivalence (δeq) for reading time was 38 s. 

IV. CONCLUSION 

High intraobserver agreements between the Medical-
IMPAX and Smartphone-XERO reading systems were 
observed, with kappa values ranging from 0.52 to 0.94. 
This suggests that every time that a radiologist reads the 
same patient image using any of the two reading systems, 
either the Medical-IMPAX or the Smartphone-XERO, 
there are no differences in the initial patient outcome. A 
very good intraobserver agreement was observed for 
hemorrhagic lesions ( = 0.94). These findings are 
consistent with other studies that used a tablet computer as 
a mobile solution [20]-[24]. 

Previous studies have reported nonsignificant 
differences in the detection of ischemic lesions between 
tablet computers and primary workstations 
[20][22][25][26]. However, the variables and evaluation 
methods used in these studies were different from those 
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used in our analysis, and it is important to note that other 
similar studies did not include a smartphone as a 
diagnostic device. 

To the best of our knowledge, this is the first study that 
used reliability and equivalence statistical methods to 
identify potential diagnostic differences between a 
smartphone and a primary diagnostic workstation in 
reading head CT examinations in a telestroke context prior 
to intravenous thrombolysis. Furthermore, when the gold 
standard is available, a diagnostic accuracy evaluation, 
using Receiver Operating Characteristics (ROC) curves, 
will be conducted. 

The results of our study indicate that the patients who 
were not eligible for tPA administration based on imaging 
criteria, e.g., those having ASPECTS ≤ 5, or the presence 
of an intra-axial neoplasm, intracranial neoplasm, 
arteriovenous malformation, aneurysm, or hemorrhagic 
transformation of an ischemic infarct, were well detected 
when performed by experienced radiologists using both 
reading systems. 

One limitation of this study centers on the illumination 
conditions. Readings using the Medical-IMPAX system 
were performed in diagnostic rooms with controlled 
ambient light levels. In contrast, readings using the 
Smartphone-XERO system were performed without 
controlling ambient light levels. Nevertheless, this 
situation is more realistic for a telestroke system in which 
a radiologist is asked to interpret a head CT as soon as 
possible wherever he or she is located. 

The smartphone used in this study was an average-
sized mobile phone compared to the ones used today, in 
which the XERO viewer software allows adjustments of 
window/level and changes over reconstruction planes 
(sagittal, coronal or axial), similar to a PACS workstation. 
Radiologists indicated the absence of ergonomic problems 
because the use of the smartphone was comparable with 
the daily use of personal devices. Finally, they reported 
better performance when making adjustments using a 
mobile pen than when they did it tactilely. Interpretation 
using the smartphone spent an average of 29 seconds more 
than a PACS workstation, which is a reading time that 
does not affect the goals stipulated in our protocol for 
stroke code and is negligible compared with the transport 
time of a neuroradiologist to the hospital in our city. 

. 
In conclusion, there was no superiority of any specific 

reading system on the evaluated clinical variables. In 
addition, a high intraobserver agreement was documented 
for the same variables, providing evidence that the 
Medical-IMPAX and Smartphone-XERO reading systems 
may be interchangeable without any reliability loss. 

This study provides evidence that the Smartphone-
XERO reading system can be used for acute stroke 
diagnosis based on head CT examinations, ruling out 
possible imaging contraindications to tPA administration 
and ASPECTS quantification. 

In the statistical design of this study, the radiologist 
and the reading systems were fixed factors because they 
were not selected at random; therefore, our results only 

apply to them. Nevertheless, as neuroradiologists are 
highly specialized readers of neurological images, we 
expect that our results may be extrapolated to other groups 
of neuroradiologists. Similarly, the reading systems in 
radiology must be DICOM-compliant, which allows us to 
generalize our results to other reading software or medical 
displays. In contrast, the smartphone display used in this 
study may be significantly different when compared to 
other smartphone displays; hence, our results only apply to 
smartphones with “retina” display or similar displays. 

As future work, the web platform for reading the Head 
CT of patients with suspicion of acute stroke will be used 
to train radiologists for these cases, for example, to train 
them in evaluating the infarct size using the ASPECTS 
and finding contraindications for tPA administration. In 
addition, the data stored will be used with machine 
learning and data mining techniques to understand and 
improve the reading process of neuroradiologists and the 
subsequent search of diagnostic aids using image 
processing. 
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Abstract—Among the most common breast cancer treatment-
associated effects, it is possible to recognize a high prevalence
of arm/shoulder restricted mobility and arm swelling that de-
teriorate the upper-body function and may lead to chronic
lymphedema. Within such a perspective, the need has been
identified for breast cancer survivors to sustain a constant and
specific physical activity. For that, homebased programs are being
presented as a desirable path to be followed. Concurrently, an
emergence of new technologies has led to major changes in society.
For instance, technology from the video games industry has been
used with emphasis in the recovery, and follow-up stages, to
evaluate and motivate the patient after treatment. The present
work aims to evaluate a set of contextual interfaces that use data
acquired with a colour and depth sensor to monitor, and provide
real-time feedback to, a given user. Furthermore, fundamental
design guidelines from serious games are explored within the
context of developing a system aid for physical follow-up care in
the form of a set of exercises selected by the medical community.
The proposed interfaces were evaluated in a clinical setting with
a group of breast cancer survivors.

Keywords–Patient-empowerment services; Preventive Systems;
Self-management systems; Monitoring systems.

I. INTRODUCTION

While contributing for improved overall survivorship, con-
temporary breast cancer treatment techniques may result in
several impairments in women’s upper-body function and,
consequently, contribute to a decreased quality of life [1]. As
Breast Cancer Survivors (BCS) are living longer, the adverse
effects resulting from the cancer treatment are more frequent.
Upper body morbidity (e.g., decreased range of motion, muscle
strength, pain and lymphedema) are among the most prevalent
side effects. Regarding lymphedema alone, a swelling condi-
tion resulting from lymphatic ablation commonly associated
with breast cancer treatment, it has been estimated that over 1
million BCS in the US and 10 million women worldwide may
meet the criteria for breast cancer-related lymphedema [1].

While the assessment of the oncological outcome of
the cancer treatment can be easily objectively quantified by
disease-free and overall survival rates, the same does not
hold for functional aspects closely related to quality of life.
Assessment of BCS symptoms and health-related quality of

life outcomes are usually made using Patient Reported Out-
come (PRO) questionnaires that quantify significant outcome
variables from the patient’s perspective [1].

A prospective surveillance model for BCS has been pro-
posed, highlighting the importance of monitoring for func-
tional and physical impairment commonly associated with
treatment [2]. Notwithstanding, and though some methods for
monitoring and assessing do exist, an integrated approach able
to achieve early detection, promote risk-reduction and self-
management, while engaging the user in an appropriate follow-
up strategy, is still being reported as missing [3].

In Section II, an outline of topics related to the application
of typical elements of game playing is presented in order to
contextualize the proposed methodology, that is presented in
Section III. The paper concludes with a discussion of results in
Section IV, regarding key questions relating to the application
of strategies of anthropomorphization and gamification as
means to promote engagement to particular physical activities
within the context of patient empowerment systems.

II. RELATED WORK

Engaging patients in their healthcare can be recognized as
a paramount topic that has evolved through time also as a
reflection of specific technological and societal contexts [4].
In this sense, growing trends of the quantified-self movement,
personal health records tools dissemination and interactive
video games that combine physical exercise with game-play
and have a primary purpose other than entertainment present
themselves as currently active research lines.

A. Gamification
Physical activity promotion programmes tested in patients

with disabilities and impairment problems demonstrate that
patients’ functionality can improve with an intensive training
split that is contextualised and oriented as a pursuit in the
achievement of a well defined goal. However, this task division
is prone to present a major set-back, which is the lack of
interest of the patient in performing repetitive tasks [5].

On the other hand, it is possible to note that a game,
overall, aims to offer the player a challenge of a physical or/and
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mental nature that can be completed using a set of rules, being
able to install feelings of amusement or entertainment in the
participant while returning feedback in a form of grades or
scores, while possibly unlocking new challenges based on the
feedback received. Video games have the same goals, only a
computer is used as an intermediary [6].

The concept of serious games is one that is hard to define,
but it usually refers to games used for training, advertising,
simulation or education. A particular example of such a
gamified approach, commonly referred to as exergaming or
exergames, can be described as a type of video game, or
multimedia interaction that requires the player to physically
move in order to play [7]. With the evolution of video game
acceptance by the general public, serious games have begun
to surge, spreading into healthcare where they can eventually
provide a more personalized experience to users, improving not
just physical, but also mental aspects of care. This surge, and
the evolution of visual computing, seems to enable the devel-
opment of personalized home systems, which could objectively
evaluate the patient’s state, while motivating for continued
physical activity. Specifically for rehabilitation, research has
been done, where small game prototypes were tested for
specific circumstances, such as upper limb rehabilitation. [8].

B. Anthropomorphism
Different elements can be considered to be included in

serious games as strategies to promote improved adherence [9].
Of those, it is possible to highlight virtual representations of
the self, through which players are presented to the possibility
of assuming the role of a character in the game [10]. On
the topic of player controlled game characters, the Illusion of
Virtual Body Ownership (IVBO) considers the effect of game
players experiencing a sense of artificial body parts to be their
own, within the context of an Virtual Reality (VR) setting [11].
Previous research [11] tends to suggest that the IVBO may
result from an interaction of both synchronous visual, motor
and tactile sensory inputs, as well as pre-existing visual and
proprioceptive body representation factors. Included in the
group of the latter factors, is the virtual body realism in terms
of visual human resemblance, or anthropomorphism [12]. On
a related note, the Uncanny Valley appertains to a theorized
relationship between humans and robots [13] (e.g., Fig. 1).

Figure 1. Example assessment of the strength of the IVBO in relation to the
degree of anthropomorphism of an user controlled avatar, and the

hypothesized uncanny valley effect [13], adapted from [11].

The hypothesis is that there should exist a positive relation-
ship between how human a robot looks, and how comfortable
people are with its appearance, up to the moment a robot would
get too close to being human in appearance, without being
fully human, at which point human reaction would became
negative [13]. Its impact in game design has been evaluated
although there seems to not exist absolute evidence to support,
or disprove it [12].

III. PROPOSED RESEARCH APPROACH

While there are several games that include serious topics,
the inclusion of serious game elements is not yet enough
to induce learning or real-world action [14]. Overall, despite
engagement being considered a valuable resource, research on
patient engagement technologies regarding impact on health
outcomes has been limited [15]. Given this, this work’s main
goal is to develop and assess a game to promote an adequate
exercise routine for BCS, to be used independently, as a
self-management system to support breast cancer survivorship
while monitoring one’s physical status. The overall architecture
of the proposed system is outlined in Fig. 2.

Figure 2. Overall architecture of the proposed system, comprising the use of
colour and depth data to monitor, and provide real-time feedback to, a user
in the context of a physical activity promotion for breast cancer survivors.

We consider the Microsoft Kinect as an easily accessi-
ble, Color and Depth (RGB-D) sensor-device that enables to
monitor a user’s movement and provide feedback through the
usage of an avatar, so that the user is aware of the performed
movement, aiming at promoting adherence to exercise [16].
Both versions of the Kinect range sensor, i.e., the KinectSL,
which is based on the Structured Light principle, and the Time-
of-Flight variant KinectToF, were considered [17]. To create the
game environment, Unity was selected as the game engine,
given its accessibility and widespread use.

In this paper, we pursue the following main topics:

1) anthropomorphism as a strategy to engage, and
2) gamification as a mean to promote physical activity,

about which we present a body of exploratory work.

A. Exercise programme selection
A standardized exercise programme consisting of shoulder

flexion, abduction, and horizontal adduction was selected in
accordance to the National Institute for Health and Clinical
Excellence (NICE) guidelines [18]. The individual exercises
comprised in the programme are illustrated in Fig. 3.

(a) (b) (c)

Figure 3. Illustration of the elements of the exercise programme considered
for BCS physical activity promotion intervention, consisting of shoulder

flexion (a), abduction (b) and horizontal abduction (c). Adapted from [18].
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The exercise routine is composed of three sets, each com-
prising ten repetitions of one of the three exercises included
in the programme, and small breaks between sets.

B. Expressed acceptance assessment
Analysis of engagement can be considered valuable in

providing insights into game mechanisms that can then be
applied to games for learning, or physical activity promo-
tion [19], although not trivial to measure. In order to assess the
acceptance of particular contexts of a given physical activity
promotion intervention, a criteria set, based on [20], was used
as basis for user expressed acceptance assessment. The criteria
comprised the following aspects of testing:

c1) suitability for the task,
c2) information accessibility,
c3) continuity correction,
c4) visual pleasingness,
c5) self-descriptiveness,
c6) adequacy of user workload.

Based on that criteria, a questionnaire composed of six
questions was formulated in Portuguese, and a five point scale,
ranging from strong disagreement (1) to strong agreement (5),
considered for range of response options.

C. Study on anthropomorphism
1) Participants and design: Seventy-two adults (mean age

of the cohort was 57.79 ± 11.16 years, all female) participated.
They were recruited via personal invitation from surgeon-led
follow-up consultations of BCS. Written informed consent was
obtained from all participants. All participants were fluent in
Portuguese and did not get paid for their participation.

2) Procedure and materials: Participants were invited to
participate in this study via personal invitation at the end of
a follow up consultation at the Breast Center of São João
Hospital during the period from the end of October until the
beginning of December, 2016. Participants were informed that
the study was part of the development of an aid designed to
promote physical activity recommend for BCS. The recruited
participants were prompted to use the system, in an adjacent
room to the consultation room (as illustrated in Fig. 4).

(a) Experimental set-up (b) Perspective of the user

Figure 4. Acquisition environment for the study on anthropomorphism and
the tested system comprising a KinectSL, laptop and additional screen.

The architecture illustrated in Fig. 2 was adapted so that
it would entail a Non-Player Character (NPC) in the form
of a virtual assistant that exemplified the movements to be
performed according to the established exercise programme
while the user was exercising. The same programme would
be repeated four times, considering additional breaks between
routines, one for each of the considered levels of the user
controlled avatar anthropomorphism (illustrated in Fig. 5).

Levels of user
controlled avatar

anthropomorphism
(while exercising)

no visual feedback
skeleton a1)
humanoid avatar a2)
mirror a1) a2)

Figure 5. Illustration of the user controlled character: avatar based characters
animated with the user’s tracked movement with different levels of

anthropomorphism a1) and a2).

After using the system, each patient was inquired of its
satisfaction level of the usage of the system through a question-
naire that required the user to rate each of the tested interfaces
according to a five point scale ranging from least preferred (1)
to most preferred (5). Each session took approximately 30
minutes, comprising the usage of the system for the proposed
exercise programme and the filling of the questionnaire.

3) Results: Each of the four interfaces were evaluated using
the aforementioned score in a five point scale after the user
completed the exercise programme using all of the proposed
interfaces. Table I presents the mean expressed preferences for
the user controlled character variations.

TABLE I. AVERAGE AND STANDARD DEVIATION (SD) OF
EXPRESSED PREFERENCES OVER THE INTERFACES COMPRISING
VARIATIONS FOR THE USER CONTROLLED CHARACTER TESTED

BY SEVENTY-TWO BCS IN A CLINICAL SETTING.

avatar

no visual feedback skeleton humanoid mirror

Average 4.10 4.22 4.22 4.19
SD 0.77 0.88 0.77 0.82

Although it seems to not exist an abrupt drop on the col-
lected expressed preference between evaluated interfaces with
different levels of user controlled avatar anthropomorphism,
both skeleton and humanoid examples seem to be preferred
over the alternatives with either no visual feedback, or mirror-
based feedback.

D. Study on gamification

1) Participants and design: Sixty-eight adults (mean age
of the cohort was 59.09 ± 10.92 years, all female) partici-
pated. The same recruitment method mentioned in Subsection
III-C (Study on anthropomorphism) was used. A sub group of
22% of participants (15 out of 68) were randomly assigned to
receive printed information resources, in form of a pamphlet
produced at the Breast Center of São João Hospital.

2) Procedure and materials: As in the study on anthro-
pomorphism, participants were invited to participate after a
surgeon-led follow-up consultation at the Breast Center of São
João Hospital. The recruitment took place from the beginning
of November until the end of December, 2017. Participants
were informed about the study being part of the development
of an aid to promote physical activity recommend for BCS, and
prompted to use the system, in an adjacent to the consultation
room (as illustrated in Fig. 6).
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(a) Experimental set-up (b) Printed pamphlet

Figure 6. Side-by-side illustration of: a) Acquisition environment for the
study on gamification for the tested system comprising a KinectToF, laptop

and additional screen; b) Printed pamphlet produced at the Breast Center of
São João Hospital and distributed to BCS.

The architecture used for the study on anthropomorphism,
was considered, and kept the NPC virtual assistant exempli-
fying the exercise programme. To provide real-time feedback
of the user’s own movement only a human avatar was used.
Differently from the previous study, the user controlled avatar
was animated with the human pose provided by a KinectToF.
Another novelty introduced by the Kinect version (and corre-
sponding SDK and respective tools) is the gesture builder tool,
which allows the creation of a database containing movements,
which allows to perceive to which degree of completion is a
given movement being performed. After building a library of
the selected exercises, this was used to score the performance
of the user. The normal scoring of the game attributed 1 point
for every 1% of progress in each repetition, and a final score
was presented as a percentage of the routine completed (the
complete routine corresponds to 3000 points).

After the usage of the system, each patient was inquired to
express level of acceptance that required the user to rate each of
the previously identified criteria according to a five point scale
ranging from strong disagreement (1) to strong agreement (5).
Each session took approximately 10 minutes, which comprised
the usage of the interface for the proposed exercise programme
by the user and the filling of the questionnaire.

3) Results: Table II presents the mean expressed accep-
tance for the proposed Gamified Aid for Monitoring Exer-
cise (GAME) with a humanoid player controlled character
and an NPC virtual assistant, against an informative printed
pamphlet. Of the total cohort of sixty-eight BCS, fifty-three
were randomly assigned to use the GAME and fifteen assigned
for being shown the printed pamphlet.

TABLE II. AVERAGE AND STANDARD DEVIATION (SD) OF
EXPRESSED ACCEPTANCE FOR BOTH THE PROPOSED GAME, AND
A PRINTED PAMPHLET CONTAINING INFORMATION ABOUT THE

SELECTED EXERCISE PROGRAMME.

GAME pamphlet

Criteria Average SD Average SD

c1) 4.60 0.74 4.00 1.11
c2) 4.72 0.50 4.08 1.27
c3) 4.92 0.32 5.00 0.00
c4) 4.88 0.29 4.60 0.84
c5) 4.96 0.19 4.60 0.84
c6) 4.88 0.39 4.00 1.11

In the context of the evaluation, it seems to exist a
stronger agreement, across considered criterion, for the pro-
posed GAME being a preferred medium over printed materials.

IV. CONCLUSION

The present work investigates the impact of providing real-
time feedback to BCS within the context of a physical activity
promotion intervention. A system comprised of a RGB-D
sensor with a processing pipeline to monitor the user, and in
that way animate a user controlled avatar, was considered.

In the first exploratory study, the effect of different levels
of anthropomorphism of the user controlled avatar was investi-
gated. Seventy-two BCS participated in the cohort. The results
seem to agree with the hypothesised Uncanny Valley effect,
in the sense that a more anthropomorphised representation of
the self (a mirror), seems not to be the preferred interface.
Although not possible to assess from the presented results,
but also supported considering previous research, i.e., [11],
subjectively constructed proprioceptive body representations of
the self, seems to be an apparently worth considering factor
in the context of BCS, with potential impact to adherence to
systems using anthropomorphised avatars.

In the second study, a gamified approach considering an
humanoid avatar and an NPC assistant was evaluated against
a printed pamphlet. From a total of sixty-eight participants,
a subgroup of 15 was randomly assigned to be shown the
pamphlet containing information about appropriate care fol-
lowing breast cancer treatment, including the recommendation
to perform simple exercises to be repeated throughout sur-
vivorship. The remaining participants played a game where
an NPC assistant would exemplify the recommend exercise
programme, while a humanoid avatar would replicate the user’s
movements, and in real-time provide feedback of the exercise
being executed. Overall, the collected expressed acceptance
suggests that the proposed gamified aid for monitoring exercise
seems suitable for the task, informative, visual pleasing, self-
descriptive, and providing an adequate workload to the user.
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I. INTRODUCTION 

 

The paper “OPeN: Linking the National Adverse 
Reactions Database with Clinical IT Systems in Croatia,” 
presented at the Tenth International Conference on eHealth, 
Telemedicine, and Social Medicine (eTELEMED) in March 
2018 in Rome, described the OPeN system, its functioning 
and role in the Croatian public healthcare system [1]. This 
paper describes the further investment of resources for the 
existing application and ongoing development of its 
informational and educational functions. Accordingly, this 
paper presents an update of the work presented at the 
eTELEMED conference. The educational module was 
planned as a result of Phase 3 of developing the OPeN 
system.  

The OPeN system is a pharmacovigilance system 
developed by the Agency for Medicinal Products and 
Medical Devices of Croatia (HALMED). OPeN is an 
abbreviation of “online platform for electronic reporting of 
adverse drug reactions (ADRs)” (or in the Croatian language, 
Online Platforma za elektroničku prijavu Nuspojava). It is 
based on the Croatian National Adverse Reactions Database, 
maintained by HALMED. OPeN aims to achieve integration 
with the Croatian Central Health Information System 
(CEZIH), and which includes the exchange platform named 
Healthcare Networking Information System (HNIS), 
Electronic Healthcare Record (EHR), patient register, 
Register of Healthcare Professionals (HCPs), a messaging 
subsystem, online patient healthcare website, and specialized 
services related to e-prescriptions, e-laboratory referrals, e-
booking for hospital admittance, and other interconnected 
functions [2].  

Pharmacovigilance (PhV) as a discipline depends on 
spontaneous reporting, data mining and similar techniques, 
as well as direct reporting from clinical systems. Although 
Croatia is one of the top ten countries in the world for the 
number of Adverse Drug Reactions (ADRs) per million 
inhabitants, spontaneous reporting by HCPs and patients is 
generally recognized as an insufficient resource for 

pharmacovigilance protective mechanisms in public health 
[3].  The OPeN system is used for transferring PhV data to 
the national adverse reactions database, both Information 
technology (IT) solutions are complementary and are 
maintained by HALMED. Currently, OPeN is used by 
HALMED’s internal experts and external HCPs. HCPs use 
the module to transfer PhV data whereas HALMED’s staff 
use it for processing data.  

This paper serves as a follow-up of our previously 
presented research. In Section II, we describe methods and 
functionalities of the new OPeN module. In Section III, we 
discuss the trustworthiness of the possible data sources on 
drug safety information. The goal of the new OPeN module 
and its key indicators are set and defined in Section IV. 
Finally, in Section V, we offer our conclusions related to the 
education of HCPs, reliable data sources and the role of 
national competent authorities (NCAs), which have drug 
marketing and post-marketing related mandate.  

II. METHODS 

In 2017 and 2018, HALMED developed a web-based 

application called OPeN with the aim of automating the 

reporting of ADRs by HCPs directly using proprietary IT 

systems at their workplaces. This simplifies the process of 

sending ADR data to HALMED. It also accelerates the 

process of assessing and processing ADR data given that 

ADRs are directly reported to the PhV department and do 

not have to pass through administrative channels prior to 

reaching the PhV department. As previously planned, Phase 

3 of developing the OPeN system includes development of 

the educational module to serve as a platform for ongoing 

education of HCPs. The underlying idea is to offer HCPs 

the opportunity to learn about medicines at their workplace 

or home without the need to attending courses.  

The module will feature a web interface with a login 

function requiring a user’s first name, last name or medical 

license number and a password. Once a HCP is logged in, 

the OPeN system has been designed to identify them based 

on their license designation. A list of all active HCPs in 

Croatia has been integrated into OPeN and is updated every 

two weeks by the Croatian Institute for Public Health, which 

in cooperation with HALMED shares the information. The 

list of HCPs contains information on the HCP’s first and last 

name, type of HCP (pharmacist, physician), specialization, 

and institution (including geographic data). Additional data, 

such as contact information is obtained from professional 
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associations of pharmacists (Croatian Chamber of 

Pharmacists, CCPH) and physicians (Croatian Medical 

Chamber, CMC), which then enables HALMED to directly 

send links to target HCPs and referencing educational 

materials. 

The basic workflow of the OPeN system is shown in 

Figure 1. After logging in, HCPs choose whether to access 

the ADR reporting or educational module. The educational 

module, which is the focus of this paper, contains webinars, 

surveys and questionnaires designed by HALMED’s 

employees. Every test covers a different topic and is 

customized by staff from HALMED’s pharmacovigilance 

department. Authors can choose from a number of questions 

in the particular test, type of questions (e.g., multiple choice, 

single choice, free text) with the ability to select the correct 

answer. In some cases, for specific safety issues, input may 

be sought from members of academia at the relevant 

faculties. 

 
Figure 1. OPeN’s educational module workflow 

The involvement of academia, besides the opportunity to 

share their knowledge on relevant topics, additionally raises 

an awareness of the OPeN educational platform in an 

academic setting, and thus guaranteeing that future HCPs 

become familiar with the platform from the start of their 

careers. Once the test is created, a link referring to the test 

location is sent via e-mail to a prepared list of recipients or 

HCPs. The recipients are chosen based on their specialty, 

location or type of HCP (physicians or pharmacists). HCPs 

receive an e-mail with a link to the test and basic 

information on the topic, medicines to be covered, specific 

safety issues, and the like. By clicking on the link, they are 

directed to the OPeN educational module, more precisely, to 

a specific test and educational materials necessary for 

successful learning. Alternatively, they can log into the 

system and browse the educational module, without 

receiving a prior e-mail notification. 

Every test, along with the available educational materials, 

is stored in the OPeN database and can be searchable by key 

words. Individual HCPs can view information on all 

available tests created by HALMED, regardless of whether 

they have taken the test or not. However, they can view only 

results from their own tests. If needed, they can retake the 

test any time. In certain situations, the only limited time 

frame given to HCPs to take the test is for particularly 

important safety issues requiring immediate communication 

and actions.  

HALMED’s employees have at their disposal additional 

functionalities, such as the ability to post various types of 

educational material (videos, films) to the module, and 

placing links to documents published on the HALMED 

website. The authors of the test set a threshold for passing 

the test, where each person that passes the test is awarded 

ongoing education points as a HCP. The grade system is 

proposed to and then agreed with the boards of HCP 

chambers. 

HCPs will also be able to track the number of continuous 

education points they received on the OPeN platform, 

including points awarded in the ADR reporting module. 

One of the main features of the OPeN education platform 

is the ability to analyze test results and assess the outcome 

of educational activities. All results can be analyzed for an 

individual HCP and also based on aggregated data (e.g., test 

results for physicians or pharmacists, specialist or non-

specialists, hospitals or primary care, and other 

comparisons). This leads to precisely targeting knowledge 

gaps, better knowledge on medicines for HCPs and 

hopefully better patient safety.  

III. DISCUSSION 

Up to date, accurate and practical information is necessary 
in ensuring that drugs are prescribed safely and effectively. It 
also promotes improvements in prescribing practices, 
minimises harm to patients and facilitates decision making 
based on valid information [4]. Generally speaking, HCPs 
should have immediate access to high quality evidence-based 
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information on medicines. This may include prescribing 
information or critical safety information on medicines.  

HCPs have at their disposal various sources of 
information on medicines; however, not all sources are 
equally regarded as useful or relevant. There is usually the 
issue of credibility of the source, or updates and redundancy. 
Information on medicines can be communicated by different 
stakeholders including the pharmaceutical industry, 
scientists, regulators, professional chambers, learned 
societies, and the like. According to Molimard et al. [5], 
communicating information on medication often utilizes 
tools and messages that are not adapted to the target 
audience. This is further hindered due to a lack of knowledge 
in communication techniques and the fact that 
communication on safety information is subject to regulatory 
or legal requirements [5]. Various factors related to 
communication strategies, such as trust in the sender of 
information, may influence the acceptance of information 
[6]. 

According to a study published by Piening et al. [7], 
HCPs indicated that they preferred safety information to be 
issued by the Dutch regulatory agency (MEB), the Dutch 
Pharmacovigilance Center or their own professional 
associations via e-mails, in medical journals and using 
electronic prescribing systems - as the preferred channels for 
the distribution of information on drug safety.  

The results of project SCOPE which aims to describe and 
improve pharmacovigilance practices in the EU indicate that 
current safety communication practices seemed to be broadly 
similar among European medicinal products regulators, i.e., 
NCAs [8][9]. NCA safety communication is mainly 
restricted to communicating safety issues directly through 
bulletins or newsletters and indirectly through approval and 
coordinating the dissemination of dear healthcare 
professional communication (DHPC) and educational 
materials [8]. DHCP and educational materials cover 
significant safety issues and are usually distributed by the 
pharmaceutical company following NCA content approval. 
Both communications are distributed to individual HCPs and 
may also be made available on the NCA website [8]. 
Awareness of the existence of these materials varies among 
HCPs in different EU member States (MSs) and even among 
different types of HCPs (e.g., general practitioners or 
cardiologists).  

In Croatia, there are 3,800 active pharmacists and almost 
14,500 physicians. HALMED has been actively involved in 
providing important safety information to HCPs at seminars, 
workshops and congresses, safety committee meetings as 
well on its website. The drawback of seminars, workshops 
and congresses has been the fact that they are resource 
intensive, whereas the difficulty in presenting information on 
the website is limited impact and reach based on our website 
analytics and metrics. In general, actions undertaken by 
HALMED have been somewhat restricted in terms of one-
way safety communication to HCPs without the ability of 
measuring the impact of such activities. Upon consideration 
of all these factors, HALMED decided to develop an on-line 
platform for HCPs in order to enhance direct communication 
with HCPs and provide them with information on medicine-

related fundamental safety issues. We are not aware that a 
similar platform exists in other EU member states. With 
regards to Croatia, there are a few educational platforms for 
HCPs, with “Pliva Zdravlje” being one of the most popular 
(https://www.plivazdravlje.hr/). This particular platform is 
operated by a local pharmaceutical company and covers 
topics relevant to physicians and pharmacist, while not 
necessarily related to medicines. However, some physicians 
view this platform as lacking credibility, something that is 
not be the issue with the HALMED education platform [7]. 

The HALMED platform is planned to be an extension of 
the already existing ADR reporting system for OPeN. The 
OPeN education module acts as an IT infrastructure 
providing two-way communication with HCPs. It also 
enables hosting of webinars, questionnaires and surveys as 
ongoing education on medicines for HCPs. Webinars are 
developed by employees at the HALMED 
pharmacovigilance department along with members of 
academia from relevant faculties. Topics covered include 
information on important safety issues regarding medicines 
such as restrictions on indications, severe adverse reactions, 
change to the benefit-risk ratio, and the like.  
Expected benefits for HALMED include:  

 Establishing closer cooperation with HCPs by 
providing a two-way communication platform 

 Increasing the reach of safety communication on 
medicines 

 Rationalization of internal resources  

 Establishing HALMED as a trusted source of safety 
information 

 Promoting the importance of medicine safety 
monitoring, including ADR reporting 

 Measuring information uptake by measuring both 
process and knowledge indicators 

 A convenient and modern education format 
appealing to younger HCPs 

 The ability to measure demographic characteristics 
of respondents, establish a correlation with their 
knowledge in order to adapt and focus the safety 
message  

 The ability to additionally focus on educational 
activities based on analysis of the results of taken 
tests 

 Reduced administrative burdens – consecutive 
education points are automatically assigned to 
individual HCPs after completion of assignments, 
webinars and tests 

 Increasing cooperation between HALMED and all 
areas of the Croatian health system, starting with 
academia where future HCPs receive their 
education and right through to professional 
chambers and the Institute of Public Health, thus 
ensuring that stakeholders cooperate on important 
safety issues 

Expected benefits for HCPs include:  

 Drug safety information provided by trusted source 

 Up to date information on medicines safety  
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 Convenient communication and education format – 

electronic communication, the ability to set MS 

Outlook reminders 

 Convenience of receiving education at one’s own 

pace, without physically attending courses. This is 

especially convenient for HCPs in remote locations, 

like islands or rural areas 

 Customized overview of educational history 

 Continuous education points  

IV. RESULTS 

Our aim is to establish a drug risk management system, 

able to face and respond to public health challenges in terms 

of safe drug use, with particular emphasis on issues such as 

antimicrobial resistance and vaccination hesitancy. With the 

help of HALMED's online tools, HCPs are informed about 

the latest safety information on safe drug use. 

We have set ourselves a rather ambitious goal. In 2020 

we plan to reach a minimum of 30% of all HCPs in Croatia. 

In 2021, our plan is to reach a minimum of 50% of all HCPs 

in Croatia through webinars, questionnaires and surveys 

using our platform. Further development of this tool will 

provide us with the opportunity to: 

 Participate in national and international initiatives 

dealing with safe drug use, especially vaccine 

hesitancy and antimicrobial resistance 

 For every additional risk minimization measure, an 

explanation will be provided via video or audio by 

a member of HALMED’s PhV team  

 Every emerging safety issue will incorporate a 

video or audio recording 

 Based on our platform and authority, we will 

endeavor to increase vaccine coverage 

 We will facilitate development of the vaccination 

information center on our platform 

 Our platform enables us to support policies to 

combat antimicrobial resistance 

Key performance indicators that indicate success include: 

 Increased public trust in HALMED’s competence  

 An increase in the number of queries about safe 

drug use, especially vaccines and antimicrobial 

resistance  

 Successful cooperation with national institutions 

and bodies, healthcare workers and patient 

associations 

 An increased number of public campaigns with 

participation from HALMED, especially on issues 

regarding antimicrobial resistance and vaccination 

hesitancy 

V. CONCLUSION 

Development of an additional software educational 

module is an update and expansion of the existing OPeN 

system. As we had reasonably presumed based on previous 

cooperation with HCPs, and based on the study of Piening 

et al. shows, HCPs consider NCA to be a more reliable 

source of various material on drugs, which also includes 

educational material, when compared to other sources. 

Moreover, HCPs have begun using HALMED’s online 

website, and are becoming acquainted with its interface and 

usability. HALMED has had a lot of experience in 

educating HCPs, and this function is derived from its 

mandate. Therefore, its modernization through the use of a 

modern portal tool, such as OPeN, was an obvious option. 

The expansion of the educational function of OPeN will 

help HALMED achieve the stated benefits and key 

performance indicators, take advantage of the stated 

opportunities and strengthen its role in the national health 

domain. Finally, the benefits for HCPs, in receiving a 

quality education in an efficient manner, will result in 

benefits to patients, improved patient care, and 

consequently, patient health.     
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