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The Eighth International Conference on eHealth, Telemedicine, and Social Medicine (eTELEMED 2016), held between April 24 and April 28, 2016 in Venice, Italy, continued a series of events considering advances in techniques, services, and applications dedicated to a global approach to eHealth, including a regard on federated aspects considering the mobility of the population, the cross-nations agreements, and the new information technology tools.

We are facing the generalization of digital society across multiple social areas. The globalization imposes the revision of the health costs a society can support. The progress in different domains, such as image processing, wireless communications, computer vision, cardiology, and information storage and management assure a virtual team to access online to the latest achievements.

The processing of medical data benefits now from advanced techniques for color imaging, visualization of multi-dimensional projections, Internet imaging localization archiving as well as from a higher resolution of medical devices.

Collecting, storing, and handling patient data requires robust processing systems, safe communications and storage, and easy and authenticated online access.

We assist at an unprecedented and rapid deployment of the use of electronic imagery, navigation portals, positive attitude on telemedicine, distributed surgery teams, tele-cardiology, and remote medicine. Development of wireless homecare, of special types of communications with patient data, of videoconferencing and tele-presence, and the progress in image processing and date protection increased the eHealth applications and services, and extended Internet-based patient coverage areas. Social and economic aspects as well as the integration of classical systems with the telemedicine systems are still challenging issues.

The conference had the following tracks:
• Sociological, sociotechnical and multi-disciplinary perspectives
• Preventive and emergency health systems
• Telemedicine/eHealth services
• eHealth technology and devices
• Telemedicine/eHealth applications
• Personalized eHealth
• eHealth data records
• eHealth systems and communications
• eHealth information processing
• Challenges of large-scale, cost-effective eHealth systems
The conference also featured the following symposia:

- **DIGITAL HEALTHY LIVING 2016, A Multidisciplinary View on Digital Support for Healthy Living and self-management of Health**
- **MATH 2016, The International Symposium on Mobile and Assistive Technology for Healthcare**

We take here the opportunity to warmly thank all the members of the eTELEMED 2016 technical program committee, as well as the numerous reviewers. The creation of such a high quality conference program would not have been possible without their involvement. We also kindly thank all the authors that dedicated much of their time and effort to contribute to eTELEMED 2016. We truly believe that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals, organizations and sponsors. We also gratefully thank the members of the eTELEMED 2016 organizing committee for their help in handling the logistics and for their work that made this professional meeting a success.

We hope eTELEMED 2016 was a successful international forum for the exchange of ideas and results between academia and industry and to promote further progress in the fields of eHealth, telemedicine and social medicine. We also hope that Venice, Italy, provided a pleasant environment during the conference and everyone saved some time to enjoy the unique charm of the city.
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I. INTRODUCTION

This paper describes a follow-up study of the research project Successful Entrepreneurship in eHealth [1]. During this project an eHealth innovation map for the Dutch health care system was developed: a diagram showing entrepreneurs in eHealth (a) which health care parties to involve during the implementation process, (b) their roles and their mutual relations, (c) their interests in eHealth innovation, and (d) the kinds of evidence that can be used to convince these parties of the added value of an eHealth innovation [2]. Furthermore, a set of corresponding fact sheets and an interactive website were developed to provide eHealth entrepreneurs with concise information for choosing an appropriate innovation route within the health care system [3].

At the outset of the project, but also afterwards while disseminating the results to the wider audience of eHealth entrepreneurs, it was found that the role and interests of the health care insurer within the Dutch system were largely unclear to the entrepreneur. Based on this finding and facilitated by an additional research grant, the decision was made to conduct a follow-up study with the aim to shed more light on the insurer’s process and criteria for evaluating eHealth innovations. Such evaluation takes place, for instance, when an entrepreneur requests the support of an insurer by funding the implementation of an eHealth innovation by health care providers, or by reimbursing its use by health care providers or patients. It was expected that the current confusion among entrepreneurs about the insurer’s role (and the resulting mismatch of expectations when requesting support from an insurer) could thus be reduced.

To the best of the authors’ knowledge, this is the first study into the process and criteria used by a health care insurer to evaluate health care innovations such as eHealth. For instance, the authors have searched extensively in the MEDLINE database [4] and found no results mentioning specific processes or criteria. The study was carried out in close cooperation with two innovation experts from a large Dutch health care insurer, who in this way were hoping to make the insurer’s role and interests more transparent to entrepreneurs.

The remainder of this paper is structured as follows: Section II describes the methods used for data collection and analysis, Section III reports on the main findings with respect to the insurer’s evaluation process and evaluation criteria, and Section IV summarizes the conclusions and next steps.

II. METHOD

A. Data collection

During the study, data were collected in six ways:

1) Interviews with two innovation experts

A semi structured interview was held with two innovation experts from a large Dutch health insurer. The interview focused on the evaluation process and the evaluation criteria of this insurer.

2) Screening of the insurer’s innovation portal

The insurer’s innovation portal (a website and accompanying web form where health care innovations can be submitted by entrepreneurs and care providers to request the support from the insurer) was screened for any information pertaining to the process and criteria.

3) Documentation of submissions and assessments

The research team was provided with detailed documentation of all submitted innovations over the last quarter (17 in total), including written evaluations by all experts involved in the evaluation process.

4) Observation of one expert meeting

One researcher was present during the meeting where these submissions and their evaluations were discussed among all involved experts, and where decisions were made whether or not to provide support. Due to the confidential nature of the discussions only field notes were taken; no audio recordings were made and no pictures were taken.

5) Documentation of decisions and considerations
Two days after the meeting, the research team was provided with the written decisions and accompanying considerations that had been sent to the applicants.

6) Consultation of two other experts

Two other experts were frequently consulted during the study to check that the results were sufficiently representative of the processes and criteria of other insurers in The Netherlands: the first an innovation expert working at another insurer, and the second an eHealth program officer at a large national research funding agency.

B. Data analysis

Analysis of the collected data was performed in five stages:
1) Extracting and assigning remarks, questions etc.

All remarks, questions, suggestions etc. that were made as part of the evaluation of the 17 submitted innovations were extracted from the field notes, written assessments and decisions, and then assigned to the individual expert who made them.

2) Grouping experts into expert roles

Based on their job title and the department they worked for within the insurer, the individual experts were grouped into expert roles.

3) Identifying the criteria per expert role

All remarks and questions assigned to the experts within a single expert role were clustered (using the affinity diagramming technique [5]) to identify the criteria per role.

4) Prioritization of the criteria

The resulting criteria were then prioritized per role by all involved experts to arrive at a set of three main criteria per role.

5) Fine-tuning the roles and criteria

Throughout steps 2-4 the intermediate results were discussed with the two innovation experts that had been interviewed as part of the data collection process. Together with the research team they fine-tuned the roles and criteria based on feedback they obtained from their colleagues.

C. Website development

Based on the resulting expert roles and corresponding sets of main criteria, an interactive website was developed. The website had to document the insurer’s role in the health care system and its interests in eHealth innovation, the insurer’s evaluation process for eHealth innovations, and the criteria used within this process. As part of the development process, an evaluation of the website’s content and usability was carried out with three entrepreneurs. This was done by means of a structured user interface walkthrough [5].

III. FINDINGS AND RESULTS

A. Evaluation process

The insurer participating in this research has developed an innovation portal which is part of its website and where, year round, entrepreneurs and other health care innovators are invited to submit their ideas by means of a form. Among the questions asked in this form are: What patient needs are addressed by your idea? How does your idea improve the quality of care? How does your idea lower the cost of care? and What kind of support do you request from the insurer?

All ideas submitted in this way are first assessed in writing, typically by three to five experts working within the insurer. Once every three to four months, the submitted ideas and the written assessments are discussed in a meeting between all involved experts. During the meeting that was observed, 17 ideas were discussed. Once consensus about an idea has been reached between the experts, the decision whether or not to support the idea is made and the applicant is notified. Applicants whose ideas have been accepted are invited for a follow-up meeting at the insurer. It may also happen that an applicant is requested to come up with additional information.

B. Experts and expert roles

Overall, 28 experts were involved in the evaluation of the 17 submitted innovations. Among them were care and cure purchasers (8), innovation consultants (5), policy coordinators (5), pharmaceutical and medical advisors (4), commercial consultants (4), IT experts (1), and department managers (1). The experts worked for the departments purchasing (10), innovation (7), policy (4), commerce (4), and medical advice (3). Of these experts, 21 were involved in the written evaluation of the submitted innovations whereas 11 experts were present during the meeting where the submitted innovations were discussed.

Based on job title and department and on feedback provided by the experts themselves, the experts were grouped into seven expert roles: the medical advisor, the innovation consultant, the policy coordinator, the proposition manager, the purchaser, the market consultant, and the technology consultant. The first and second columns of Table I list the expert roles and the respective scopes when evaluating innovations. For instance, the medical advisor role focuses on the medical quality of an innovation: does it conform to the state-of-the art in medical evidence and professional standards?

C. Evaluation criteria

Using the affinity diagramming technique [5] all questions corresponding to a single expert role were clustered to identify criteria. For instance, all questions and remarks made by the four medical and pharmaceutical experts in the written assessments and/or during the expert meeting, were all assigned to the medical expert role and then clustered. Affinity diagramming is particularly suited for this task since it allows topics to emerge from the data rather than from predefined categories. The topics that emerged in this way were financing, target group, patient problem, uniqueness, added value, and implementation, with each role contributing questions and remarks to one or more topics.

Next, criteria were identified per topic. This was done in several iterations and in close co-operation with the experts themselves. As a final step, the generated criteria were prioritized to arrive at a set of three main criteria per role. See the third column of Table I. For instance, the medical advisor role uses cost effectiveness, medical evidence and substitution
of existing care as the three main criteria when evaluating an innovation.

D. Interactive website

Based on the results of the study, an interactive website [6] was developed for entrepreneurs, project managers, researchers and other people active in the field of eHealth innovation. The website consists of five pages: (1) a general introduction about the aim of the website, (2) a brief description of how to submit an innovation for evaluation by the insurer, (3) the main page where entrepreneurs can read about the insurer’s criteria and complete an assessment to learn how their own innovation might score when evaluated by the insurer, (4) background information about the insurer and its role within the health care system, and (5) links to relevant websites and organizations.

The result of the assessment (see Figures 1 and 2) is explicitly not shown in terms of a ‘fail’ or ‘pass’ as this would be an unrealistic simplification. Rather, the result is indicated by seven color-coded avatars that each stand for one of the expert roles. An avatar’s color represents whether the respective expert role is likely to be convinced (green), undecided (orange) or unconvinced (red), and is determined by the answers given to three questions (either ‘yes’, ‘no’ or ‘unsure’). For instance, for a green avatar the answers should include at least 2 yes’s and 0 no’s. Overall, this reflects the actual evaluation process, where the individual experts might be convinced, undecided or unconvinced and where the final decision is made based on a discussion where consensus between the experts is reached.

IV. CONCLUDING REMARKS

Health care insurers play a crucial role in the implementation of innovations within the health care sector. Yet, very little (if anything) is said in the literature about how innovations are being evaluated by insurers, and what criteria are being used to do so. Although the results presented here are based on the process and criteria of a single insurer, the study has delivered useful results and clearly deserves a follow-up.

Such a follow-up study should, preferably, also be done in other countries with different health care systems. The process and criteria we found, must be determined by the characteristics of the health care system and the role of insurers within the system. For instance, the Dutch system can be characterized as a universal health care system with compulsory insurance carried out by competing private insurers [7]. This may explain why some criteria address the insurer’s image or customer retention. We expect that the criteria of insurers acting within other types of systems will to some extent be different.

Besides contributing to the transparency about the insurer’s evaluation process and criteria, the study has also proven beneficial for the insurer itself. The co-operating experts were surprised to learn, after the first stages of the analysis, how much overlap existed between the remarks made and questions asked by every one of them. The ensuing iterations to fine-tune the expert roles and evaluation criteria has led to a greater awareness and a more streamlined evaluation process within the insurer. It also led to a strong involvement among the experts, who clearly saw the benefits of a greater transparency about the insurer’s evaluation process, such as fewer misunderstandings among entrepreneurs and a higher quality of future submissions.

During the last stages of the study, three representatives of the target group (all eHealth entrepreneurs) were invited to evaluate the website by means of a structured user interface walkthrough [5]. This has led to several improvements of the website. More importantly, it showed that the information presented on the website and the assessment are indeed useful.
The participating entrepreneurs stressed the value of adding descriptions to the website of successful cases where insurer and entrepreneur have indeed co-operated in the wider implementation of an innovation.

Overall, the study and website have received a warm welcome among entrepreneurs, insurers and government officials. Removing obstacles for health innovation is an important issue on the agenda of the Ministry of Public Health. Nevertheless, the actual added value of the website remains to be seen (for instance by studying the question: is there any difference in success rates among entrepreneurs who did and who didn’t consult the website before submitting their ideas to the insurer?). The Ministry of Public Health has, in the meantime, provided an additional grant to extend the study to more insurers, and to incorporate the description of several successful cases as requested by the entrepreneurs. The results will be reported at this conference in due time.
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TABLE I. EXPERT ROLES, EVALUATION SCOPES AND MAIN EVALUATION CRITERIA

<table>
<thead>
<tr>
<th>Expert role</th>
<th>Evaluates whether the innovation...</th>
<th>Main evaluation criteria</th>
</tr>
</thead>
</table>
| Medical advisor         | satisfies the state-of-the art in medical evidence and professional standards | 1. cost effectiveness (does it contribute to better health at equal or lower cost)  
2. medical evidence (is there any proof that it is safe and effective)  
3. substitution (can it replace a current treatment) |
| Innovation consultant   | contributes to cost reduction while maintaining or improving quality of care | 1. business case (are costs balanced by benefits)  
2. stakeholder support (has it been developed in co-creation with stakeholders)  
3. pilot readiness (is it ready for a trial to evaluate its added value) |
| Policy coordinator      | fits the insurer’s responsibilities and strategy | 1. patient problem (does it address an existing patient problem)  
2. insurer role (does it fit with the insurer’s role within the health care system)  
3. insurer strategy (does it fit with the insurer’s policy and strategy) |
| Proposition manager     | has added value for the insurer and its subscribers | 1. insurer image (will it aid the insurer to distinguish itself from its competitors)  
2. customer retention (will it help to retain or attract customers)  
3. customer value (will it improve the insurer’s customer offerings) |
| Purchaser               | can be reimbursed within the public health insurance regulations | 1. substitution (will it replace, not supplement, existing care)  
2. care regulations (can it be made to fit within current regulations)  
3. reimbursement regulations (is it reimbursable under current regulations) |
| Market consultant       | addresses an existing patient need | 1. patient problem (does it address an existing patient problem)  
2. patient involvement (have patients been involved during its development)  
3. patient need (does it fit with patient needs and desires) |
| Technology consultant   | is truly new | 1. scalability (can it be scaled to more care providers)  
2. uniqueness (is it unique compared to its alternatives)  
3. privacy & compliancy (is information handled according to relevant standards) |
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Abstract—Web-based promotion of qualitative research has a potential to reform traditional scientific dissemination, as well as it challenges ethical norms of research participation and anonymity. In this poster, we discuss ethical considerations of web-based dissemination of qualitative research on patient narratives through video recordings. Including subjective unanonymized patient stories in research dissemination to inform and support, might have benefits for the field of science, patients, health professionals and the general population. However, ethical norms and guidelines for anonymity needs to be considered with care when promoting patient voices on the Internet.
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I. INTRODUCTION

There is a growing body of qualitative research aimed to explore in depth how people experience and manage their illness or health challenges [1][2]. The Internet provides new opportunities for dissemination of such research, within not only the established field of science, but also to lay people, health professionals and the general population. However, ethical norms and guidelines for anonymity needs to be considered with care when promoting patient voices on the Internet.

The traditional way of disseminating research has been through academic channels, such as conferences and scientific journals. In line with ethical norms and guidelines for scientific practice, the voice and the story of the informant usually is anonymized in written publications, striving for anonymity and the protection of privacy. Internet opens a new avenue of public dissemination for qualitative researchers, challenging the established ethical norms and guidelines.

In Norway, all health research projects involving patient and health information need to be evaluated by the regional committees for medical and health research ethics, who assess whether the project plan include a detailed strategy for handling data and ethical reflections with regard to patient involvement.

In this poster, we will exemplify some of the ethical considerations with regard to web dissemination of patient narratives using our project “Helsesnakk.no” (“Health talk Norway”) as case. In this project to begin in 2016, we will develop a Norwegian website, to disseminate qualitative research on peoples’ experiences of health and illness, through use of video- or audio-recorded in-depth interviews with patients and family carers [3]. The purpose is to share information based on qualitative research to inform and support people who suffer from similar illnesses or health challenges, as well for the benefit for caregivers, health professionals, students and the public. In “Health talk Norway”, researchers interviewing people about their health experiences, analyze the interviews using thorough scientific methodology, and select and distribute short extracts from the results on the website. The extracts may appear on the website as videos with texts (transcripts), as audio with text, or as anonymous text. In the following, we concentrate on the video clips since they are most sensitive regarding patients anonymity in research. The aim of this poster is to discuss ethical consideration of web-based dissemination of qualitative research on patient narratives through such unanonymized video clips.

The poster is organized as follows; Section II describes the various methods of web-based dissemination of the research. Section III discusses ethical considerations of dissemination of patients’ narratives using video recordings. The conclusions are presented in Section IV, and the acknowledgement closes the poster.

II. VIDEO-RECORDED NARRATIVES ON THE WEBSITE

The informants are recruited based on their diagnosis or medical condition. Before the interview, they receive written information about the study. Moreover, they must sign an agreement selecting which of the following forms they agree to be interviewed for dissemination on the website: video-recorded with picture, sound and written text; audio-recorded with sound and texts; or audio-recorded for dissemination only in anonymously text.

The interviews are transcribed, and the informants have the opportunity to read the transcripts and remove parts or sections. A process of analyzing the data material follows, and the researchers carefully select illustrative video clips for the website according to the informants’ consent. Video clips are uploaded using the Vimeo service, with settings blocking all access to the videos except when played through the domain “Helsesnakk.no.” The process follows standard research norms. The informant may withdraw his or her
III. ETHICAL CONSIDERATIONS OF PATIENT VOICES

Traditionally, in qualitative research researchers are striving for anonymity. Dissemination of video clips from the interviews at the website implies that the informants’ names will not appear, but because we can see their faces, these stories cannot be anonymized. Such a break with the traditional way of disseminating research prompts the need to pay extra attention to the ethical considerations.

Thorough information about the study and the web dissemination is important. Hence, we must be sure that the informant gives written consent and is clearly capable of giving consent. As researchers, we need to be “objective” with respect to patient involvement, introducing the opportunity to participate in the research without pushing. Our experience is that recruitment for video-recorded interviews is more difficult than for audio-recorded interviews. Informants who sign up for the website might take on a whole range of attitudes from skepticism to total openheartedness as they tell their stories.

Published materials on websites will be visible to the public, family and friends for years. Young people grow up, and their attitude toward being on the website might change. Their stories might affect how people evaluate them, i.e. some are at the beginning of their work careers. The researcher must pay attention to factors such as age, how people talk about others (relatives, health professionals), and whether they are too openhearted in telling their stories. Should we limit these stories or should we let them speak? What is the most “correct” consideration to ensure ethics?

The website aims to communicate a maximum variation of health experiences. This means that we might receive stories from informants who want to be a public voice for tabooed, shamed, or sensitive themes. They might be eager to use their stories to inform or help others, to break taboos in society, or to promote voices we are seldom able to hear. In the methodological literature addressing ethical considerations, it is an ongoing discussion of the dilemma between the benefit and the risk associated with research participation about sensitive issues or for vulnerable populations [4][5]. Instead of causing distress for the informants, a growing body of research have point out that research participation might be educational, enriching, therapeutic or empowering for vulnerable populations [4]. Nevertheless, research addressing health and illness experiences, potential sensitive topics, and to select clips to be published on a website requires particular awareness. This will imply a researchers’ good judgement about people’s capabilities, their basis for consent, and how thorough the information given about the study. Does the researcher need to protect some voices? Will it be ethically correct to publish, or unethical not to publish the stories, since the informants have shared their stories for the purpose of being published on the website? Not being identified as the data source or given opportunity to face a distinctive health condition can also cause disadvantages for a person or a group for example by maintaining of taboos or “invisibility” [6]. It is argued that in some cases the default of anonymization might be replaced by a careful liberation, together with the informants, of how to handle the issues of identification and confidentiality [6].

IV. CONCLUSION

The Internet holds a potential to reform traditional research dissemination. The expansion of the Internet allows us to reach out broader and faster, not only to the scientific community, but also to the general population. For qualitative researchers, interested in peoples’ health experiences, the use of the Internet as dissemination channel impose some new ethical considerations. Whilst the researchers’ obligation to ensure informant anonymity has previously been the accepted norm, new technology is now challenging this ideal. When establishing a web site for disseminating insights based in research on patient narratives, anonymizing the individual stories will not always be the ethical thing to do. Rather one can claim that anonymizing the informant in this kind of research dissemination will contribute to silence and hide the patient voice from scientific, as well as public discourse, and thus be un-ethical. Including subjective un-anonymized stories in research dissemination must however be handled with care. Hence, informed consent and the right to withdraw at any time are fundamental.
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I. INTRODUCTION

The research-based knowledge about of how eHealth will influence healthcare delivery is limited. The potential of using eHealth services for health information exchange seems promising, since a large group of people can be reached efficiently. However, there are important issues to take into consideration when eHealth is adopted in healthcare, one of them being the digital divide [1]. Although eHealth has become widely available, accessible and affordable, there is a cultural and social gap between those who use the eHealth services and those who do not. This divide, caused, for example, by a lack of infrastructure, computer equipment, motivations or skills, affects the society on an overall level. Even more importantly, the eHealth literacy level of the citizens varies [2] [3] [4] [5] [6]. While some are perfectly able to understand and apply the information given, others are to be considered illiterate. We should acknowledge that these mechanisms also might have unintentional consequences within health. The problems related to the eHealth divide should therefore be taken into account in the communication and information distributed to patients of all diagnostic categories.

Healthcare authorities and healthcare institutions are responsible for providing health information relevant to the healthcare services they offer to the population and the patients. But what characterizes health information? How can we distinguish good quality health information from bad quality health information? The objective of this paper is to examine certain aspects of health information provided from health authorities and health institutions concerning cancer patient pathways (CPP). It is especially interesting to analyze how existing information is presented and to whom. The following research question guides the paper: What characterizes the online information from the authorities concerning the cancer patient pathways in Norway?

The expected outcome of this paper is threefold: 1) knowledge about the discursive characteristics of the online information about CPP from the Norwegian authorities available for health personnel and for patients and their caregivers, 2) a discussion of notions from Critical Discourse Analysis as tools for analysing online health information in general, 3) a model of the patients health information pathway. The subsequent part of Section I offers an introduction to the CPP program in Norway. Section II presents the theoretical and analytical framework of the paper, while Section III is the methodology section. Section IV offers the analysis and results, and these are discussed in Section V, where the ADIUVAT-model is also suggested. Section VI contains concluding remarks.

A. The introduction of Cancer Patient Pathways in Norway.

Inspired by Denmark, the Norwegian Government introduced Cancer Patient Pathways (CPP) (Norwegian: “pakkeforløp for kreft”) in January 2015. The politically decided introduction of 28 CPPs is expected to have an impact on logistics and on information flow in patient care. The purpose of the CPPs is that “cancer patients will experience a well-organized, coherent and predictable pathway without unnecessary, non-medically justified delays in assessment, diagnosis, treatment and rehabilitation. An important aspect is that patients must be ensured adequate information and involvement.” [7] [8] The Directorate for Health emphasizes that it is a logistics reform, and not new guidelines for diagnosis [9].
After 12 months of iterative implementation of 28 CPP and 31 diagnostic guidelines in primary and specialist healthcare, the overall experience is positive; the pathway is more predictable for the patients and their next-of-kins [9]. However, some issues are raised that indicate that there is still room for improvement. One issue is that patients are more focused on time, and tend to have time as a driving force in their communication with healthcare. However, the CPP does not reduce medically justified delays. Moreover, experiences show that the bottlenecks in the CPP are imaging, endoscopy, and pathology. This is in coherence with the findings in Denmark [10]. This challenge calls for a structural change in the respective departments as well as a focus on communication across departments and towards patients. Moreover, the transition between primary and specialist healthcare is challenging, for example with regard to the quality of referrals from the general practitioners. Previously the GPs wrote a thorough description, whereas now many write only “pakke” (package). Also, the lack of coordinated data systems poses challenges. The use of contract specialists and private actors makes routines and information flow challenging due to different systems. The procedures of coding are challenging for both doctors and health secretaries due to different patient administration systems. Moreover, the preparation of reports to aid in improvement work is not yet initiated. Yet another issue is the coordination of the pathway for the patient. The role of the pathway coordinators is regarded as important. However, experiences show that the teaching and training of pathway coordinators and the definitions of their tasks are not adequately established. Finally, there is a challenge with regard to management, economy and redispotion of resources since the government has not allocated more financial support for the implementation of the reform. The glue in the logistical chain of the CPP is communication and information flow. The Directorate of Health [7] emphasizes the importance of involving the patient and next-of-kin in decision-making throughout the pathway. The patient is given the promise, and the right, to be involved actively in the decision-making about own health. Moreover, ethics in the communication i.e. “respect and empathy, shall be maintained“. In addition, the Directorate of Health emphasizes that social aspects, expectations and the “individual abilities” of the patient shall be taken into consideration, and the pathway shall be predictable at all stages. The promise, and right, to be involved in decision-making, to be treated ethically, to be addressed according to the individual health- and eHealth literacy level and to experience a predictable pathway demonstrates a good intention from the authorities about patient-centeredness in healthcare. But what are the implications of including patients in decision-making about their own health? Decision-making is the situation where a choice is made among many possible choice alternatives. The task of making decisions about his/her own health based on assessments of different alternatives requires an understanding of what we can expect from the healthcare system, and what kind of information is available at what time during the patient pathway.

Inclusion of patients can be done through mainly two ways of communication and information exchange. Firstly, through face-to-face communication where the specific condition of the patient is discussed and followed in iterative consultations, and secondly, through making information available in a written form for patients to consult to obtain knowledge about the condition in general as well as with regard to the condition of the specific patient. Subsequently, the online information available about CPP in Norway is discussed in relation to analytic notions from Critical Discourse Analysis.

II. THE THEORETICAL AND ANALYTIC FRAMEWORK

A. Discourse Analysis

The theoretical and analytic framework for this project is Discourse analysis. Discourse analysis is a perspective on social life that contains both methodological and conceptual elements [11]. There are various approaches to discourse analysis depending on the object of study. This paper draws on notions from Critical Discourse Analysis (CDA) [12].

According to Fairclough [12], discourse analysis is based on the assumption that language is an irreducible part of social life, dialectically interconnected with other elements of social life, so that social analysis and research always has to take account of language. Social life can, and should, be studied through a focus on language. CDA is concerned with continuity and change at a structural level in society as well as at a more narrow textual level. In this paper the focus is on a textual level, with the point of departure that texts are produced to bring changes in society, for example in healthcare, education, politics and trade.

In the analysis of the online information about CPP we make a distinction between two types of exchange in communication: Knowledge exchange, that has a focus on exchange of information, making claims, stating facts, and activity exchange, that has a focus on activity, on people doing things or getting people to do things (12). Based on this distinction, we analyse online information about CPP with the help of speech functions (for example instructions, solicitations, statements, questions, demands and offers), and look at what kind on sentence types are appearing (for example interrogative, and imperative sentences). The generalized speech functions can again be distinguished into speech acts. The speech function “Offer” could for example include the speech acts promising, threatening and thanking, while the speech function “Demand” would include for example the speech acts ordering and requesting.
III. Methodology

A keyword search on “pakkeforløp” and “pakkeforløp for kreft” was conducted. A list of hospitals, regional health authorities, interest organisations and “other” linked to the keyword appeared. The links were systematically examined, and the content described. Also external links were mapped. The majority of the institutions mentioned had brief information about CPP, but linked to the Webpages provided by the Directorate of Health for more information. Some hospitals had developed their own information on CPP, with overviews of CPP coordinators, leaders and timeframes for each cancer type. Since the Web portals from the Directorate of Health were linked to from most institutions, there are expectations at hospitals all over the country that the Directorate of Health should provide adequate information about CPP. This is the reason why we decided to study the content on CPP available at helsedirektoratet.no and helsenorge.no more closely. In this paper, the following data is studied: CPP online information provided by the Directorate of Health including: 1) Information at the health portal helsedirektoratet.no [13] and 2) Information at the health portal helsenorge.no [7]. Selected sections are studied in depth, and analyzed in a CDA perspective.

IV. Analysis

A. Information about CPP in Norway available online

The online information is examined theoretically and analytically through drawing on the following notions from CDA: 1) addresser and addressee, and 2) knowledge exchange versus activity exchange.

B. Addresser and addressee

The primary addresser of both helsedirektoratet.no and helsenorge.no is the Directorate of Health.

Helsedirektoratet.no information concerning CPP has a double addressee: first, GPs, healthcare professionals in primary- and specialist healthcare, and secondly, patients. The information for healthcare professionals as primary addressee is for example the contact information emphasizing that the GP and other healthcare professionals can contact the Directorate via email address if they have questions. In addition, topics of the Website are diagnostic guidelines and the role of the CCP coordinator. On the same page, there is a link called “CPP and patient information”. The primary addressee is the healthcare professional who can subsequently advice the patient to access it herself/himself.

The primary addressee at helsenorge.no is the patient. Helsenorge.no is a health portal, and the idea is to gather information relevant for the patients (for example general health information, booking appointments, electronic health record at hospitals (pilot in two regions), ePrescriptions, referrals, deductibles, summary care record/ kjernejournal). The information about CPP is found under the categories diagnosis/cancer/PP (updated 30.08.2015).

In the subsequent section we analyze the online health information on CPP in two cases, respectively: Case 1: assessment of selected CPP information at helsedirektoratet.no and Case 2 assessment of selected CPP information at helsenorge.no.

C. Case 1: helsedirektoratet.no

The information on the Web portal helsedirektoratet.no concerning CPP is organized in the following main categories: 1) Aim of CPP, 2) CPP and patient information, 3) Diagnostic guidelines- the role of the general practitioner (GP), 4) Implementation of CPP, 5) Experiences from Denmark and 6) Code Guidelines.

Category 2), “CPP and patient information”, links to “general information for all CPPs”, which is the same information as presented in the Action Plan and “general patient information about examination for suspected cancer”. In addition, “CPP and patient information”, links to information about all 28 types of cancer included in the CPP program. The information on each cancer type is organized with a) an introduction to the specific type of cancer, b) the entrance to the CPP (risk groups, symptoms, referral to CPP, decision about CPP, information and dialogue with the patient, responsibility for the referral, registrations, pathway times, c) examination about the cancer type, d) initial treatment, e) follow-up and control, pathway times, e) registrations of codes in the CPP (codes to be used at examination, at biopsy, at transferal to another hospital, at decision about initial treatment, at treatment, at the end of the CPP). With reference to the analytic categories of Fairclough [12], in the subsequent section we do an analysis of the communication exchange in category 2) “CPP and patient information”.

a) Lung cancer as an illustrative example

All information about the 28 cancer types is structured similarly, so the information about lung cancer is used as an illustrative example [14]. The link: “The introduction to CPP for lung cancer” leads to the section on “General information about lung cancer” which contains a brief knowledge exchange, as manifest in for example the following two sentences with statement of facts: "Annually around 2,900 are diagnosed with lung cancer. In 2012 respectively 1,600 men and 1,300 women were diagnosed.” The factual statements are followed by an evaluation “The prognosis is not good”, with a support of a new factual statement: “Five years of relative survival is 19 % for women and 13 % for men”. This worrying reading is tentatively modified by a new statement of fact: “Modern treatment resulted in somewhat better prognosis than previously”. The next section “National action program” is brief, and links to an action plan (broken link).
The subsequent section, “Pathway coordination” refers to the coordination of the pathway. The main kind of communication exchange here is activity exchange, as exemplified in: “Coordination of the patient pathway shall ensure effective pathways from the time the referral is received by specialist health service until treatment is started or CPP is concluded, without undue delay and with close cooperation between all involved departments and specialists.” This instruction, from the Directorate of Health to all departments and specialists, gives directions about how to proceed with CPP effectively and within an expected timeframe. Subsequently, a new instruction is given, this time specifically about how hospitals are expected to coordinate the pathway: “All hospitals that investigate and treat cancer should have course coordinators who have close contact with the patient and involved agencies.” This is followed by an instruction on who shall be in charge of the particular CPP: “Pulmonary Physician will be the one that formally starts CPP for lung cancer, and has a central role in coordination with other specialists.” The two latter instructions concern roles and responsibilities professionally, and within and across institutions.

Also in the section “Multidisciplinary teams”, the activity exchange is the primary communication exchange mode, “All hospitals that treat lung cancer shall have regular multidisciplinary decision-making meetings. At meetings where lung surgery is considered, the lung specialist, the thorax surgeon, the oncologist, the radiologist, the pathologist, the nuclear medicine specialist and the pathway coordinator should participate”. This demonstrates an expectation from the Directorate of Health about how the respective hospitals should organize decision-making and who are expected to participate. This requires thorough coordination of clinical personnel, and puts demands on their priorities. Interestingly, the patient is not mentioned. This is followed by a knowledge exchange formulated as an evaluation: “These meetings ensure quality control of diagnosis and surgical treatment as well as planning of further treatment.”

The section “Information and dialogue with the patient” is also characterized by activity exchange, but is to a lesser extent dominated by instructions and more characterized by underlying values from the addressee as to how information should be conveyed. Fairclough [12] claims that there is a value-content in factual statements that links knowledge exchange to activity exchange. When promoting information and dialogue with the patient as an important tool in the CPP, the Directorate of Health expresses the objective that patients and next-of-kins should experience good information, involvement, influence and dialogue throughout the pathway. In an activity exchange, the inclusion of the patient is not formulated as an instruction, but a solicitation, expressed in present tense: “The patient and the responsible doctor jointly decide the further pathway”. However, the expectation about the patients being treated with respect and empathy is an instruction:

“The communication with the patients and their families shall in all circumstances be based on respect and empathy. Information and dialogue should take place in a considerate way and be adapted to the recipient’s individual abilities such as age, social situation, language, expressed wishes and needs.” This instruction contains value-content about how patient communication is best conducted, but does not really specify what respect and empathy actually means in the context. However, subsequently we read a value-content solicitation about an aspect that the healthcare professional should emphasize in the communication, namely the patients expectations throughout the pathway: “Further, the communication with the patient should include a clarification concerning expectations about the pathway, including inclusion of patient and next-of-kin”. Note that the difference between the tense of the use of the verb shall and should also indicates the difference between instruction and solicitation here.

Finally, there are instructions about how communication and information should be: «Communication and information shall be consistent and coordinated. As part of the communication, the patient and next-of-kin shall iteratively be involved and informed about examination results and next step in the CPP.” The addressee of this instruction is seemingly the coordinator since she is the one that is appointed to have all coordination and overall contact with the patient. The subsequent instruction is giving directions to the hospital managements about how they should organize for good communication: “The hospitals shall, in cooperation with relevant patient organizations, prepare for talks with authorized peers if the cancer patients and/or the next-of-kins wish this.” The Directorate has expectations about information and dialogue that accompanies the implementation of CPP, but with unspecified criteria.

D. Case 2: helsenorge.no

The information online about CPP offered on the patient health portal helsenorge.no is introduced with a section concerning the goals of the CPP, i.e. that patients should experience a complete and predictable pathway without unnecessary delays caused by non-medical factors, and that patients shall receive information and be involved.

The pathway coordinator is mentioned briefly as contact point for the patients. The patients will be informed about a telephone number to call for information. In addition, on the right side of the Website, there is a telephone number, with opening hours during daytime. The information emphasizes that the results are being good so far, for example in keeping the predefined time schedules.

Helsenorge.no information concerning CPP links to information booklets for the 28 distinct types of cancer included in the CPP-program. The booklets introduce the respective CPP for the specific type of cancer with two pages concerning the examination about cancer and the phases for examination and treatment. Examination and
All information about the CPP diagnostic categories is organized in the same way. Table 1 is an illustrative example borrowed from the booklet on myelomatosis. The table emphasizes knowledge exchange in progress description of the 3 different phases in the examination and the estimated time frame (in days) for each phase. The middle column contains comments. The first comment, “The pathway coordinator makes sure that you will undergo examinations in order to clarify if you have cancer or not”, is an example activity exchange with a third party actor, the coordinator. The primary addressee is the patient. However, the indirect addressee here is the coordinator and the healthcare institution that has the responsibility to provide for this service.

The comments concerning phase 2, can be interpreted as a mix between knowledge exchange and activity exchange: depending on who the addressee is: “During this time frame examinations will be done to decide whether you have cancer or not. On suspicion of cancer you are examined by a doctor. Blood tests, bone marrow tests, and different x-rays are conducted. When the results are ready, usually it is possible to decide whether you have cancer or not. If you haven’t got cancer, the CPP is terminated”. Here we can identify a primary addressee; the patient, and an indirect addressee; the institutions in charge of providing care. The progress of the process is described. This is an example that shows that the information can be regarded as knowledge exchange to the primary addressee, the patient, as it explains the rationale behind what is going to happen throughout the pathway. However, to the indirect addressee, the information is rather activity exchange, and gives instructions to the healthcare professional about the procedures throughout the CPP.

V. DISCUSSION

We have seen that the information at both helsedirektoratet.no and helsedirektoratet.no concerning CPP has multiple addressees; the healthcare institutions concerned with CPP, the healthcare professionals, including the management and the CPP coordinators, and the patients. At helsedirektoratet.no, the communication exchange about coordination, roles and responsibilities is characterized by activity exchange formulated as instructions concerning roles and responsibilities professionally and within and across institutions and expectations about multidisciplinary competencies required for professional decision-making. The communication exchange about the information with the patients is characterized by values. There are examples of instructions and solicitations containing value-content. Moreover, there are instructions and expectations about communicative responsibilities, but with unspecified criteria. At helsedirektoratet.no, the knowledge exchange is characterized by the progress description and the estimation of time as factual information about the procedures in relation to the CPP. Whether the communication can be interpreted as knowledge exchange or activity exchange depends on the addressee: what can be interpreted as factual knowledge about procedures for the patient, can be interpreted as activity exchange for the healthcare professionals.

The theoretical terms from Critical Discourse Analysis knowledge exchange and activity exchange are valuable for analytically identifying what characterizes the communication exchange of online health information. The knowledge exchange is mainly relevant for expressing facts concerning cancer and CPP to the patients. However, from an analytic point of view, the term knowledge exchange is context-dependent, since the content interpretation may depend on who the main addressee is. The activity exchange is commonly used in the CPP information online, both as instructions and solicitations to the healthcare professionals and the institutions.

Online health information for the patients should be presented according to the needs of the patients at the different points in the pathway. Online information that pays attention to the heterogeneity of the patient group may be one of several measures to diminish the digital divide. Factual and targeted health information at each step of the pathway enables the patient to take part in decision-making, and make informed choices.

Health authorities that are responsible for ensuring adequate health information and communication, and consequently patients, would gain by taking the patient’s eHealth literacies, i.e. prerequisites for and capabilities to access, understand and apply online information [2][3][4][5][6], into consideration when developing health information. Especially important is the consciousness about what information and communication exchange is
relevant at what point during the pathway. Based on insights from the analysis of the CPP communication exchange, and informed by discussions on eHealth literacy (ibid), below is suggestion of a model of the patients’ health information pathway. The model is called ADIUVAT (lat: helps), an acronym based on the patient’s steps to finding, understanding and taking action upon the health information.

![Figure 1: The ADIUVAT model](image)

First, the citizen needs to know how to Access the information. After having overcome that first obstacle, the second step is to Decide whether the information is relevant for solving the health question or not. This requires some basic knowledge about disease and medical notions. Thirdly, the citizen must Identify whether the content level is right, if she/he is in the target group for the information and if the terminology is known. The fourth, and maybe the most important step, is to actually Understand the content. Although the citizen can understand the information on a general level, she/he will probably not fully understand the implications for her/his personal condition. Thus, as the fifth step, she may need to Verify and quality check the content through communication with health personnel. Having understood the content in relation to diagnostic results of the personal condition, the sixth step would be to Accept the diagnosis and the treatment, and finally to Take action based on the information, for example by taking the prescribed medication. Although being under development, the ADIUVAT model may be used as a starting point for discussions about what kind of information the patients need at what point in the pathway.

VI. CONCLUSION

The implementation of cancer patient pathways in the hospitals in Norway was a politically decided top-down process from the Norwegian authorities. The online information, which mainly consists of instructions, is perhaps a natural consequence of the top-down strategy, as it mirrors the instructions from the political leadership. Although the intentions of the Norwegian health authorities are changes in the patient-provider relationship, moving from a paternalistic towards a more participant model, this brief analysis demonstrates that the linguistic style of the online information is rather authoritarian. The online information about CPP would benefit by having more clearly defined addresses, more knowledge exchange of facts and more clearly defined visions and criteria for what constitutes high quality health communication and information exchange. Patients, healthcare professionals and healthcare institutions would profit of an overall and explicit elaboration about the defined criteria of high quality health communication and information exchange concerning cancer patient pathways, not only with regard to online information but also in verbal communication between patients and professionals in face-to-face consultations. Knowledge-based and targeted information is an important measure to reduce the digital divide.
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Abstract—There is a need when introducing new technology in health and social care settings to involve those who will use the technology, or be affected by it, at an early stage of the design process. Experience Labs employ a participatory approach for different stakeholders to share lived experiences, and collaboratively create ideas and solutions for health and social care challenges. The Labs serve the whole of Scotland, including the remote Highland areas, and are designed bespoke to the project goal and context. In this paper, we propose that the participatory approach of the Experience Labs provides a valuable space for collaboration to explore the potential and impact of supportive technology in rural communities. Initial findings suggest that participating in Experience Labs leads to a better understanding of communities of care as established by individuals and support structures in place, and how these can be mediated by technology. We conclude that the introduction of technology in these rural Highland communities of care needs to support existing networks, unique to each community, and consider the impact on changing existing structures.
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I. INTRODUCTION

A. Health care in rural areas of Scotland

The Highlands and Islands of Scotland has a population of approximately 466,00 [1] and is ‘one of the most sparsely populated parts of the European Union’ [2]. The existing care infrastructure is facilitated by NHS Highlands and the area is served by one general hospital in the Highland capital of Inverness. The National Health Service (NHS) in Scotland encompasses 14 regional health boards. Each board is responsible for providing services and resources to their local region. Health services in remote and rural areas are served by GPs, community health care staff, Scottish Ambulance Service, and local council [3].

B. Challenges for rural communities

Several challenges exist for rural communities in relation to health and social care including access to services [4], geographic challenges [4], recruitment and retention of professionals [3] [5] and lack of integrated care infrastructure [3]. Although the benefits of telehealth and digital innovations are recognised in terms of supporting communities and reducing hospital admissions [6], there is a scepticism surrounding the usefulness, organisational fit, and quality of communication of telemedicine [7]. To date telehealth impact has been small [3] and therefore a new approach to designing is required for rural communities.

The role of design in shaping future health and social care services is now increasingly recognised across the health service. Research in the field of rural primary healthcare is also beginning to embrace community participatory approaches and outcomes suggest that involving communities adds value to the process [3]. Within the NHS, design thinking and approaches such as user-centred health design and evidence based co-design have been employed within the context of health improvement [8] [9]. Online design tools and toolkits have also opened up design to those who are not formally trained designers [10]. The toolkits are useful for healthcare staff to involve patients in ongoing service improvement, however, their capacity to create transformative and sustainable innovations to public health and care challenges is not clear.

The scope of wellbeing and quality of life extends beyond enabling patients to experience a good state of health, to ensuring that they have dignity, positive relationships and feel included in the process. This cannot be created and maintained using digital means alone. There is a need to ensure that technology is designed to support both professionals and patients rather than replace existing services and resources, as this can contribute further to experiencing feelings of loneliness and isolation. This highlights the importance of ‘community’ when considering a rural context such as the Highlands and Islands of Scotland.

Design can play a key role in crafting technology to facilitate connections between individuals and communities by enabling communication, and overcoming some of the existing barriers to participation and access. We term this process creating ‘communities of care’ which aims to enable individuals to become active agents of their own health, and support each other in their community.

This paper seeks to contribute to the understanding of the role of technology in the rural health and care context, and the role of design in co-creating sustainable futures with health professionals and patients. We begin by introducing our design-led Experience Lab approach in section 2, highlighting the collaborative and temporal nature of the research approach to explore the potential and impact of
technology in the delivery of care in rural communities. In section 3 we present three case studies of Experience Labs in the rural context to illustrate the approach and way in which the community of care is established for each. Finally, we discuss the knowledge we have gained when designing in the rural context and the resulting implications for technology innovations.

II. EXPERIENCE LABS: MOBILE TEMPORAL SPACES FOR HEALTH AND SOCIAL CARE INNOVATION

When considering the role of technology in health and social care innovation, there is a need to involve those who will use or benefit from the innovation at a much earlier stage of the process [11] to design and develop technology that is appropriate within the context.

Experience Labs are led and developed by the Institute of Design Innovation at The Glasgow School of Art. The Labs are currently applied within the context of health and social care, forming a core part of the Digital Health and Care Institute (DHI) [12]. The DHI is an innovation centre funded by the Scottish Funding Council and is tasked to deliver value for the Scottish people and economy by innovating in the health and social care sector. The Experience Labs employ a participatory design approach to provide a space for collaboration and enable co-creation with different stakeholders across a range of projects. We are exploring the potential of our approach across the health and social care context in order to share our knowledge and learning with the wider design community and researchers in this context. We hypothesise that our participatory approach can respond to the challenges faced in this context through the space we create for collaboration and creativity, where we support participants towards creating “preferable futures” [13]; through designing bespoke tools and artefacts to support design activities to make ideas tangible; through the interdisciplinary skills of the Lab team; and an evaluation approach to communicate the value and impact, and share the knowledge and learning.

It is recognised that Experience Labs are not a new concept, however, there are elements which make the Experience Lab approach unique in their context. The location of the Lab team is distributed: based in Forres on the edge of the Highlands and Islands, and Glasgow in the central belt of Scotland. Experience Labs are mobile and serve the whole of Scotland with projects taking place in several locations, for example Wick and Thurso on the North coast, the Isle of Skye in the west, Fort William in the South and Inverness, the capital of the Highlands in the East (see Figure 1). As described previously, the Highlands present unique challenges for health and care services and rural communities. The Experience Lab team needs to have a presence in the area and engage with the local communities and organizations in order to gain an understanding of the context and landscape, and address the local care challenges appropriately. The mobility of the Labs provides the opportunity to create temporary spaces, bespoke to the project and context, in which concepts can be explored quickly.

The participatory nature of the Labs aims to support the development of collaborative relationships through creating new communicative spaces and experiential learning [14]. Participants are invited to design and evaluate solutions, together with the Lab team and with relevant stakeholders, with a focus on how proposed solutions would have an impact on their individual lives and context. The Lab team design the tools and artefacts to support participants to make their ideas tangible and use methods such as prototyping and role-play to test and iterate ideas during the Lab [15]. The collective skill of the team allows for a non-linear process that is flexible and can respond to the needs of participants. The participants’ lived experience is at the core of the insights and concepts emerging from the Labs. The asset-based approach [16] [17] of the Labs focus on empowering participants to be creative, and to share their skills and experience towards identifying opportunities for healthcare innovation. This allows participants to tackle challenges and identify opportunities for change or improvement rather than focussing on problems and deficits [16] [17].

III. EXPERIENCE LABS IN THE RURAL CONTEXT: CASE STUDIES

The following section describes three case studies of projects carried out in the rural context with communities in the Highlands. The projects focus on the needs and expectations of people to ensure that health and social care services are accessible to all in ways that are relevant and desirable. In each case study, we describe the context of the project, the design of the Experience Labs and the community of care established in the context. Figure 1 provides a map of Scotland, including population density. The map illustrates areas in the Highlands where Experience Labs discussed in the case studies have taken place using red markers.

A. Case study 1: Digital brokering

1) Context: The Digital Brokering project explored the potential of a digital platform to connect those who need small services to those who can provide them, with a particular focus on rural communities. The need for a platform was identified by Albyn Housing Association and the University of the Highlands and Islands [18]. It was found that accessing and exchanging small services between residents would have a positive effect on rural communities.

2) Design: The Experience Lab provided the opportunity for multiple stakeholders, including Highland rural residents, public sector and third sector representatives to come together and map their experiences of accessing services in rural communities. The mapping method employed in the Lab [19] provided participants with the tools to identify people, places and things that were important in terms of accessing services. A second session then focussed on the potential impact of a digital platform in accessing these services in terms of the technological requirements and the effect on existing relationships and structures.
3) **Community of care:** In order to explore the potential of a digital platform, the Experience Lab made the current experience of accessing services and the potential impact of technology support tangible. The community of care in this context described the relationships and structures within rural areas. The project specifically suggested how an envisioned technology would strengthen rather than replace structures through offline accessibility, accreditation of services and moderation of feedback. Furthermore, it was discussed that the platform could indicate opportunities for service providers to start/expand a business to benefit the community in supporting unmet needs. However, this would require careful consideration of an organization with local knowledge to prevent bypassing of local businesses and potentially damaging existing structures.

**B. Case study 2: Virtual hospice**

1) **Context:** A key objective of Hospice care is to empower individuals and carers to live with life-shortening illness in their own communities, by offering support and increasing their confidence. This project involved a collaboration with Highland Hospice with the aim of widening access for patients and professionals and enabling higher quality palliative care to be delivered through a ‘Virtual Hospice.’ The project involved designing a sequential series of Labs in order to define the various elements of the Virtual Hospice.

2) **Design:** The project involved a series of Experience Labs with Highland Hospice staff, healthcare professionals, patients and a carer. The aim of the Labs was to explore awareness, use and barriers to use of Highland Hospice services and identify opportunities for Hospice services that could be delivered at a distance, as well as ideas for potential future services. One of the Labs was replicated across four different locations in the Highlands (Inverness, Fort William, Isle of Skye, and Wick) using an iterative approach and focussed on identifying opportunities for delivery of hospice care tailored to the local context.

3) **Community of care:** The Virtual Hospice was initially envisioned by Highland Hospice as a room within the main Hospice building where digital services could be delivered. Over the course of the Labs, this definition expanded from a purely digital platform to involve a multi-layered and interconnected network of people and places supported by technology. Across locations a number of key barriers to accessing Highland Hospice services were identified. Some participants proposed that one of the ways to overcome these barriers would be for Highland Hospice to build on existing networks of people in the community, and for this to be mediated by technology; not for the solution to be digital. This led to ideas specific to the local context – e.g. collaborating with Men’s Shed in Skye and a Care Home in Fort William. Both ideas focussed primarily on leveraging on existing community or care groups as points of delivery for Hospice services.

The community of care therefore involves the linking of networks involving people, e.g., local healthcare professionals, social and care groups, patients and families; community spaces, e.g., the Men’s Shed and Care Home; and digital platforms supporting delivery of improved palliative care.

**C. Case study 3: Directory app**

1) **Context:** A third case study provides an example of a different type of community of care but highlights challenges in a rural context compared to more urban areas, and how these could be addressed. The Directory App project explored ways of developing a directory of service application providing information about alternative services and points of care for the Scottish Ambulance Service [21].

2) **Design:** The Experience Lab began by exploring the current services available to ambulance clinicians across a number of health boards through a mapping session. The mapping session involved marking health and care locations accessible to each clinician in their respective NHS regional boundary on a physical map. The Lab also involved a role-play session of an ambulance call out scenario where the ambulance clinician required access to information about alternative services in the area (see Figure 2). The role-play session provided insights, which led to the co-design of a paper directory of services. The first prototype was tested by role-play using a mock tablet with the paper screens inserted. In the final design session the prototype was further iterated to develop the ‘ideal’ directory of services (see Figure 2).

3) **Community of care:** In this case study, the directory of services was initially envisioned to serve as a digital directory of contact information for local services available to ambulance clinicians in their current healthcare boundary.
It became evident during the Lab that participants wished to have the ability to make contact with and refer patients to local services in the community, rather than simply have a directory of contact information. Therefore the community of care involves connecting ambulance clinicians with appropriate local services in their current healthcare boundary which best serves the needs of the patient, avoiding inappropriate transfer to A&E. This would provide ambulance clinicians with an awareness of points of care within their own regional boundary as well as other healthcare boundaries in Scotland and enable the patient to receive the most appropriate care.

IV. DISCUSSION

The findings and knowledge gained from the projects presented within the case studies, provide important considerations when designing in the rural care context, and highlight a number of implications for rural technology innovations.

A. Designing in the rural care context

1) Identifying needs through a participatory approach:
The Experience Lab offers a participatory approach to designing for rural care contexts. The Lab provides the opportunity to ascertain the needs of individuals and communities living in rural contexts in order to ensure that the types of solutions proposed during the Lab meet the needs of the people involved. Early stages of the Experience Lab approach enable a deep understanding of participants’ lived experience. It is important when designing in the rural context to understand the experience of the participants, their communities and the wider rural landscape to have an awareness of existing support and infrastructure. The case studies presented support the participatory approach of the Lab in giving voice to individuals and communities living in rural areas, allowing them to feel a level of ownership over the outcomes.

2) Imagining future possibilities through tools and artefacts: The Labs allow participants to imagine and express their thoughts on technology through the use of artefacts and tools. These make ideas and solutions tangible and also help participants to see them in the context of use by weaving on their daily lives and relationships as part of the narrative. This helps to prioritise technology or solutions that are not only ‘possible’ or ‘feasible,’ but also preferable [13]. This is important for change, especially in health and social care where success of new systems rely on positive attitudes and behaviours. Participants in the Virtual Hospice case study could envisage how both the Men’s Shed and Care Home hubs could work through a visual tool and props, which helped to develop the idea and create a narrative. In addition, the case study of the directory of service application for ambulance clinicians took this a step further by enabling participants to experience the co-designed application through role-play.

3) Creating value and enabling new collaborations:
The collaborative nature of the sessions and the use of bespoke design tools bring issues and challenges to life between different stakeholders. In the case studies, rural participants expressed their appreciation of being heard and having the opportunity to share their experiences. Institutional stakeholders involved in the collaboration valued the depth in the scenarios being created through the tools and artefacts used in the Lab, and the level of detail expressed in relation to the needs and desires of people who may use the proposed solution. By focussing on communities and context of use, the relationships and exchanges are enhanced through the new ideas that emerge. This will potentially support the adoption of a new technology because it will be used by the same people in the same environment as those involved in the Lab.

The communicative spaces facilitated by the Experience Lab, enables collaborations and relationships to be established for new ways of creating communities of care. For example in the Virtual Hospice case study, a potential collaboration which emerged involved the Hospice engaging with a local care home in one Highland region. By being involved in designing and trialling this model in the Lab, a senior care home nurse could imagine part of being a system that does not yet exist and feel more inspired and open to try a new way of working.
B. Implications for technology innovations in the rural care context

1) Technology as an enabler: The case studies presented in this paper highlight the emerging theme across the Experience Labs conducted in rural contexts to date; the role of technology in enabling and mediating connections with others i.e. enabling a ‘community of care.’ In this case, technology is not the single solution to the challenges which are experienced in rural contexts, but is a way of facilitating support through existing networks and connections. We therefore suggest that participants in Highland communities have deeper incentives to rely on human contact potentially due to the rural context within which they live. In the case studies, participants talked about the human support, which in rural areas automatically means connecting people locally.

2) Low risk, iterative model for technology innovation: In all the three case studies, the technology proposed by participants were simple existing technology that people use in their everyday lives, or adaptations of the same. This provides an opportunity for trialling new health and social care models quickly and without very high set-up costs. At the same time it can significantly cut down the development time for completely new technology. In order to inspire individuals and clinicians to adopt new ways of living and working it is important that they use these everyday technologies they feel confident with and fit with their everyday life. As there are no high costs or lengthy development time associated with the iterative approach, this instils more confidence in rural health boards to invest and trial new models of health and social care delivery and enables them to gather evidence quickly, which can then inform further iterations and development of the technology-supported solutions.

3) Practical issues of technology in the rural context: A practicality of using technology which is evident in rural areas is internet connectivity. A service which relies on an online platform would quickly be rendered useless if people cannot access it when required. In the Digital Brokering case study, this issue was resolved by adding an offline directory to a platform aimed at connecting people to exchange services. In this situation the technology was primarily being viewed as a mediator with the reliability on other people being the main goal.

4) Long term impacts of technology on communities: Participants are aware of the wider impacts of technology on the community they live in beyond its functional use. In the Digital Brokering case study, it was suggested that a platform for brokering of small services between residents would need careful moderation by an organization familiar with the community. Participants described the potential impact of negative feedback on the dynamics of a community, and how a platform might lead to bypassing existing local small businesses. When considering the introduction of a technological solution to a rural context it is important for participants from different backgrounds to collectively explore the impact of proposed technologies on their specific community and existing structures. The fragile nature of small Highland communities requires particular attention to the impact over time, not necessarily for the functioning of the technology, but for its position within a community.

There are also important implications in terms of ensuring people do not become isolated or lonely through the introduction of technology-focussed solutions. The case studies presented proposed solutions aiming to connect individuals. We anticipate that the resulting innovations may also provide ways to address social isolation and loneliness through the support provided by the community of care, enabled by technology.

V. CONCLUSION

Communities of care in the rural Highland context depend on providing support through existing networks of people and care infrastructure within that community. Technology is the enabler to ensure that people have access to care and services that meet their needs. The Experience Lab approach highlights the importance of the impact of new technologies and services on the people involved and in the context of use, rather than focussing on the functionality of technology or service alone. In this way, the Experience Lab approach allows people to imagine a wide variety of possibilities and identify those that are preferable. The collaborative nature of the sessions can assist in overcoming some of the scepticisms surrounding the introduction of new technologies.

The participatory research approach of the Experience Labs offers an insight into the potential for technology in the delivery of care from a community perspective. New collaborations are enabled through the participatory approach. The use of design tools and artefacts help to explore future possibilities and empower participants to create value within the community. The Labs help to better understand what a local community of care entails in a rural context, and how it can be supported by technology.

Based on the case studies presented, it is suggested that in order for technology to effectively enable delivery of care in rural contexts there is a need to consider existing networks of support within the community and adapt and tailor the technology based on the local context. The case studies suggest that adopting a low risk, fast and iterative approach ensures appropriateness and acceptance when designing and implementing new technologies in the rural context. However, there is also a need to consider practical issues as well as long-term impacts of technology on communities. Traditionally when designing new technologies and services, there is a focus on designing to address the needs of the general population, which results in gaps when applied to rural contexts with their unique challenges [22]. The focus on the rural context and the mobile nature of Experience Labs ensures that the innovations are more applicable to the local needs.
Future work will explore whether the solutions, which address the unique challenges in rural Highlands are applicable and relevant to the development of similar solutions for the urban context.
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I. INTRODUCTION

The Division of Internal Medicine at the University Hospital of North Norway (UNN) and the community service providers at the administration in the municipality of Tromsø initiated an integrated patient-centred outreach service to improve the continuity and quality of care for multimorbid older adults in the region. Mobile, proactive, and patient-centred interdisciplinary teams were established, which include personnel from the Community Nursing Service and the hospitals in Tromsø and Harstad. Their main task is to follow patients through the system, helping them receive appropriate, patient-centred, and timely healthcare services when needed at the most appropriate location. This also includes providing support at home to minimise hospital admissions. The patient-centred healthcare team (hereafter “the team”) is funded as a cost-sharing collaboration between the municipalities and hospitals. As part of this large-scale intervention, a project evaluating effectiveness and cost effectiveness in a prospective matched control before-and-after study is underway. This study will start recruiting patients in June 2016. The protocol describing this research study is published elsewhere [1].

In this paper, we focus on the team established in Tromsø. The first test patients were referred to the team in October 2014. Approximately 300 patients were referred to the team in 2015. The team is now part of the everyday clinical practice. The team’s work represents a new service model that is organised and works between primary and secondary care, producing new relations and work practices. The service model is not built around and driven by e-health technologies; rather, it uses ICT and mobile devices extensively to support team work by improving communication and facilitating information exchange between health providers and between patients and providers. We will describe the patient-centred outreach model, including the team’s work practice, experiences, and challenges during its first year. Furthermore, we will report some preliminary results for the first 98 patients.

This paper is structured as follows: Section II provides the background and includes an overview of the local context and use of an interdisciplinary team in clinical work. Section III outlines the material and research setting. Section IV describes the method used in this study. Section V reports
some preliminary results. Section VI discusses implications and limitations. Finally, conclusions and future work are discussed in Section VII.

II. BACKGROUND

The proportion of older people is rapidly increasing. It is estimated that the number of people over 67 years old in Norway will continue to increase by 13 000 annually. This demographic will nearly double from 624 000 in 2010 to 1.5 million in 2060, accounting for 22% of the total population [2]. The older population tends to have more health problems. More than 80% of individuals over 65 years old have one or more chronic conditions [3]. Individuals with multiple chronic conditions are also more likely to be hospitalised [4].

The effective management of acutely ill and complex patients with multiple conditions poses one of the greatest challenges in current hospital care [5]. Furthermore, healthcare utilization and costs increase significantly with an increasing number of chronic conditions [6]. One way to improve the management of multimorbid older adults is to implement integrated care models. Integrated care models were developed in response to fragmented and reactive care systems and a lack of patient involvement. One way to improve patient involvement and achieve more patient-centred care is to establish interdisciplinary teams [7].

Interdisciplinary teamwork offers an integrated approach to providing coordinated healthcare patients with complex long-term needs. This has been considered a good practice for more than two decades [8]. Evidence also suggests that interdisciplinary teamwork can improve the quality of care [9-13]. Well integrated models have been found to improve the process of care and could reduce hospitalisation and community service use [9]. Teamwork may also improve prescription and medication adherence [10].

The UNN and the community service providers at the municipality have jointly established an interdisciplinary patient-centred team to improve the quality of care for older multimorbid patients in the Tromsø area. This was mainly to improve the quality of care, reduce hospitalisations and cut costs. The team includes personnel from the Community Nursing Service and the hospital.

The UNN is the leading healthcare provider and health trust in North Norway. It serves as the local hospital for Troms County residents and other parts of Nordland, providing a full range of hospital functions (see Figure 1). The Municipality of Tromso, which is the host for the hospital, is the largest in the area. It has a population of 72 000. The Municipality is responsible for ensuring good and proper health and care services at the primary care level to all its residents. These health and care services include childcare, preventive healthcare, nursing care, medical services, rehabilitation, and social services.

III. MATERIALS AND RESEARCH SETTING

In this section, we present the integrated patient-centred care model, its structure, and the team’s work practice.

A. The patient-centred healthcare team model

The patient-centred healthcare team represents a mobile, seamless, and proactive model that aims to ensure safe discharge and prevent hospital admissions for older patients with multiple conditions. The team’s main task is to follow patients through the system and help them receive appropriate and timely healthcare services when needed at the most appropriate location. The team identifies and assesses care needs early, provides support during discharge and follow-up, facilitates coordination and integrated services, and provides home-based services by actively monitoring, supporting, and caring for patients outside the hospital until adequate follow-up services are in place. This could reduce unplanned hospital admissions, reduce the need for community services, and improve or prevent deterioration in health and functional outcomes.

The patients will actively be involved in the care and self-management process. The team will identify patient goals, assess home situations, and facilitate individual tailored care plans and follow-up protocols. Such patient involvement and engagement in care has been shown to improve health and functional outcomes [14].

B. The team structure

The interdisciplinary patient-centred care model is a complex intervention that delivers collaborative care focused on care coordination. The team has two separate focus areas: a pre-hospital focus and a safe discharge focus. The former targets patients living at home. The latter addresses hospitalised patients. The core team consists of the team leader and two full-time coordinators (both geriatric nurses). One coordinator comes from the hospital, and the other is selected from the Community Nursing Service. The core team is responsible for daily teamwork management and ensuring patients receive appropriate and timely support and services. The core team seeks to:

- Understand which professionals providing care and services are currently available,
- Develop joint work to enable services integration,
- Encourage a proactive and structured assessment of patients goals and needs,
- Facilitate understanding and ensure the use of personal and advance care plans,
• Act as a central resource for the health and social care professionals, both within the team and across the municipality and hospital sectors.

The wider interdisciplinary team includes hospital and community personnel and consists of ten positions. These include one geriatric specialist (senior consultant), two nurses, two district nurses, two physiotherapists, two occupational therapists, and one pharmacist. Four of these are part-time positions.

C. Team work practice

The structure and organisation of the service model cover complex areas, such as patient and information logistics. Patient logistics include regulating the patient flow through the system, knowing when and how blockages occur and resolving them, using various instruments (such as case management, discharge protocols, capacity constraints, and home monitoring). Information logistics includes team communication, information exchange, and patient communication.

The patient-centred model includes four main tasks: to identify the patients with special needs for coordinated care; to conduct patient-centred need assessments; to facilitate individualised care plans and follow-up protocols; and to initiate meetings for the coordination and integration of patient care across service providers.

In the first phase after the start-up, the team actively promoted its existence and services by visiting GPs, district nurses, other community service providers, and hospital wards and clinics. The team has been assigned office space at the hospital and scheduled two daily meetings to plan activities and discuss patients. Between team meetings, the team conducts home visits, visits hospitalised patients, attends coordination meetings, assesses patients, and plans follow-up activities, writes case reports, and updates patient records. The patients are referred to the team by phone, electronic referrals, and ordinary mail. Most are inpatients at the hospital when they are referred to the team (see Table I).

The team assesses each patient’s needs based on what the patients view as important. The team also assesses the fall risk and the need for special aid, reviews medication lists, and ensures that the patients’ GPs are informed. Furthermore, the team ensures continuity of care in the hospital setting and during the transition phase from hospital to home. The team is responsible for the patients until adequate follow-up services are in place. Figure 2 illustrates the main steps in the patient-centred model.

D. Communication and information exchange

The team works with hospital inpatients, patients in nursing homes, and individuals living at home supported by home care. In Norway, the community services and the hospital sector have two distinct and separate patient information systems. Therefore, the patients referred to the team have two different patient records: the hospital’s Distributed Information and Patient System for Hospitals (DIPS in Norwegian) and Profil, the community services’ patient records.

Ensuring effective day-to-day information exchange between team members across these sectors is one of the challenges in the project thus far. The team uses two different systems to access patient records. Two desktop computers are connected to the community service network and are used to access patient information in Profil. Three computers are connected to the hospital network and are used to access the hospital records. All team members have login credentials for both systems. To get all the needed patient information on one specific patient the team must log on to both systems. The team also employs laptops.

Furthermore, the team uses information and communication technologies to support patient treatment and follow-up outside of the hospital. The team members use mobile devices (phones and tablets) to communicate outside the office. The data security system does not allow them to include patient records on the tablets so they must be in regular contact with the office to receive updated patient information. The tablets are also used to film physiotherapy sessions. This facilitates patient exercises at home without in-person supervision. The films are also used for team education and training. The patients can contact the team through tablet videoconferences, as well. They make the calls through the secure health network using WebRTC technology.

IV. Methods and research approach

We used a multi-method research approach to evaluate the first 98 patients referred to the team. The patients included were over 60 years of age with multiple conditions, in need of coordinated care and considered to be at risk of experiencing adverse health outcomes. Data were gathered in a prospective registration study and in focus group discussions. For each patient referred to the team, changes in treatment plans and services offered were logged. Data were also collected from the electronic patient records. Group discussions with team members were conducted to support and deepen the understanding of the data and how the team works.
A. Registration of the descriptive data

The descriptive data used in this study were registered in two ways:

1. Each team member consecutively logged data by entering information about patients into a pre-defined registration form. Background variables (such as age, sex, total diagnoses, and number of hospital admission in the last 12 months), date of referral to the team and discharge from the team, services provided, and estimated benefits were registered in the case form.

2. The patient records, both from the hospital and the community service records, were then used to verify the registered data and to include additional missing data. Data on re-hospitalisations within 30 days were also included. Two of the authors extracted data from the two electronic record systems simultaneously, while a third author updated and included new data in the registration form.

B. Focus group discussions

Focus group discussions can be a useful way to learn about the team’s everyday practices. They are helpful in reviewing the team’s role as well as technological and organisational barriers. Lastly, they can reveal work practice dynamics and pinpoint common and different experiences among members [15]. Two focus group discussions were conducted including all team members. At the first meeting, eight team members were present. Nine attended the second meeting. Seven attended both meetings. Themes discussed included patient integration, case histories, tasks, perceived benefits, and the main challenges the team experienced. The first discussion lasted approximately one hour; the second ran about two hours. The discussions were audio recorded and then transcribed.

C. Ethics

The implementation of the new team model was defined and registered as a quality improvement project at the UNN and falls outside the Health Research Act. No approval from a regional ethics committee is therefore required. Evaluating resources used in such projects do not require patient consent. However, the local data protection supervisor did approve the project. All data are temporarily stored on a secure research server at the UNN.

<table>
<thead>
<tr>
<th>Description</th>
<th>No</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital</td>
<td>62</td>
<td>63.3</td>
</tr>
<tr>
<td>Home</td>
<td>26</td>
<td>26.5</td>
</tr>
<tr>
<td>Nursing home</td>
<td>8</td>
<td>8.2</td>
</tr>
<tr>
<td>Rehabilitation centre</td>
<td>2</td>
<td>2.0</td>
</tr>
</tbody>
</table>

TABLE II  CHANGES MADE IN TREATMENT AND PLANS

<table>
<thead>
<tr>
<th>Description</th>
<th>No</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increased community services</td>
<td>70</td>
<td>71.4</td>
</tr>
<tr>
<td>Offered rehabilitation</td>
<td>18</td>
<td>18.4</td>
</tr>
<tr>
<td>Clarified home situation/nursing home</td>
<td>55</td>
<td>56.1</td>
</tr>
<tr>
<td>Rapid and complete hospital review</td>
<td>16</td>
<td>16.3</td>
</tr>
<tr>
<td>Written follow-up plan completed</td>
<td>53</td>
<td>54.1</td>
</tr>
</tbody>
</table>

V. Preliminary results

In total, 101 patients were included in this study. Three did not want to receive services from the team, which left 98 for analysis.

The mean age was 80 years, ranging from 54 to 95. The patients had 3.5 diagnoses (ranging 0-7 per patients), and they had been hospitalised 0 to 9 times (mean 2.5) during the last 12 months. Of the patients, 41 were male. Hospital staff referred most of the patients to the team (62%). GPs and healthcare personnel in the municipality referred the remaining patients. Most were inpatients at the time of referral (see Table I).

The team initiated an increase in community services for more than 70 percent of the patients. Of these patients, 25% were offered rehabilitation. For more than half of the patients, the team clarified the home situation and made the transition process from the hospital feel safer for the patient. Table II shows the changes the team made.

The team estimated that some of the patients who received services avoided a hospital admission (15%) or shortened their lengths of stay (15%). Data from the electronic patient records at the hospital showed that only 3% of the patients handled by the team were readmitted within 30 days.

The team members agree that coordination is the most important part of their work, which is a service that did not exist prior to the team’s establishment. This involves engaging the appropriate professionals as soon as possible, initiating and arranging meetings, and creating communication channels that include personnel from community care services and the hospitals. The first couple of days after discharge are critical for positive patient outcomes. It is also important that the patients take part in the planning process and are informed about available follow-up services.

Some patients are anxious about how they will manage on their own after a hospital stay. In situations where they have simple and specific needs, one home visit and one phone call to the nursing services can be enough to reassure the patients. The team emphasised the importance of being “interdisciplinary.” The combined expertise that the team possesses enables a broad approach to the geriatric field. This was essential to ensuring high quality and effective integrated and patient-centred services.

Organisational barriers and the lack of information systems between the two levels of care were reported as the
main challenges of working in a mobile patient-centred team. The team worked across the primary and secondary health systems, and this caused some challenges due to the different organisational cultures. Existing guidelines and procedures within each unit and defined meeting structures did not match well with the mobile patient-centred approach. Furthermore, two separate EPR systems limited the information exchange within the team and between the different units and departments. Another challenge was that the team could not access the patient records outside the office. The team members agreed that resolving some of these technical issues would make everyday teamwork more effective.

The smartphones and tablets were in regular use to contact the office for information during home visits and meetings. Videoconferencing was also used to communicate directly with patients. In one situation, videoconferencing was used to assess a patient whose condition had deteriorated. The team medical doctor spoke directly to the patient, and based on this exchange, pursued further action. Videoconferencing was also used in leg ulcer treatment, where the patient was at home with one of the team nurses and consulted an ulcer specialist at the hospital via video link. However, most videoconferences have been to coordinate health personnel across the different sectors.

VI. DISCUSSION

In this paper, we described an integrated care model that includes mobile and proactive patient-centred interdisciplinary teamwork. We focused on the team’s work practice as well as roles, experiences, and challenges during the first year. Furthermore, we analysed changes in treatment plans and reported some preliminary results for the first 98 patients.

These results show that the team initiated an increase in community services for more than 70 percent of the patients. Of these patients, 25% were offered rehabilitation. For more than half of the patients, the team clarified the home situation and thereby made the transition process from hospital to home feel safer. Furthermore, we found that only 3% of the patients handled by the team were readmitted within 30 days. Official statistics from 2013 report that 12.7% of the patients over 67 years old were readmitted after a hospital stay in Tromsø [16].

These positive results correspond to other findings reported in the literature. One study, for instance, reported that multidisciplinary patient-centred intervention offered to all patients 60 years or older reduces hospital readmissions for the patients who received the service [17]. Another study from Sweden reported that patient-centred care is associated with reduced the length of hospital stay [18] [19], reduced patient anxiety and uncertainty [20], reduced medical complications following surgery [21], and cost savings [22].

To understand the mobile patient-centred team described in this paper, it is important to assess how organisational issues and communication patterns in two different organisational cultures affect the team’s work practice. The team realised that working across two different healthcare organisations made effective collaboration difficult. To facilitate such a change, a new culture must be created that supports an integrated patient-centred approach to patient care [23].

The strengths of the present study are its real-world setting and the involvement of designated health professionals in designing and developing a patient-centred team model. The model was initiated and is solely driven by clinical personnel at the hospital and the community services. The structure and organization of the team is continuously adapted to the clinical and everyday routines at the hospitals and in the home care settings. This might increase the probability of sustaining the mobile teamwork after the project has ended.

Furthermore, the project boasts the committed engagement of leaders and managers from all three healthcare organisations in the area. The community services, the GPs, and the hospital are all involved and collaborating to improve service integration. This might also increase the likelihood of sustaining the team, to expand the service to include more municipalities in the region and to adapt the service to other patient groups.

VII. CONCLUSION AND FUTURE WORK

In this paper, we described an integrated patient-centred model that aims to improve the continuity and quality of care for multimorbod older patients. The practice model consists of a proactive interdisciplinary outreach team, which includes personnel from the Community Nursing Service and the hospital. The team’s main task is to follow patients through the system and help them receive appropriate, patient-centred, and timely health services. Preliminary results indicate that the team can improve care, shorten hospital stays, and reduce hospital admissions.

At the time of writing this paper, more than 300 patients received services from the team. The next step is to further develop and adapt the integrated care model and evaluate work practices. Specifically, we will evaluate the use of tablets in a home setting, both from the patients’ and the providers’ perspective. Future work will also include analysing effectiveness and cost effectiveness using matched controls from two separate hospitals in the region.
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Abstract—This paper discusses important considerations when developing assistive technology with and for older adults. Two case studies demonstrate the use of Experience Labs to engage older adults in a participatory design process in the early stages of development of novel sensor systems. Firstly, we present the ‘Interaction Space’ as a holistic way to model and understand interaction between people, products, technology and environments when developing complex systems. It is argued that looking at the interaction between older adults and technology benefits from a holistic view of the Interaction Space in which primary and secondary users are continuously acting together with the technology. We then highlight considerations when developing technology systems with participants who are not confident technology users, in order to design meaningful spaces for critical reflection and creative collaboration. We conclude that the Experience Lab approach enables the complex Interaction Space of sensor systems to be dissected into comprehensible elements leading to a better understanding of the impact of the proposed technologies.
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I. INTRODUCTION

The health and care environment is fertile ground for innovation to support patients, families, and health professionals to achieve the Scottish Government ‘2020 Vision’ that “everyone is able to live longer healthier lives at home, or in a homely setting” [1]. Digital technology has the potential to make an important contribution to realising this vision. In this respect, it is becoming increasingly important to involve those who will be using the technology, whether in receipt of or in the delivery of care, at a much earlier stage of the design process [2] to ensure that the proposed technology solution meets their needs and is adopted in use. The field of participatory design offers a wealth of approaches to meaningfully involve end users in the design process [3]. When designing digital technologies with and for patients, families and health professionals, it can be challenging to separate out the different responses and reactions to the proposed technology within a complex interplay of people, objects and spaces with or within which users interact. The concept of an Interaction Space to describe human-computer interaction has been explored in a variety of ways. The Mixed Interaction Space is used to distinguish camera-based interaction from other types of sensor-based interaction in terms of the ability to track a fixed point in relation to the mobile device [4]. The Multimodal Interaction Space presents a framework to explore the different levels, modes and modalities of interaction [5]. Finally, the Continuous Interaction Space describes the physical space above a traditional touch surface to form part of the interaction experience [6]. These interpretations all focus on the physical environment around a device at the moment of active interaction. We propose the Interaction Space as a means of exploring the impact of individual and cumulative interactions with the different parts of the system, as distinct from the physical interaction individuals engage in. The role and position of new technologies within the Interaction Space between humans and systems is of particular interest when considering technological developments in the area of health and care.

In the following part of the introduction we will explore existing knowledge on older adult’s perception of technology and the principles of experience design. In Section 2 we will outline the methodology of an Experience Lab and highlight previous work exploring the Interaction Space in Experience Lab projects. In Section 3 we present two case studies describing the context, Interaction Space and findings for each project. Finally, in Section 4 we will discuss how the methodology of an Experience Lab leads to a holistic understanding of the Interaction Space for older adults and in-home systems.

A. Older adults and technology

A key factor contributing to the increased demand on health care services is the global issue of an aging population and shifting demographic [7]. Older adults are therefore a key group to involve in discussions about technology, in order to determine the ways in which technology can benefit everyday lives. General experience with technology is lower for older adults than younger generations, but in health and social care they often form the target users that proposed technologies aim to support. Research on the interaction between older adults and technology is primarily focussed on using computers and accessing the Internet [8]-[11]. Barriers to using technology as expressed by older adults are often related to a lack of confidence leading to a dismissive attitude [8], low
awareness of the benefits of technology [9], and the fear of ‘breaking something’, strengthened by overestimating the price of technological devices [10]. Incentives to start using technology and particularly the Internet relate to a change in health condition, mobility or social contact (e.g., to communicate with family who live at a distance) [11].

Previous research has identified that older adults do show a willingness to adopt new technologies. Particularly in the health and care domain it is recognised that there are several benefits, e.g., to support disease management, medication observation, remote patient monitoring, cognitive fitness and assessment, and social networking [12]. The social aspect of taking part in a training session and subsequently sharing the knowledge gained with peers was also appreciated [10].

Everyday technology is widely perceived to be designed for a younger target group, but this does not mean that supportive technology for older adults needs to be designed specifically for them as this can feel stigmatizing. Rather there is a need to understand the wider context of how older adults live and the potential role for technology. Therefore, when designing a new technology or application of technology, it is important to involve older adults at the beginning of the design process and to employ a participatory approach. This ensures that the ideas taken forward meet the needs and expectations of older adults.

B. Understanding and designing for experience

The introduction of technological products or services for older adults is the means to an end and not the end in itself [9]. This is particularly true in the health and care environment where the goal is to enhance the wellbeing of the individual. Wellbeing is rarely achieved by the simple act of using a technology, but rather it depends on the support being provided by other professionals and individuals. This kind of interaction is a continuous interplay between the older adult, other individuals and the technology. Edmund Husserl and Martin Heidegger first described the experience of this interaction in the early 20th century in their philosophy of phenomenology [13]. Phenomenology opposed the Cartesian view that there is a truth in looking at things abstracted from reality, and that the ability to think and analyse determined our place in this world [14]. Phenomenology described the fact that we have a body and our presence in this world at this very moment determined how we perceive and experience things. French philosopher and phenomenologist Maurice Merleau-Ponty later argued that perception is inherently interactive: it is an interplay between perceiver and perceived [15]. Interaction does not happen because the person has an exact cognitive model of steps, be it person-to-person, person-to-technology, or person-through-technology-to-person. Rather it is an event that continuously unfolds depending on how things are perceived and responded to. The study of design is therefore focused on designing products and systems aimed at intuitive and engaging interaction that do not require a cognitive model of use [16]. Experiential approaches to design put “experience before functionality... leaving behind oversimplified calls for ease, efficiency, and automation or shallow beautification” [17]. This requires an understanding of what really matters to the desired end users and how their experiences of using technology can be more meaningful.

II. THE INTERACTION SPACE WITHIN AN EXPERIENCE LAB

The Experience Lab methodology provides a way to understand the needs and experiences of users within the design process. Led by the Glasgow School of Art, Experience Labs form a core part of the Digital Health and Care Institute, an innovation centre based in Scotland. There is a clear need to involve users at an early stage in the design process [2] and methods of addressing that need are well documented [18]. The Experience Labs build on human-centred design knowledge and existing research methods, e.g. Living Labs, and aim to provide a safe space for collaboration and creativity, affording the opportunity for experiential learning [19].

In terms of enhancing or achieving wellbeing for older adults through the use of technology, we define the Interaction Space as a conceptual space encompassing all individuals and the technology being proposed. The different streams of interaction between persons or person and technology all contribute to the perceived benefits of the system. We propose that Experience Labs offer a method for exploring the perceived benefits of new technology systems with end users. The Experience Lab aims to create a holistic understanding of the Interaction Space, and enable participants to perceive how different streams of interaction all lead to a continuous and holistic experience. This experiential understanding enables participants to provide insight and feedback to inform the development of the technology.

Exploring the Interaction Space with participants in the early stages of concept development is a challenge, as the proposed technology may be intentionally undefined. To address this, Experience Labs create pop-up spaces for multiple stakeholders (e.g., patients and primary users, academic, business and civic partners) to engage in iterative exploration and early trialling of ideas, concepts and prototypes in a safe and collaborative environment. The pop-up spaces chosen for the Labs are based on real intended use environments. Each Experience Lab, or set of Labs, is bespoke to a project. Typically, projects selected for a Lab propose a conceptual solution, often with limited consideration of the needs of the potential user. The Labs provide the opportunity to step back and (re)discover the needs of the different users and reflect on how the proposed solution can be strengthened in response to the needs and experiences expressed [20].

The goal of an Experience Lab is to enable participants to be at the centre of a participatory design process in which their lived experiences form a rich contribution to ideas and concepts. The sessions in a Lab break down the complex
realism of a new supportive technology and provide participants with the tools to experience elements that make up the Interaction Space. Using generative tools and bespoke artefacts, the Labs allow participants to experience a concept that is unknown to them, and reflect and provide feedback as well as share and build on each other’s ideas.

Previous work reviewed the Interaction Space of six Experience Lab projects, highlighting three potential roles for technology within the Interaction Space, with different levels of complexity as shown in Figure 1. The Venn diagram shows the potential cross-overs, particularly when technologies are intentionally undefined.

![Diagram of the Interaction Space for case study 1, showing potential streams of interaction.](image)

The first area involved understanding the way technology provided an information source to the user. Experience Labs for projects such as these focussed on what information needed to be available, when, and how that information was presented (e.g., a directory of services for ambulance clinicians [20]). For these projects, the technology needed to be available when required but did not have a role in facilitating communication with other people.

The second area involved understanding the role of technology in facilitating interaction between people through an online platform. The Interaction Space in this area included a minimum of two people communicating through a digital medium (e.g., a community platform to broker receiving and delivering small services).

The third and most complex Interaction Space involved understanding technology taking an active role by responding to behaviour of people and the animate world. In this space, it was possible for the technology to trigger actions (e.g., sending alerts to carers in response to abnormal behaviour) that influenced how users perceived the environment.

### III. Case Studies

The two projects that reflect the complex Interaction Space are further elaborated on in this paper, in particular how the Experience Labs support older adults to understand the potential of the new technology and how it might influence existing relations with other people.

#### A. Case study 1: Assisted living for older adults

1) **Context:** The project described in this case study explored and developed a new concept for assisted living which aimed to support and empower older adults to live independently at home for longer [21]. The project involved three sequential Experience Labs, which were designed to explore the full potential of the proposed system and user-test the initial hypotheses behind the concept by developing and validating a refined solution with users.

![Figure 2](image)

#### 2) Interaction Space: The Interaction Space in this project (see Figure 2) involved the proposed observing system shown as the box, participants who were older adults living at home (blue person) and a family member or friend from the older adult’s support network (green person). The streams of interaction, as visualized by the arrows, happen between different people and the system. The system can observe the environment of the older adult (dashed arrow) and potentially trigger a response to the older adult. Another stream of interaction could also be between the system and a carer who may look after the wellbeing of the primary user remotely. The first Experience Lab involved visiting older adults in their homes to understand their home life, routines, networks of support and current use of technology. The second Lab involved a field trip to a department store to allow participants to interact with technology and supportive home products, with the aim of understanding their perceptions of and preferences for technology and the types of scenarios-of-use. These initial Experience Labs provided a rich understanding of the participants’ current awareness, use and perceptions of technology and informed the design of the final Lab.

The challenge was to create a realistic environment in which older adults could experience and interact with the proposed assisted living system. The final Experience Lab involved creating a non-functioning prototype, which was operated by a member of the team to give the impression that the system was fully functional. Participants were guided through a role-play scenario using the prototype, allowing them to experience the Interaction Space, physically and interactively, and to discuss the potential use of the system in their own home. The Lab team helped users explore the
concept and share their feedback and ideas for improvement. The Lab also provided the opportunity for the family member or friend to observe the system in use. As an extension of the experience, participants were then invited to a workshop environment where they were given the opportunity to explore and visualise ideas using playful materials (e.g., clay, puppets, craft materials and an electronic sensor/actuator kit) to allow them to construct scenarios where they felt the proposed system might provide support.

3) Findings: The sequential nature of the Experience Labs allowed participants to gradually build an understanding of the system. The first Lab took place in the home environment and provided the opportunity to gain perspective on the current role of technology in the everyday lives of older adults: their perceptions and usage. Building on this experience, the field trip to a department store enabled insight to be gathered on the types of technology and products that are preferred by older adults, and provided insight into their buying decisions. Finally, by creating an opportunity to explore the system in a realistic environment, participants were able to experience the concept in a non-threatening way and the use of an unfinished aesthetic, together with playful materials, encouraged participants to become ‘makers and designers’ themselves by making their ideas tangible.

The findings of the Labs indicated that personalisation was of key importance given the differing circumstances of older adults in terms of home environment, networks of support and confidence with technology. The findings revealed that participants were already making adaptations using both low and hi-tech solutions to make everyday life easier and address personal challenges. Through visiting the participants in their homes, it was possible to see these types of solutions already in use. Progressing the Labs sequentially also made it possible to ideate solutions together with reference to existing technology (e.g., products available in the department store) and to generate ideas for the system through scenarios and experiential learning in the final Lab.

B. Case study 2: A novel indoor tracking system for people living with dementia

1) Context: The project, initiated by Glasgow Caledonian University, focussed on developing a novel unobtrusive indoor tracking system for people living with dementia. The aim of the system was to recognise abnormal behaviour (e.g., wandering in the middle of the night) and alert the carer for a timely response, thereby positively affecting the safety and wellbeing of individuals. The project aimed to understand the experience of living with dementia, and the perceptions of the indoor behaviour tracking system from the perspectives of people living with dementia and their professional and personal carers.

2) Interaction Space: The Interaction Space in this project (see Figure 3) includes the proposed sensor system shown as the box, the person living with dementia (blue person), a professional carer (red person) and a personal carer or relative (green person). The system is tracking the behaviour of the person with dementia (dashed line). It could potentially send continuous data or alerts to a professional carer. A personal carer has the opportunity to log into a platform, allowing them to observe registered behaviour. Both carers can then take action as required, responding to the person living with dementia. The proposed system was at proof of concept stage and therefore it was not possible for participants to engage with the system in the Experience Lab. The challenge was to create an environment that allowed participants, in particular people living with dementia, to understand the proposed system and express lived experiences relevant to the system’s potential use, reflecting on the impact the system might have on their lives and the behaviour of others.

The first Experience Lab explored the different elements of the Interaction Space for the tracking system in a series of bespoke activities and design tools. Scenario cards as shown in Figure 4 were used to focus the conversation on experiences of living with dementia, of large indoor environments and the support gained from other people. A second session introduced a small wearable device to present the potential sensor, which participants were asked to wear during lunch. Researchers ‘tracked’ participants with pen and paper as they moved between rooms, as well as their behaviour within the room. This tracking information was used to discuss potential insights a system might get on behaviour during everyday events. Finally, the appearance of a wearable sensor itself was discussed by relating it to accessories worn by participants on the day and the associated experience.

![Figure 3. Diagram of the Interaction Space for case study 2, showing potential streams of interaction.](imageurl)

![Figure 4. Scenario cards designed for the project to focus conversation topics.](imageurl)
Insights gained from the first Lab led to the development of three scenarios-of-use to discuss potential Interaction Spaces representing shared experiences, concerns and ideas. The scenarios particularly focussed on expressing how the system was introduced, what behavioural aspects were captured by the system, and how and to whom this information was shared. The scenarios were acted out by researchers and filmed, each resulting in a two-minute video.

During the second Experience Lab the videos were shown one at a time and participants were invited to reflect on what was shown and how it would affect their individual situation.

3) Findings: The first Lab provided conversation topics including the experience of indoor environments and wearable devices. The sessions relied on the participants to imagine the implementation, opportunities and implications of the indoor tracking system. This led to the identification of a number of concerns in relation to the anticipated support that would be provided and the sharing of positioning data. Participants phrased this as a desire to “know who is at the other end”. This phrase embodied concerns about the human support they expected, the reliability of support and the potential privacy issues of tracking in their homes. It is suggested that these concerns emerged because there was no concrete solution participants could either agree or disagree with. The presented Interaction Space was open and relied on input from participants to express their preferences for the tracking system. An aspect of the Interaction Space that participants could conceive very well was the appearance of the sensor. The sensor was required to be in direct or indirect line of sight with the light source, meaning that it would have to be visible and not hidden. Relating it to visible accessories participants felt strongly about not wanting to wear a necklace, preferring an arm-worn device or something you could pin onto clothes. They also wanted the aesthetic design of the sensor to empower individuals rather than show vulnerability.

The second Lab presented videos that showed a ‘closed’ potential Interaction Space in which it was made clear: the people involved, information shared and support offered by the system and/or carer. Although real life was of course seen to be more complex than the scenarios presented, participants no longer felt as strongly about the privacy concerns. When issues from the first Lab were revisited, participants unanimously responded by acknowledging that the support they were provided with, e.g., by a relative, professional or informal carer, was more important than the privacy concerns they had previously expressed. The involvement of carers was seen as the key value in the system, and the technology was merely seen as a means of initiating timely contact.

Both Experience Labs focussed on creating an environment for participants to understand the proposed technology and the support it could deliver. The technology was well received in the first Lab, yet with some concerns about data sharing. The second Lab addressed these concerns by proposing realistic scenarios showing what information would be shared when and with whom. In the overall project the Interaction Space was described by participants’ own experience in combination with the proposed technology in the first Lab and then concretised for further feedback in the second Lab.

IV. DISCUSSION

A. Breaking down complex interactions

The systems presented in both case studies represent two highly complex systems which have the potential to positively impact the lives of older adults. At the initial stages of participatory design in the Experience Labs it can be difficult for participants to imagine the potential use of any complex technological solution. The use depends on a variety of factors such as what the system or sensors are capable of measuring and registering (e.g., movement, light, sound), in what environment they are deployed, the types of events that would trigger a response and how this could possibly lead to false triggers, and what the result of a trigger will be.

The progressive and sequential nature of the Experience Labs described within the case studies provided a way to break down the complexity of the system and introduce participants to the new technology. By exploring the everyday experiences of participants and their current relationship with technology, the Labs helped participants to recognise the ways in which these technologies could impact on their everyday lives. Focussing on separate elements of the system enabled participants to realise what criteria were important to them. For example, case study two overcame challenges in communicating a complex indoor tracking system by breaking the system down into individual elements, with activities in the first Lab separated: experiences of indoor environments, tracking daily activities, support provided by other people and a wearable sensor device. These sessions covered different streams making up the Interaction Space between individuals and the system. Subsequently the final Experience Lab could create an experience prototype embodying these criteria, enabling the participants to reflect on each element as part of a holistic experience and give meaningful feedback.

The older adults involved in the Labs were reasonably familiar with technology through computer and occasional mobile phone use. However, many of the barriers highlighted in the introduction were also supported in the case studies such as lack of confidence with technology and fear of breaking something [9]. Considering this somewhat limited experience with technology, it is essential to incrementally build understanding by relating it to participants’ existing technology references, environments and daily life. In this way it becomes easier for participants to imagine how the proposed technology fits with their everyday life and home environment. There is a need to create a balance between an open and suggestive approach when ideating with older adults in order to ensure that the proposed technology is comprehensible to participants. Failure to do so may lead to limited ideas and feedback.
While some might argue that this limits the possibility for radical innovation [22], in practice it uncovers insight into the real needs and aspirations of older people and highlights places where technology is not acceptable, opening up new opportunities to innovates services to support older people. It also offers insight into how new technology can be marketed to support adoption [21]. The use of bespoke design tools as described in the case studies demonstrates a promising method of introducing complex technology to older adults in a meaningful way.

B. Older adults and technology over time

Older adults see technology as a means to an end. It is important to consider the individual streams making up the Interaction Space to enable a valuable discussion with participants regarding the effect on achieving this ‘end’, particularly when multiple people are involved. For example, in relation to case study two, information picked up by the sensors can be shared with carers to alert them to a safety issue or reassure them that the older person stable. In the case of safety issues, the exchange of potentially private information is less of a concern for the older adults as long as they know it will achieve the end result of getting them human support at a time of need.

The next generation of older adults are often described as digital natives, or at least familiar with using smart devices. However, the development of technological devices and support systems will not slow down, rather it is likely to diversify, for example looking at developments such as the Quantified Self, Internet of Things, virtual immersive environments and autonomous systems. This diversification indicates that the barriers to using technology today as experienced by older adults are not likely to dissolve with the next generation. Alongside the increasing complexity of technology, the ageing process of older adults can amplify barriers to usage, particularly where older adults are living with dementia. Discussing the potential benefit of a supportive sensor system in case study two highlighted an important aspect for participants, namely to introduce a system at an early enough stage when people, particularly when living with dementia, still have the capability to comprehend the changes and benefits. This highlights an additional requirement for the technology, namely ensuring it is not stigmatising and offers progressive functionality that can adapt to the changing needs of the owner.

Participants were aware of the progressive nature of their condition and appreciated being involved in the participatory design process at an early stage when they could share what aspects were experienced as empowering or as stigmatising. The progressive nature of long term conditions suggests that this increase in support over time can be seen to be beneficial. The Interaction Space then becomes not only a model to describe how different streams of interaction between person and technology influence other streams, it can also be seen to include an element of time; describing how interactions could be adapted to lead to different results at a later phase of life. Implementations of the support systems in the case studies are recommended to adapt or present opportunities for personalisation to reflect changing needs. The changing needs are expressed as an incentive to start using technological support [11]. The Experience Lab can provide the opportunity to consider the anticipated changing needs and how these can enhance the experienced benefits of a system.

V. Conclusion

The Experience Labs provided a platform to involve older adults at an early stage in the design process. The Labs encouraged sharing of experiences and reflecting on proposed concepts of technology to address potential barriers for older adults to accept and use a new system. Through an iterative approach the complexity of support systems was broken down into elements of the Interaction Space that participants could relate to and understand. The Interaction Space model was used to reflect on the case studies in this paper. This presents an opportunity to reflect on and understand the different modes of interaction within a complex system to identify challenges, opportunities and ideas within participatory design research. Further research is required to explore if and how the Interaction Space model could be communicated to facilitate an active dialogue with participants to further support the understanding of a complex system.
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I. INTRODUCTION

Designing information systems is one of the core areas in the interdisciplinary community of health informatics, emphasizing technological, sociological and organizational challenges as key issues in developing and maintaining effective health information systems [1]. In particular, studies of the sociotechnical tradition has highlighted the contextual nature of health information and consider design as the synergy between the specific particularities of healthcare work, and the informing properties of information and communication technologies (ICT) [2]. Accordingly, new methods and techniques for user involvement in the design process have emerged to bridge the design-reality gap. Several studies have applied user-centric design methods in healthcare and demonstrate the capability to translate user needs into technical requirements [3]. However, the changing nature of health care combined with evolving technological capabilities leads to new challenges to user involvement in the design process.

First and foremost, the evolving use of mobile technologies changes the information pathway in society in general and the healthcare sector in particular. The demographic change in society has led to increased pressure on the organization and performance of health care services. In particular there is a need for new models and technologies to support long-term care of the increasing population of elderly as well as people with chronic illnesses and disabilities. Accordingly, various research fields, such as telecare, assistive technologies and Ambient Assisted Living (AAL) systems have taken part in international research efforts and have led to increased knowledge and insight into currently available solutions and enabling technologies [4]. The term welfare technology is used in Scandinavia and national initiatives in Norway highlight technological solutions that promote safety and enable people to better manage their own health [5]. Despite the promising impacts and opportunities with the use of ICT in elderly care, there is limited and inconsistent evidence about the effects of assistive technologies [6] as well as limited use beyond the pilot-study level [4]. A recent systematic review of AAL systems also argues for more participatory approaches, user feedback and collaborative efforts in the development process [4]. Innovation in mobile technologies has also increased the complexity and introduced new challenges to existing “IT silos” in the e-health field [7]. In line with the increased use of computers as an embedded part of everyday practices, the scope of healthcare technologies has moved from singular tools to networks of systems, practices, and people, i.e., digital infrastructures [7]. As ICT systems have become deeply socially embedded, we need to take into account the dynamic interplay between planned design and context of use as well as integration of new technologies in the socio-technical network. The notion of users in socio-technical networks are often characterized by diversity and the challenge is to manage heterogeneous knowledge resources that span across professional and organizational units [8]. Based on these insights, we focus on user involvement in the adoption and use of welfare technology in municipal care services, and we emphasize the innovation process in particular, i.e., to do something new in order to create value.

The study is based on a research and innovation project on adoption and use of digital surveillance in municipal care services. The opportunity for mutual learning and knowledge sharing across professional and organizational boundaries is one of the research areas in the project and in this paper we focus on user engagement and collaboration in the innovation process. In particular we are interesting in how actors involved in the project share knowledge and how actors and resources are mobilized during the innovation process. Furthermore, our study is inspired by user-oriented methods such as Participatory Design [9] and Action Design.
Research (ADR) [10]. These methods emphasize design and development as an iterative process of mutual learning and thus enable co-design with community members in the context of their daily lives.

The rest of the paper is organized as follow: Section II provides a brief introduction to the theoretical foundation of the study. The research setting and method is presented in Section III and provides insight into the objectives of the overall research project in order to illustrate how engagement and learning are part of the innovation process. Section IV and V provides insight to the case study, as well as ongoing activities of design and development of a communication platform. Finally, in Section VI we discuss the need to establish a shared information place in the project and further design and development of a digital platform.

II. DIGITAL INNOVATION AND ACTION DESIGN RESEARCH

An official Norwegian report on innovation in the care services has made recommendation for new innovative solutions in order to meet future challenges [11]. In particular, the report highlights the use of new technology as a resource for value creation and emphasize user influence, participation and co-creation in the development of future care services.

Innovation in health care involves interdisciplinary collaboration and is typically distributed across various organizations. Yoo, Lytytinen and Boland [8] have used the term innovation network to refer to socio-technical networks of organizations that enable innovation [8, p.1]. Moreover, they conceptualize innovation as a series of translations between ideas (either in form of physical products or services), mediated through technology artifacts [8, p. 2]). Of particular interest in our project is what they refer to as “social translation” that takes place at the boundaries of communities where individual actors negotiate and mutually adjust to other’s perspectives. Similar studies have emphasized different mechanisms for how information systems evolve as well as the capabilities to generate new services [12] [13]. Overall, these studies have illustrated the generative power of information infrastructures and emphasized knowledge sharing and learning as capabilities during innovation process.

Based on these insights, we have used an ADR approach for the formation of an innovation network across professional and organizational boundaries in our project. ADR provides an opportunity to combine basic principles of traditional Design Research (building and evaluating innovative IT artifacts) [14], while also emphasizing participation and cooperative change [15]. In contrast to traditional design that separates building from evaluating, ADR is characterized as an iterative process that addresses a problem situation encountered in a specific organizational setting by intervening and evaluating [10]. The notion of information technology in ADR is based on the ensemble view of IT artifacts and involves the interaction of design efforts and contextual factors throughout the design process. The design process consists of four stages that include; 1) Problem formulation; 2) Building, Intervention, and Evaluation; 3) Reflection and learning; 4) Formalization and learning. Traditional design is often described as a step-by-step process in which problem formulation (user requirements) is followed by development of the artifact, which in turn is followed by an evaluation. In contrast, the ADR process is a highly iterative process and thus highlights the emergent nature of the ensemble artifact. There are some main features that we consider highly relevant for our project. Firstly, it takes into consideration the dynamic and emergent nature of socio-technical systems and the interplay between planned design and the context of use. Second, the ADR process focuses on participation among researchers, practitioners and end-users throughout the design process. Thirdly, it is strongly oriented toward collaboration and change involving both researchers and subjects [15, p.330]. Eventually the outcome of the design process is formalized and shared with practitioners and generalized as design principles for a particular type of information systems.

In addition, our research is based on previous studies on design and use of digital platforms in healthcare [16] as well as studies on knowledge management [17] and trans-situated learning [18].

III. RESEARCH SETTING AND METOD

The study is based on an ongoing research project in the municipal care services involving partners from different professional communities and organizational units. The project originates from a health innovation cluster (Arena Health Innovation) that was formed in 2009 as a partnership between academia, public sector and academia. A key objective among partners in the innovation cluster was to identify capabilities to improve services and provide technologies to support the needs of municipal care. Based on ongoing activities in the health innovation cluster, a pilot project was initiated and carried out between June 2013 and May 2014. Moreover, experiences and findings from the pilot project have been prolonged to a larger research project lasting from 2014 to the end of 2017.

The primary research objective of the overall project is to identify factors for successful implementation of welfare technologies in municipal care services. Communication and collaboration among various stakeholders is a challenge and one of the research areas in the project is how knowledge and skills are shared among stakeholders during the innovation process. Stakeholders involved in the project include eight municipalities, two research institutions, as well as two providers who are partners in the innovation cluster. All municipalities started with the same basic technology that includes a web-based portal and sensors embedded in security blankets and door handles. In an iterative process of design and use, new features will be added and the number of service receivers will increase in line with the innovation process. Accordingly, research and innovation goes “hand in hand” and this involves adjustment of technology, identification of new services and technological capabilities. Thus, the project requires a high level of engagement from all stakeholders who have signed a consortium agreement that involves commitment to participate in all planned activities.
Data collection has been a combination of participant observations, semi-structured interviews and archival documents. A main source of data collection has been participant observation at workshops. In total, we have participated at five workshops that have gathered all the key people involved in the project, that is, nurses, nursing assistants, vendors, employees at the IT departments, and researchers. As researchers, we have had a dual role during these meetings. First, we have acted as facilitators by participating in the preparation as well as practical support during the workshops. Secondly, we have acted as observers and followed closely emerging discussions, reflections and interaction between various actors. In addition, we participated in local project meetings in the municipalities as well as informal meetings in the project. In order to get more in-depth understanding of the social context of interaction and engagement in the project, we have carried out 5 interviews with project managers in municipalities. Finally, various documents such as strategy documents, minutes of meetings, evaluations, reports and social media posts were collected. Analysis of data was based on an interpretative approach to qualitative research [19] and we have used NVivo to identify and categorize topics related to communication and interaction among stakeholders in our study.

IV. ORGANIZING FOR USER ENGAGEMENT

As mentioned, one of the research areas in the project is communication and collaboration, and one of the aims was to create an environment for learning and knowledge sharing. Organization of workshops has thus been an effort to strengthen collaboration and five workshops have been arranged so far in the project. On average, 30 – 40 people from different professional fields and organizational units attended the meetings. A manager in Arena Health Innovation has played a key role in the planning and organizing the workshops and the main theme has been service innovation. Moreover, the agendas for the meetings have been based on activities described in the project plan as well as emerging issues during the meetings. The structure of the workshops has been a combination of presentations and group work. Some key people have been hired to lecture on the various topics, as well as facilitate the group work. For example, service designers have attended several workshops and provided methods and tools for the preparation of scenarios and user stories during group work. The purpose of the group work was to reflect on practice; identify actors involved, how the use of technology affects work processes as well as new service areas. Several of the methods and tools used during the workshop sessions have contributed to the identification and visualization of user needs, demands and expectations of the project and thus provided valuable knowledge for further progress. Some of the issues that have been discussed are related to communication, collaboration and organizational aspects. For example, reliable technological solutions are a primary goal and the need for guidelines and procedures have been identified. Guidelines for the assessment and mapping of the use of digital surveillance, risk and vulnerability analysis and user support has been highlighted, and the ongoing work on these issues has been the topic of the last two workshops. Discussion of these issues has facilitated reflection and mutual learning and thereby raised awareness of the use of digital surveillance in care services. Nevertheless, several challenges have also been identified and have affected further work in the project. For example, it was pointed out that healthcare professionals and technologists speak different languages and thus makes it difficult to obtain a shared understanding of issues in everyday practice. Another challenge has been the need to co-develop procedures and guidelines and to maintain involvement in the time between workshop sessions. As mentioned, project members in the study are located in eight municipalities distributed in four different counties in southern Norway. This involves long traveling distances and limited opportunities for face-to-face meetings between the workshops. To deal with these issues we have looked at online communication as a resource for sharing knowledge and experience in the project.

V. CO-CREATION OF AN INNOVATION NETWORK

To promote engagement and interaction among participant in the project, we have started the design and development of a digital platform. Design activities in the first phase have been inspired by similar studies in the healthcare domain [16] as well as studies on digital platforms and innovation networks in general [8] [18]. Furthermore, the identified needs to share experiences, co-development of procedures and guidelines, and interdisciplinary interaction has formed the basis of the initial user requirements. In addition, we searched for available solutions to build on what already exists. We did not find, however, any available solutions that met the requirements for safety and accessibility for all stakeholders in our study. Although several municipalities use platforms such as SharePoint, these are not available to all the users in our project and were thus not relevant solutions. We have also considered social networking sites such as Facebook as a resource in the project. Several of the project members use Facebook and we have created an account for the project. At the moment there are 33 members in the group, all participants in the project. In addition, some of the project members also participate in several other Facebook groups. Most of the posts in this and similar Facebook groups deal with general news on welfare technology, links to public documents or policies, as well as news and pictures from workshops. However, Facebook is an open network and does not meet the requirements for safety when sharing internal documents. In order to move forward, we made contact with a local partner and made an agreement with a provider who has developed similar solutions. The local provider, who has previously been involved in activities in the Arena Health Innovation cluster, wanted to participate in the project and is now involved in the ongoing work to develop a solution.

In the first stage, we (the researchers) acted as mediators between the vendors and users. Empirical data from the workshop sessions formed the basis for user needs, and we had several meetings with the vendor in order to provide input to the development of the first version of a platform.
solution. As mentioned, we have identified the need to co-develop guidelines and procedures, as well as a shared awareness among stakeholders involved in the project. Thus, the main features of this first solution are the ability to share documents, coordinate activities, video meetings, messages and posts. Further development depends on feedback from users and we have invited one of the project members to a video meeting to make a brief test of basic features. In particular, the ability to video meetings was considered an important feature to maintain interaction between project managers in the municipalities. Thus it was decided to test the use of the system in a real-world environment and all project leaders in the eight municipalities were invited to participate. These ongoing activities and future development are planned as an iterative process of evaluation, re-design and intervention in the organizational context. So far, in the process we have focused on interactions between project members in the municipalities. Further in the process we will also include technologists and providers, and we will be open to emerging needs and capabilities in order to expand the innovation network.

VI. DISCUSSION AND FURTHER WORK

In this research in progress paper we have focused on engagement and mutual learning in digital innovation in the municipal care services. In particular, we highlighted how the project participants in our study play a key role in the innovation process that is characterized by reflection in practice and mutual learning [10]. Adoption and adjustments of the socio-technical system depends on ongoing shaping by organizational use, perspectives, and participants (ibid. p. 44). Skills and knowledge that emerge in the daily use of digital surveillance are valuable contributions to the innovation process. However, articulating this kind of knowledge (situated learning) is not a straightforward matter but requires translation and transformation across domain-specific contexts [17]. The interdisciplinary environment that characterizes our study indicates the need to create a “shared design space” that enables translation of different meanings as well as negotiation of interests and making trade-offs between actors [17]. In addition, the project members are dispersed across several municipalities and this limits the face-to-face interaction. Vaast and Walsham [18] have argued that the ability of sharing resources and experiences in such an environment depends on a supportive information infrastructure. They have also proposed a model for “trans-situated” learning supported by an information infrastructure.

The project is still at an early stage and several ongoing activities will have an impact on further progression. A primary goal is to create a digital innovation network that provides user utility in the organizational context. The iterative process means that the technological solution and the organizational setting will continuously be subject to reinterpretation, reformulation and redesign [16]. Moreover, reflection and learning, and formalization and learning are important stages in the ADR method. The research process involves more than simply solving a problem. It must also contribute to knowledge that can be applied to a wider class of problems [10]. This means that we strive to develop design principles that can be generalized to the design of innovation networks as well as insight into collective actions that shape new processes and services in innovation networks.
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Abstract—The use of Health Technology Assessment (HTA) in the field of information and communication technologies (ICT) is limited. The Norwegian health authorities and international networks call for steps to strengthen its use to support the development of good e-health services. Randomized controlled trials (RCT) are the gold standard approach in case studies in HTA and scholars have raised questions concerning their relevance in e-health assessments. Failure of basic philosophical assumptions inherent in RCT to reflect empirical features of e-health is one explanation. In a sociotechnical perspective, this paper explores empirical features of “Common Implementation of Clinical Systems” (FIKS), a large-scale electronic health record program in North Norway. Drawing on documents, information and presentations over a 4 year period, it discusses how empirical features correspond to assumptions of RCT. Also considering scientific literature from assessments of electronic records, complimentary assumptions are presented. The objective is to contribute to a knowledge base for improving HTA of ICT. Results show that RCT assumptions of a stable world, fixed interventions and controlled implementation processes differed from empirical processes. Hence, RCT approaches fail to address important features of the program and produce knowledge that fully demonstrate (causes of) empirical benefits or pitfalls. The paper briefly considers complementary assessment perspectives. Embedding assumptions of a world in flux where social, technical and clinical entities influence each other in dynamic processes should increase the relevance of HTA of ICT, and affect real time developments. Further exploration of assumptions that encourage participatory and process assessment approaches is timely.
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I. INTRODUCTION

A. Background

The paper is positioned within a sociotechnical perspective and seeks to produce insights into the coherence between assumptions in health technology assessment (HTA) and the practices that are assessed. The need for assessments of information and communication technology (ICT) programs have been strongly expressed for instance by The parliament in United Kingdom (UK) in a summary of the National Health Service (NHS) information technology (IT) program. “The original objective was to ensure every NHS patient had an individual electronic care record which could be rapidly transmitted between different parts of the NHS, in order to make accurate patient records available to NHS staff at all times. This intention has proved beyond the capacity of the department to deliver and the department is no longer delivering a universal system. Implementation of alternative up-to-date IT systems has fallen significantly behind schedule and costs have escalated” [1].

Health Technology Assessment is expected to produce knowledge to help decide on and procure technology and services that are accurate, cost effective and with expected value and quality [2]. For those purposes, the Norwegian health authorities and international scientific networks for the conduct of HTA call for steps to strengthen its use in the field of ICT. As part of this, the Northern Norwegian Health Authorities (NNHA) in 2016 funded a three-year project for developing and adapting HTA approaches and tools. The project builds upon the White paper to the Storting: one patient – one record [3]. This paper is part of the project.

The need for adapting and developing assessments for the field of e-health is expressed in several scientific publications, some of them referred to in section C below. A common idea is that established assessments have weaknesses in that they produce less relevant and timely knowledge. In this paper, weaknesses connected to basic philosophical assumptions in HTA are addressed. More specifically, those expressed in the gold standard approach of Randomised Controlled Trials (RCT) and related to development of electronic health records (EHR) in North Norway.

The research question is how assumptions of RCT are amenable to empirical features of “Common Implementation of Clinical Systems” (in Norwegian an acronym, FIKS), a
large-scale program for developing and implementing a new EHR [4, 5]. The paper also briefly comments on approaches and methods of RCT, relying on equal assumptions. FIKS started in 2012 and is scheduled to last through 2016. It lies within the jurisdiction of the NNHA in North Norway. One common electronic patient record for all hospitals in the northern region of Norway is a goal. No pre-implementation evaluation has been carried out.

The objective of the paper is to contribute to a knowledge base for addressing weaknesses of HTA of ICT and to briefly point to alternative assumptions which might strengthen its use for the benefit of patients, health professionals, policy makers, leaders and industry.

In sections B and C to follow, HTA, its assumptions and weaknesses are presented. In section II an account of FIKS is given, followed by methods and materials of the investigation. The results and discussion section is divided in three sections each addressing different assumptions in RCT: a singular reality (context), a clear definition of the intervention and a controlled implementation process. Section IV points to approaches and methods accommodating different assumptions: a reality in flux, and interventions and implementation as ongoing socio/technical/medical achievements. In conclusion, the paper argues that exploring such assumptions should strengthen the relevance of HTA methodology for e-health.

B. Health Technology Assessment (HTA) and RCT

HTA is a research field defined as “the systematic evaluation of the properties and effects of a health technology, addressing the direct and intended effects of this technology, as well as its indirect and unintended consequences, and aimed mainly at informing decision making regarding health technologies. HTA is conducted by interdisciplinary groups that use explicit analytical frameworks drawing on a variety of methods [6].”

The purpose of HTA is to establish a decision basis for the procurement of the right health technologies [7]. The European network for HTA, EUUnetHTA justifies the research field as follows: “Health care decision making requires the right evidence at the right time. Every day there are new health technologies available that can improve patient outcomes and refine health system efficiency. HTA is a tool to review technologies and provide evidence of the value these technologies can deliver to patients and their families, health system stakeholders, and to society more broadly [6].”

Health technologies comprise “Diagnostic and treatment methods, medical equipment, pharmaceuticals, rehabilitation and prevention methods, but also organisational and support systems used to deliver healthcare” [8]. The electronic patient record is a type of system that not only comprises of technology, but also involves vulnerable information, social interactions, relationships, and competencies among users (e.g. doctors, nurses, patients) as well as organizational structures, routines and coordination components.

In HTA, different products have been developed to support knowledge-based decisions in health care, such as systematic reviews, meta-analyses, modelling and assessments of new medical methods. All tools draw on basic philosophical assumptions and form a coherent approach. The gold standard tool in case assessments are Randomised Controlled Trials (RCT). RCT is a type of scientific (often medical) experiment, where the people being studied are randomly allocated to one or other of the different treatments or interventions under study. RCTs are often used to test the efficacy or effectiveness of various types of medical interventions. The interventions are assumed to be clearly defined and demarcated and may provide evidence for adverse effects, such as drug reactions.

C. Assumptions and Weaknesses

Accurate assumptions to guide approaches is imperative for the production of useful knowledge to the confidence of different stakeholder groups.

A basic assumption underlying RCT is that of a singular reality amenable to objective scientific measurement to provide universal evidence for outcome of specified interventions. A relatively stable situation and causal variables and linkages has to be identified in order to be able to generalize and repeat outcome. One challenge for applying RCT for ICT and e-health programs is that empirical situations in general are more messy and in flux [9].

In their assessment of electronic health records in the National Health Services (NHS) IT program in United Kingdom, Greenhalgh and colleagues addressed this challenge. They asserted that e-health initiatives occur in complex and fast moving socio-political arenas. Evidence is produced by, and fed back into a political process of deciding priorities and allocate resources to pursue them [10]. Interpreting practice in context can therefore be an alternative to the production of evidence for universal truths in controlled experiments as recommended in RCT.

A second assumption underlying RCT is that of a clear demarcation and definition of the intervention, including a fixed start and endpoint. In ICT programs, this can be difficult to achieve given the fast-paced technological development and the seemingly endless range of possibilities for novel service delivery platforms. It normally takes years to accomplish an RCT and this is described as the most formidable challenge threatening to upset the very promise of potential solutions: The rate of emerging technologies and services is far outpacing the field’s capacity to demonstrate the conceptual or empirical benefits [11].

A third challenge described is pressure to roll out new ICT services before pilots are fully evaluated. Implementation is hence assumed to be a linear operation where readymade technological applications are “rolled out” to an organization and can be objectively assessed. Human interaction might be considered as an obstacle. The alternative is proposals to address person-to-person models to understand how collegiate and interpersonal elements of care delivery can be
better embodied in assessments and as such brought to consciousness for influencing development [12]. In design, the influential openEHR standard represents a model driven approach allowing clinical personnel to be involved in development processes [4]. OpenEHR is a virtual community working on interoperability and computability. Its main focus is electronic patient records (EHRs) and systems [13]. Other innovation and design philosophies/practices such as “Design thinking” involve future thinking and creativity as main assumptions behind innovation [14].

The three challenges and assumptions behind them are interconnected. It seems that basic assumptions and subsequent approaches of RCTs could fail as guiding principles for addressing all important aspects that affect the relevance of ICT. Evidence for positive or negative effects based upon erroneous assumptions might support both over optimist and over pessimist expectations for future development.

In the rest of the paper, steps to address these challenges connected to the FIKS program are discussed. The research question is specified and discussed in three parts: How are assumptions about the reality, the intervention, the process of implementation and subsequent approaches and methods of RCT, amenable to empirical features of FIKS? Based upon scientific literature, complementary assumptions capable of improving HTA for ICT are presented.

II. THE FIKS PROGRAM, METHODS AND MATERIALS

A. FIKS

FIKS is a large-scale program for developing and implementing a new electronic health record system, running from 2012 through 2016. The costs are estimated to EUR 90 million and the vendor (DIPS) is the largest EHR vendor in Norway [4]. The aim is to introduce a single electronic patient record at the eleven Norwegian hospitals, including radiology, lab, pathology and electronic requisition of laboratory services for general practices in the region [15]. An official information sheet of FIKS is published in English [5]. Additional description of the program and implementation is provided in the results and discussion sections.

B. Methods and Materials

The paper is based upon a mixed data material consisting of documents, web sites, information from advisors and presentations of the FIKS program to different actors in the hospitals in North Norway over a period of 4 years, from 2012 to February 2016. In addition, document studies of papers and reports from two large scale evaluation and assessment projects in UK connected to the National Health Services (NHS) ICT program were studied: “The UK Summary Care Record Programme” [10] and “Healthcare Electronic Records in Organisations” [16]. A number of scientific papers were recommended in publications from the two programs with a focus on assessment traditions. These are reflected both in the background and discussion sections.

Triangulation is a social science technique that facilitates validation of data through cross verification from two or more sources [17]. In particular, it refers to the application and combination of several research methods in the study of the same phenomenon. Such techniques were applied to combine information from the multiple sources refined into useable assemblages. These culminated to form recognizable examples for the discussion of assumptions and approaches. The discussion sections also draw on arguments developed with the support of the MethoTelemed team, whose contribution is acknowledged [18].

III. RESULTS AND DISCUSSION

A. Assumption one: A Singular Reality Amenable to Scientific Measurement and Control

This section will substantiate that the context of FIKS and the program itself can be understood in terms of complexity, multiplicity and dynamism. To single out a clear distinction between the context and the program is also not a straightforward task. Relatively stable variables depicting the reality, or context, will, however also be distinguished and commented. This is one premise in RCT for defining external and internal causal variables and linkages in order to be able to repeat outcome in controlled ways.

The context of FIKS is a number of mutually dependent actors, representing a myriad of interests trying to accomplish a unified vision. This is documented in the web page informing that the FIKS project implements the new systems in close cooperation with health authorities, Health Nord ICT (An organization established by the Regional Health Authorities designated to implement ICT services) and the various system suppliers.

In addition, the different hospitals where the implementation occurs, represent different socio-political and institutional contexts. The context is therefore complex, interconnected and politicized, as health political decisions affect resources necessary to add affordances of, and accommodation of the record. Concerning affordances, the web page of FIKS informs that the next generation patient record is under development and is tested in the region. Some upcoming milestones in 2016 on the path to one common medical record are listed:

- One common medical record at the hospitals in Hammerfest and Kirkenes cities

- University Hospital North Norway employs regional radiology solutions including one common radiology archive

- The hospitals in Helgeland, Mo I Rana, Mosjøen and Sandnessjøen employ one common medical record (DIPS) [5]

This information tells us that both the contexts and the intervention consist of multiple, developing and mutually dependent components.

Also the historical process accounts for a dynamic and inter-woven character of the context and intervention.
Already in 2011, necessary contracts for the program were signed, showing the different industrial actors involved. These are some of the milestones presented on the web page:

**2011**
- Helse Nord Regional Trust signed a contract with Sectra
- Helse Nord Regional Trust signed a contract with Tieto
- Helse Nord Regional Trust signed a contract with DIPS

**2013**
- Helse Nord Trust signed a contract with ComputGroup Medical Norge (CGM)
- Helse Nord Trust signed a contract with Infodoc
- Merging of pathology systems in two major hospitals

**2015**
- Helse Nord Trust signed a contract with Hove Medical Systems [5]

The assumptions for the conduct of an RCT, a controlled, measurable and relatively stable reality, are not reflected in the empirical features of the context/intervention. Rather, the multiple and mutually dependent actors and interests, depict a reality and situation under development and flux, depending on negotiations, shifting political conditions and resources.

**B. Assumption Two: A Clear Demarcation and Definition of the Intervention**

On the web page as well as the Facebook page, the goal of FIKS is described as an ambition that the people of the north will have their clinical history assembled in one patient record and that the practice of sending records between hospitals will end. An ambition refers to a work process, and not to a defined and fixed intervention as assumed in RCT. The notion rather refers to assumptions of a creative process like in “Design Thinking”. One of the first features of the intervention was described in 2013: “Moving the databases of the hospitals in Helse Nord to one central common database, is an important condition for the implementation of common patient administration and treatment systems and one common electronic record for the individual hospitals in North Norway.”[5]

New ingredients were added to the service. Events were planned as an ongoing deployment process and the program was described in terms of technical/operational events:

- Connection of Narvik medical center against Health Nords regional solution for electronic requisitioning of Laboratory Services 11/25/2015
- Connection of Leirfjord medical office against Health Nord regional solution for electronic requisitioning of Laboratory services 11/25/2015
- Connection of Nordreisa medical office against Health Nords regional solution for electronic requisitioning of Laboratory Services 11/24/2015
- Connection of Træna medical office against Health Nords regional solution for electronic requisitioning of Laboratory Services 11/24/2015
- Connection of Skjervøy medical office against Health Nords regional solution for electronic requisitioning of Laboratory Services[19]

By distinguishing events this way, the grounds are laid out for RCT of each part of the process, but the resources needed for accomplishing such an endeavor would be vast. There are also interconnections between the parts and therefore difficult to single out as clearly demarcated interventions.

**C. Assumption Three: Implementation as a Linear and Controlled Operation**

The described pressure to roll out new ICT services before pilots are fully evaluated involves an assumption that implementation is a linear, top down and controlled process that can be distinguished from context and socio-political or human processes. The description of the implementation of FIKS, however, clearly points to an ongoing and changing process where different components should be aligned. This is how it is expressed on Facebook: The FIKS program in Helse Nord consists of six projects intended to develop and implement joint electronic record systems at the hospitals in Northern Norway:

- One joint electronic record (DIPS)
- New features of the electronic record (DIPS Arena)
- Laboratory Information System
- Radiology Systems (“Sectra”, “RIS” and “PACS”)
- Joint pathology system in Tromsø and Bodø
- Electronic requisition of laboratory services[19]

In 2011 DIPS decided to use the OpenEHR framework for developing its next generation EHR for the hospital market [4]. This involves negotiations on development directions. The role of interaction between different participants in the process is a collegial and interpersonal process, enacted as different meetings for dialogue and negotiations:

- 11.26.2015: Workshop (EPR Development): Theater nurse meeting - Planning and booking DIPS Arena
- 11.26.2015: Workshop (EPR Development): Theater nurse meeting - meeting with clinicians
- 11/12/2015: Operation Planning (EPR Development): Meeting with clinicians at University Hospital of North Norway [5]

This process adds to the formerly documented process of negotiating contracts with producers and vendors. FIKS also designates and educates super users, and state that the competencies of employees are crucial for the
The development of good record systems: “Close to 190 super users at Nordlandssykehuset are ready to be educated on use and routines of the new electronic record and become leading DIPS experts [5].

The description of the process of implementation shows a multitude of inter-related operational, interactional and relational processes. A linear, pre-defined and controlled “roll-out” process is not present, as assumed for RCT.

D. Summary and discussion

Among challenges in applying a HTA assessment framework for the study of an electronic patient record, is that HTA tools form a coherent approach and draw on common basic assumptions, which differ from empirical features. The basic assumptions of a stable reality amenable to objective measurement, a defined intervention and an operational and linear implementation process fail to address the empirical features described. This issue has been discussed in HTA, related to innovation research. Two different models or approaches are described in the core model (reference 20, page 15). “The linear diffusion model perceives new technology as an external stable entity that is brought to a (health care) system and induces change. A competing paradigm, the translation model, presumes that technology undergoes change in the environment it is brought into. Hence the final impact will not depend on the original technology only” [20]. In the case of FIKS, both the technology, the health care setting and the implementation process seem to be in a state of mutual translation. The empirical features of the applications and services connected with the record are highly diverse and constantly in flux within shifting social and organisational contexts.

Challenges were connected to discrepancies between assumptions and features of the context or “reality” within which the electronic record is embedded, the intervention itself and the implementation process. In the next section, approaches that build upon other assumptions are addressed.

IV. COMPLIMENTARY ASSUMPTIONS - THE CONSTRUCTIVIST UMBRELLA

Challenges concerning the validity of evidence in the face of involvement of different stakeholders have been articulated within the HTA tradition, which is looking to overcome such challenges. One of the tools of HTA in that respect is consensus conferences with different stakeholders [21]. Such conferences have been subject to investigations and the following assertion strengthen the argument of a shifting social reality and the need to consider social relations as drivers for both intended and unintended outcome:

“Consensus development programs are not immune to the economic, political, and social forces that often serve as barriers or threats to evidence-based processes. Organizations that sponsor consensus development conferences may do so because they have certain expectations for the findings of these processes, and may find themselves at odds with evidence-based findings. Other stakeholders, including from industry, biomedical research institutions, health professions, patient groups, and politicians seeking to align themselves with certain groups, may seek to pressure consensus development panelists or even denounce a panel’s findings in order to render desired results, the evidence notwithstanding.” (Goodman 2004:49) [22]

The citation points to the importance of addressing social/political interests and processes to understand the way evidence can be produced and affect results of ICT use in health services.

In contrast to assumptions in RCT about a relatively stable and objective reality, a fixed intervention and a linear and controlled implementation process, constructivist traditions assume flux. This implies a reality or context under development, interventions which are also subject to change, and implementation as partly unpredictable and depending on for instance resource allocation. Implementation is considered an on-going process where support or lack of support strongly influence the outcome. Therefore, it is not considered possible to generalise evidence based outcome in order to repeat good results in new or future settings. Assessment results are aiming to be fed back into a pragmatic and political process of deciding priorities and allocate resources to pursue them.

In this perspective, validation is considered to be obtained through negotiations between the context, the researchers, the intervention and other stakeholders. Context is considered by involving different stakeholders’ interests and validity is addressed by asking what the study is valid for (Aguinaldo 2004:127) [23].

Such assumptions and resulting approaches may have particular strengths where the goal is to develop good e-health services, to the confidence of users, professionals, policy makers and payers, and as a lead market in Europe. Thus, obtaining balance between different validity claims is a vast challenge.

This paper has focused on the fluctuating character of reality, interventions and implementation. Nevertheless, there are also stable features of the three elements. To bridge the gaps between assumptions of the two traditions, the positivist (as in HTA) and the constructivist should be important for assessments of e-health. This point is also noted by Ammenwerth [24]. One goal should be to open the borders between traditions and identify how evaluators may draw on the benefits the different ones have to offer.

Answers to the question “Does it work?” to produce evidence for universal truths, need to be supplemented by a whole range of answers to questions that reflect the complexity of most e-health interventions. “How does it work?" “What components are vital to success, and which are redundant?” “Why does it work in this context (and equally important not work)?” “Is this an appropriate and acceptable way of tackling the problem?” “How is quality produced and defined within certain innovation processes? Moreover, “who owns the definition of success?”
In process approaches, investigations are directed towards the conditions that are included in development processes, with a purpose to feed results back into the process for dialogue and improvements. The “intervention” is shaped and adjusted in and through practices of professional-social interaction between participants (doctors, nurses, patients) and the organisational, economic, political and ideological settings these practices are embedded in. The intervention also contribute to shape these settings as the approach presupposes that all entities are in mutual shaping. Controlling conditions will be the crucial task for future results of innovations. Process investigations may produce knowledge to this end.

V. CONCLUSION AND FURTHER WORK

The paper has substantiated empirical features of a reality in flux, an intervention under development and implementation processes as ongoing negotiations for the FIKS program. HTA assumptions of a stable reality, a fixed intervention and a controlled implementation process were not present. Steps to strengthen HTA use for ICT are timely. Knowledge about conditions for large processes with escalating costs is important as conditions built into the programs vastly influence the effects that emerge and manifest. Embedding assumptions of a world in flux where social, technical and clinical entities influence each other in dynamic processes should increase the relevance of HTA of ICT, and affect real time developments. Further exploration of assumptions that encourage participatory and process assessment approaches is timely.
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Denk je zèlf! Developing a Personalised Virtual Coach for Emotional Eaters using Personas
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Abstract — Obesity is a fast growing societal threat, causing chronic conditions, physical and psychological health problems, as well as absenteeism and large healthcare costs. Despite numerous attempts to promote physical activity and healthy diet, existing interventions do not focus on often occurring emotional causes of obesity. There is a need for self-management support of this vulnerable target group: emotional eaters. This paper presents the results of the design case study focusing on a holistic development of a personalised virtual mHealth coach that provides self-management training ‘Denk je zèlf!’ (Dutch for ‘Develop a wise mind and counsel yourself’). Target group are young adults with emotional eating disorder and obesity. The contextual inquiry study was conducted to get insights into the needs and experiences of the target users, including interviews and questionnaires with emotional eaters, obesity treatment patients and healthcare practitioners. Personas and user stories were derived from these results and translated into a new ‘Denk je zèlf!’ virtual coach, based on Dialectical Behaviour Therapy and experience sampling measures to capture user experience and emotional state. This paper makes two main contributions: (a) combining holistic design with behaviour therapy in one virtual mHealth coaching application for emotional eaters; (b) applying Personas to guide the design. Preliminary results suggest that an online self-management training might be useful for the target group. Future research will be aimed at iterative evaluation and further development of the dialectical dialogues for the virtual coach and content for the education and instruction modules.

Keywords — obesity; emotional eating; Dialectical Behaviour Therapy; personalised care; virtual coach.

I. INTRODUCTION

The fast growth of obesity is a threat for humanity. Obesity is defined as an abnormal or excessive fat accumulation that may impair health and is classified as such with a Body Mass Index (BMI) of 30 kg/m² or higher [1]. Obese patients often suffer from physical, metabolic, or psychological comorbidities, such as cardiovascular conditions, diabetes II, depression, etc. [2]. The number of years spent in relative unhealthiness (suffering from illnesses, disabilities) has impact on societal costs due to incapacity for work, absenteeism and large costs for healthcare [3]-[5]. Nearly 50% of the Dutch population suffer from being overweight or obese [2].

Obesity is associated with low socioeconomic background, unhealthy family lifestyle, bad eating habits and lack of physical activity. Increasing physical activity and reducing food intake (dieting) are considered cornerstones in the prevention and treatment of obesity. Though many of existing interventions are successful and make patients losing weight in the short run, long term randomised studies demonstrate that diets are not the answer [6]. Existing interventions (the Big Two – eat less, exercise more, such as Weight Watchers [7], My Diet coach [8] and Lose it! [9] (online weight loss programs) do not offer the ultimate solution in the long run, since people are not able to maintain their bodyweight over a longer period of time.

A. Emotional eaters and obesity

Recent studies show that a certain group (40%) of the obese population overeat due to negative emotions [10]. Emotional eating (EE) is an atypical stress reaction. A normal reaction to stress and negative emotions would be loss of appetite. Emotional eaters show this atypical behaviour because they confuse negative emotions with hunger. They have a narrow view on what happens in their body (poor interoceptive awareness) and they are having difficulties identifying and describing emotions and feelings (high alexithymia). Emotional eaters are having problems with emotion regulation - the ability to keep one’s emotional system in a healthy condition [11].

Diet and behaviour therapies do not help people with high degrees of emotional eating as they do not treat the emotions resulting in the problem of emotional eating. Most treatment programs for obesity do not focus on emotion regulation [12][13].

B. Emotional eaters and eHealth

The majority of emotional eaters have a long history of dieting, followed by the inevitable overeating and starting dieting again. They gain weight because of poor emotion regulation, not just due to bad eating habits and/or due to an insufficient level of physical activity [14]. For numerous times, they have tried to lose weight and when the emotional eating behaviour kicked in again, they gained more weight than when they started their previous dieting episode. This is an example of the so-called ‘yo-yo effect’ in health behaviour [15][16]. It is highly imaginable that this is ground for an accumulation of disappointments and a growing disbelief one will ever succeed.

Evidence indicates that eHealth therapy can be just as effective as the face-to-face treatments. Evidence-based therapeutic procedures could be delivered online [17]. eHealth interventions allow for an effective therapeutic
relationship. In addition, this special target group needs personalised anonymous support that is always available. Not only emotional eaters need the moral support, a personalised self-management intervention could also clear away obstacles that hold emotional eaters from face-to-face contact with a therapist.

Obese emotional eaters form a very vulnerable group of people. To avoid further setbacks, they need support they can rely on, one that is trustworthy and auspicious, but realistic, in compliance with their needs. Such support needs to be accessible and comfortable so that one feels safe and secure. There is a need for supportive training programs for this specific target group of emotional eaters. This paper presents the design case study aiming at the development of a virtual mHealth coach application for self-management of young emotional eaters with obesity.

The rest of the paper is structured as follows. In section II, related work is discussed on (online) eHealth interventions for emotional eaters and obesity. After that, in section III the approach and methods are presented for developing Personas and applying them to guide the design process. In section IV, the results are presented including the Personas and the first prototype of a virtual coach. Finally, conclusion and discussion are presented in section V.

II. RELATED WORK

A. Dialectical Behaviour Therapy

Dialectical Behaviour Therapy (DBT) is relatively new in treating emotional eating behaviour. DBT was originally designed to help people that are suffering from Borderline Disorder [18]. The therapy focuses on the process of ‘reduction of ineffective action tendencies linked with dysregulated emotions’ [19]. Recent research on deployment of Dialectical Behaviour Therapy (DBT) shows positive results in weight loss management and weight maintenance in obese emotional eaters [20]-[23]. DBT might be successful in patients where insufficient effect was achieved with Cognitive Behavioural Therapy (CBT) [12] [24][25].

B. The dialectical focus

One of the most powerful ‘mechanisms of change’ or mediators in DBT is the dialectical focus. Since an invalidating environment plays an important role in the life of emotional eaters, it is important that they are treated with a well-balanced mix of being validated in their perception of negative emotions and being confronted with a practical focus on changing problem behaviour. “Based in the biosocial theory, DBT has a unique approach to targeting behavioural dysfunction that is not typically seen among other cognitive-behavioural treatments; one key difference is the emphasis placed on emotions and emotion dysregulation.” [19].

C. DBT and eHealth

There is a broad variety of (blended) eHealth self-management treatments available but the majority of them is focused on weight loss and behaviour change. The discussion on the effectiveness of such interventions inches along [26]-[32]. Little knowledge in the field of eHealth treatment using Dialectical Behaviour Therapy or even emotion regulation is acquired so far, let alone emotion regulation focused on emotional eating behaviour.

Results of one quasi-experimental study on the effectiveness of the mobile “DBT Coach”, that focused only on one particular skill in DBT (Opposite Action), showed that emotion intensity decreased within each coaching session in participants with Borderline Personality Disorder [33][34]. The target group uses the DBT Coach when it is needed most for them – after getting engaged in dysfunctional behaviour. One publication discusses the lack of user-friendliness of a DBT self-management mHealth application [35].

A small number of self-management mHealth apps can be found at the Play Store (Android) and at the App Store (iOS, Apple). However, they lack scientific grounding, user involvement in the design process, psychological aspects and personalization.

III. APPROACH AND METHODS

The objective of this research is to develop a personalised self-management intervention based on Dialectical Behaviour Therapy for young emotional eaters with obesity. Development is guided by the CeHReS roadmap (Center for eHealth Research, at the University Twente) – a holistic eHealth framework for developing eHealth interventions based on a participatory design process and persuasive design approach to maximize the impact of the intervention [36]. This study focused on the contextual inquiry and early design phases.

First, the contextual inquiry phase was carried out. In order to get familiar with what kind of support emotional eaters really need, it is important to understand the target group [36]. Even though interventions can be evaluated as positive according to effectiveness, as long as the target group will not be captivated by its design and functionalities, they are not going to use it.

The employment of user profiles and Personas as a tool to inform design is still rare in social sciences [36]. We followed the LeRouge classification model [37] and Van Velsen’s additions to it [38] as a guideline to develop two Personas to guide the design of a virtual mHealth coaching intervention. Personas contain information on their Internet skills and smart phone use, demographic facts and healthcare specifics such as current practices in managing own healthcare, support network, information seeking attitude etc.

To gather input for user profiles and Personas, questionnaires were circulated via social media and the network of contacts. The target group to be reached for was “young adults, 18-44 years of age” and self-declared emotional eaters. Examples of questionnaire questions: “For what purposes do you use your smartphone? (social media, news gathering, mail, gaming?)”, “At what specific moment in time would you like to be in need to get in contact with a help system?”, “What kind of support do you expect from a
smartphone application?” We approached healthcare practitioners for expert interviews. In the next sections, we present the results of this design case study, including Personas, user stories, architecture and design of the new ‘Denk je zélf!’ virtual coach.

IV. RESULTS

A. Questionnaires and interviews

In total, 321 responses were collected with the questionnaires and thirteen interviews with healthcare practitioners (dieticians, physical therapists and psychologists) were conducted. The interviews were transcribed and coded. We used a free coding style not to lose the richness of the data. In addition, six obesity therapy patients were interviewed to get insight into the daily needs and experiences of the emotional eaters.

Data extraction from the questionnaires was processed according to the method of LeRouge [37] for creating user profiles and Personas - (a) personal and demographic information; (b) technical capabilities and limitations; (c) needs and desires concerning support and care. Data derived from the interviews with experts and patients learned about eating styles and the problems emotional eaters run into.

B. Personas and user stories

Two Personas were derived from the questionnaires data: Lisanne (25 years) and Anita (46 years). Figure 1 shows their personal profiles. Lisanne is a highly educated young woman. She is an obese emotional eater. Her eating behaviour is caused by a negative self image. Eating gives her a feeling of comfort as long as the eating lasts. Afterwards she feels guilty and depressed. Anita is a 46 years old mother of two. She is worrying about the family’s financial situation and overeats in stressful situations. Anita left school at an early age. She is from a low socio-economic background.

What we learned by creating the Personas is that we got a better understanding about the specific needs of the target group. We obtained a better comprehension of the moments and situations that cause emotional eating behaviour and the kind of interference that might be helpful to them. While in the design process you can ask questions such as: “What would Lisanne think of this? Would she like it? Would she consider this as useful?”

To illustrate how Lisanne will benefit from the application we created a scenario (Figure 2) in which she is about to give in to emotional eating. Use-case scenarios [39][40] were derived from Personas, interviews and questionnaire results by describing the user goals, motivations, actions and reactions while using the new virtual mHealth coaching application.

C. eHealth Intervention Architecture

The first prototype of the smartphone application ‘Denk je zélf!’ personalised virtual coach is developed within the pre-design phase.
The training consists of a series of education and instructions modules on emotional eating behaviour and emotion regulation. A personalised virtual coach will guide the user through four different modules. First an ‘intake procedure’ will take place: the user will be invited to make a commitment never to lose oneself in emotional eating behaviour again, followed by educational modules on mindfulness, emotion regulation and stress tolerance (Figure 4). The training offers exercises based on practical experience in daily life. Modules are replaceable – they can be substituted by modules with content that is focused on users with low socioeconomic status.

Users are invited to fill in their behaviour chain analysis (Figure 3) and emotion diary on a daily basis. Reminders to do so are sent out on fixed moments (by agreement with the user). Both components are considered indispensable in the face-to-face training being daily ‘homework’ for the participants. The behaviour chain analysis is to be performed at the moment a participant has given into cravings and bad eating behaviour or is just about to do so.

The behavioural chain analysis is utilised to analyse problem behaviour and determine prompting events and vulnerability factors. People can also fill in new skillful solutions and ways to prevent prompting events and think of solutions to reduce vulnerability in the future.

D. ‘Denk je zèlf!’ Personalised Virtual Coach

The virtual coach was invented to meet the needs of the user for immediate support. Every time a user is experiencing negative emotions he can connect to the virtual coach and ask questions and start a dialogue. The virtual coach is the very heart of the e-DBT ‘Denk je zèlf!’ training. It supplies the user with so called dialectical dialogues – providing them with answers to their need for change and to their need for acceptence. According to Lynch et al. [19], dialectical theory is defined as: “The thesis (behaviour change) brought forth the antithesis (the need for acceptance), and both acceptance and change-based strategies were integrated into the treatment package (synthesis). Dialectical theory provides the theoretical undercurrent needed to balance and synthesise these strategies. Core acceptance-based strategies derive from client-centered approaches and Zen practice and these involve mindfulness skills, validation, and radical acceptance.” [19, pp.463]. The goal of the training is to teach people developing their own wise mind and to learn making decisions that have consequences for the quality of life. By providing dialectical dialogues the virtual coach helps the user practicing this process of decision-making by identifying the possible consequences of choosing either one of them. The output of the virtual coach is personalised by data derived from the behavioural chain analysis and the emotion diary. The virtual coach is a self-learning system. Ecological momentary assessment (EMA), often called as experience sampling measures (ESM), is applied within virtual mHealth coaching application to assess behavioural aspects [41][42], for instance by assessing subjective momentary states several times a day via a user-experience diary integrated in a virtual mHealth coach application.

In order to develop the virtual coach, including the two vital parts of the coach - the behaviour chain-analysis and the emotion diary - Personas and use-case scenarios were translated into user stories. Next, user stories are translated into a prototype of the virtual coach. Java-based virtual assistant (developed on the Play framework) makes use of an open-source natural language parser named Alpino. This Dutch linguistic language analyser [43] is self-learning and produces ‘tree diagram’ data in XML format. The output is stored in a graph database (NEO4J).

V. DISCUSSION AND CONCLUSION

In the process of developing a self-management intervention for a vulnerable group of obese emotional eaters, it is essential that the design and application meets the needs and expectations of the target users. By questioning the target group and mapping out their needs and wishes, user profiles were defined and two Personas Lisanne and Anita were formulated. Personas provided the needed guidance to define user stories that were translated into a first prototype of the personalized virtual coach ‘Denk je zèlf!’ . This new interactive prototype will be iteratively evaluated together with users and healthcare practitioners.

The next step is to conduct a field test with members of the target group on the usability and the content of the virtual coach. The content – dialectical dialogues - is collected from handbooks for therapists and derived from online user groups. The users will be given small assignments such as navigating to the virtual coach and starting a conversation. We ask them
to judge the replies of the coach by their faithfulness and truthfulness. The output will not only benefit the quality of the interaction with the virtual coach but the information will also be used to enrich the characters of the two Personas.

Lisanne and Anita served as a starting point for a concept design (Figure 5) and they will guide further development of the user interface and content of ’Denk je zelf!’ modules intake, mindfulness, emotion regulation and stress tolerance.

Figure 5. Concept design of the virtual coach
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Abstract—In a prospective pilot study, we recently found a 7.0 kg mean weight loss within a 20 months' intervention period using an online complex e-health approach. In order to tailor a randomized controlled trial testing an online platform with app technology, accelerometers etc., we conducted a qualitative interview study to identify important determinants for weight loss management using digital solutions. Results showed that the main themes for incitements identified were life events in close family, the establishment of support, a honest and trustworthy relationship with health professionals, and/or supportive peers and ways to monitor the behavioral change with nudging from a reference person. The primary barriers were self-inflicted obstacles, an experience of lack of self-efficacy and ways to keep up appearances when discussing personal health issues with peers. The primary roles of the referents were the experience of honest and trustworthy forums to discuss personal challenges. We can conclude that the important factors are the availability of behavioral change monitoring and empathic relevant feedback. The opinions of referents matter, and long-term success depends on the ability to establish a strong positive support online and/or offline. E-health solutions can support healthy living, but further investigations are needed to establish updated relevant solutions that can be used in daily practice.

Keywords: obesity; internet community; e-health; self-efficacy; patient empowerment

I. INTRODUCTION

Obesity is an increasing problem, and more than 30% of the European population is obese, with a body mass index (BMI) > 30 kg/m2. It is well documented that obesity increases the risk of type 2 diabetes, cardiovascular diseases, and joint and musculoskeletal diseases, and that it decreases fertility and increases the risk of spontaneous abortion.

In a prospective pilot study, we investigated the effect of online dietician advice combined with access to an Internet community using the existing commercial online Internet weight loss management program not using app technology [1]. We have previously described the usability of this platform and found a mean weight loss from baseline of 7.0 kg. (95 % CI: 4.6 - 9.3 kg) after a mean maintenance period of 20 months among 21 patients with an initial BMI of 36.4 kg/m2 [2].

We now plan to perform a Randomized Controlled Trial (RCT) based on an updated online platform using app technology, accelerometers etc. [3]. Prior to this RCT study, we here report a qualitative interview study designed to identify issues of importance for weight loss management using digital solutions today. We interviewed patients who have previously successfully participated in an online complex e-health intervention by exploring: 1. What is the experience using supportive e-health solutions offered in relation to a healthier life style? 2. What are the incitements and barriers for personal life style changes in general and when using e-health solutions? 3. What is the role of peers and health professionals when changing life style in general and when using e-health tools seen from a patient perspective?

II. METHOD

A. Design
Qualitative, semi-structured, individual interviews.

B. Setting
General practice in the Southern Region of Denmark.

C. Participants
Ten overweight patients who had previously used an online complex Internet e-health intervention successfully. The intervention tool was used as a supplement to a dietician
working in the general practice while making sure that the relationship was established in person before beginning the online communication. The same dietician met the patient in the clinic and handled the online communication with the patient. Apart from the dietician, the patients could meet and share health data/information with other patients in online forums. This developed to become a strong community, where it was possible to discuss many personal issues as well [2].

D. Analysis

Interviews were transcribed as soon as possible after each interview and uploaded to a common database. Anonymous transcripts were analyzed by the researchers (CJB, JC, JBN and JS) using thematic analysis. The identified themes were compared between the different researchers. Overlap and consistency were reached. The findings were then related to the Social Action Theory (SAT)[4], the Theory of Triatic Influence (TTI) [5] and the Social Cognitive Theory (SCT) [6].

III. RESULTS

All but one of the participants used smartphones; the last one used a tablet. They all used apps and the Internet, but had no longer access to the Internet support system [1]. Five years after the initial intervention, they all still used Internet or apps to benefit their health. Everyone looked up recipes, some had joined weight loss Facebook groups, and some used an app service monitoring their physical activity. They were not aware of all the functionality that could support them for free using their smartphones, but the majority acknowledged that the provided e-health solution had helped them. Following the two years intervention study five years ago, they have all gained weight, but not to the level before the intervention.

A. The main themes for incitements identified were:

1) The establishment of an honest and trustworthy relationship with a health professional with whom it was possible to talk about everything and to be heard:

a) Offline: "I think it was really nice to see CA (the dietician), also because she could see it was my head that controlled me a lot"

b) Online: “I don’t know if I would always use it (report my diet intake) because sometimes I would just not report anything… to help me not being confronted with the fact that I had eaten more than I should”

c) Miscellaneous: Some of the patients revealed that they did not trust the dietician who had been assigned to them, and they stated the lack of trust as the main reason for them to discontinue the intervention. One of the participants then established a contact to another health coach that helped him along with significant weight loss without a single face to face meeting.

2) Find ways to monitor the behavioral change with nudging from a referent person:

a) Offline: “One who had to see that I kept my weight. If not, I would have said I had done it without having done it….. to satisfy others”.

b) Online: “and I can’t cheat it (An objective activity monitoring fitness app: “Endomondo”). It is not possible for me to pretend I have gone for a walk when I haven’t”.

3) Goal setting:

a) Online: “Today, when I have to go to work at noon, then I go for a walk during the morning. Sometimes I walk four times a week, but it should be at least 15 km per week.”

4) Support from partner:

a) Offline: “I do have support from home – from my husband. Many times he has encouraged me to stop smoking”. “This thing with saying: “hey we have to remember vegetables”…”.He may also say: “Do you really have to eat that?”…. He is very observant to what I eat. A little judgmental if I eat something that is not healthy”

5) Life events in close family have a strong impact for a majority of the participants:

a) Offline: "My husband got type 2 diabetes, and then I also lost 10-12 kg in the spring…”

B. For barriers the main themes were:

1) Self-inflicted obstacles:

a) Offline: "I had this knot under my left foot removed in surgery two years ago. Three months ago, I had the same operation in the other foot. So I’m not able to do it (exercise), and I still can’t use regular foot wear. I still use sandals”.

2) Experience of lack of self-efficacy:

a) Offline: "It is probably because I can eat a little candy again or buy a chocolate bar when I’m out shopping…. And I have problems saying no thanks”.

3) Keeping up appearances when discussing personal health issues and about lying to referent others to avoid judgmental behavior:

a) Offline: “Yes, if someone says: “Well, wouldn’t you like to lose weight?”, then I say: “Yes, but it is very hard because bla, bla, bla, and then the same story goes. So it is an excuse for not losing weight”

b) Online: “If it is someone I would never meet, then I could be honest, but as soon I know that it is someone I am going to meet, then I add to the story”.

C. The main themes for the role of peers were:

1) The experience of honest and trustworthy forums to discuss personal challenges, in relation to peers:

a) Offline: “Then I have my friend, who I met when I joined weight watchers. She has all these ideas as to how to combine different food ingredients…. and that has my other friend as well, but she has now joined this low fat high something……”.

b) Online: “…I’m more in need for a closed group of people who have the same problems as me or at least are in
the same position as me” and “I could do it (be honest), if it was online, but not if I had to look them in the eyes.”

2) **The need for acknowledgement from referent others:**

   a) **Offline:** "The worst thing was that nobody called me up" and said: “Why is it you have not scheduled a new appointment?"

   b) **Online:** “It is the same with Endomondo. I have friends there. And then I have to show I walk. Not to have them believe I’m not active”

IV. DISCUSSION

To our knowledge, this is the first qualitative interview study among the users of a successful weight loss Internet platform showing what elements are important for success in an updated e-health solution. Establishing an honest and trustworthy space is important. This matches the social ecological point of view that establishing a good relationship to the patient is of paramount importance for coaching patients to make difficult decisions [6]. To establish an honest space with your health professional can be difficult in a 100% online solution. The provided solution delivered a combination that seemed to strengthen the relationship even though not all patients seemed to have that need. Goal setting and monitoring the behavioral change are important for many patients. Goal-directed action is the basis of the social action theory [4] and, by using e-health solutions, this can be done in real time both objectively (Endomondo/accelerometers) and subjectively through reporting. The spouse plays an important role for all our participants. The participants all experienced support from their spouse during their weight loss, which is in accordance with the social cognitive theory underlying the importance of the opinion of others [6]. This was also the reason why life events in close family could move the patients to decide that weight loss or other lifestyle changes were important enough to do something about. Barriers centered around self-inflicted obstacles, lack of self-efficacy and keeping up appearances, which very much related to the intra-personal stream described in the Theory of Triadic Influence (TTI) [5]. To close the gap patients could describe how the supportive role they experienced both offline and online from referent others made a difference. This interpersonal aspect is the second stream in TTI and confirms that meeting others in the same situation is important. The third stream in TTI is the sociocultural environment that changes to some extent when a person meets up online with new people who also want to loose weight or stop smoking. Basically, you can change your referent others online, something that might be of paramount importance, especially for people with little support from home [7]. Offline, many of the same psychological elements are found in anonymous forums like Alcoholics Anonymous. The findings can be included in the complex e-health solutions used in the future RCT study [3]. The study will be conducted in a general practice setting using local dieticians out of respect for the importance of a good relation to the patients found in this article. Patients will monitor activity, diet and sleep through simple monitoring features in combination with an online community [3].

V. CONCLUSION

The major findings were that many of the important issues addressed by the participants can be supported online. Patients need to have a personal and trustworthy relationship to at least one health professional who can boost their self-efficacy when needed. Another important factor is the availability of behavioral change monitoring and empathic relevant feedback. The opinions of referents others matter, and long-term success depends on the ability to establish a strong positive support. E-health solutions can support healthy living, but further investigations are needed to establish updated, relevant, and complementing solutions that can be used in daily practice.
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Abstract—Telerehabilitation allows continued rehabilitation at home after discharge. The use of rehabilitation technology supporting wrist and hand movements within a motivational gaming environment could enable patients to train independently and ultimately serve as a way to increase the dosage of practice. This has been previously examined in the European Supervised Care & Rehabilitation Involving Personal Telerobotics (SCRIPT) project using a first prototype, showing potential feasibility, although several usability issues needed further attention. The current study examined feasibility and clinical changes of a second iteration training system, involving an updated wrist and hand supporting orthosis and larger variety of games with respect to the first iteration. The paper is relevant for the conference, reporting a new telemedicine service, combining physical orthotic support with remote offline supervision, for telerehabilitation at home after stroke. Nine chronic stroke patients with impaired arm and hand function were recruited to use the training system at home for six weeks. Evaluation of feasibility and arm and hand function were assessed before and after training. Median weekly training duration was 113 minutes. Participants accepted the six weeks of training and after training. Median weekly training duration was 113 minutes. Participants accepted the six weeks of training, with direct supervision of a therapist. A next step would be to provide such systems at home, to enable self-administered practice of the arm and hand after stroke. Finding significant improvements were found for the Fugl-Meyer assessment, Action Research Arm Test and self-perceived amount of arm and hand use in daily life. These findings indicate that technology-supported arm and hand training can be a promising tool for self-administered practice at home after stroke.

Keywords—stroke; upper extremity; telerehabilitation; dynamic orthotic device; rehabilitation games; home training.

I. INTRODUCTION

Stroke is one of the most common causes of adult disability. Even in the chronic phase, motor problems still persist in the majority of stroke patients [1], leading to difficulties in performing activities of daily living independently. Motor problems that persist in the chronic phase may be partly due to learned nonuse of the affected upper limb [2]. Stimulating the use of the affected upper extremity has shown to overcome the learned nonuse [3].

Technology has the potential to support rehabilitation since it can provide high-intensive, repetitive, task-specific, interactive treatment of the impaired upper extremity. Besides, it has the potential to accurately quantify therapy and monitor patients’ progress, while also providing immediate feedback to patients, as well as therapists. Rehabilitation robotics has been shown to be as effective as conventional rehabilitation for the hemiparetic arm [4]-[7]. Most research so far has shown significant improvements in upper limb motor function, although evidence of the transfer of robotic training effects to activities in daily life remains limited, as is observed for most interventions in stroke rehabilitation, including conventional therapy [8]. To maximize independent use of the upper extremity in daily life, it is important to include functional movements of both the proximal and distal arm and hand into post-stroke training, since a generalization effect to improvements on the entire upper extremity was found [9][10].

Most robotic devices are mainly suitable for the clinical setting with direct supervision of a therapist [5]. A next step would be to provide such systems at home, to enable self-administered practice of the arm and hand after stroke [11]. This is especially interesting since an increasing number of stroke survivors is expected, which will result in increased demands on healthcare systems [12]. New ways of providing healthcare services, such as teleconsultation and remote monitoring and treatment in the patient’s home are therefore needed.

Telerehabilitation systems for upper extremity exercise showed promising results in improving health of stroke patients [13]. In addition, healthcare professionals and participants reported good levels of satisfaction and acceptance of telerehabilitation interventions [13][14]. This is in line with the precursor of the current study, using a passive device with three motivational rehabilitation games for arm and hand training at home [15][16], showing that the
training was motivational which was underlined by an average weekly training duration of 105 ± 66 minutes. Usability showed potential, although several usability issues needed further attention. Clinical evaluations showed modest changes in arm and hand function [15].

In the current study, we expanded this research by using a next iteration of the developed training system. Lessons learned regarding usability findings, therapeutic benefit and practical issues which were obtained in the first iteration of patient measurements with the SCRIPT system [15][16] have been taken into account for the design of the second prototype. An updated passive wrist and hand orthosis with improved user interface including nine exercise games was provided. The new games further focused on functional exercises incorporating versatile grasping gestures. The second prototype was evaluated with a new group of chronic stroke patients. The objective of the current study was to examine feasibility (user acceptance and adherence) and clinical changes in arm and hand function of a second generation technology-supported arm and hand training system at home in chronic stroke. The paper is structured as follows: the methods of the study are presented in Section 2, the results are shown in Section 3, followed by the discussion in Section 4 and conclusion in Section 5.

II. METHODS

A. Participants

Participants were recruited from the Roessingh Rehabilitation center, Enschede, the Netherlands and IRCCS San Raffaele Pisana, Rome, Italy. Participants were eligible for inclusion if they (1) had a stroke between 6 months and 5 years ago; (2) were between 18 and 80 years of age; (3) had limited arm and hand function because of the stroke, but having at least active control of 15° elbow flexion and having active finger flexion of at least a quarter of the passive range of motion; (4) were living at home and having internet access; (5) were able to understand and follow instructions; (6) had no additional orthopedic, neurological, or rheumatologic disease of the upper extremity; and (7) no severe neglect or uncorrected visual impairments. All participants provided written informed consent before participation. The study protocol was approved by the local medical ethics committees (Medisch Spectrum Twente, Enschede, the Netherlands and the IRCCS San Raffaele Pisana ethics committee, Rome, Italy).

B. Study design

This feasibility study has a longitudinal design. The participants received six weeks of self-administered technology-supported training for the arm and hand at home. Evaluation of arm and hand function was based on a baseline measurement pre-training and an evaluation measurement within one week post-training, performed at the research lab of the rehabilitation center.

C. Training intervention

Participants used a technology-supported training system [16], which consisted of a slightly adapted version of the SCRIPT dynamic wrist and hand orthosis [17], a mobile arm support (SaeboMAS, Saebo Inc., Charlotte NC, USA) and a computer with webcam and touchscreen displaying exercise games (Figure 1). The mobile arm support was used to support the weight of the proximal arm. The wrist and hand orthosis is a passive exoskeleton worn on the forearm and hand, customized to the hand size of each participant. It provides extension forces to the wrist and fingers via passive leaf springs and elastic tension cords [17]. The orthosis was equipped with sensors to measure joint excursions of the wrist and hand, which allowed control of nine exercise games. A green marker placed on the hand plate of the orthosis was used to track the location of the orthosis by means of a camera placed on top of the screen to incorporate translational movements of the arm.

The exercise games consisted of various difficulty categories, to match the progress of individual participants. The categories were classified in a game difficulty schedule, ranked according to increasing complexity. Complexity was higher when a game required multiple movement planes (from 1D to 3D), involved a higher number of gestures to control the game, movements with progression from proximal to distal movements or gross to fine manipulation. The gestures needed to control the games were hand opening and closing, wrist flexion and extension, forearm pronation and supination, and reaching forwards, backwards and moving left or right. For hand opening and closing we could distinguish a general grasp, cylinder grasp, tripod grasp and lateral grasp, which have been shown to be reliable hand postures which could be recognized during performance of rehabilitation games [18]. Translational movements of the hand were integrated with wrist and hand movements (e.g., moving the hand to a target, grasping, transferring to a different target, releasing) to emphasize functional, task-specific movements.

The training environment was available within a motivational user interface including feedback on performance, which was displayed on the touchscreen. The general recommendation for training was about 30 minutes per day, six days a week. Participants could train at the time
of the day they preferred and were allowed to practice additionally if they wished to. A trained healthcare professional followed the participants’ training progress remotely, offline, via another user interface available on a secured website and provided feedback by means of sending motivational messages when training duration was low. In addition, the healthcare professional visited each participant once per week to ensure competence with the training system, informally monitor progress, and to answer potential questions. Based on performance of the exercise games, in addition to ranking on the game difficulty schedule, the healthcare professional decided if a participant could move up to the next category of games. The professional adjusted the training program for the participants remotely.

D. Evaluation

1) User experience

The frequency and duration of training were automatically stored within the system and displayed in the user interface. The total minutes of training per week were counted to provide the total weekly training duration. These weekly training durations of all six weeks of training were used to calculate the average amount of practice over six weeks.

Motivation during training was measured using the Intrinsic Motivation Inventory (IMI) questionnaire [19]. It provides qualitative information about the content and level of motivation that a participant experienced during the training period (maximum score = 7). A higher score represents higher motivation during training, with a neutral score of four.

The System Usability Scale (SUS) is a 10-item scale providing a global view of subjective usability [20][21]. The questions were scored on a 5-point Likert scale ranging from ‘strongly agree’ to ‘strongly disagree’. Scores are translated to 0–100%, with a higher score representing better usability. Interventions with scores in the 90s are exceptional, scores in the 70s and 80s are promising, and with SUS scores below 50 one can be almost certain that the intervention will have usability difficulties in the field. The SUS and IMI were completed during the post-evaluation measurement only.

2) Arm and hand function tests

Clinical tests were used to quantify general arm function before and after the training. The scales used are valid, standardized assessments, which were performed according to their specific test protocols.

The upper extremity part of the Brunnstrom Fugl-Meyer assessment (FM) evaluates motor status and the degree of synergy-development in the arm (maximum score = 66) [22]. Separate scores were calculated for proximal (maximum = 42) and distal components of the FM (maximum = 24).

The Action Research Arm Test (ARAT) evaluates coordination, dexterity and upper extremity function on the subtests grasp, grip, pinch, and gross arm movement (maximum score = 57) [23].

The Motor Activity Log (MAL) is a semi-structured interview for hemiparetic stroke patients to assess the perceived use of their parietic arm and hand (amount of use (AOU) and quality of movement (QOM)) during activities of daily living (maximum score = 5 per subsection) [24].

The Stroke Impact Scale (SIS) was used to assess changes in function, activity and participation following stroke. The questionnaire assesses eight domains related to function, activities and participation. Each domain score has a range of zero to hundred percent, with a higher score indicating better quality of life [25].

E. Statistical analyses

Statistical analyses were performed with IBM SPSS Statistics 19 for Windows. Outcomes were non-parametrically tested for statistical significance due to the small sample size. Descriptive statistical methods (median with interquartile range (IQR)) were used to describe the participant characteristics and all outcome measures. Outcomes of each clinical scale were compared between both evaluation measurements using the Wilcoxon signed rank test. The level for significance was set at α ≤ .05.

III. RESULTS

A. Participants

Nine participants (six in the Netherlands, three in Italy) were included in the study. Two participants were lost to the study. One because of personal problems not related to this study and one having recurrent technical problems with the system. The characteristics of the remaining seven participants are shown in Table 1.

B. User experience

The participants actually used the system, but with a large amount of variation between and within individuals (Figure 2). Median weekly training duration for the group, averaged over six weeks, was 113 (IQR 69–158) minutes. One participant (E01) exceeded the advised training duration of 180 minutes per week once, and two other participants (D08 and E03) exceeded the advised duration several times.

The median score on the SUS was 73% (IQR 60%–83%). On individual level, four participants rated usability over 70% and three participants between 50 and 70%.

Overall, the participants enjoyed the six weeks of training, as reflected in the overall median score on the IMI of 4.4 points (IQR 3.9–6.0 points). Table 2 shows individual participant results and group medians on all outcomes.

### TABLE 1. PARTICIPANT CHARACTERISTICS

<table>
<thead>
<tr>
<th>Sex</th>
<th>N = 7a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>5 (44–67) years</td>
</tr>
<tr>
<td>Months post stroke</td>
<td>2 (19–33)</td>
</tr>
<tr>
<td>Type of stroke</td>
<td>5 infarction / 2 hemorrhage</td>
</tr>
<tr>
<td>Affected body side</td>
<td>4 left / 3 right</td>
</tr>
<tr>
<td>Dominant arm</td>
<td>4 left / 7 right</td>
</tr>
<tr>
<td>Fugl-Meyer score (maximal 66 points)</td>
<td>37 (30–45)</td>
</tr>
<tr>
<td>Action Research Arm Test score (maximal 57 points)</td>
<td>26 (21–28)</td>
</tr>
<tr>
<td>Stroke severity</td>
<td>6 moderate / 1 severe</td>
</tr>
</tbody>
</table>

a. Results are shown as absolute numbers or median (interquartile range)
C. Arm and hand function tests

On group level, the Wilcoxon signed rank test showed a significant improvement after training for the FM total, FM proximal part, ARAT, and MAL AOU (Table 3). The FM showed a median improvement of 4.0 points ($P = 0.034$) for the total scale, and median improvement of 3.0 points ($P = 0.027$) for the proximal part only. The ARAT improved with median 2.0 points ($P = 0.045$) over training, and the MAL AOU with median 0.2 points ($P = 0.046$).

Examination of individual scores (Table 2) shows quite substantial improvements for one participant (E01), grossly exceeding the minimal clinically important difference (MID) for FM and ARAT [26], constituting changes greater than 10% of the total score. Participant E03 approaches MCID for FM with six points improvement. In addition, two participants (D09 and E03) exceeded MCID for the MAL QOM, of which E03 also exceeded MCID on MAL AOU [27], and participant E01 approaches MCID for both MAL AOU and QOM.

IV. DISCUSSION

A second generation technology-supported arm and hand training system was evaluated in patients with chronic stroke in their own home. The present findings show that training at home using the training system was feasible, since patients accepted the training well (median SUS = 73%) and were motivated (median IMI = 4.4). This was reflected in a median weekly training duration of 113 minutes (i.e., approximately 15 minutes per day). Participants showed improvements in arm and hand function, dexterity and self-perceived amount of arm and hand use in daily life.

The motivation outcomes of the current study indicate that patients perceived the training as motivating, to a similar extent as interventions applying rehabilitation technology in a clinical setting [28][29]. With a median SUS score of 73% the training system was rated as promising. This might be related to a large variation of games available in the current study, which was much appreciated by the participants. Although participants positively valued the training system, several usability issues were identified and should be considered when implementing further design adaptations.

In particular, some games caused errors after leaving the pause screen resulting in incorrect saving of the data, controlling one game was not clear for some participants, and another game had limited fluent game control in poor day light. The game utilized the position of a marker on the orthosis to determine hand position in space, however poor day light impacted on capturing this position accurately. Although these issues were not major, if repeated or cumulative, they are likely to result in frustration and might influence the motivation and attitude towards use of the system, which can negatively affect the adherence to training over time [30].

In the current study, participants were able to make their own decisions about their training schedule, without direct, real-time supervision of a therapist. The rationale for this was to remove the training constraints and increase therapy availability. Compared to previous telerehabilitation studies in which training sessions are often scheduled beforehand and with direct supervision [13][31], the achieved training duration of median 113 minutes per week was substantial.
suggestions that stroke patients do have the incentive to train at home and were able to use the system. This adherence falls within the range reported in other recent studies into technology-supported home-based self-administered upper limb therapy programs after stroke [30][32][33]. On the other hand, most participants did not reach the advised training duration, which is also comparable to these previous home-based studies [15][30][32][33].

One of the major assumptions concerning tele-rehabilitation using technologies is that when patients accept the technology and clinically benefit from it, they will actually use such a system when provided. However in practice, several factors, such as low motivation, fatigue and musculoskeletal issues can result in limited adherence [34], while training dose is an important factor in rehabilitation outcome [35]. When considering individual results, participants who had a rather high amount of training per week (>100 minutes), showed substantial improvements on arm and hand function. This suggests that actual adherence during self-administered practice is a highly relevant outcome. Moreover, stimulation of adherence should receive wide attention when designing and implementing home-based training interventions.

Several strategies can be considered for stimulation of adherence. Research has shown that regular patient-therapist contact during treatment has a motivational effect and can increase therapy adherence [36]. In our study, additional motivational strategies were implemented in a subset of our games [37], to increase participants’ independent training time at home. This comprised more direct feedback about training duration, such as showing motivational messages about the duration after completion of each game, or continuously showing a timer during game play. We incorporated approaches from the field of psychology and education theory to further overcome this barrier, such as setting the correct balance between supporting and challenging, to maximize adherence to therapy [37]. However, our adaptive game-difficulty setting was not available in all games. In addition, patients’ self-discipline might also play a role in this kind of unsupervised home training. So in future, it is also valuable to look closer at other characteristics such as patients’ attitudes, personality traits, coping skills and commitments in daily life [30][32] to enable understanding of the most suitable patients for this kind of self-administered training.

The extent of improvement in motor function of the arm in the present study corresponded with those found in other robot-aided studies in chronic stroke in a clinical setting [4]-[7], and with therapy programs for the upper limb performed at home [13]. Perceived use of the affected arm in daily life as assessed by the MAL did significantly change on group level after six weeks training, which was also reflected in an improved dexterity capacity as measured by ARAT. Three of the games contained functional movements: integration of reaching, grasping and transportation simultaneously, and the inclusion of specific grasps, such as cylinder grasp, lateral grasp and palmar prehension grasp, to represent handling of different objects. This might have played a role in the improvements on activity level in the current study, since task-specificity is an important factor in restoration of arm and hand function after stroke [9][38]. However, these improvements are still modest on group level and not clinically relevant in terms of functional improvements. On the other hand, games with more complex gestures were only made available to patients after some progress was made in simpler games which could impact on the extent of these modest improvements. When these aspects are incorporated more prominently and in more games, exercises become even more functional and task-specific, which is expected to further enhance the clinical impact.

This study was performed with chronic stroke patients, limiting bias from spontaneous recovery and simultaneous other treatments. Home-based training could be considered at an earlier stage, where larger treatment effects would be expected. Further, only data of seven chronic stroke patients with mainly moderate stroke are available. Findings of the present study can only be partly generalized to other stroke survivors because of the small number of participants in this study. Future research should consider implementing a large randomized controlled trial, with sufficient statistical power to compare the effects with a control group.

V. CONCLUSION

The positive results for motivation, usability and actual training duration in this study indicate that home-based technology-supported arm and hand training is a feasible tool to enable self-administered practice at home. The improved arm and hand function and increased performance on activity level (both actual as well as perceived) indicates that self-administered home-based training can have a clinical value. Such an application has the potential to allow a higher dose of treatment than would be possible when depending on therapist availability in a conventional setting, if adherence can be stimulated further. Future research regarding tele-rehabilitation should therefore pay attention to adherence (stimulation) and the functional nature of exercises. Furthermore, identification of factors associated with better treatment outcomes (e.g., time post stroke, stroke severity and personal characteristics) is needed in order to understand who would benefit most from this technology-supported training at home.
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Abstract—The aim of this paper is to present a renewed framework for the evaluation of telemedicine that provides better insight into the real potential of telemedicine and as such fosters implementation in daily clinical practice. This study first evaluates the current literature on the use of the framework proposed by Dechant et al., 1996. Physical rehabilitation is used as casus. After screening, 40 relevant papers were included. Results show that the technology used and the clinical purposes are diverse and that the majority of the technology used was not implemented in daily clinical practice. The staged approach to the evaluation of telemedicine proposed by Dechant et al., 1996 was rarely applied. From the papers included it becomes clear that the following aspects are important to consider in the evaluation of telemedicine: (1) the type of telemedicine in terms of technology used, its level of maturity and its clinical purpose and (2) the way the telemedicine is implemented in daily clinical practice (service configuration).

Keywords—Telemedicine; evaluation; framework.

I. INTRODUCTION

It is widely acknowledged that telemedicine has great potential in healthcare to overcome the problems related to our ageing community, to increase the quality and accessibility of care, and to restrain the rise of imperative healthcare costs. The current state is that the amount of evidence regarding the effectiveness of telemedicine is growing [1][2]. However, even proven effective telemedicine services often fade away and are not implemented into healthcare [3][4][5]. It deserves a further analysis to what factors impede the uptake of these services and what is needed to speed up its implementation [6][7]. One of the questions directly related to this, is whether the evaluation studies currently being performed provide sufficient evidence to convince healthcare professionals, policy makers and insurance companies.

An evaluation framework is the first step to secure a proper evaluation. Currently, only a few evaluation frameworks are available. The most common evaluation framework is the stage model of drug evaluation [8]. This model has been developed by the Food and Drug Administration and provides guidelines for demonstrating the safety and efficacy of new drugs as a prerequisite for marketing. In 1996, an analogous model for evaluation of new technologies was proposed by Dechant et al.[9]. In this framework, the type of assessment is tailored to the development life cycle of the technology. This so-called staged approach differentiates between telemedicine evaluation at application (stage 1-2) and global level (stage 3-4). Evaluation of a telemedicine service starts with an evaluation of the technical efficacy (accuracy and reliability) of the application and evaluation of the primary objective of the service in terms of access, quality or cost (stage 1-2). During the subsequent deployment a comprehensive evaluation is necessary, using multiple endpoints such as accessibility, quality and cost of care (stage 3). The last step of evaluating a telemedicine service is to examine whether the overall evaluation of a technology in one system, applies in other settings (stage 4). An advantage of this evaluation framework is that it takes into account the iterative process of the development of the technology. However, considering the fast development of new technology the obsolete of this evaluation framework could be a disadvantage.

Proper evaluation is essential to convince the various stakeholders of the added value of telemedicine and to come to sustainable implementation in daily clinical practice. Therefore, the aim of this paper is to create and present a renewed framework for evaluation of telemedicine starting from the framework proposed by Dechant et al. [9] that provides better insight in the real potential of telemedicine and as such fosters implementation in daily clinical practice. In section II the methods of this paper are described. Section III addresses the results in four topics: telemedicine service, added value, use of an evaluation framework and refinement of the evaluation framework. Section IV describes the discussion. The acknowledgement and references close the paper.

II. METHODS

To present the current state of the evaluation of telemedicine for physical rehabilitation, a computerized literature search of the Medline and Scopus databases were conducted in January 2014. The search strategy and keywords used for both databases are shown in Table 1. In addition to this search, the online versions of three journals in telemedicine (Journal of Telemedecine and Telecare, Journal of Telemedecine and e-Health and International Journal of Telemedicine and Applications) were manually searched for additional relevant references.
TABLE I. SEARCH STRATEGY

<table>
<thead>
<tr>
<th>For Medline database</th>
<th>For Scopus database</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong></td>
<td>teletreatment OR telerehabilitation OR telehealth OR telecare OR ehealth OR telemedicine [MeSH Terms] OR therapy, computer assisted [MeSH Terms] OR ambulatory monitoring [MeSH Terms] OR computer [MeSH Terms] OR Technology [MeSH Terms] OR Internet [MeSH Terms] OR telecommunication [MeSH Terms]</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td>physical therapy* OR physiotherapy OR exercise [MeSH Terms] OR physical therapy modalities [MeSH Terms]</td>
</tr>
<tr>
<td><strong>Step 3</strong></td>
<td>home OR home based* OR outpatient OR home care services [MeSH Terms]</td>
</tr>
<tr>
<td><strong>Step 4</strong></td>
<td>1 AND 2 AND 3</td>
</tr>
</tbody>
</table>

Papers were included when: (1) they were designed as an evaluation study; (2) they concerned patients and not healthy subjects; (3) the telemedicine intervention utilized remote treatment by means of ICT; (4) the treatment focused on physical rehabilitation or exercising and (5) they were written in English, German or Dutch. Papers were excluded when: (1) no results of the evaluation were provided; (2) they only gave a description of the telemedicine service or the proposed evaluation; (3) no healthcare professionals were involved in the service delivery; (4) they concerned patients with mental illnesses; (5) they were duplicates of other already included paper and (6) they were published before 01-01-2000.

Potential eligibility of the papers was first identified from the titles and abstracts identified during the searches. Two reviewers (CSvdV and SMJK) read all titles and/or abstracts independently. If an abstract did not give sufficient information about the study, the full-text paper was obtained for further review. Then the reviewers evaluated full-text papers independently and reached consensus about whether or not the papers should be included. Papers were not blinded for authors and journals.

To gain insight into the evaluations performed in the studies, a data extraction form was developed to systematically describe:
- the technology used in the telemedicine service;
- the clinical aim for which the telemedicine service is used;
- the way the telemedicine service was implemented in daily clinical practice i.e. service configuration;
- the outcome of the evaluation study on the domains accessibility, quality of care and cost of care as suggested by Dechant et al. [9],
- and whether or not the author refers explicitly to an evaluation framework as a starting point.

After assessing all full-text papers, the reviewers reached consensus and completed the data extraction form. The outcome of the data extraction form will be presented in the results section. Based on these results, the evaluation framework proposed by Dechant et al. [9] is refined, to involve all aspects and to increase the use of it as the standard framework for evaluation of telemedicine services.

III. RESULTS

Based on our literature search, we started with a set of 1511 citations. These were analyzed and 1413 citations were excluded following screening. We retrieved 98 potentially relevant papers in full text. We excluded 62 of these based on the pre-specified inclusion and exclusion criteria. Main reasons for exclusion were that technology used did not utilize remote treatment and the participants of the evaluation study were healthy subjects. The literature search provided us with 36 papers. The manual search of the online version of the journals in telemedicine by screening of titles, abstracts and full-texts left us with 4 relevant papers in full text. In total, we retrieved 40 relevant papers.

A. Telemedicine service

Technology used: Various technologies are described in the 40 papers included. In 24 (60%) papers, a videoconference system (synchronous communication technologies) was used to enable contact between the patient and healthcare professional. This was used to have remote face-to-face contact during exercising [10-25] or a scheduled face-to-face contact [26][27][28][29][30][31][32][33]. In six (15%) papers, patient and professional had contact by an asynchronous communication technology, such as email on a weekly basis [29][34][35][36] or as short messaging technology after an exercise session [37][38].

In 26 (65%) papers, sensor-based technologies were used for a variety of reasons. In more detail: in eight papers to guarantee secure exercising [25][32][33][38][39][40][41][42]; in seven papers to monitor patient’s progression or adherence [27][34][35][36][38][46][47]; in three papers to deliver automatic and professional feedback to the patients [43][44][45] and in nine papers to detect the motions of a patient [11][12][16][26][28][29][30][31][48]. Exercise-application are used in 18 (45%) papers to activate patients to perform exercises and to rehabilitate in their own environment [22][26][27][28][29][30][31][33][35][36][37][41][43][44][45][47][48][49] and in four (10%) papers, virtual reality or game technologies are used to stimulate the patient to execute the requested exercises [11][12][16][22]. In 72.5% of the included papers the telemedicine service used two or more of above mentioned technologies.

Clinical purpose: Clinical purpose is an important characteristic to describe a telemedicine application and was hardly addressed in the included papers. Based on the technology used three different clinical purposes can be identified:
- Consultation (27.5%): to enable a real-time one-to-one or group based contact between patient and healthcare professional during the rehabilitation session [10][13][14][15][17][18][19][20][21][23][24];
- Safety (20%): to enable a safe environment to rehabilitate independently. In these cases, during a remote rehabilitation session, ECG or saturation level was monitored [25][32][34][38][39][40][42][46];
- Remote supervision and exercising (52.5%): to remotely supervise the patient using sensor-based technology and to enable the patient to exercise by means of a technology supported exercise-application [11][12][16][22][26][27][28][29][30][31][33][35][36][37][41][43][44][45][47][48][49].

Service configurations: This characteristic of the telemedicine application was in most included papers not addressed. In 15 papers telemedicine was delivered to the patients as a follow-up treatment [10][12][14][15][19][20][23][24][26][32][34][37][38][40][41] after a period of conventional rehabilitation patients prolonged their rehabilitation at home by means of telemedicine. In the remaining 22 papers, the telemedicine technology was evaluated as being an autonomous treatment. In none of the included papers telemedicine was delivered as addition or (partially) replacement of the conventional treatment.

B. Added Value

Telemedicine has the potential to increase the accessibility of care, to increase the quality of care and to decrease the costs of care. This added value of telemedicine is widely accepted and determined by the characteristics of telemedicine: technology used, clinical purpose and service configuration. To evaluate the true potential of telemedicine it is important to relate the outcome of the evaluation to the hypothesized added value of the telemedicine services beforehand.

Accessibility: All telemedicine services have the potential added value to increase the accessibility of healthcare, because technology used allows remote contact among patient and healthcare professional. From a patient point of view increase accessibility means no geographical obstacles or absence of work [33][39]. Accessibility was not directly parameterized as outcome in the evaluation of the telemedicine intervention. However, 25 of the included papers assessed the patients’ experience in terms of satisfaction and usability. Overall it can be stated that patients are satisfied with the telemedicine interventions and the interventions evaluated are “easy to use”. Next to the accessibility for the patient, there is also accessibility from the healthcare professional’s point of view what can be defined as the ability to treat more patients simultaneously or to treat patients from a larger geographical area. In none of the included papers these potential added value was addressed.

Quality of care: Telemedicine services that support remote supervision and actuate patients to exercise in their own environment have the potential added value to increase the quality of healthcare as these telemedicine services give patients the ability to excise more often, independently from the availability of a healthcare professional or treatment facilities. In 21 of the included papers the evaluated telemedicine services gave patients the ability to rehabilitate independently. Quality of care was assessed in nineteen of these papers. Eleven studies used a prognostic cohort and concluded that telemedicine services induced positive changes [28][29][31][33][34][38][40][42][45][48][49]. The other 8 studies were randomized controlled trials (RCT).

Seven of these RCT-studies found telemedicine services at least as effective as conventional care [26][35][41][43][44][46][47]. Only 1 of these RCT-studies concluded that telemedicine was more effective as conventional care [30].

Costs of care: Telemedicine services delivered as (partial) replacement of the conventional treatment have the potential added value to reduce costs. From a healthcare professional point of view cost can be reduced when the technology used give the professional the ability to increase the efficiency of the treatment. Only four of the included papers investigated the costs relating to the evaluated telemedicine service. One service was implemented as follow-up treatment [14] and the other three as autonomous treatments [33][43][44]. Given the results of these 4 papers it can be stated that the efficiency of the treatment can be increased by a decrease in preparation and consultation time [43][44] or by lowering travel costs for professionals [14] and patients [33][44].

C. Use of an evaluation framework

The evaluation framework proposed by Dechant et al. [9] was only used in two of the included papers [43][44]. Both papers were stage 4 evaluation studies. Applying the four stages of the evaluation framework proposed by Dechant et al. [9] to categories, the included papers, show that most papers (55%) present the results of a stage 1-2 evaluation. The included papers focused mainly on clinical effectiveness (45%), feasibility (42,5%), user-experience (7,5%) and adherence (5%).

D. Refinement of the evaluation framework

The staged approach to the evaluation of telemedicine purpose by Dechant et al.[9] is rarely applied in the included papers. From the reviewed papers, it becomes clear that the following aspects are important to consider in evaluation:

- The type of telemedicine application in terms of which technology used and its level of maturity and clinical purpose for which it is being used.
- The context in which the telemedicine application is being used such as the service configuration

Once having these defined the main outcome criteria and the design of the evaluation can be defined. Taking this into account and looking at the framework proposed by Dechant et al. [9], the stages of evaluation are well defined but their content can be further refined in the following way:

Stage I: The first stage of telemedicine evaluation focuses on the feasibility and usability of the technology used in an experimental design with a small number of subjects or even case studies. This type of evaluation design allows researchers to gain detailed information which can be used for further improvement of the telemedicine service. The telemedicine service is evaluated as a standalone service and evaluation endpoints focus on feasibility and usability of the technology used.
Stage II: The technology used in the second stage is stable and evaluation is focused on gaining an initial idea about the potential added value for clinical practice and possible working mechanisms. For this, evaluation can be performed using the telemedicine service as a standalone service. Designs that can be used focus on studying processes in often small groups of subjects rather than on examining the effectiveness. Suitable designs are cohort studies with a small sample size (n<50) or single-case design (or N = 1 designs) [50]. The evaluation endpoints within this stage should focus on the potential added value of the telemedicine service mapped on both the technology used and the clinical purpose that is supported.

Stage III: This stage starts when earlier studies indicate that the telemedicine service has potential and focuses on showing the effectiveness of the telemedicine service and/or adoption of the service by its end-users. In order to identify these aspects, it is important that the telemedicine services are evaluated in the way they will be implemented in daily clinical practice. Although, randomized controlled trials (RCTs) are considered the gold standard for evaluating the safety and effectiveness of medical interventions their characteristics do not fit well with the evaluation of telemedicine services [50]. An alternative for a conventional RCT might be the "cohort multiple randomized controlled trial" (cmRCT) being introduced by Relton et al. [51]. The evaluation endpoints at this stage should not only focus on a previously defined value expected for each technology used and the clinical purpose that is supported but also take into account the way the telemedicine service is being implemented in daily clinical practice.

Stage IV: The fourth stage evaluation elaborates the adoption as addressed in stage III. To ensure further implementation, involvement of every stakeholder (healthcare professionals, patients, technology providers, insurance companies and policy makers on a local and national level) is important. This means that evaluation here should focus on the business models and concrete business cases. Without information on the cost and effectiveness of telemedicine services, decision makers run the risk of introducing services that are not cost-effective for society [53]. This evaluation can only be performed in an adequate way when the service is implemented in daily clinical practice as only in this case the true added value can be evaluated. The studies performed in this stage are large-scale cohort studies (n≥50) [54]. As addressed in stage III the evaluation endpoints in this stage should focus on the expected value of the telemedicine service depending on the application that is being used (technology used and clinical purpose) but also on the way it has been implemented in daily clinical practice (service configuration).

The refinement of the staged approach to evaluation of telemedicine are presented in figure 1.
It is desirable that these evaluation studies relate the outcome of the evaluation to the hypothesized added value of the telemedicine beforehand to evaluate the true potential, focusing on accessibility of care, quality of care and costs of care [51, 55-59].

Based on the results, a refined version of the staged approach to the evaluation of telemedicine [9] for physical rehabilitations were presented and created, which of course need to be further validated in other cases to see whether this framework is useful and is generalizable for telemedicine evaluation in general.
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Abstract—Body temperature is an important homeothermic autoregulation of humans. Body temperature is usually controlled by autonomic nervous system (ANS). When a person has suffered a virus or bacterial infection, it causes fever. The ANS rises the body temperature by tachycardia and cutaneous vasomotion. The common non-invasive indication for ANS is based on heart rate variability (HRV) and pulse rate variability (PRV). However, these two methods are limited by the timescale of time series. Instantaneous PRV (iPRV) was proposed as a surrogate of HRV in frequency domain and breaks the restriction of timescale. In this paper, thirty subjects were recruited for the study; the body temperature and the photoplethysmography (PPG) signal were acquired in supine position for ten minutes. Fifteen fever subjects, whose body temperature was higher than 37.9 °C, are in Group Fev., the others are in Group Ctr. The results show that the power of iPRV in normalized low frequency (nLF) in Group Fev. (0.63±0.13, p<0.05) was significantly higher than that in Group Ctr. (0.47±0.16). And the power of iPRV in normalized high frequency (nHF) in Group Fev. (0.38±0.13, p<0.05) was significantly lower than that in Group Ctr. (0.54±0.16). Besides, the nVHF might have a potential for indicating the peripheral circulation and providing more information about body regulation.

Keywords—photoplethysmography; instantaneous pulse rate variability; body temperature; fever; autonomic nervous system; peripheral circulation.

I. INTRODUCTION

Body temperature, which usually refers to the rectal temperature in animals, is an important homeothermic autoregulation of humans. In many mammals, the preoptic area (POA), a region of hypothalamus, is considered as the thermoregulatory center. The normal body temperature is about 36.5°C~37.5 °C and it is affected by the environmental temperature. When the receptor receives an environment temperature change, POA controls some organs activities or reaction to regulate the body temperature, and then the body temperature also sends feedback to POA for maintaining the body temperature. Sometimes, an abnormal rise in body temperature occurs, which is higher than normal body temperature, and we call it fever. It is usually caused by infection of bacteria or virus. When a person gets fever, the hypothalamus changes the set point to the higher temperature and it makes the body feel cold because the body temperature is lower than the set point. Therefore, POA tries to rise the body temperature [1].

There are many mechanisms to regulate the body temperature like cutaneous vasomotion, tachycardia, etc. Most of them are controlled by the autonomic nervous system (ANS), which is dominated by POA. So, the body temperature regulation can be observed by ANS activities [2].

Heart rate variability (HRV) [3], a common assessment for cardiovascular circulation in clinic, has been widely used as an ANS activities observation. It is measured by a non-invasion instrument, electrocardiogram (ECG), and calculated by beat-to-beat interval (RRI, which is the interval between R peaks in ECG.) series to get time domain or frequency domain index. However, the study of HRV is limited by timescale because of RRI (Fig 1(a)).

Pulse rate variability (PRV), another non-invasive method, was proposed for replacing HRV to provide not only ANS activities but also the information of peripheral circulation (Fig. 1(b)). PRV is measured by photoplethysmography (PPG) and calculated by peak-to-peak interval (PPI) instead of ECG and RRI. Previous studies have determined that PRV acts as a surrogate of HRV during non-stationary conditions [4][5]. Nevertheless, timescale of PPI still restricted the study of PRV.
Because both HRV and PRV have timescale restrictions, a new measurement named instantaneous pulse rate variability (iPRV) was proposed [6]. iPRV adopts the PRV technique and the Hilbert-Huang transform (HHT) [7] for breaking the timescale limitation. However, there is a problem called mode-mixing problem that occurs during the process of empirical mode decomposition (EMD) in the HHT. For solving this problem, ensemble EMD, a noise-assisted technique, was proposed [8]. Previous studies have determined that iPRV is reliable by using PPG during non-stationary condition [9][10], and iPRV can not only observe ANS activities like HRV and PRV, but also provide higher frequency band information [6]. Nevertheless, the meaning of this frequency band still is undetermined.

B. iPRV procedure

iPRV applies the frequency extension method based on HHT [7] to PRV for the continuous-time heart rate rhythm. There is an important process during HHT called EMD. The steps of EMD are shown in Fig. 2. First, find the local maximum and local minimum, compute upper envelope and lower envelope by cubic spline and calculate the mean of these two envelopes. Then use the input data to subtract the average envelope. The above steps make up what is called the sifting process. After the sifting process, use the input data to subtract the average envelope and determine if the result is intrinsic mode functions (IMF) or not. It is IMF if the data satisfies by following two requirements: one is that the number of local extrema must be equal to the number of zero-crossings or differ at most by one, and two, is that, at any point, the value of the average envelope must approximately equal to zero. If it is not IMF, replace the input data by the result and redo the sifting process. Else, output the IMF and subtract the input data by this IMF to get the residue. Determine if the residue is a monotonic function or not. If it is not monotonic function, let residue be the input
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**Figure 1.** The steps of HRV and PRV: (a) HRV analysis and R-R interval. (b) PRV analysis and P-P interval

Body temperature is part of a mechanism of body regulation. We can assess the health status of a person by observing the variety of body reactions, such as ANS activities and peripheral circulation, when body temperature change. Peripheral blood vessels constrict when a person gets fever. It is possible to observe the regulation of peripheral blood vessels in VHF. This paper applied the iPRV method to compare the difference between fever patients and others and to find out the meaning of the index calculated by iPRV.

II. METHOD

A. Subjects and data collection

The experiment was carried out in Yo-Yo Clinic, Kaohsiung, Taiwan. The body temperature was measured by ear thermometer (Radiant TH889, Radiant Innovation Inc.) and the signal was acquired by PPG (Nonin 8500, Nonin Medical Inc.) with 200 Hz sampling rate.

Thirty subjects (19 males; age 10.5±2.9), whose ages were 7 to 18 years old, were recruited in this study. Fifteen subjects (10 males; age 10.1±2.4) with fever, whose body temperature was higher than 37.9 °C, served as Group Fev. and the others served as Group Ctr. We measured the body temperature of all recruited subjects before the experiment. Then participants wore the PPG sensor on the right index finger and rested quietly in supine position for 10 minutes. This experiment was approved by the institutional review board of the National Chiao Tung University. Informed consent was obtained from all subjects before the experiment.
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**Figure 2.** The EMD algorithm.
data and redo the above steps. Otherwise, the EMD finishes, and there are many IMFs decomposed by EMD.

However, there is a problem called the mode-mixing problem that may occur during the EMD process. For solving it, the ensemble EMD method (EEMD) was proposed [8]. EEMD is similar to EMD, but it adds white noise before the sifting process to solve the mode-mixing problem. In addition, EEMD does many times the EMD and averages the output IMFs to reduce the effect of white noise (Fig. 3).

After the EEMD process, one of the IMFs which is sinusoid-like is considered as the heartbeats component and is used for calculating the instantaneous frequency (IF) by normalized direct quadrature (NDQ) [11].

The steps of iPRV are shown in Fig 4. One of the IMFs extracted from the input PPG data by using EEMD is used as continuous-time heart rate rhythm. The IF is computed by NDQ and gets the instantaneous period (iPeriod) estimated by the inversion of IF of IMF. The Fast Fourier transform (FFT) is applied for power spectral analysis to estimate each frequency band including low frequency (LF, 0.04 to 0.15 Hz), high frequency (HF, 0.15 to 0.4 Hz) and very high frequency (VHF, 0.4 to 0.9 Hz) [3][6]. Besides, the iPRV spectrum can find the heartbeats peak in much higher frequency band (Fig. 5). The spectral analysis programs in this study were developed by using a commercial software platform (LabVIEW version 2013, National Instruments Corp., Austin, USA).

The normalized LF power (nLF) and normalized HF power (nHF) without VHF is calculated as in

\[ nLF = \frac{LF}{TP - VHF} \]  
(1)

\[ nHF = \frac{HF}{TP - VHF} \]  
(2)

where TP means total power and is computed as

\[ TP = LF + HF + VHF \]  
(3)

And, if we calculate the normalized power including the VHF, the representation is as follow

\[ nLF \text{ (including VHF)} = \frac{LF}{TP} \]  
(4)
nHF (including VHF) = HF / TP

nVHF (including VHF) = VHF / TP

LF to HF ratio is computed as in

\[ \text{LF-HF ratio} = \frac{\text{LF}}{\text{HF}} \]

III. RESULTS

The results of the body temperature, heartbeats per second and power spectral analysis between the two groups are shown in Table 1. The processing of the iPRV analysis between Group Fev. and Group Ctr. is illustrated in Fig. 6.

<table>
<thead>
<tr>
<th>TABLE I. THE RESULT BETWEEN TWO GROUPS</th>
<th>Group Fev.(15)</th>
<th>Group Ctr.(15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body temperature (°C)</td>
<td>38.41±0.46</td>
<td>36.33±0.32</td>
</tr>
<tr>
<td>Heartbeats (Hz)</td>
<td>1.92±0.18</td>
<td>1.5±0.22</td>
</tr>
<tr>
<td>nLF</td>
<td>0.63±0.13</td>
<td>0.47±0.16</td>
</tr>
<tr>
<td>nHF</td>
<td>0.38±0.13</td>
<td>0.54±0.16</td>
</tr>
<tr>
<td>nLF (including VHF)</td>
<td>0.33±0.12</td>
<td>0.26±0.11</td>
</tr>
<tr>
<td>nHF (including VHF)</td>
<td>0.19±0.07</td>
<td>0.31±0.12</td>
</tr>
<tr>
<td>nVHF (including VHF)</td>
<td>0.49±0.14</td>
<td>0.43±0.1</td>
</tr>
<tr>
<td>LF-HF ratio</td>
<td>2.08±1.36</td>
<td>1.1±0.87</td>
</tr>
</tbody>
</table>

The form is (mean ± standard deviation), * means p-value<0.05 compared with Group Fev.

IV. DISCUSSION

This study compares the difference between Group Fev. and Group Ctr. by iPRV analysis. The result shows that the person whose body temperature is higher usually had higher number of heartbeats. The relationship between body temperature and heartbeats per second is drawn in Fig 7. However, it is not absolute because the heart rate is not only influenced by body temperature. It is also influenced by the environment temperature, others diseases, age and gender. Nonetheless, the body temperature is still an important factor to affect the heart rate.

Heart activities are usually dominated by ANS. It is considered that the heart rate increases because the sympathetic system is more excited than the parasympathetic system, and, on the contrary, the heart rate decrease because the parasympathetic system is more excited than the sympathetic system. The conventional HRV analysis in frequency domain is usually used for the ANS activity observation. The nLF is the percentage of LF in the sum of LF and HF is usually thought as the activities of sympathetic, and the nHF is the percentage of HF in the sum of LF and HF is usually considered as the activities of parasympathetic. The ratio of LF to HF is considered as the regulation of sympathetic [3]. The correlation of iPRV and HRV in the frequency domain analysis during non-stationary conditions has been examined in LF and HF [6][9]. HRV analysis in frequency domain rarely uses VHF because of the timescale problem, but iPRV breaks the restriction and provides more information in VHF.

The ANS rises the body temperature when someone has fever [1][2]. Therefore, the sympathetic is more excited than the parasympathetic. Regarding the results in Table 1, the
value of nLF and LF-HF ratio in Group Fev. is significantly higher than Group Ctr. This means that the sympathetic is actually more excited in fever patients. This result is the same as the hypothesis.

If calculating the normalized power including VHF, only the nHF values (including VHF) in Group Fev. are significantly lower than those in Group Ctr. There is a trend, and that trend is that the mean value of the nLF (including VHF) and nVHF (including VHF) are larger in Group Fev., though this is not significant. Maybe the nLF values (including VHF) and the nHF values (including VHF) do not only represent the activities of sympathetic and parasympathetic, but have more regulation mixed in them. For VHF, maybe there is too much information to indicate the difference between the two groups. The meaning of these normalized powers need further research to examine.

For the new frequency band, VHF proposed by iPRV, previous studies have assumed that VHF has possible meaning of cardiac output or peripheral circulation [6][12][13]. In this study, the fever patients have the constriction of peripheral blood vessels, and it increases blood pressure. These situations cannot be observed in LF and HF by conventional HRV analysis. So, the VHF band might also contain information of regulation between the peripheral blood vessels and blood pressure, and the normalized power calculated including VHF might contain the regulation of ANS and peripheral circulation. The VHF bandwidth is very wide (0.4 to 0.9 Hz), it is possible to find more useful information by separating the band into more numbers of narrow bandwidth. It needs further research and investigation for verification.

V. CONCLUSION

This study compares the difference between the fever patients and people without fever by iPRV analysis and the results showed that iPRV can explore ANS function as conventional HRV analysis and, furthermore, provides more information owing to the new frequency band (VHF). The VHF has a possibility to indicate the regulation between the peripheral blood vessel and blood pressure or more regulation among ANS activities, heart activities and peripheral circulation. Nevertheless, it still needs further work to verify its feasibility. Even so, it still has the potential to be a useful indicator for healthcare by iPRV analysis.
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Abstract—The integration of eHealth into the routine delivery of care is an important element in the maintenance of health care costs. This paper reports on the findings from a series of projects assessing the effectiveness of several eHealth technologies to both contain costs and aid in the provision of care to individuals with Intellectual and Developmental Disabilities or Severe and Persistent Mental Illness. Data were collected from 11 different locations in order to determine if the technologies resulted in an improvement in living conditions and to judge the acceptance of the technologies by both the staff and individuals. Findings indicate that the technologies have exceeded expectations resulting in plans to expand to other facilities and to build a new residence in which all of the technologies will be installed.
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I. INTRODUCTION

The need to contain health care costs has seen the development of new technologies, as well as the innovative use of existing technologies, in an ever enlarging number of care models. Thus, it is not surprising that new and reconfigured eHealth technologies are increasingly being used to provide care and services to individuals with Intellectual and Developmental Disabilities (IDD) and those with Severe and Persistent Mental Illness (SMI) [1][2]. As in the use of new technologies, in each and every care model there are challenges to using innovative technologies in addressing the needs of these two populations, but the necessity to contain, and if possible, reduce the cost of providing care to these populations, makes the use of technology, in some form, inevitable. However, three different trends intersect in such a way that result in the urgency to develop more efficient care models for the IDD and SMI populations: the cost of care; the aging of the two populations and a reduction in the number of qualified staff providing care to the IDD and SMI populations.

First, deinstitutionalization, in both the United States and Europe took place from the mid-1960's through the 1970's, had a dramatic impact on the care models used for both populations [3][4]. Prior to the deinstitutionalization, the majority of care was provided for individuals with IDD and SMI in large institutions which were often dehumanizing. The impact of deinstitutionalization on the cost of care varied significantly, but the impact on the care model was significant as most individuals with IDD and SMI moved into the community, many living in some form of group home. The number of individuals living in any particular group home varies based upon the needs of the individuals. The most common number of residents is four with some group homes having as many as eight to ten residents. In the most severe cases, an individual lives alone in a residence with 24 hour supervision. Although costs of providing care to the residents in group homes vary based upon the needs and location, the average cost is between $40-50,000 per year per resident and if an individual needs to live alone, the cost can top $150,000 per year [5][6].

Second, the rapidly increasing number of such individuals brought about by the same demographic factors as for the general population is adding even greater cost to the care of IDD and SMI populations [7]. As individuals with IDD or SMI age, they are as susceptible to chronic illnesses as the general population, but the cost of caring for them is much greater. For example, care for an individual with IDD who has congestive heart failure costs approximately eight times more than for a person without IDD [5]. The ratios for other chronic diseases and individuals with IDD versus SMI vary somewhat, but the reasons are consistent. Many individuals with IDD and SMI make poor lifestyle decisions—use tobacco products and abuse alcohol and drugs. In addition, many are unable to self-manage disease, e.g., adhere to complicated medication regimes and follow complex health care instructions. Thus, greater cost of care for individuals with IDD and SMI when combined with the cost of residential care in general, results in a compelling reason for attempting to use technology to contain costs.

A third reason is that there is an increasing imbalance between the growing needs of the IDD and SMI populations and the number of qualified staff available to provide care. Projections from the federal government suggest that the need for trained staff will increase by over 30% in the next decade, while the supply of individuals who traditionally have filled these jobs is expected to increase only by 7% [8]. In addition, the high turnover rate for individuals caring for these populations adds another dimension to the staffing challenges. It is estimated that turnover for direct support professionals (DSPs) ranges between 50-70% depending on the specific jobs undertaken, e.g., residential care versus in-home care. This high turnover rate adds at least $2,500 in direct expenses plus a minimum of an additional $1,000 of indirect expenditures.
for an organization to replace a single DSP, thus adding to the ever increasing cost of providing care to these populations [9].

In the next section, a brief discussion of attempts at using technology to provide care for these populations is presented, while in the third section the overall Project is described including a short description of the organization undertaking the Projects, as well as the overall goals and objectives to be achieved by the introduction of the new technologies. In Section IV, the different Projects undertaken are described along with the care models employed and the technologies introduced. The next section discusses the methodologies employed in gathering data on the individuals with disabilities and mental illness and staff in order to assess the effectiveness of the technologies in care delivery, while Section VI offers a discussion of preliminary findings. What has been learned from the analysis is summarized in the Discussion Section, while plans for the roll out of the technologies to other facilities and the financial model to pay for this roll out comprise the concluding section.

II. RELATED WORK

It became apparent from the earliest discussions about the use of technology in the provision of care to individuals with disabilities, that there had been few other attempts to utilize technologies in a similar matter. This was the case, even though what little research was available that the increase in the use of technology benefits the quality of life for people with disabilities and that, “(m)ore often than not, people with intellectual and developmental disabilities (IDD) end up on the side of the divide with others who do not have access to or use technology” [10]. The vast majority of studies that exist focus on children within the context of school [11][12], rather than adults living in the community. Those studies that do focus on similar populations are either, not helpful because of advances in technology since being undertaken, or are not residential based [13][14]. Thus, the effort to use a series of technologies within the NHS care system became more than just a localized demonstration; it became a test of the resolve to make these technologies widely available within the larger IDD community [15].

III. PROJECT

NHS Human Services, through its subsidiaries, is one of the United States’ leading non-profit providers of community-based human and special education services. With nationally recognized programs in multiple states, NHS offers a full range of integrated services to children and adults in the areas of mental health, addictive diseases, autism, intellectual and developmental disabilities, juvenile justice, foster care treatment, education and other specialized programs. In particular, NHS is a leader in developing treatment plans for people with dual diagnoses and other multiple challenges and is in the forefront of the use of innovative technologies.

A. The Strategic Plan

In 2012, in order to accomplish the objectives outlined in the NHS Mission and Strategic Plan, the organization embarked on an assistive technology Project. This was partly in response to the growing IDD and SMI populations, partly based on the financial realities faced by the organization in providing care to these populations and partly in response to The Rights of People with Cognitive Disabilities to Technology and Information Access [16].

The planning process was inclusive and there was a recognition that in order to “do it right” it would take time to put everything in place. The first step was to form a committee led by an upper administrator, and employees were encouraged to review the current state of technology use in the delivery of care to the IDD and SMI populations and to propose sites at which new technologies could be used. Members of the committee attended several professional meetings in the United States and met with representatives of companies and organizations that used and produced various technologies in order to determine what technologies were available for use.

During the remainder of 2012, proposals were received and evaluated based upon specific criteria: administrative and staff buy-in; existence of suitable technology; evidence that technology would enhance care provision; evidence that, if successful, the technology could be used at a large number of other care facilities within the organization; and a financial model showing that the technology was sustainable—the organization would be reimbursed for its use. Finally, there was an attempt to achieve a rough balance among the different care models employed throughout the organization. This process took over a year which afforded a thorough evaluation of the resources available at each of the selected sites. The final decision was confirmed at an all-day meeting of administrators and representatives from each of the chosen sites in the fall of 2013.

B. The Project Goals

As planning progressed, three main goals emerged: 1) to determine which, if any, of the technologies being tested can allow for an improvement in living conditions and the care being delivered in the selected facilities; 2) to judge the acceptance of the technologies by both the staff and individuals with disabilities and mental illness; and 3) to assess whether the technologies should be rolled out to other facilities with similar care models. In order for any of the technology Projects to be deemed successful, it was necessary to determine if the new technologies allowed for an improvement in living conditions and the care being delivered in that the individuals with disabilities and mental illness express that their lives are better after the introduction of the technologies than before. It was also necessary to determine if care delivered is more timely, efficient and cost effective than the care delivered without the technologies.

It also became apparent that it was essential to ascertain if staff could properly use the new technology, that they believed
in its effectiveness and accepted that the technology would require that they did their jobs differently. If staff did not accept the changes that would be brought about by the introduction of the technology, there was no reason to go forward with a roll out to additional facilities. Likewise, it was necessary to determine if the individuals with disabilities and mental illness accepted the use of the new technologies in the care that they received, if they were intimidated or not by the technologies and if they would willingly comply with requirements for the use of the technologies. Finally, even if it was determined that the new technologies provided improved care, were accepted by staff and individuals with disabilities and mental illness, it was still vital to find out if the care provided with the new technology was reimbursable as a billable expense. Consequently, the locations, the care models and the technologies had to be carefully selected in order to ensure that all three goals were achievable.

IV. THE TECHNOLOGIES AND LOCATIONS

During the planning process, the Assistive Technology Executive Steering Committee received proposals from local management teams which had assessed individual needs, staff interest and available dollars. The Executive Committee narrowed the proposals to three that were to be part of the first phase of the Project: Communication Technologies Project (CTP); the Smarthome Project (SHP); and the Biometrics Project (BMP). Although the initial goal was to have all three of the Projects begin simultaneously, issues, e.g., renovation delays, equipment problems, made this impossible. As a result, the CTP has advanced at a faster rate than the other two Projects. Also, as each of the Projects has progressed, sites have been added and subtracted, once again resulting in different timelines for the three Projects.

A. The Communication Technologies Project (CTP)

The CTP began in the spring of 2014 with the selection of sites and upgrading of wireless routers. Work continued during that summer with the focus of training staff in the use of AbleLink software [17] that had been selected for use and during the fall of 2014, staff and individuals with disabilities were surveyed and the Glasgow Depression Scale (GDS) administered to all individuals with disabilities participating in the Project [18] [19]. The main goals of the CTP was fourfold: to enable individuals with disabilities to stay in touch with family and friends; to allow a greater ability for them to communicate with members of the support services team; to encourage them to acquire basic computer skills; and to permit safe and secure access to the internet in order for them to pursue their particular interests. Seven sites were selected for inclusion in the CTP. Five of the sites are group homes and two program centers, all in Western Pennsylvania. The group homes are single sex residences for between three and six individuals. In contrast, the two program centers serve between 90 and 130 individuals on any given day.

B. Smarthome Project (SHP)

The SHP required a remodeling of a residential unit which faced construction problems delaying the start of the Project several months. However, by the summer of 2014, the four residents were able to move into the remodeled facility and be administered surveys and the GDS. The main objectives of the SHP were to increase the independence of the four IDD residents and to conserve energy through the use of “green” appliances and more efficient heating and air conditioning systems (HVAC). To achieve the goal of increasing the independence of residents, a Smart TV was installed, iPads and remote controls for lighting and window blinds were made available to the residents. Additionally, motorized cabinetry and cook tops and sinks were installed in a lowered position to allow wheelchair access. Finally, to reduce the amount of energy consumed, remote control HVAC systems and smaller and more easily accessible dishwashers and refrigerators were installed.

C. Biometric Project (BMP)

The BMP began in the summer of 2014 with the development of protocols, the installation of the technology, training of staff, retrospective data collection, the creation of event and error forms and administering surveys to residents and staff and the GDS to the residents. The main goal of the Project was to use technology to reduce the number of emergency room visits and hospitalizations and thus, by doing so curtail costs by delivering care in a more timely manner and at a lower level of care [20]. Two group homes with four residents each were selected for inclusion along with a Long Term Structured Residence (LTSR), a locked facility that served eight male individuals with SMI with serious and persistent mental illness. The technology installed was a basic vital signs monitoring system including a digital scale, blood pressure cuff and pulse oximeters. The software included with the system allowed data to be sent to an external location and was configured to send alerts when the data collected went outside preconfigured parameters. Planning to expand this
Project to include the large Delaware County Adult Behavioral Health Outpatient Clinic is currently underway.

V. METHODS

There were several challenges to the selection of the methods to use to collect data on the three Projects. First, the Projects were not a test of the technologies themselves, as it was already known that they worked. Instead, the objective of the Projects was to determine how the selected technologies could be used to enhance the provision of care, while at the same time curtailing the cost of that care. Thus, the methods had to capture specific data on various components of care delivery. This entailed collecting data on the staff at each of the sites, both the way they used the technologies and their level of acceptance and willingness to change how they did their jobs. Data also had to be collected on the level of acceptance of the technologies by individuals at each of the sites. If individuals were uncomfortable with the use of the new technologies it would not be possible to roll out the technologies to other facilities. Secondly, although ideally the same methods of data collection would be used at each of the sites, this proved impossible because of the differences in the nature of the sites and the care models employed.

A. Communication Technologies Project

The main challenge was to develop questions that could be answered by individuals with disabilities and would, at the same time, provide the data necessary on which to make future decisions [21] [22]. Achieving these twin goals necessitated the development of a project-specific questionnaire for the CTP, which included simple straightforward questions and took no more than 15 minutes to administer. The questions asked included:

- Which of the following electronic devices do you use to communicate with friends, family or other people?
- How much help do you need to use these devices?
- When you want to communicate with friends, family or other people, how often is the device available?
- What devices do you use to play games or watch movies?
- How much help do you need to use these devices to play games or watch movies?
- When you want to play games or watch movies, how often is the device available?

The main goal of asking these questions was to determine the amount of change that took place in both device use and amount of help needed by individuals with disabilities during the length of the Project. Staff was trained to administer the questionnaire to individuals with disabilities at each of the sites with the goal being that the same staff member at each of the sites would administer the questionnaire at initiation of the Project and at three, six and 12 month intervals. Once again, staff turnover prevented the same staff member from administering the Scale at each of the intervals.

B. Smarthome Project

The methods used for the SHP were closely matched to those used for the CTP: Project specific questionnaires were given to the residents at the initiation of the Project and three, six and 12 month intervals; likewise the GDS was administered at the initiation of the Project and six and 12 month intervals. Questions focused on the ability of the residents to undertake basic tasks within the home, e.g., meal preparation, putting away groceries, controlling the lighting and blinds in their rooms, using computers and other electronic devices, using email to communicate with family and friends. Thus, it was possible to determine changes in both the residents’ ability to use the new technologies and the impact on the technology of residents’ well-being.

C. Biometric Project

The methods employed for the BMP, to a large extent, mirrored those for the other two Projects with a couple of exceptions. Staff was surveyed at the beginning of the Project and after six and 12 months. Questions for the staff focused on:

- The comfort level of staff members in the use of the biometric devices;
- The reliability of the devices;
- The acceptance of the devices by individuals with disabilities; and
- The perceived change in the quality of care with the use of the biometric devices;

Similarly residents at the three facilities were administered questionnaires and the GDS at the inception of the Project and at six and 12 month intervals. In addition to these instruments, event and error forms were developed for use. The event forms were used to record each event triggered by a biomedical alert, the actions taken by staff in response to the event and the outcome, e.g., a visit by a nurse, emergency room visit or hospitalization. The error forms were used to record errors with the various devices comprising the vital signs array, steps taken to correct the problem, the potential risk to the health/safety of the residents and how the problem was resolved.

D. Limitations of the Methods

There were several factors which limited the effectiveness of the data collection and the quality of the data. First, as stated previously, the fact that individuals at all the sites had either developmental and intellectual disabilities or were diagnosed with severe mental illness limited, to a certain
VI. PRELIMINARY FINDINGS

At this stage, the findings from all three Projects are preliminary and some are more preliminary than others. The CTP started before the other two Projects and as a result the data collected is more complete and comprehensive. However, there is sufficient data from the other two to allow for initial analysis that can provide useful information to NHS on what works and what doesn’t and to allow informed decisions about the future use of technology within the organization. Data collection will continue at all three Projects until, at least, September 2016. CTP eHealth technologies were installed at three additional sites in August 2015 and data will be collected at these three sites, at least, through September 2016. At this time, a comparative analysis of data from all sites will be undertaken and a decision whether to continue data collection will be made. There are preliminary plans to include an outpatient clinic as part of the BMP, but delays in finding an eHealth technology that would allow the collection and integration of vital signs information has put the project on hold.

A. Community Technology Project

As stated in the previous section, data were collected on both individuals with disabilities and staff at the five group homes and two day programs: questionnaires and the GDS for the individuals with disabilities; and questionnaires for the staff. In order to track changes in the activities and well-being of the individuals with disabilities, questionnaires were administered at the initiation of the Project and at three, six and 12 month intervals. The findings from a comparison of the data collected from these four sets of questionnaires are, from an organization perspective, very encouraging. Questions were asked about the use of electronic devices, both the number of devices used and the purpose for the use of the device. Answers to these questions showed a distinct pattern of the increase in both device use and the number and type of applications used. Sixteen of the 35 individuals (44%) for which data on all four sets of questionnaires are available were using more devices after 12 months than at the initiation of the Project, while fifteen (43%) were using more applications than in the prior 12 months. For the majority of individuals, the added device was a laptop that was made available in their residences. The pattern that emerged was quite clear. Individuals learned to use new applications on the desk-top computers at the day programs and then used the applications on the laptop when they returned to their residences.

The findings for the amount of help that individuals required to use the new devices and applications are a bit more complicated to interpret. The raw findings are: 2 (6%) of the individuals did not need help throughout the twelve months; 11 (31%) of them had no change in the level of help needed to access the devices and applications; 12 (34%) increased the level of help needed to access the devices and applications; and 10 (29%) decreased the level of help needed to access the devices and applications. These data are confusing enough, but in addition, there is no distinct relationship between the individuals who increased their use of devices and applications and the need for help. The amount of staff time required to train staff in the use of the technologies and to help individuals with new devices and application is a key factor in the decision to expand this Project to other facilities and therefore, having more usable findings is extremely important. As a result, a better way of measuring the level of help needed by individuals is being considered for use in the newer sites that have been added to the CTP.

Similarly, the findings from the GDS are ambivalent. Although there is a slight overall decrease in the number of answers that reflect a depressive state for over one-third of the individuals with disabilities, there is no apparent relationship between an increase in the use of devices and applications and a decrease in a depressive state. Once again, a better way of measuring the change in wellbeing is being sought.

Although the main conclusion that can be drawn from the three staff surveys is that the staff believes strongly that the technologies introduced have been greatly beneficial, the findings did expose some problems. A full quarter of staff believed that the technology was not useful for all individuals with disabilities. In particular, those individuals who had problems with reading grew frustrated when attempting to use the various applications. Second, almost half of staff reported that there were problems with the applications periodically crashing and/or having difficulty in getting the applications to work properly. However, the data did indicate that over time, the technological problems decreased significantly. Finally, the data confirmed the high rate of staff turnover, as only 12 of the 50 staff who completed at least one survey completed all three. In fact, an equal number—12—of staff completed only the last survey as those who had completed all three. Although staff turnover is a major issue with providing care for IDD and SMI populations (see the Introduction), such turnover will increase the costs of rolling out the technologies to other facilities.
B. Smarthome Project

There were no problems with data collection for the SHP. All four individuals with disabilities completed the three questionnaires and GDS administered upon initiation and three, six and 12 months into the Project. Nevertheless, the simple fact that there were only four residents in the study does limit the ability to generalize and reach firm conclusions about the wisdom of expanding the Project to other facilities.

The findings are largely positive as three out of the four residents expressed that over the twelve months of the Project their level of independence had increased: three out of the four residents expressed an increase in the ability to operate blinds and lights without help; two out of the four residents expressed an increase in the ability to undertake chores in the kitchen without help; and one out of the four residents recorded a greater ability to communicate with family. Answers on the GDS indicated that two of the four residents experienced a slight decrease in their level of depression. Staff also filled out the GDS for the residents and once again, it appeared that the same two residents experienced a decline in their level of depression.

In addition to the quantitative data collected, more informal interviews with both residents and staff revealed a very high level of satisfaction with the modifications made in the residence and the addition of the Smart TV, iPads and remote controls for blinds and lights. In particular, staff indicated that the mood of the residents had become more positive and that residents are much more active in the kitchen and taking pride in their increased independence.

C. Biometric Project

The findings for the BMP are the most preliminary of the three Projects, primarily because of equipment issues that delayed its start. Nevertheless, there are sufficient data to draw some conclusions that can be used as the Project is expanded to other facilities. For this analysis the two residential facilities serving IDD residents will be lumped together, while the findings for the LTSR are presented separately.

Staff surveys at the two IDD facilities showed that at the beginning of the Project over one-half of the staff did not know how to use at least one of the devices that was being installed. However, by the six month mark, all but one staff member, not only could use all of the devices, but were comfortable using them. The six month survey also indicated that, overall, staff were very positive about the use of the biometric equipment: a clear majority believed that care had improved with the use of the equipment; and all staff believed that residents had accepted the use of the equipment and were comfortable with its use. Over the first six months of the Project, there were 10 instances when one or more vital sign reading was beyond the safe range. In seven cases, a physician was contacted and in three cases, a nurse was contacted. Although in none of these cases was hospitalization necessary, four residents were put on outpatient observation in order to more carefully track their vital signs.

The only negative finding was the number of problems with the equipment recorded in 32 error logs. Just over 50% of the errors were a failure of the data to upload from the device to the iPad, which was used to record and forward the data to the nursing staff. In one-third of the error logs, the problem was with the devices not actually recording any data, e.g., the blood pressure cuff not indicating a reading. These findings have led to a reevaluation of the vital signs system being used.

All staff at the LTSR, when surveyed, expressed a high level of familiarity with all equipment used in the Project, both at the inception and six months later. Eight of the nine staff reported that the residents were comfortable with the use of the vital signs array, but one-third reported that the equipment was not as reliable as they would have liked. This unreliability was reflected in the nine error reports that indicated both problems with uploading data and the blood pressure and oximeter cuffs not generating a reading. Finally, there were eight events when one or more vital sign reading was beyond the safe range. In four of the cases, the nurse was contacted and the resident more closely monitored for the next 24 hours.

VII. DISCUSSION

As stated at the beginning of the previous section, the three Projects have been on different timelines with the result being that the extent of data collection and analysis varies. However, there are sufficient findings to reach preliminary conclusions for each of the Projects separately and when combined. In particular, it is possible to determine what has exceeded expectations, what has worked as hoped and what has not worked as well as hoped. Additionally, valuable lessons have been learned that can be used to help move the Projects to the next stage.

A. Successful Implementation

The CTP has been a tremendous success and has far exceeded expectations. The vast majority of individuals embraced the new technology and the applications made available through the Project. These individuals were able, in a relatively short period of time, to use the technology to communicate with family and friends, safely surf the internet in order to pursue their individual interests and to play games and watch movies—none of which they could do on their own before the Project. Although not all individuals at the seven facilities were able to utilize the technology, the vast majority could and they were able, over time, to do so with less and less staff help. Staff was equally pleased with the introduction of the technology and consistently reported that individuals were happy with their increased independence.

The SHP also exceeded expectations. Even though the numbers of residents impacted by the introduction was small, four, the findings clearly show that they benefitted from having the new technologies. Their independence increased over the duration of the Project because they were able to undertake tasks that they could not accomplish prior to the introduction of the new technology. The simple ability to control the lights and blinds in their own rooms, not only
increased their level of independence, but staff reported that the residents’ mood became increasingly positive over time.

B. Meeting Implementation Objectives

Although the BMP did not exceed expectations, it certainly succeeded in meeting the objectives set out at the beginning of the Project. The vital signs system is able to record, upload and send data to an external location as was hoped. In addition, the system was able to determine if readings are outside established norms and this information was used at all locations to take action, e.g., notify nurses, inform physicians. It is too early to determine if the use of the technology has reduced emergency room visits and hospitalizations, but staff believe that the system is able to allow more timely care and, as a result, the well-being of individuals has increased.

C. Hardware and Software Problems

Even though the CTP far exceeded expectation, there have been some issues surrounding the reliability of both the hardware and applications used. Most of these problems have been resolved during the course of the Project, but some problems still linger. The biggest issue with the technology occurred in the BMP. The number of error reports filed at the three facilities, confirm the overall impression that a different vital signs system needs to be used as the Project moves forward. The encouraging conclusion is that, even with the problems with the technology, the results were sufficiently encouraging to plan for the Project’s expansion.

D. What Has Been Learned

In the last three and one-half years, many lessons have been learned about the process of incorporating new technologies into NHS’s various care models. Some are more important than others, but some are absolutely essential to rolling out the technologies to additional facilities. Among the most important are: detailed planning is indispensable; there must be buy-in at all levels—board, ceo, upper administration, management and line personnel; one technology must be working before the next one is introduced; and everything takes longer than originally thought.

In the early stages of the Project, many individuals at NHS believed that things were moving too slowly; they were anxious to “get-on-with-it”. This urge to move quickly is natural, especially from individuals who have been recruited because they are enthusiastic about the introduction of new technologies. Nevertheless, taking the time to plan every step of the Project was vital to success. Even with careful planning, mistakes were made and problems encountered. Likewise, there must be buy-in at every level of the organization and this also takes time. Without buy-in and commitment, there is the tendency to “cut the losses” when problems arise. The buy-in of the NHS Board, CEO and upper administrators was key to the continuation of the Project when things went wrong.

The incremental approach to the introduction of the technologies also proved to be a wise decision. Once again, there was a push to introduce “everything” at once, but the plan to make sure that one technology worked before installing a second, allowed staff and individuals with disabilities and severe mental illness to adjust to the first change before a second was introduced. Finally, although initially people involved with the Project were confident that the timeline for their slow and cautious approach was realistic, as the three Projects got underway there was a realization that the amount of time necessary to get 11 different sites up and running was going to take longer than anyone had anticipated. Fortunately, the fact that there was total buy-in at all levels of the organization allowed the Projects to proceed at the slower pace required.

VIII. CONCLUSION

When the Assistive Technology Project was being planned in 2012 there were doubts whether, because of its scale and complexity, it could achieve its objectives. Even as the first technologies were being installed and problems emerged, there were concerns that trying to evaluate three distinct technologies in 11 locations was just too ambitious. However, the Project leadership persevered and by the end of 2015, it is impossible to conclude otherwise than that the Project has been a success.

A. Improvements for Next Stage

Based on an analysis of the results from the three Projects, several adjustments have been made to both the technologies employed and the implementation protocols. First, continual problems with the biometric instruments have led to a search for more robust products from companies that offer greater technical support. Similarly, dissatisfaction on the part of staff and individuals with disabilities with several products in the SHP has resulted in the selection of more sophisticated equipment that incorporates more sensor technology. Third, results have indicated the greatest degree of success at the day centers. As a result, the plans are to include a greater number of these centers and fewer group homes in the next phase of the project. Finally, because the use of the GDS did not produce the level of meaningful information as anticipated, it’s been replaced by satisfaction scales.

B. Expansion

The best measure of this success is that NHS has made the decision to extend all three technologies to additional locations. The CTP has already been expanded to three new locations bringing the total number of participants to just under 200 and there are plans to include more facilities during 2016. NHS is also working with AbleLink to develop new applications specifically targeting the IDD population, as well as working to refine and enhance existing applications. As indicated previously, the Delaware County Adult Behavioral Health Outpatient Clinic will be added to the BMP in the
The complexity of incorporating vital signs monitoring into an outpatient clinic is, from NHS’s perspective, outweighed by the opportunity to effectively offer psychiatric services, primary care physicians and pharmacy services in one location along with an integrated medical record. If successful, there are plans to extend the BMP to other outpatient locations.

Perhaps the most significant indication of the success of the overall Project is that there are plans to build, ground up, a new facility in Western Pennsylvania which will include technologies from all three Projects. This $650,000 residence will house six individuals and incorporate the green appliances, design features—lower sinks and cabinets—and remote control features from the SHP, with the AbleLink applications from the CTP and the vital signs array from the BMP. It is hoped that this new facility will be the model for the necessary replenishment of the aging housing stock that is currently in use.

### C. Financial Model

From the inception, one of the key components of the Project was to construct a financial model that would allow NHS to be reimbursed for the care delivered by the use of the new technologies. The Project itself, costing over $200,000 in real money and much more when the amount of staff time expended is included, has been financed by grants. Although grant funding is absolutely satisfactory for a project whose goal is to evaluate the appropriateness of new technologies in the delivery of care, it is not a satisfactory means for developing a sustainable financial model. A sustainable financial model can only exist if the care delivered with the use of the new technologies is reimbursable by Medicare (the health insurance program for people in the United States who are 65 or older. Medicare Part B covers certain doctors services, outpatient care, medical supplies, and preventive services,) and, especially, Medicaid (the U.S. government program, financed by federal, state, and local funds, of hospitalization and medical insurance for low income persons of all ages) as billable services. The problem is that, currently, most of the care delivered within the three Projects is not billable and thus, not reimbursable, but this is changing. Virginia and Pennsylvania have granted Medicaid waivers that could allow reimbursement for care delivered with the new technologies as soon as mid-2016. Individuals from NHS are presently developing proposals for both states that would allow the services to be reimbursable.

If the three Projects have done nothing else, they have confirmed that the use of technology to aid in the delivery of care to individuals with IDD and SMI is inevitable. The increasing numbers, along with the aging of the IDD and SMI populations, is increasing the cost of care exponentially at the same time as the number of people available to deliver the care is stagnating. The only way to maintain, let alone enhance, the level of care to these populations is through the innovative use of technology and the only way to make this happen is to develop a means of reimbursing this care. This must and will occur; the only question remaining is when?
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I. MOTIVATION

The need for companionship has been identified by many people and experts in psychology and geriatrics in different countries and cultures. Every human being feels the necessity of having a companion to some extent with whom to talk and share life events, and other important personal issues [1]. This need for having a companion is even more important for older people. Indeed, loneliness and social isolation can predict, for the elderly, declining health and poor quality of life [2]. Social interactions can reduce the mentioned effects of loneliness and social isolation. This is demonstrated to be true for the working people, let alone the elderly living alone [3][4].

Nowadays, thanks to advancements in healthcare and medicine, the life expectancy in developed countries has increased significantly [5][6]. Another noteworthy issue is the population decline in most of these countries [7]. These changes resulted in a higher percentage of elderly population compared to last decades. Many live assisted but many choose to live at home [8][9]. This trend will accentuate. According to the U.S. Census Bureau projections, by 2050, one-in-five Americans will be 65 or older, and at least 400,000 will be 100 years or older [10]. Today, the 65 or older represent 13% of the US population denoting around 41 million people. With a growing number of elderly in developed countries, there are not enough caregivers or nurses to take care of this aging population [11]. In Canada, 92% of the 5 million seniors aged 65 and over live in private homes [12]. Remaining at home will be encouraged for financial, social and health reasons. Services and facilities for the elderly, like nursing homes, will not always be available and the services cannot scale with the predicted demand of the senior population. Having a software agent at home could be a solution to help attenuate the need for companionship if this software agent running on a tablet-like device can indeed converse in a fluent manner and provide the required access to information and remote assistance.

The need for companionship has also been acknowledged for patients in hospitals [13][14]. Hospitals can be lonely places for patients. This is particularly more accentuated for older adults who may have few, if any, family members or acquaintances living close enough to visit them. Some hospitals even created Companion Care Programs where volunteers come to interact with patients, sharing small talk and activities.

Aside from companionship, the elderly have various needs and their living conditions can vary from one individual to another. Thus, personalized care and attention are required. The elderly who can take care of themselves often choose and remain at home instead of joining care facilities. More often than not, they opt for pets as companions. Pets have proven to be beneficial for mental health in the case of lonely seniors [15][16], but their entertaining interaction falls short from intelligent and knowledgeable conversation. In many cases, while choosing to remain at home, some seniors are not totally autonomous and capable of looking after themselves, therefore, there is a need to have a family member or a caregiver to live with them or check on them frequently. When it is not possible, a software agent could communicate with caregivers in cases of emergency. Moreover, doctors, caregivers, or family members could remotely inquired about the state of the senior, communicating directly with the agent.

We present here the architecture of a software agent, ANA, to attempt to remediate the current shortcomings. ANA, for Automated Nursing Agent, is a software agent running on Android tablet devices, specifically designed for the companionship of the elderly. ANA verbally tends to a person,
at home, in need. It looks after an elderly at home so as to promote health through companionship. Nursing is about providing care and is an integral part of the health care system. It encompasses the promotion of health, prevention of illness, and care of someone in physical or mental need.

Unlike intelligent personal assistant software agents such as Apple Siri, Google Now, Microsoft Cortana, and many others, which are designed to answer information requests or to help owners of handheld devices to verbally express commands on their devices, ANA piggybacks on Google APIs for information requests but extends this capability by building a personalized knowledge base to provide personalized conversations with answers but also questions and general statements. We are currently focusing on conversations related to family, weather, health, and cooking. Moreover, ANA also reminds the senior about events and related events, and is accessible remotely by authorized caregivers and family members.

In Section 2, we first present some scenarios illustrating the usefulness of the agent and in Section 3, we discuss our methodology to address those scenarios. In Section 4, we conclude the paper and talk about the current state of our project.

II. SCENARIOS

ANA is not competing with intelligent personal assistants. In fact, it uses Google APIs to access information and search the Web knowledge. However, it adds new capabilities to make it more personal. For instance, it uses a database of jokes and learns to choose jokes to tell based on the appreciations of the previous jokes by the senior using reinforcement learning. Other activities provided by ANA include reading, playing games, and providing means to tell their life story. By encouraging the elderly to share life experiences, it improves the connection between the agent and the user. ANA stores personal information in a personalized knowledge base in addition to using a general knowledge base like Freebase [17] or Google Knowledge Graph [18]. In the following, we present some example scenarios using ANA.

A. Scenario 1. Conversations initiated by the elderly

One of the main characteristics that an intelligent system needs to have to be considered as a companion is the ability to have a normal, fluent conversation similar to human verbal interactions. There are three types of interactions in conversations: making a statement (declarative), asking a question (interrogative), and giving an order (imperative).

1) Declarative statements

There are different types of declarative statements. All the statements in talking about a past or future event or telling a story are considered declarative. People talk about how they are feeling, who they met, family members and friends, and also, the events that may happen during that day or in the near future. A person who is being talked to usually acknowledges the understanding of the story by saying some other declarative statements. This acknowledgment also shows that the person is interested in the story. Also, there can be some questions that may come up to the listener’s mind, in case of having some vague details in the story. It is very common to ask about some details when you are listening to someone. Also, people expect that the others that they are talking to remember some details of the previous conversations and when they are referring to those told stories later, that person remembers some of it and is not completely clueless. All these details should be implemented in our system to make elderly feel comfortable talking to a machine because without having these details, the conversation will seem unnatural and they would rather not use the system. ANA stores such information in a personalized knowledge base as well as a calendar for events and medical conditions.

2) Interrogative statements

Questions are considered as interrogative statements. There can be different types of questions that need different responses. In a normal conversation, it is usual to ask something personal from the person that we are talking to. Although the system that we are talking about is not a person, it should give some kind of a response that makes sense and keeps the conversation going.

The other form of questions can be related to the person who is talking. They can ask about how they look or want to know your opinion about some related issues and problems. This kind of question is very hard to handle by a machine since it needs to have opinions about things that are happening around it, but like the previous type of question that we talked about, it needs to give answers that make sense.

The third type of question is related to the subjects that have been talked about before and need remembering. To answer these questions, we should refer to the previous conversations that we had with the person. The system should gather information from conversations that it had with the person in order to answer these questions. Remembering details will make the conversations more natural and closer to what happens in real life. Even missing some details by the system is not a big deal since it can happen with real people too.

Questions can be about general knowledge. They are easier to handle compared to the others that we have talked about. To answer these questions, we can check different online knowledge bases that are available widely. If the answer is not found, the machine says it does not know it. It is very unlikely that someone knows answers to every question hence our system is not an exception. This is similar to what current intelligent personal assistants do. Also, the goal is not answering questions but being a companion, so missing answers to some questions in this context is fine.

There also can be other questions that are imperative in essence. These statements should be handled like imperative statements.

3) Imperative statements

All the commands and requests are considered imperative. Human beings are usually able to help each other with different tasks but it does not necessarily mean that they can help with all the tasks. Our system also does not need to address all the commands, but it is favorable if it can do as many as possible. Right now, having physical abilities in the system is not one of our goals. Controlling physical objects can be done by a computerized system, but there is a need for...
additional equipment to add this capability, which is against our current objective of having a cheap system for end users. Even if the system is not going to do anything about physical commands, it will try to give some sort of suggestions or try to come up with a witty response. For other types of commands, the system should be able to do them easily. These commands can be things like calling, texting, sending an email, checking up some information online, finding a recipe, or reminding the person of something. After doing any of these commands, there should be some sort of acknowledgment for the action in a way that the person knows that the command is done.

B. Scenario 2. Conversations initiated by system

In Scenario 1 we considered responses that are necessary for a natural conversation, however, in a normal conversation, each subtopic can be initiated by both sides of the conversation. If someone is always asking questions or making statements while the other person just responds to each one of them, the conversation will be one-sided and boring.

In order to avoid situations like this, we need to have functionalities in our system to sometimes initiate a conversation. One of the things that should be considered is that the subtopics in a discussion are usually related. Going completely off-topic can make the conversation feel unnatural. This is the case with chatterbots, software agents that are mostly built for fun.

To find related topics, we can refer to previous conversations between person and system. To Start a new topic, the system searches for empty facts or attributes in its personalized knowledge base and creates a statement to initiate a conversation that leads to filling the missing facts. These facts will be used later for other conversations.

Initiating conversation can be used for continuing current conversation after a long pause by the person. These long pauses are known as awkward silences and people try to fill them with starting a conversation. This human-like behavior can make the system very similar to a human companion.

C. Scenario 3. Caregiving functionality and remote access

In previous scenarios, we considered all the different characteristics that can make our system act like a human. While it is very interesting to mimic human behavior, the main purpose of this system is to ensure or improve the welfare of elderly when they live on their own and without direct human supervision.

Keeping track of medication for elderly can be challenging. Caregivers usually remind them of taking their medicines and they make sure that they took them. They also keep track of what medicine they took and when they took it. This information can be helpful for doctors. If we implement all the necessary components to handle scenario 1 and 2, it is easy to add these functionalities since they can be accommodated in the form of statements.

Caregivers also ask elderly about how they feel. Their responses in a period of time can be helpful in identifying unusual symptoms and patterns that can be caused by a disease. Like the previous case, it is also a very small extension to other scenarios that we have described.

One of the vital functionalities that is easy to spot by a human is seeing something unusual in elderly. Based on the severity of the situation, caregiver contacts the appropriate person. This can be a little tricky to implement but it is necessary to have in our system. A red flag for the system can be unresponsiveness of the person which can be a trigger for contacting a family member, doctor, or an ambulance. The system should be able to deal with this kind of situations in real-time.

Having a system keeping track of every aspect of elderly's life can be very helpful. This information can be monitored regularly by a doctor to see how well the person is doing and check on some unusual behavior patterns that can be a sign of a particular discomfort, disease, etc. Also, if it is necessary, this information can be viewed by family members to check on their loved ones and see how well they are doing. Because we have a computerized system, it can be possible to add remote access to this information via Internet to authorized people.

III. Methodology

The system design is the first concern that we need to deal with. The system should be able to the cases that we have described in the previous section. In order to cover those functionalities, a server-client model is necessary. The server side architecture is not a concern since we do not need separate servers for each client. Each server can support multiple clients but for the client side, the device price and availability are important. Having a device that is manufactured in large scale and support many functionalities, while keeping the price low for end users can be an ideal choice. Tablet devices satisfy our criteria. They have a large screen which makes reading easier for elderly that have vision impairment. They are affordable and they support many functionalities for keeping information like task management, contacts, emails, calling, and much more. Because of the affordability of Android devices compared to others, we consider Android tablets for our current prototype.

Most of the libraries that are dealing with natural language processing are designed to deal with text while input in Scenarios 1 and 2 is speech. To convert speech into text Android has built-in libraries for Speech to Text and Text to Speech conversion. We have used these libraries for our current prototype.

In Scenario 1, we have talked about different types of statements that our system may encounter. Classification is necessary for categorizing statements. We have used a classifier developed by Quinn and Zaiaine [17] for this purpose.

For all the statements, natural language processing is necessary to extract information that we need. We have talked about remembering information in the conversation. After processing of the statements, we store them in a database that
we call Personalized Knowledge Base (PKB). This information can be used as described in the scenarios.

For answering questions, we first look into PKB. If we could not find the answer, we look in a global knowledge base. We are using Google Knowledge Graph as our general knowledge base. If look-up in general knowledge base was unsuccessful, the system is going to acknowledge that by saying it could not find the answer but it will show web search results for that question. For the imperative statements, all the necessary functionalities are included in the operating system.

In Scenario 2, we talked about starting conversations by the system. It is achievable by going through some templates and PKB to find an appropriate conversation opener in both cases of starting a conversation from the beginning or continuing the conversation that is started by elderly. Also, there can be different pointers for knowing when the system should start a conversation or continue it. A long pause while the conversation is not ended or not interacting with the system for a long time can be a sign to start a conversation.

For Scenario 3 all the cases except remote access can be considered an extension to Scenario 2. For calling people Android has communication abilities like phone calls that can take care of emergencies. The remote access part will be implemented by a Web-based user interface that can be accessed with all the internet enabled devices. To prevent unauthorized access, there will an authentication mechanism with unique identifiers. Figure 1 shows a simplified flowchart of the system.

It may seem that implementing such a system is a trivial task but it is not. Natural language processing and information extraction from plain text or voice are very complicated tasks. They are research topics that are actively being worked on in universities and research centers. By checking projects like Siri, Google Now, and Cortana, which are being supported by huge technology companies, it can be concluded that the conversing ability for machines is in its primary stages.

Companionship is important for the mental and physical wellbeing of an elderly. Seeking companionship can be disconcerting for seniors and often not possible. Building an intelligent automated software agent to converse with older people and provide information and verbal assistance is a goal of ours and would beneficial to society. We have started building a prototype but the undertaking is challenging and provides many interesting open research problems.

IV. CONCLUSION

In this paper, we talked about benefits of an automated system for elderly care, when they can live by themselves in their own places and. We talked about our proposed system, its specifications, and how we can implement it. Currently, we have a proof of concept prototype with some of these functionalities. We are working on improvements to the current system to be used in a field study. We will use the improved version to gather results about the effectiveness of the system and how people feel about conversations with the agent.

If a system with these specifications can be accepted by people, it can reduce imposed costs to national health care system by increasing the percentage of elderly population.

Also, it can reduce the number of caregivers or at least reduce their responsibilities and their working hours.
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Abstract- In this paper, a flexible, compact, ultra-low profile dual band antenna is presented. The proposed design is suitable for wearable and flexible Wireless Body Area Network (WBAN) devices geared for tele-health technology. The antenna has a 50.8 μm thickness and fed by a Coplanar Waveguide (CPW) structure. The proposed design is based on a planar monopole and resonates at 2.45 GHz and 5.2 GHz which makes it suitable for Wireless Local Area Network (WLAN) technologies. Design and analysis of the proposed printed monopole antenna have been carried out using the full wave simulation software CST Microwave Studio, which is based on the Finite Integration Technique (FIT). The proposed design has the merits of compactness, light weight, wide bandwidth, and high efficiency which suggest that the proposed design is a reasonable candidate for integration within wearable and flexible telemedicine systems.

Keywords- e-Health; Telemedicine; WBAN; Wearable Antennas; WLAN.

I. INTRODUCTION

The light weight, efficient energy consumption, low manufacturing cost, fabrication simplicity, convenience, in addition to the abundance of inexpensive synthesized films and substrates, make wearable and flexible electronics an appealing candidate for the modern electronics market. Moreover, recent developments in miniaturized energy storage, flexible photo voltaics, and auto-powered electronic components have paved the road for the commercial success to such devices [1] [2].

Wearable electronics, which can be bent, reconfigured, and flexed, would substantially expand the applications of conventional electronic devices.

Generally, wearable and flexible electronics would often require the integration of antennas operating at specific frequency bands to provide wireless connectivity which is considered an essential requirement and greatly demanded by today’s information oriented consumers [3]. Applications of wearable wireless systems include but not limited to the fields of personal communication, medical devices, warfare, aeronautics, and entertainment [4]-[6].

Obviously, the efficiency of flexible wireless systems directly relies on the characteristics of the integrated antenna unit, which must be light weight, conformal, low profile, electrically and physically small, and robust. At the same time, these antennas have to exhibit high efficiency and good radiation characteristics [7]-[11].

On the other hand, Wireless Local Area Network (WLAN) is recognized as the most reliable standard for short range wireless connectivity. The continuous developments in WLAN technologies require the integration of all IEEE 802.11a/b/g/n standards of the 2.4 GHz (2400 –2484 MHz), and 5.2 GHz (5150–5350 MHz) bands into a single radiating element. In the past decade, a plethora of flexible and wearable antenna designs have been reported in the literature, which are based on different topologies and substrate types. Electro textile based antennas seem to be a flexible, low profile solution for wearable applications; however, their substrate materials are likely to introduce discontinuities [12]. Technically, conventional microstrip (patch) antennas are not preferred in wearable electronics since the bandwidth is a function of the substrate’s thickness. In [13], a flexible inverted-F antenna printed on a paper-based film was proposed for integration within flexible displays. Although paper based substrates are cost effective, they are found to lack mechanical robustness when used in applications that require high extents of flexing and bending. Moreover, they tend to have a high loss factor which compromises the efficiency of the antenna.

In [14], a wearable and flexible aperture coupled antenna is reported. This technique significantly enhances the impedance bandwidth; however, it leads to a serious increase in the antenna’s overall thickness; moreover, it involves a multi-layer fabrication process.

In this paper, we propose a Co-Planar Waveguide (CPW) fed dual band antenna deposited on a 50.8 μm Kapton Polyimide substrate. In addition to its ultra-low
thickness, compactness, and flexibility, the design has a more reasonable feed than the abovementioned feeding techniques since it offers several advantageous characteristics such as: reduced radiation losses, improved impedance bandwidth, and more importantly, lower fabrication cost and reduced complexity since both radiating element and ground plane are laid on the same side of the substrate, which enables roll to roll production and a consistent thickness.

In Section II, the design of the proposed wearable dual band antenna is presented. In Section III, simulation results of return loss and radiation patterns of the proposed design are discussed. Finally, conclusions are given in Section IV.

II. ANTENNA DESIGN

The topology of planar monopole and dipole antennas have received significant attention over other antenna types especially in wearable applications. For WLAN technologies, printed monopoles are preferred over other antenna topologies due to their relatively large impedance bandwidth, low thickness, fabrication simplicity, and omni-directional radiation pattern, which is highly desired in WLAN schemes.

As shown in Figure 1, the antenna consists of a winding branched radiating element fed by a CPW (please note that the grey colored area represents the metallization of ground plane and the radiating element). This miniaturization technique lengthens the current path, which consequently gives rise to a lower resonance and in turn reduces the structure size without significant degradation to the radiation characteristic of the antenna. The antenna structure is positioned on a 31 mm × 34 mm Kapton Polyimide substrate with a dielectric constant of 3.4 and a loss tangent of 0.002. To feed the radiating element, a CPW transmission line, which consists of a central strip with a width of 4 mm and a 1 mm gap between the central strip and the coplanar ground plane is used.

To achieve the desired dual-band behavior, U-shaped structures, which comprise both horizontal and vertical sections are introduced. The introduction of these sections is to produce two distinct current paths and thus dual resonant modes are enabled. Obviously, the longer arm gives rise to the lower resonance while the short arm is responsible for the upper resonance. It is worth mentioning that a parametric study was conducted to investigate the gaps and ground plane size effects on the resonant frequencies and return loss of the antenna. As mentioned previously, the branched radiating element is fed by a CPW feed reduces the fabrication complexity as both the radiating element and ground plane are deposited on the same side of the substrate. The dimensions of the antenna are depicted in Table I.

![Figure 1. Geometry and dimensions of the proposed dual band printed monopole antenna.](image)

<table>
<thead>
<tr>
<th>L1</th>
<th>31</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2</td>
<td>13</td>
</tr>
<tr>
<td>L3</td>
<td>12</td>
</tr>
<tr>
<td>L4</td>
<td>6</td>
</tr>
<tr>
<td>L5</td>
<td>4</td>
</tr>
<tr>
<td>W1</td>
<td>19</td>
</tr>
<tr>
<td>W2</td>
<td>14</td>
</tr>
<tr>
<td>W3</td>
<td>3.5</td>
</tr>
<tr>
<td>W4</td>
<td>11.5</td>
</tr>
<tr>
<td>W5</td>
<td>8</td>
</tr>
<tr>
<td>W6</td>
<td>4</td>
</tr>
<tr>
<td>G1</td>
<td>1</td>
</tr>
</tbody>
</table>

III. RESULTS

Design and analysis of the proposed printed monopole antenna have been carried out using the full wave simulation software CST Microwave Studio which is based on the Finite Integration Technique (FIT) [18].

As can be seen in Figure 2, the simulated return loss for the antenna is 22.8 dB at 2.5 GHz, with a -10 dB bandwidth of 662 MHz (27%), while the simulated return loss is 25 dB at 5.35 GHz with a bandwidth of 2125 MHz (40%). The principal planes (E and H) were also obtained using CST microwave studio. E-plane (YZ cut) and H-plane (XZ cut) far-field radiation patterns for the resonances under consideration are depicted in Figure 3.
Figure 2. Simulated reflection coefficient $S_{11}$ for the dual band printed monopole.

It can be seen that the radiation power is omnidirectional at both resonant frequencies. The antenna achieved gains of 1.68 dBi and 1.64 dBi at 2.45 GHz and 5.35 GHz, respectively, which are typical values for omnidirectional antennas. It is worth mentioning that the proposed antenna is suitable for low-power applications (less than 10 mW), hence, it is not expected to expose the user to any significant hyper-thermal effect due to electromagnetic radiation, and thus, Specific Absorption Rate (SAR) analysis would be redundant in this case [15]-[17].

Figure 3. Simulated E-plane ($YZ$) and H-plane ($XZ$) radiation patterns for the dual band printed monopole at 2.45 GHz ((a) and (b)); and at 5.35 GHz ((c) and (d)).
IV. CONCLUSION

In this paper, the design, and simulation of wearable, flexible and compact printed dual band antenna are discussed in details. The reported design is based on a Kapton Polyimide substrate, which is known for its flexibility, mechanical robustness and low dielectric losses. Ultra flexibility, compactness, mechanical robustness, along with excellent radiation characteristics and efficiency suggest that the reported design is a feasible candidate for integration within wearable and flexible WBAN systems.
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Abstract—Students in medical and nursing schools have to practice auscultation. A humanoid simulator is effective for learning disease sounds and correct stethoscope location. Such humanoid simulators, however, are too expensive for most nursing schools to buy. In this paper, we propose a low-cost system for the practice of auscultation. In this system, students themselves play the role of a patient, instead of a humanoid, and stethoscope locations on the body are measured with KINECT. Practicing students hear disease sounds, synchronized with the movement of breathing, through earphones. Movements of the upper body from breathing are also detected by KINECT. Experimental results with a prototype showed that our system could perfectly detect stethoscope locations on a body, except for a few lower points, and it could also detect respiratory changes. There are a few challenges, however, to be solved in future work.
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I. INTRODUCTION

Generally, practicing auscultation is a required subject for students in medical and nursing schools. Humanoid-type simulators have been developed [1][2][3][4][5], and there are several reports that such simulators improve auscultation skills [6]. Unfortunately, these simulators are generally too expensive for most nursing schools to buy.

We are developing a new, low-cost auscultation simulator whose concept is different from that of the existing humanoid simulators. In this simulator, students themselves play the role of a patient, instead of a humanoid, and stethoscope locations on the body are measured with KINECT. Practicing students hear disease sounds, synchronized with the movement of breathing, through earphones. Movements of the upper body from breathing are also detected by KINECT. Experimental results with a prototype showed that our system could perfectly detect stethoscope locations on a body, except for a few lower points, and it could also detect respiratory changes. There are a few challenges, however, to be solved in future work.

II. RELATED WORKS

Many kinds of patient simulators have been developed and provided as medical and nursing training tools [1][2][3][4][5]. Since we propose a new type of simulator for practicing auscultation, we first discuss existing auscultation simulators, which are divided into two groups: the humanoid model type, and the virtual reality type.

A. Humanoid model type

Kyoto Kagaku Co., Ltd. provides the Lung Sound Auscultation Trainer (LSAT) [2], shown in Figure 1, for respiratory auscultation. There are several small speakers inside a mannequin. Disease sounds are recorded from real patients. This simulator also works for cardiac auscultation by changing from respiratory sounds to cardiac sounds. Sakamoto Model Corporation provides the Sakamoto auscultation simulator [3]. This simulator also works for both respiratory and cardiac auscultation. Sakamoto provides a transparent cover for this simulator, as shown in Figure 2, to illustrate correct stethoscope locations.

Figure 1. Lung Sound Auscultation Trainer (LSAT)
by Kyoko Kagaku

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-470-1
Although the above two simulators are focused on the upper body, they simulate disease sounds, not the motion of the upper body. On the other hand, the SimMan® 3G [4] by Laerdal is an advanced patient simulator that can simulate the characteristics of a real patient, including the blood pressure, heart beat, chest motion, and so on. It is too expensive, however, for a general nursing school to buy.

B. Virtual reality type

Zadow, et al. developed the SimMed system for medical education [5]. By using an interactive multi-touch tabletop to display a simulated patient, as shown in Figure 3, they have created an immersive environment that supports a large variety of learning scenarios. The simulated patient can show skin changes and be animated to show realistic bodily and facial movements. By its nature, the setup allows scenarios to be repeated easily and to be changed and configured dynamically.

SimMed is substantially lower in cost than a full-scale humanoid simulator. It has many functions, however, and is still too expensive for most nursing schools. Moreover, while students can touch the virtual patient on a display, they cannot physically feel the motion of the virtual patient.

III. CONCEPT OF KINECT-BASED SIMULATOR

Among the nursing skills that students have to learn, are: the recognition of different sounds between different kinds of disease and the knowledge about placing correct points for locating a stethoscope on a body. Moreover, in the case of respiratory auscultation, students have to listen to respiratory sounds for more than one cycle. Therefore, an auscultation practice system requires the following functions:

- Simulating real disease sounds at different points on the body.
- Showing correct points for locating a stethoscope on an operation display.
- Judging whether a stethoscope is located on showed points.
- Judging whether a stethoscope is fixed on a body for more than one cycle in respiratory.

As introduced in the above section, existing auscultation simulators represent patients with mannequins or virtual reality technology, and disease sounds played through speakers mounted on a humanoid model or an external speaker. Most disease sounds are recorded from real patients. Students learn differences in disease sounds and correct stethoscope locations on the body by marking them on a humanoid model or hearing lectures by a teacher. Since most such models, however, do not have functions for detecting stethoscope locations, they cannot show whether these locations are correct. Furthermore, since the humanoid model has only a single size, it is difficult to learn differences depending on body size.

With our practice system, on the other hand, students themselves act as patients, instead of mannequins. The stethoscope locations and forward and backward movement of a body from breathing are measured with KINECT, as shown in Figure 4. Students hear disease sounds, generated by a PC, through earphones. The sound volume for each point is different for locating a stethoscope as with a real patient.

As introduced in the next section, color tracing technology is used to trace a stethoscope, and select “yellow green” for tracing. Therefore, we decided a white T-shirt for a student acting as a patient and a white coat for a student acting as a nurse wearing to remove “yellow green” and likeness in experiments.

IV. DETECTION TECHNOLOGIES

The following capabilities are required to implement our proposed auscultation practice tool:

- Tracing a stethoscope.
- Detecting a stethoscope’s location.
- Detecting a stethoscope on a body.
Detecting forward and backward movements of the upper body from breathing.

Automatically adjusting correct points for locating a stethoscope on a body according to body size.

Since KINECT automatically generates position data for a stethoscope while it is traced, we examine each of the above four issues except the second one.

A. Tracing a stethoscope

Two candidate tracing methods are shape tracing and color tracing. Since a stethoscope is held by hand, the shape of a stethoscope as viewed through a video camera changes over time. Therefore, we chose color tracing, rather than shape tracing. The process of color tracing is shown schematically in Figure 5. Video data from the BGR (Blue, Green, and Red) 32 output of KINECT is converted to HSV (Hue, Saturation, and Value) color data. First, the traced object, i.e., a stethoscope, is pointed, and its hue histogram is generated and stored. Then, masking data are generated for each frame from the HSV data, the minimum saturation, and the maximum and minimum brightness.

The video data for practice is also converted to HSV data, and target areas are separated with the masking data. Noise, including the hue data of the target area, is reduced by a median filter. The output data from the median filter is then traced by the cvCamShift function of Open CV [8]. Since cvCamShift sometimes outputs incorrect data, the hue histogram for the output data is repeatedly compared with the pre-stored hue histogram. When these histograms are equivalent, the color tracing is successful.

We used an experiment to select a target color from among seven choices: “red”, “green”, “light blue”, “yellow”, “yellow-green”, “pink”, and “orange”. We used KINECT v1 and examined whether it could detect only a target color. We show the resulting data for the top three colors in Figure 6. “Yellow-green” had the best performance, with no portions having the target color except the target. “Light blue” also performed well, but since the color of a stethoscope tube is “light blue”, that was detected. In the case of “yellow”, dots of the same color appeared in the bottom-left region of the image. The other colors exhibited more dots of the same color or had a smaller target size. Hence, we chose “yellow-green” as the target color for our experiments.

B. Detecting a stethoscope on a body

At this time, we think it is unnecessary to determine whether a stethoscope is exactly placed on a body, so we do not use any sensors on the stethoscope. Instead, we estimate a stethoscope is located on a body, where a stethoscope is placed and fixed within the distance S from a body surface for T seconds. For now, we use S = 10 cm, and T = 0.3 second to achieve balance between certainty and fast recognition. If stricter detection is required, we can change these parameters. Before measuring length Lst between a stethoscope and a KINECT, we determine whether the stethoscope is within the outline of a body, by using a pre-installed program on a KINECT to get an outline.

We experimentally examined whether this method was useful. A student acting as patient wore a white T-shirt with dots marking correct stethoscope locations; and a student acting as nurse placed a stethoscope on these marked dots.
We marked 10 dots on the T-shirt, as shown in Figure 7. The participants were five male students and five female students. The experimental results are listed in Table I.

![Figure 7. T-shirt with dots marking stethoscope locations for a female participant](image)

**Table I. Count of Detecting a Stethoscope Placed on a Body**

<table>
<thead>
<tr>
<th>Point #</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

The proposed system sometimes missed when the stethoscope was placed at certain points (points 8, 9, 10). As seen from Figure 4, a stethoscope placed on one of these points would sometimes be shadowed from KINECT, especially for women, since these points are below the breast. Possible solutions for this problem are the follows:
- Switch from a T-shirt to clothing more fitted to the body.
- Attach some dimensional marker to the stethoscope.

**C. Detecting upper body motion**

Burba et al. used chest motion to detect breathing [9], since there are two main types of breathing: chest respiration and abdominal respiration. Therefore, we select six points for measuring movement of the chest and abdomen in this experiment, as shown in Figure 8. Since the stethoscope location is not always fixed, we do not consider it in this experiment. The upper three measuring points are the inner junctions of five vertical lines equally dividing the space between both shoulders into four regions and a horizontal line halfway between the height of the center of the spine and the average height of both shoulders. The lower three measuring points are the inner junctions of the above-mentioned vertical lines and a horizontal line through the hip center. We adopt the same direction of more than 4 points as the resultant direction.

We designed our system to detect the changes from expiration to inhalation and vice versa as quickly as possible. Since there were small but rapid changes in the output data, we used a moving average of 30 samples, with a sampling period of 10 ms. We then have specified that when the sampling data continued to increase 3 times, the breathing mode was expiration; and when the sampling data continued to decrease 3 times, the breathing mode was inhalation.

![Figure 8. Measuring points for breathing motion](image)

We measured the number of breathings and their periods with our proposed system and compared the results with other data obtained by participants keying the up and down arrow keys on a keyboard. The experimental results are shown in Table II. We measured them for two KINECTs that are K-1 and K-2. Both of them were the same model. At first, we measured for many participants with K-1. Our system counted more and more breaths than did keying for most participants. Data shown in Table II are some of them. In addition, the output data for some measuring points had extraordinary values, as shown in Figure 9 (2). We changed K-1 to K-2 to clear the reason of this problem. Our system with K-2 could count more accurately than that with K-1. However, our system counted fewer breaths than did keying for participant D. And, the extraordinary values were sometimes measured with K-2, too.

As shown in Figure 9 (1), our system detected changes in breathing with a delay of about 1 s relative to keying when breathings were correctly detected. The measured delay is bigger than we expected.

We think these problems can be derived from the above extraordinary output data, sagging T-shirt, and the above algorithm. The detecting algorithm would detect fluctuation of sagging T-shirt as movement from breathing. A sagging T-shirt would sometimes hide upper body motion from the detecting algorithm. We are re-programming the proposed system to KINECT v2 [7] and we are adding an algorithm to remove extraordinary data. We plan to switch from a T-shirt to clothing more fitted to the body; and optimize parameters of the detecting algorithm.

**Table II. Number of Breaths**

<table>
<thead>
<tr>
<th>Participant</th>
<th>Keying</th>
<th>Proposed system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inhalation</td>
<td>Expiration</td>
</tr>
<tr>
<td>K-1</td>
<td>A</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>14</td>
</tr>
<tr>
<td>K-2</td>
<td>C</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>15</td>
</tr>
</tbody>
</table>
We measured the ten points marked on a T-shirt and skeleton data for three men and three women to validate the proposed automatically adjusting algorithm. Each man wore the same T-shirt like that in Figure 8. Since the T-shirt was relatively small, it should have closely fit each person, and we think the marked points should have adjusted to each person correctly. After selecting one man and one woman each as the standard, we estimated correct points a stethoscope placing by using the above equations and the data for the standard person.

Since there was not a big difference between the left-side data and the right-side data, we showed only the left-side data in Table III. The location relationships between measured and estimated correct points for a female and male participant are shown in Figure 11. In this figure, shoulder points and correct points a stethoscope placing for a standard person, and shoulder points and estimated and measured correct points a stethoscope placing for other participant are presented.

The data unit in Figure 11 is not the millimeter, but the pixel. In these figures, 10 pixels correspond roughly to 4 cm. Differences between estimated and measured positions depend on participants and measuring points. Maximum difference is about 8 cm. In case of Figure 11 (1), shoulder and hip positions of Female-1 are the same as those of a standard participant. Therefore, estimated correct positions of Female-1 are the same as those of a standard participant. However, measured points are different from them. The reason for this difference must be that each person did not wear the T-shirt symmetrically between right and left. In case of Figure 11 (2), differences between estimated and measured Y values were bigger for lower points, because the T-shirt was less elastic in the vertical direction.

We think the above experiment is not appropriate to evaluate the proposed estimation scheme for adjusting locations to different body sizes after experimenting. If participants wear a T-shirt in bilaterally symmetric and pull it down the hip position, the estimated positions must be
approximately equal to measured positons. However, it is difficult for participants to wear the T-shirt correctly. Therefore, we have to validate the proposed method automatically adjusting algorithm by some other experiment.

### Table III. Comparison between Measured and Estimated Locations

<table>
<thead>
<tr>
<th>Location</th>
<th>Male-1 X</th>
<th>Male-1 Y</th>
<th>Male-2 X</th>
<th>Male-2 Y</th>
<th>Female-1 X</th>
<th>Female-1 Y</th>
<th>Female-2 X</th>
<th>Female-2 Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>28</td>
<td>136</td>
<td>46</td>
<td>157</td>
<td>53</td>
<td>167</td>
<td>52</td>
<td>157</td>
</tr>
<tr>
<td></td>
<td>measured</td>
<td>estimated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>118</td>
<td>43</td>
<td>140</td>
<td>55</td>
<td>144</td>
<td>53</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>measured</td>
<td>estimated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>27</td>
<td>94</td>
<td>44</td>
<td>118</td>
<td>52</td>
<td>123</td>
<td>50</td>
<td>107</td>
</tr>
<tr>
<td></td>
<td>measured</td>
<td>estimated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>30</td>
<td>51</td>
<td>43</td>
<td>78</td>
<td>55</td>
<td>68</td>
<td>50</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>measured</td>
<td>estimated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>36</td>
<td>49</td>
<td>59</td>
<td>62</td>
<td>52</td>
<td>65</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>measured</td>
<td>estimated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 11. Example of measured and estimated correct points

V. CONCLUSION

We have proposed a new auscultation practice system for medical and nursing students. In this system, students themselves play the role of a patient instead of a humanoid model, and the locations for stethoscope placement on the body are measured with KINECT. Therefore, this practice system would have low cost.

In addition, the system can judge whether stethoscope locations are correct. Practicing students hear disease sounds, synchronized with the movement of breathing, through earphones or a speaker.

We developed a prototype system and evaluated experimentally. The results showed that our system could perfectly detect stethoscope placement on a body, except for two lower points, and it could detect respiratory changes. However, it sometimes made a mistake to count the number of them and the detection delay for respiratory changes was slightly larger than expected. We have to solve these problems for detecting respiration. After solving them, we plan to develop a real learning system, consisting of a learning unit for teaching correct locations and disease sounds and an evaluation unit for testing.

W used a white-T shirt and white coat for practicing students in experiments to remove “yellow green” and likeness. However, our system works well for usual clothes which have several colors except “yellow green”.
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Abstract—Inappropriate prescription of antibiotics can lead to complications with hospital infections and increased antimicrobial resistance. Antibiotic stewardship programs have been developed to influence antibiotic prescription behavior in hospitals at a multidisciplinary level. Infectionmanager.com is part of such a program. It is an online platform for stakeholders in the antibiotic therapy process that provides eHealth applications tailored to their roles and needs. This paper focuses on the process of stakeholder involvement to design an implementation strategy for our infectionmanager.com. We used business modeling tools in a focus group and in individual interviews. By analyzing the antibiotic therapy process with a value-driven dialogue with all stakeholders, we ideated possible eHealth technologies based on what stakeholders find valuable in their daily practices. We also conclude an implementation strategy as a basis for human-centered design to develop these eHealth technologies with end-users that can be used as a basis to sustainably implement the platform in its intended setting.
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I. INTRODUCTION

Increasingly antimicrobial resistance threatens the health and safety of patients and citizens and is, therefore, a major concern for public health authorities [1]. Hospital-acquired infections resistant to antibiotics yearly cause an estimated 4 million infections in Europe, resulting in around 37,000 deaths per year [2]. A change in prescription behavior is imperative since up to 50% of all prescribed antibiotics is reported inappropriately prescribed, avoidable or affects the effectiveness of these antibiotics [3]. Infection control experts have developed antibiotic stewardship programs (ASP) or antimicrobial stewardship interventions (AMS) to ensure prudent use of antibiotics for better patient outcomes, lower risk of adverse effects, promotion of cost-effectiveness and reduction of resistance levels [4].

As part of EurSafety Health-net project we co-created with relevant stakeholders, an online infection control platform called infectionmanager.com. Stakeholders are defined as all people or organizations that are influenced by or influence the eHealth technology used to reinforce antibiotic stewardship [5]. Its purpose is to provide a platform with several eHealth technologies that support ASP and implementation advice for all stakeholders involved with infection prevention and control and antibiotic therapy. We focus on a bottom-up approach, where stakeholders are actively involved to determine what eHealth technologies are deemed valuable for ASP.

Many eHealth technologies floundered because they failed to involve the intended users [6]. To be successful, implementation research for eHealth should start involving stakeholders [7]. They need to be involved ab initio in designing eHealth technology and participate in its implementation [6, 7]. Stakeholder interaction, stakeholder relationships and added value(s) offered through the eHealth technology need to be understood for determining a fitting implementation.

We had the following research objectives: 1) Understanding the antibiotic therapy process from stakeholder-perspective and identifying the stakeholders; 2) Understanding problems that stakeholders encounter in the antibiotic therapy process; 3) Identifying which improvements and opportunities stakeholders see in this process; 4) Ideating what eHealth applications are required; 5) Designing an implementation strategy for a platform with eHealth applications to support ASP.

Section II introduces the methods used to involve stakeholders in our business modeling research, using focus groups and interviews. In section III, we provide the business modeling results of our process and problem analysis (objectives 1 to 3) as well as ideated eHealth opportunities and implementation strategy inferred from values found in co-creation research with stakeholders (objectives 4 and 5) [8]. In sections IV and V, we discuss and conclude that stakeholder involvement and business modeling adds to the existing ASP guidelines, as it helps to understand problems with antibiotic therapy from a bottom-up perspective.
II. METHODS

A. CeHRes Roadmap

Central to our research is the Center for eHealth research (CeHRes) roadmap. It supports researchers to develop, design and implement eHealth technologies using a holistic approach that combines human-centered design principles and business modeling principles [6]. In this paper, we focus primarily on its business modeling research activities. Our method of business modeling is all about determining what the added-value of the eHealth technology should be together with the stakeholders. Subsequently, this co-created added-value is the foundation for an implementation strategy for the technology. By arranging value-driven dialogues with stakeholders, researchers can discuss and understand value needs [8]. We define a value as any ideal or interest a stakeholder aspires with regard to an eHealth technology [9]. In this paper, we used business modeling tools that are part of the CeHRes roadmap, to co-create and ideate possible interventions based on value needs of stakeholders.

In short, a problem analysis (applied in the form of a focus group) was used to understand the antibiotic therapy process from a stakeholder’s perspective and to understand which stakeholders are most influential in the antibiotic therapy process. This problem analysis was also used to analyze problems that stakeholders face in the antibiotic therapy process. These problems and bottlenecks were the starting point for value-driven dialogues. We used follow-up interviews to discuss improvements and opportunities and possible eHealth applications to support ASP and the value needs and to organize these needs in an implementation strategy.

B. Focus group with scenarios

We organized a focus group with stakeholders in a pilot hospital participating in the EurSafety Health-net project [10]. Based on a literature scan and expert recommendations, we selected healthcare professionals from the pulmonary ward: clinical microbiologist, clinical pharmacist (2x), chest physician (2x), residents (2x), nurse, ward manager, nurse manager and quality manager. We prepared a complex scenario, known as scenario-based testing [10], with a fictive patient to invoke discussion over the exact choice of antibiotic therapy. With the scenario, we discussed the roles of stakeholders, which communication and information needs are present and critical issues. The focus group was recorded and transcribed in Excel for analysis.

C. In-depth interviews

We organized semi-structured one-on-one interviews of one hour with a resident, a clinical microbiologist, a nurse manager and two ASP experts to further specify their views on the added-value of ASP with eHealth. As we focus on implementation, we addressed the following topics to discuss possible value needs: what should the added value of the interventions be? Who need ASP and how can they be involved? What is required in terms of infrastructure and resources? Who pay for ASP and what are its benefits? We discussed value needs and organized these in a possible business model for ASP with the interviewed stakeholders. The interviews were recorded and transcribed in Excel for analysis.

III. RESULTS

A. Understanding the antibiotic therapy process and identifying the stakeholders

The focus group concluded the primary stakeholders in every form of therapy are physician, patient and nurse. A physician prescribes medication and a nurse usually administers all medication. In the case of prescribing antibiotics, a clinical microbiologist may be consulted by a physician or resident for interpreting laboratory results or advice with non-routine antibiotic therapy. Clinical pharmacists check all prescribed medications, including antibiotics. They also occasionally give extra advice to physicians or nurses or provide background information on medication. Nurses use this information regularly when administering antibiotics. This list of key stakeholders is comparable with the ASP stakeholders suggested by experts in available literature [4, 11] Other stakeholders in the focus group stated they play a more facilitating role and do not directly influence antibiotic therapy. They, however, facilitate the other stakeholders in terms of organizational aspects, resources and support with protocols.

B. Understanding problems that stakeholders face in the antibiotic therapy process

We report the results of the problem analysis in three topics: communication, information/documentation and critical moments/bottlenecks in the process:

Communication: Stakeholders expressed two important moments of communication that are vital in antibiotic therapy; 1) Physicians need information from the clinical microbiologist or clinical pharmacist should be 24/7 possible; 2) Nurses take daily care of patients and frequently need patient-specific instructions from a physician and occasionally need additional information concerning intravenous delivery from protocols, a physician or a resident (face-to-face), or a clinical pharmacist (phone). A common communication problem expressed by the focus group is that communication by phone that information gets ‘lost in translation’ as the clinical view is explained from the perspective of the physician.

Information/documentation: All stakeholders required information sources and documents. They reported information comes in mixed forms, either digitally in intranet information systems or hardcopy in folders or
Identifying which improvements and opportunities stakeholders see in this process

Stakeholders mentioned the following improvements and opportunities how the antibiotic therapy process can be improved:

1) A bed-side audit consisting of a physician and microbiologist would improve clinical assessment for appropriate antibiotic therapy (apps #4, #5, #6, see D). Clinical pharmacists would also benefit from joining this bed-side audit to assist with prescription details. A bed-side audit is not needed at every prescription, yet with complex treatments it might be beneficial to visit the patient as a team; 2) Looking for uniformity in protocols and provided information can also be beneficial for antibiotic therapy (apps #1, #2, #3, see D). In fact, a resident stated many available protocols could be replaced with a solid uniform one; 3) Education to disseminate new protocols, changes in protocols or generally news regarding antibiotics could improve knowledge and awareness of ASP (app #7, see D). Two desired improvements were also mentioned that are outside the scope of an antibiotic stewardship program as they are hospital-wide issues that would be beyond our ability to change: 1) Improvement in timely logistics with the microbiology laboratory, by adequately sending cultures to the laboratory and getting timely results might be needed; 2) Current IT systems require better data connectivity and information sharing.

D. Ideating what eHealth applications are required

Based on the antibiotic therapy process and problem analysis, we ideated the following eHealth opportunities for the infectionmanager.com with stakeholders, available guidelines and literature and expert opinions. The following paragraphs provide an overview of opportunities for eHealth applications based on what stakeholders deem helpful in the antibiotic therapy process translated into a short, general description of each eHealth application.

1) App #1: Antibiotic prescription information

An important step is the start of this therapy, known as empiric therapy. For common infections or antibiotics, the physician can rely on his/her experience, yet for certain infections or antibiotics, extra information is needed to verify the right antibiotic, dose and duration. Physicians and residents usually use an antibiotic formulary that contains most of this information. Additionally, there are national guidelines and local guidelines and protocols that can be used as well. An antibiotic prescription information application can bring all these sources of information together in one place so that physicians have to search less. Another strong point of this application is that it can fulfill the need for uniformity in protocols and information if content of the application has a consistent presentation.

2) App #2: Antibiotic prescription decision support

In the pilot hospital, another intervention was recently implemented called ‘Surviving sepsis’. This is a little pocket card to help physicians and residents signal life-threatening infections by scoring a few parameters in a checklist. A possibility for an ASP application is to replicate this pocket card with an antibiotic prescription decision support that can make this checklist go more in-depth towards, e.g., suggesting possible infections and possible therapies. This application can be an expansion of the antibiotic prescription information application.

3) App #3: Antibiotic administration information

Nurses administer antibiotics to patients. With common antibiotics, the delivery is done on experience, yet for uncommon antibiotics, information is needed regarding the delivery. For example, the exact flow rate of an intravenous antibiotic or if an antibiotic has to be given before or after dinner. Nurses - and occasionally also physicians and residents - check an information system of the pharmacy or national guidelines and local guidelines and protocols. Digital sources can be accessed via the Computer-on-Wheels but some protocols are available as printed copies. The antibiotic delivery/administration information application can bring all these sources of information together in one place. That way nurses, physicians and residents do not have to search in multiple sources. Also,
this application can fulfill the need for uniformity in protocols and information, if content of the application has a consistent presentation.

4) **App #4: Information patient care transfer**

The care of patients is transferred between multiple disciplines: Physicians transfer the care to nurses or physicians can transfer among each other or to residents. An opportunity for an application can be to provide an infection-specific or antibiotic-specific checklist of important therapy details that need to be shared during transfer. A nurse gave as an example that he sometimes had to verify with the attending physician or resident when to stop therapy or that therapy was continued longer than officially stated in protocols.

5) **App #5: Facilitating the team/audit**

A possible ASP application is a bed-side assistance application to quickly access information: 1) Patient information (primary parameters (age/weight), history, allergies); 2) Antibiotic medication information (antibiotic formulary, guidelines); 3) Laboratory results.

This bed-side assistance application can be useful for microbiologists, infectious disease physicians, pharmacists and physicians (depending on the ASP team formation) to obtain information while doing audit rounds. Providing antibiotic medication information is easiest to manage as the technology and content will have much in common with the information applications described above. Patient information and laboratory results, however, require connectivity with existing IT systems or some manual preparation beforehand.

6) **App #6: Alerts/notifications**

Within the antibiotic therapy process there are a few critical moments where an alert or notification application can be helpful: 1) In the reviewing process, done by clinical pharmacists, an alert or messaging system for important messages per receipt can be used to notify physicians to re-evaluate therapy or to provide patient-specific information such as conflicting medications. This can be combined with a restriction-approval strategy as suggested as a possible ASP strategy in IDSA/SHEA guidelines for implementing antibiotic stewardship programs in hospitals [11]; 2) When laboratory results are available for a certain patient, the currently attending physician or resident can be notified in addition to sending results directly to the physician or resident who requested them; 3) When an antibiotic is prescribed and administered, after a certain time a re-evaluation is in order. This is described as a day-3 bundle that after two or three days the effectiveness of antibiotic therapy can be assessed [12]. At that point, the prescribed antibiotic can be continued, adjusted or even stopped. An eHealth opportunity here is to give an alert or notification when the re-evaluation should take place or co-create an application providing a daily list of antibiotic therapies to re-evaluate.

7) **App #7: E-Learning**

In the focus group, it became apparent that education is important. Also in ASP guidelines, education is an important supplementary strategy in implementing ASP interventions [11]. For every educational element of ASP there is an eHealth possibility to provide that education using E-Learning applications. The following educational activities were deemed interesting when implementing ASP applications: 1) All personnel needs to be informed about the importance of ASP in general to gain awareness and understanding; 2) All personnel needs to be informed why a team is performing audits; 3) Physicians, residents, nurses, microbiologists, infectious disease physicians and pharmacists should stay up-to-date with new information, guidelines, protocols, etc.; 4) Training in using other eHealth applications implemented for ASP.

E. **Ideating an implementation strategy for a platform with ASP applications**

In the follow-up interviews, we discussed with stakeholders and two ASP experts what the expected-added value of the platform and eHealth applications should be. All stakeholders unanimously agreed that the most important benefit from optimized antibiotic therapy will be a reduction in length-of-stay. The length-of-stay of patients will reduce when they have optimal therapy, can go home sooner with oral antibiotics, and have less risk of complications with infections. This has beneficial consequences for the quality of care as well as less antibiotic use and thus less antibiotic costs.

All stakeholders also agreed that hospital management needs to be convinced that ASP and subsequently using the infectionmanager.com platform and its eHealth applications is beneficial. There is supportive evidence in literature of already existing ASPs that they are beneficial [13], however, the role of technology in ASP is rather limited. Using eHealth applications as part of an ASP in the hospital may lead to improvements when integrated with ASP initiatives within the hospital. Proving the beneficial effects of individual parts of a program is difficult as results are always reported over a program consisting of multiple interventions. Therefore, the platform can be implemented as part of (starting) ASP initiatives, but requires these existing ASP initiatives as a prerequisite. It can be part of a program and the team can choose which eHealth applications they want to embed in the ASP in their hospital. Nonetheless, the platform can also improve its own value by providing information how to set ASP initiatives up using the platform and its eHealth applications to facilitate teams with the introduction of the eHealth applications in their program.

Based on the above, the strongest business case for the hospital management is that this reduced length-of-stay that
will reduce costs and improve patient safety. One interviewee said the hospital management needs to understand that “investing at the beginning will pay off at the end”. The investment mostly requires FTEs and resources for stakeholders to prepare and perform ASP activities. Also for the platform and eHealth applications, minimal costs are necessary for general maintenance. The revenue is in cost reductions: all costs related to length-of-stay can be reduced but also when speedier interventions in antibiotic therapy can be made, complications can also be reduced and thus reduce costs and negative effects for the patient.

IV. DISCUSSION

We involved stakeholders in our research to ideate eHealth applications and a possible implementation strategy for improving the antibiotic therapy process in hospitals. Stakeholders expressed complications mostly with information sharing and, related, communication. With a focus group and interviews, we had value-driven dialogues with stakeholders to assess opportunities for eHealth. In this article, we conclude seven applications that are worthwhile to implement to support antibiotic therapy processes in a hospital. In sum, these applications mostly need to provide therapy or patient specific information to assure optimal therapy.

With a growing body of literature of expert recommendations on antibiotic stewardship [3, 4, 11, 14], the available ideas for interventions for ASP are expanding. Nonetheless, these expert recommendations still need to be implemented locally in every hospital. Despite guidelines, these local implementations are still diverse and Patel et al pose that little guidance is offered on the practical aspects of implementing ASPs and that e.g., non-academic hospitals in the US need to overcome implementation issues by accounting for unique characteristics of their institutions [15]. The strong point of our bottom-up focus is that by combining value-driven dialogues with available guidelines, we assessed which interventions are required and supported by the stakeholders themselves. The stakeholders, therefore, added a local relevance to the possible eHealth technologies.

ASP can be very comprehensive programs and contain multiple interventions for basically any process where antibiotics are involved. We decided to focus on primary care processes in the hospital and specifically the antibiotic therapy process as a first focus to implement possible interventions for ASP as one of the key pillars of antibiotic stewardship is a more optimal prescription of antibiotics.

When we looked in a review for the use of eHealth in ASP in literature, we noticed eHealth technology is rarely mentioned or used. Some ASPs make use of existing software systems like electronic prescribing, electronic patient records, but few technological tools specifically designed for ASP were present. eHealth is attributed to helping efficiency and thus, can be helpful to optimize efforts and resources for ASP. Especially as manpower and (financial) resources are most attributed barriers that hinder ASP implementation.

The first step in our ASP research was to prepare a plan of action for possibilities to implement eHealth applications in ASP. By putting the antibiotic therapy process central, we identified stakeholders that fit the local, Dutch context and daily processes in the piloting ward. Also, the seven possible eHealth applications to support ASP were ideated based on this process. These ideated applications are input for further research and development to design eHealth applications that fit the needs of end-users and that fits the overall goals of an ASP. Further research is also needed in the conditions necessary to implement ASP and further analysis and co-creation with stakeholders is necessary to determine a fitting implementation strategy for ASP.

Currently, there are three information applications in development. An antibiotic delivery/administration information application for nurses (app #3) finished its pilot with nurses at the pulmonary ward and is implemented in other participating hospitals [16]. Residents saw this application and asked whether they could have a spin-off information application. We also developed a similar information application called the antimicrobial therapy information application (app #1), containing German antibiotic therapy information tested in three German hospitals. Preparatory research for an antibiotic prescription decision support application (app #2) is in progress. The research and development of the other remaining possible ASP applications are still to be planned.

eHealth applications available via infectionmanager.com need to be part of a larger, more comprehensive ASP. Commonly these ASPs require an ASP team, surveillance of antibiotic use and infections, local guidelines, education and audits) [4, 11]. An implementation strategy for the infectionmanager.com therefore has to align with starting ASP initiatives. Helpful would be to add implementation advice inside the infectionmanager.com how to embed eHealth applications to support starting ASP initiatives. We are also working on an additional implementation tool to help to implement these apps in a wholesome ASP.

Limitations in this research are that we held a focus group in one ward in one hospital, who offered to participate in our research. Although some problems may be local and hospital-specific, we decided to provide generic tools that focus on the structure of presenting information and knowledge. The content of these eHealth applications can be hospital-specific and altered as hospital professionals see fit. Later, we also expanded our research to multiple hospitals to implement the applications elsewhere as there was interest in trying the applications in other ASPs. Based on this expansion we can test whether the structures are robust and how the content changes.

When we started our ASP research, very few hospitals were active with ASP. That was also the main reason why we collaborated with the pulmonary ward as they offered to be part of our pilot. Later when interest in ASP arose at
other hospitals, mainly due to new guidelines in The Netherlands, we got more interest in our eHealth applications as well.

In future research, we will expand our research to other hospitals and research the necessary components for ASP to help hospitals with their implementation of ASP and the eHealth applications available via infectionmanager.com. For designing these applications, we used the ideas of the ideal eHealth technologies and we use the principles of the CeHRes roadmap, human-centered design for requirements engineering and designing the technology for end-users and business modeling for stakeholder-based value-creation to embed the eHealth applications in ASP [6-9].

V. CONCLUSION

This example case of infectionmanager.com demonstrates the use of business modeling methods to assess possible eHealth technologies for ASP. We argue for more awareness among researchers who design and develop technologies targeted for healthcare that they should not only focus on designing great eHealth technology but also focus on the implementation of these technologies. This infectionmanager.com example case demonstrated that analyzing the implementation of technology early on the in any eHealth technology development process contributes to the understanding of what the added-value of this technology should be. In terms of our example case, it adds up to the available expert guidelines (that also hardly deal with eHealth) for antibiotic stewardship. There is a role for eHealth in ASP when one looks at the opportunities how technology can improve processes. These applications are worthwhile to develop for ASP and a basis for an implementation strategy for eHealth applications within ASP.
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Abstract—eHealth holds a diverse range of successful and unsuccessful applications. It is often unclear why this difference in success appears because eHealth is usually approached as a black box. Additionally, we tend to evaluate non-treatment-like and treatment-like applications the same way. Both approaches focus on searching for effects and outcomes. This results in applications that are wrongfully put away. Placing an application on the continuous dimensions of use-structure and caregiver involvement on the grid presented in this paper helps to make conscious and better decisions when (re)designing and evaluating eHealth applications. Positioning on the grid influences the terms 'user' and 'usage' but also has implications for the way we can evaluate and (re)design eHealth applications. The grid is a tool to gain insight, facilitate thought processes, and start discussions, and is not meant to be a formal and rigid model. This tool helps making conscious choices in (re)design and evaluation of applications.
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I. INTRODUCTION

In eHealth, there is a diverse range of successful and unsuccessful applications and interventions. When observing these applications we observe that applications that represent a form of treatment tend to be more successful than those that are more supportive of nature. Often it is unclear why one application is successful, when the other is not. A reason why we cannot always explain the difference in success is because eHealth is often approached as a black box. With a black box we search for its effects and focus on outcomes. It would be better to examine eHealth technology from a holistic perspective, in which the technology itself also has value, and we focus on the mechanisms behind the success. To find these mechanisms it is necessary to open the black box. An important reason why we observe differences in success is that we evaluate non-treatment-like applications the same way we evaluate the treatment-like interventions, focused on outcome measures or usage numbers. This results in applications that are maybe wrongfully put away because they do not measure up to the measurements they are wrongfully compared to. In this paper we search for a tool to give a better inside in the application, which helps with a (re)design and evaluation of that application.

One of the ways applications are often evaluated is measuring to which extent therapies are followed as intended. This measurement of adherence is one of the primary determinants of success in treatments [1], and overall effectiveness of health systems decreases by poor adherence [1]. Although adherence might be one of the primary determinants of success in therapy there are also examples of applications with a low adherence that are successful. An example of this is QuitNet; a program for smoking cessation [2][3][4]. Adherence to this program is low (23%) [5], but the program can be successful in promoting cessation and preventing relapse [2]. These studies show that it is possible for an eHealth application to have a low adherence but still be successful for a certain group of users.

Studies with eMentalHealth interventions often find a high dose - response relationship (also called a usage - outcome relation). An example of this is the study of Bolier et al. [6]. Donkin et al [7] further explored the usage - outcome relation. The study of Donkin investigates which usage metrics are important in predicting and explaining outcomes for an internet-delivered trial targeting depressive symptoms for those with risk factors for or diagnosis of cardiovascular disease (Cardiovascular Risk E-couch Depression Outcome (CREDO)). Their study shows that there is not always a linear dose-response relation, but could be curvilinear (e.g., reaches a saturation point where no further benefit is obtained), or even more complex.

There is a broad range of different eHealth applications and variety in how these applications should be used. These variations can be put on a continuous scale. At one end of the continuum (see Figure 1) we see applications forcing the user to use the intervention in a specified way, for example a fixed use of the modules of an intervention. An example of such an application is the Web-based ‘Living to the full’ intervention. ‘Living to the full’ consists of nine lessons which have to be completed in a specific order in a 12-week period [8]. These applications are often a (web-based) program of a method, course or intervention.

At the other end of the continuum we see applications that leave the usage free, without a strict protocol for each user. QuitNet, the application that was mentioned before for cessation treatment, is such an application. This website offers advice and assistance to quit smoking. Usage frequency of the program and how the program is used is left to the user.
Another important factor that varies among different eHealth applications is the involvement of a caregiver. Some eHealth applications are used in close collaboration between patient and caregiver, others with no involvement of a caregiver at all and all variations in between. Caregiver involvement is often found to be necessary to ensure adherence and increase effects for web-based interventions for people with depression symptoms, or chronic conditions [9][10][11][12][13][14].

Knowing where your application is positioned on these two dimensions can help with (re)designing and evaluating your application. These two dimensions form a grid, and applications can be put somewhere on this grid depending on its usage-structure and caregiver involvement. The positioning of an application on the two dimensions influences the term ‘user’ and ‘usage’ but also has implications for the way we can (re)design and evaluate the application. The aim of this paper is to present a tool to give a better inside in the usage-structure, and caregiver involvement. Finally, we will describe some eHealth applications and their position on the grid.

In Section 2 (The Grid), we will take a closer look at the grid, after which we will discuss implications based on the different positions an application can take on the grid in Section 3 (Implications). We will end this paper with a discussion and conclusion in Section 4 (Discussion and Conclusion).

II. THE GRID

Based on our observations of eHealth applications and the extremes we see, we could classify each application on the following grid based on their characteristics:

```
   with caregiver

structured, pre-defined use

free use

without caregiver
```

In this section, we will take a closer look at the two dimensions of the grid. We will first look at the dimension of use-structure, after which we will look at the dimension of caregiver involvement. Finally, we will describe some eHealth applications and their position on the grid.

The dimension of use-structure has at one end of the continuum applications that force the user to use the intervention in a specific way (railroad them). This can be in a specific order, for a specific number of times/lessons, or for a specific duration. These interventions often have a specific end that is known beforehand and are often based on theories about mental health behavior like acceptance and commitment therapy (ACT) or cognitive behavioral therapy (CBT). Because they often find their origin in know theories and therapies they are often more ‘treatment’ like and help deliver a form of short term care. As discussed in the introduction, ‘Living to the full’ is a good example for this end of the continuum. ‘Living to the full’ has been published as a self-help book [15] and is based on mindfulness [16][17] and ACT [18]. The intervention consists of nine lessons which have to be completed in a specific order in a 12-week period. Whether participants worked through a lesson in one session or in multiple sessions was up to them [8].

At the other end applications that leave the usage free without a strict protocol for each user. There is no specific order or duration for which this application should be used, therefore they have no specific end. These free-to-use applications often focus more on support and long term care. As discussed in the introduction, ‘QuitNet’, the application for cessation treatment, is a good example for this end of the continuum. This website offers advice to quit smoking, assistance in setting a quit date, tailored information, assessment of motivation and nicotine dependence, practical counseling (skills training and problem solving), tailored assistants in selecting pharmacotherapies and intra- and extra-treatment social support. How QuitNet is used is completely up to the user.

The vertical dimension represents a form of caregiver involvement, which varies among eHealth applications. For example treatment-driven applications involve caregivers usually, while lifestyle interventions can be used autonomously. Research finds caregiver involvement important, but it is not clear what the dosage and frequency of involvement should be [9][10][11][12][13]. With applications that target people with chronic conditions, there often is some form of caregiver involvement. However, these applications often struggle to find their fit into daily life, and adherence is often low [19]. Users find it difficult to embed these application in their own life, while caregivers struggle to embed them into their daily practice [20]. Nonetheless, caregiver involvement is often found to be necessary to ensure adherence and increase effects for web-based interventions for people with depression symptoms, or chronic conditions [14].

To illustrate the positioning of an eHealth application on the grid, we will now position ‘Living to the full’ (LttF) on the grid, after which we will describe another application (‘My Health Platform’) and its position on the grid.

As discussed in the introduction, ‘Living to the full’ (LttF) consists of nine lessons which have to be completed in a specific order in a 12-week period. The intervention is used without involvement of a caregiver.
We would place ‘Living to the Full’ at the bottom of the left corner on the grid for the following reasons:

- horizontal dimension: Usage of ‘Living to the Full’ (such as how it is used, how often) is pre-defined. Exactly when (time) a lesson is completed is left to the user. Therefore we would place ‘Living to the Full’ just a small bit to the right out on the horizontal dimension.
- vertical dimension: ‘Living to the full’ is a standalone program without caregiver support, usage is completely left to the user. Therefore we would place ‘Living to the Full’ completely at the bottom of the vertical dimension.

‘My HealthPlatform’ (MHP) is an online platform to support self-care and self-management for people with a chronic illness (e.g. increased cardiovascular risk, COPD, Diabetes mellitus type 2). It is designed to help users keep an overview of and be a director of their own health and lifestyle, alone or in cooperation with a caregiver or expert. In MHP they can monitor their health, find information about their condition, but also use one of the lifestyle coaches. While the usage of most of the platform is unstructured, the coaches follow a 12 week schedule.

We would place ‘My HealthPlatform’ at the right-hand side, in the middle of the vertical dimension on the grid for the following reasons:

- horizontal dimension: Usage of MHP (such as how it is used, how often, and whether or not a coach is used) is left to the user. We would not place MHP completely at the right side, because the coaches do require the user to use them in a specific way and for a predetermined number of weeks.
- vertical dimension: Usage of MHP is mostly left to the user. When MHP is used in cooperation with a caregiver, the caregiver is able to see at home measurements of the user, which provides more insight in the health status of their patient.

You can position MHP on a different position on the grid based on other arguments. In this case, especially the vertical dimension of the grid leaves room for discussion. We would like to emphasize that when we would ask multiple people to position the same application on the grid we are very likely to end up with as many different positions as we asked people. We would like to argue that this is perfectly fine, because the main purpose of the grid is to help you think about certain characteristics of your application and about the implications of the positioning on the grid. In the next section we will talk about some of these implications of the different positions on the grid.

The examples discussed did not have a form of caregiver involvement that in our argumentation would be positioned in the upper half of the grid. An example that would be positioned in the upper left corner of the grid could be an application that only is used in a face-to-face consult with a caregiver in which the ‘patient’ and caregiver together work through a fixed number of modules in a fixed order. An example that would be positioned in the upper right corner of the grid could be an application in which you could consult your caregiver whenever you have questions about your health problem.

### III. Implications

Positioning on the grid has several implications for the terms ‘usage’ and ‘user’ and for the (re)design and evaluation of eHealth applications. In this section, we will discuss some of these implications. We will start with the implications on the terms ‘user’ and ‘usage’ after which we will discuss implication for (re)design and evaluation.

#### A. User

Defining when someone is a user is quite clear when you are dealing with applications that are on the left-hand side of the grid. A person that uses the application is a user, and one who does not is not a user. With applications that leave the usage up to the user the way people use the application can vary widely, which leads to a discussion about the term ‘user’
in this context. We will discuss some questions around the term user, after which we will give our view on the answers.

An important question is: when does a person become a user of the application? There are several possible answers to this. We could argue that a person who uses the application is a user, but is there a minimum amount of usage before that person becomes a user, or is 10 seconds enough? And what about someone who does not use the application for a long period of time? Is that person not a user during this period? And could we define certain activities in the application that a person must have done before that person is marked as a user?

For applications that focus on monitoring health or increasing health awareness (mostly positioned on the right-hand side of the grid), we can argue that by only becoming aware of such an application a person could potentially be triggered to become more involved in his own health. This means that, in order to have an effect on a person, it does not automatically require that person to use that application. Is this person then a user? We might argue that this person is not a user of the application because he/she did not interact with it. However, the application could still have an effect. In this case the person is not a user in the most common sense of the word, but due to the effect that the application had it balances on the edge of the definition of ‘user’.

When we consulted the people who used MHP (Figure 3), it became clear that they had their own view on being a user. There were quite a lot of people who had used the application only a couple of times and therefore declined to join several studies (interviews, questionnaires, and usability testing) because they did not see themselves as ‘users’. In their minds their definition of a user involves a certain number of reoccurring visits to the application, entering some monitoring data into the system, or participating in the program of a coach. Because they did not meet their own standards of the term user, they thought they could not participate in the study. This example shows that using the system does not equal being a user, at least not for the people who used it. People might have expectations about the intended usage of an application, it is relevant to communicate the intended use to avoid misunderstanding about the usage.

For evaluation purposes the definition of what we would call a user can focus on several aspects:

1) The percentage of registered users who see themselves as user, could be a measurement for evaluation of an application. The number of registered users who see themselves as user tells you about their involvement with an application and this in turn can show which role the application holds in their lives and whether the application helps them.

2) You do not always know beforehand who will be ‘user’. With evaluations of an application it is important to define which group of people can be defined as user, this group does not always include the groups you thought of before the application was used. For one type of evaluation, questionnaire, or interview, another groups of users might be suitable.

3) An important user that is often forgotten is the caregiver. The caregiver can have his own section in the application where he can see caregiver-specific functionality, he can have its own version of the application, or he can have the same functionality as a patient user. It is important to realize that the caregiver is a user as well, a user with different needs than a ‘patient’. Additionally, both users (the caregiver and the ‘patient’) affect each other and how they use the application, which means that both types of users should be included in the (re)design and all evaluations.

B. Usage

The term ‘usage’ (in the context of an application) can mean a lot of things, such as: How often people return to a website, paths that users follow on a website, how often certain elements on a site are used, etc. This can all be measured by logging user actions with timestamps on a website. How we can use these measurement and what they tell us about the system/application differs between the extremes on the horizontal use-structure dimension of the grid. Measuring the use of a system or application is useful and insightful for both ends of the spectrum, but evaluating this use differs and the implications/interpretations are different.

For ‘railroaded’ application, like ‘Living to the full’ (see Figure 2), usage measurements can tell you much about the applications. ‘Railroaded’ application, positioned at the left-hand side of the grid, often are similar or represent a therapy. The user has to follow the structure within the application, do certain actions in a certain order, and use it for a certain amount for it to be successful. Therefore, we can define ‘normal’, or ‘ideal’ use. We can compare the measured use with the way the application should be used (this can be whether someone completed the application, or the use within an application).

Achieving the goal of the application is not completely dependent on the use (the amount and which parts) for applications which leave the user free (right-hand side of the grid). The duration of usage of these applications is often longer and different situations can be seen than with the use of an ‘railroaded’ application. For applications positioned at the right-hand side of the grid there is no definition of ‘normal’ use, in quantity or in order. This is a contrast with applications positioned at the left-hand side of the grid were the ‘correct’ following of the structure is essential.

Because there is no prescribed use for applications at the right-hand side of the grid, we cannot measure to which extend the measured usage deviates from the optimal use. For example, the measured use of an application positioned at the right-hand side of the grid (like ‘MHP’ in Figure 3) could show users that were dormant for maybe months or years, after which they suddenly used it again. This is
unlikely to happen in an application that is ‘railroaded’. Because we cannot define ‘normal use’, adherence, in which we compare the occurring usage with the optimum usage, cannot be measured for applications on the right-hand side of the grid. As mentioned before, applications positioned on the left-hand side often are more treatment like, in contrast with application on the right-hand side that are more supportive and longer term. This leads to a different type of ‘lessons’ and therefore a different kind of use. The same difference also makes for different characteristics of the user (e.g. in type of motivation), which also leads to different use.

The occurring usage and the use-structure of an application go together. When your application is ‘railroaded’ and positioned at the left-hand side of the grid users have all a similar usage pattern, while with an application that leaves the use up to the user the occurring usage patterns can vary greatly.

Even though measurements like adherence are not really suitable for applications that are positioned at the right-hand side of the grid, usage measurements can still be very valuable. These measurements can tell you much about the interaction with the application, which parts are used most, which parts are often used subsequent of each other, after which part do they stop, etc. Knowing more about the interaction with the application is valuable for improving applications, but can also be valuable for finding mechanisms behind application success. Combining usage measurements with use context (what triggered the session) can be used to find a better fit of the content to the context, or improve interaction with the application. By improving the system, and better tuning it to the needs of the users (based on context en measured usage) we can increase the effect of applications.

Finally, when we are looking at the usage of an application we should not forget to observe the usage of the application by the caregiver. Caregivers play an important role in the usage of an application by their ‘patients’ because their usage can be driven by input of said caregiver. When a caregiver does not work with the application as intended or adequate this will influence the usage of the ‘patient’ user as well. When the application is mend to be used with a form of caregiver involvement and the caregiver is less involved than the ‘patient’ expects, the ‘patient’ user will experience less added value of the application.

C. Implications on (re)Design

With an existing application, the grid can be used during the redesign process. Determining the current position of the application on the grid based on the characteristics of the application can help you to reflect on your current application by facilitating the thought process about your applications and its characteristic. A first step in the redesign process is to reflect whether it is feasible to reach the objectives of the application from its current position; is it possible to accomplish the goal of the application with this position or is the position of the application on the grid not suitable for the goal of the application. The second step is to determine if the current position is the best, or if there are better alternative positions. When the current position and the desired position are known, the next step is to identify their differences. Knowing these differences, it is then possible to determine if the application should be changed and can give an indication about how the application should be changed.

Of course you can also use the grid when designing an application from scratch. The grid can help facilitate the thought process of design choices and their effects to make a better conscious decisions.

D. Implications on Evaluation

Implications on the use-structure dimension of an application are about evaluation procedures. ‘Railroaded’ applications can be evaluated by measuring the usage and comparing it to the optimum usage in contrast to applications on the right-hand side of the grid were usage can vary widely. Because usage can vary so widely it is also harder to link measured effects to a specific element of the application. Applications on the right-hand side of the grid are less feasible to evaluate with an Randomized Controlled Trial (RCT), because they are used for a much longer time, which makes it difficult to keep the circumstances constant. Secondly, for applications on the right-hand side of the grid it can be harder to find changes in measurements like quality of life, because they target larger groups and the changes they accomplish are often small. This does not imply that these changes are unimportant. It would be more suitable to evaluate applications that are positioned on the right-hand side of the grid on processes rather than on effects. While applications that are positioned on the left-hand side of the grid are easier to evaluate on effects, because they have a fixed setting and use-time.

IV. DISCUSSION AND CONCLUSION

There are different ways to classify eHealth that provide an overview of eHealth, such as device driven, based on the medium the technology uses (web-based, mobile apps, etc.), context-of-care driven (eCare, eTherapy, eAppointment, ePrevention, etc.), or actor driven (based on the interaction between the actors of such a system). The grid we propose is not meant to replace these classifications, because they provide an overview that our grid does not provide. However, our grid serves as an extension of these. The different classifications mentioned above serve a different need, while they did not serve our need for a simple way to have some guiding when (re)designing and evaluating eHealth applications. We were looking for a better way to help make a conscious choice in order to find a better fit (in (re)design and evaluation). Positioning of an eHealth application on the grid helps to become more aware of implications this has (as discussed in Section III).

Based on the position of an application on the grid we discussed that the term ‘user’ can include a different group of people. Those who ‘use’ an application do not always perceive themselves as a ‘user’, because they have expectations...
about the intended usage of an intervention. It is relevant to communicate the intended use to avoid misunderstanding about the usage. The percentage of users who see themselves as a user might be an additional measurement for evaluating an application, because it includes values about involvement with the application. An important group of ‘users’ that is often forgotten are the caretakers. They often also use the application, and their use or their communication about the application influences the use of the application by their patients.

Adherence is an important measurement for application positioned on the left-hand side of the application. For these applications, we can define ‘normal’ or intended use. Because ‘normal’ or intended use is often a lot harder to define for applications positioned on the right-hand side of the grid (there often is no prescribed use) and usage patterns can vary widely, the measurement of adherence is not suitable. However, usage measurements can be valuable for process evaluations and improvement of the application.

The grid can help with the (re)design process by gaining more insight facilitated by the thought process needed for placement of the application on the grid. It is important to think through whether the intended (or current) position of the application is suitable for the goal of the application, or that another position might be better.

Positioning of an application on the grid (left versus right, and with or without caregiver involvement) influences which sorts of evaluations are suitable. Evaluations can be focused on process or effects and positioning on the left-hand of the grid are more suitable for effects evaluations than positions at the right-hand side of the grid.

The grid is a tool to gain insight, facilitate thought processes, and start discussions, and is not meant to be a formal and rigid model. This tool helps making conscious choices in (re)design and evaluation of the application.
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Abstract—Tracking the evolution of wounds, ulcers or bedscars is one of the important tasks of the care personnel in medical institutions. We present an innovative, smartphone-based software application aimed at supporting this task. By using a standardized protocol complemented by image processing techniques, the application allows for the reliable acquisition of wound photographs, the assessment of wounds evolution, as well as for the annotation of photographs with relevant metadata. We detail the user-centered, scenario-based design process of this application that has been undertaken in the Connected Health Lab (CHL), our state-of-the-art usability lab dedicated to e-Health applications.
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I. INTRODUCTION
Tracking the evolution of wounds is an important medical issue, and concerns health care professionals as well as patients or their family. This paper presents a mobile application attempting to go beyond the standard smartphone use, and enabling medical experts to remotely view, analyze, and track the wounds evolution. Chronic wounds are frequent. Among them, foot or leg ulcers affect million of persons suffering with type 2 diabetes. Bedsores (also called pressure sores or pressure ulcers) [1], are one of the dangerous diseases that an elder can face. They are a localized injury resulting from prolonged pressure on the skin and plague persons who have a reduced ability to move and change positions, and stay in bed or a wheelchair most of the time. In oncology, chronic wounds concern any wound even small, prone to chronicize because of the cancerous disease and its treatment. Cancerous wounds have the peculiarity to evolve according to treatments efficiency instead of following a normal healing process.

Thanks to the popularity of mobile devices in clinics and hospitals the need for a mobile collaborative wound tracking application has arisen as the image remote analysis becomes an attractive option. A smartphone application linked to a normalized shooting protocol allows a chronological and iconographic tracking of chronic wounds with a simple, practical, and connected tool. For medical teams, the visual examination of the healing process evolution has to be made easier and more reliable, using successive pictures taken in a standardized manner. For caregivers, this is to improve inter-professional cooperation by securing the skills transfer. In the field of telecare, remote wound tracking improves the patients’ quality of life as patients only visit the wound clinic if necessary. Health care costs are thus reduced thanks to a limited number of both wound check appointments and travels to the clinic requiring special transportation. Many general telehealth requirements are concerned, such as quality of data transmission, privacy and security, interoperability with legacy healthcare systems, and clear patient identification. The process of wound assessment is based on visual examination of picture by physicians, as well as on wound descriptions which provide qualitative objectives parameters (color phase peri-lesional state) and quantitative ones (wound surface and depth). However, tracking a wounds healing process across consecutive travel remains a difficult task for both clinicians and patients. Our project aims to support the following information cycle (Figure 1):

- data registering using the smartphone,
- data analysis in order to share information,
- decision, advice and feedback.

Figure 1. Information cycle

In this paper, wounds tracking is considered in a global and interdisciplinary approach, in relation with the patients referring doctor, in order to reduce the impact of the wound on the patients physical and psychological well-being. The presented application also has an impact on the patients environment. Thanks to an active communication with health carers, the family is taking a more active part and consequently feels reassured.

The remainder of this paper is organized as follows: Section 2 presents the related works, Section 3 outlines the key project objective. Section 4 presents the wound tracking application and Section 5 the standardized context of wound description. Future works and conclusion are presented in Section 6.

II. RELATED WORKS
Smartphones are finding their way into Healthcare systems and one of the important fields of research today is wounds assessment and tracking applications. In [2] [3], authors prove smartphones ability to ensure accurate data. This implies a
more robust report of the safety of care and a better prevention and monitoring of pressure ulcer. M-health can improve efficiency and patient satisfaction. Based on high resolution cameras integrated in smartphones, several research projects are focusing on image acquisition and analysis of chronic wounds. Topics raised in these projects are addressed in accordance with two purposes: designing a wounds processing application and defining a collaborative system fostering patient-doctor interaction. Processing wounds applications consists mainly on the analysis of wound photos in order to detect and recognize wounds size and color that are essential factors for the evaluation of wounds. Several recent papers, such as [4] aiming to automate chronic wound processing and classification, propose algorithms for size and color detection of chronic wound images taken via smartphones. Their solution is based on Mask Image components within capturing photos and Camera calibration components within the segmentation phase in order to determine the relative and absolute size of the wound. These algorithms can be useful during the wound stage recognition. Other approaches for image analysis have been proposed like size determination from camera focus and zoom [5] or detecting wound size via several different types of sensors (sensor fusion approach) for increased accuracy. In [6] the wound image analysis system for diabetic foot ulcers covers size and color topics by performing image segmentation and noise removal. The authors also present a region-detection method for the prediction of wound boundaries, and they assess the healing status based on a color evaluation method.

Several research works such as [7] [8] focus on the collaborative facilities which may improve treatment of wounds in telemedicine. The proposed solutions aim at enhancing patient-doctor interaction offering dynamic features that may reduce the need for hospitalization and further facilitate a real-time advice for patients. In [7], the authors present an integrated approach of publicly available chronic wounds databases through a telemedicine platform. It offers the possibility to take high resolution images of wounds via smartphones. They can then be stored in a database with the associated metadata in order to support their discovery, access and usability. With a unique id, the patient can get prescribed medication from doctors, which provides a smooth interaction between patient and doctors. Patient history is easily accessible remotely by several doctors, which enhances the diagnosis, treatment and routine check ups. In [8] the main focus of the authors’ is the real-time interaction via web technologies, enabling doctors to virtually collaborate with their patients and colleagues via applications working on mobile devices providing a collaborative annotation of Digital imaging and communications in medicine (DICOM) images. This research work addresses the issue of converting DICOM images to a compact version that can run on mobile devices before annotating and documenting images. Several smartphone applications such as UrgoExpert [9], INFINYS [10], Telap [11], Comedie-e [12] have been developed in order to document chronic wounds and wound care and follow-up the wound evolution. The main features of these applications are the following:

- Allowing nurses to define the wound’s class (ulcer, bedsore) and its localization in the human body (Figure 2, right), as well as to visualize the wounds evolution (exudat level, healing status (wet necrosis, budding)) and the history of the treatment.

- Photographs are captured via the smartphone camera, classified (Figure 2, bottom) and recorded in the smartphone storage card.
- Contains measurement tools. The application generates wound histories in graphical and text-based formats (Figure 2, top).
- Enable accessing a medical prescription module or consulting a protocol of treatment.
- Transfer the photographs ans associated data via a secure network to the patient health record.

III. PROJECT OBJECTIVE

We propose a new software application for wound tracking. The present paper focuses on the participatory design of the application, with a practical goal of usability and efficiency. We have taken a user-centered design process, taking advantage of the facilities offered by the Connected Health Lab (CHL), a state-of-the-art usability lab dedicated the e-Health applications, located in the premises of the authors’ school of Engineering. In the framework of this user-centered design process, wounds pictures have been simulated using texture modeling, in order to keep them replicable. The mobile application is prototyped and assessed in the controlled environment provided by our usability lab, that faithfully replicates the working environments where the application will be deployed and used (hospital patient’s rooms, or conventional home rooms for patients under home care). Then we describe the important points on which we have to focus to allow patients and their caregivers to take a more active role in daily wound care using a collaborative annotation functionality.

IV. WOUND TRACKING

In real life conditions, wound pictures are captured each time the nurse treats the wound and changes the dressing.

Figure 2. Comedie-e smartphone application: heel bedsore

- Photographs are captured via the smartphone camera, classified (Figure 2, bottom) and recorded in the smartphone storage card.
- Contains measurement tools. The application generates wound histories in graphical and text-based formats (Figure 2, top).
- Enable accessing a medical prescription module or consulting a protocol of treatment.
- Transfer the photographs ans associated data via a secure network to the patient health record.

Figure 3. Telap smartphone application, top: consecutive pictures, bottom: wound contour measurement

To achieve pictures, basic recommendations have been written and proposed to the health care professionals who
are taking wound pictures. The main ideas for these recommendations are to improve the quality of the pictures and consequently the quality of treatment:

- Put a uniform background to better detect the wound area.
- No zoom to keep good resolution.
- No move to avoid fuzzy picture.
- Pacing a ruler reference in order to be able to recalculate the size of the wound.
- Placing reference color table in order to recalculate the colorimetry of the picture [13].

However, it is clear that difficulties remain to normalize shooting to enable a simpler and more reliable assessment of the wounds evolution. Pictures are often captured in an empirical manner without maintaining a constant angle of shooting (Figure 2, 3).

The difficulties mentioned by the healthcare professionals we are working with are:

- It is difficult to take different pictures with the same condition as the wound is changing and in on 3D surfaces (for example a leg). As the patient moves it is difficult to retrieve a similar shot through the different patient’s visits (Figure 3). The wound evolves and the lighting conditions are varying (Figure 3 a and b).
- It is very difficult to find reference points on which to align a picture as of course wound is evolving but moreover the wound environment is not stable. For example in case of ulcer wound, bad blood irrigation induces leg swelling and even the contour lines of the leg is not stable.

In order to preserve an almost unchanging angle of shooting, we choose to overlaid a transparent mask image on the current capture in our smartphone application. The same method is used by T. K. Poon in [4]. The advantage of this approach is that no peripheral devices to the smartphone camera are necessary. We choose not to add temporary or permanent tattoo of dots or lines around the wound or skin marker reference points, which can serve as a pattern to ensure alignment of successive mask. The transparent mask image which is only the previous shot of the wound (Figure 4 a) is overlaid on the current capture. When using the application, first the nurse positions the smartphone in order to approximatively recover the previous shooting angle (Figure 4 b) then moves the smartphone (Figure 4 c) to align as well as possible (Figure 4 d) the mask on the current wound. The mask area page is visualized right after a new image acquisition. The outcome of the application is a set of consecutive wound pictures captured with same size and orientation.

![Figure 4. Overlay: a) mask (picture 5), b) c) d) mask overlaid](image)

A. Experimental simulation

Experiments have been realized in the environment of simulation of the Connected Health Lab (CHL). The use case of a heel bed sore evolution was chosen as simulation process in the context of a this Living Lab which simulate the patient route. The scenario of the study considers a seriously hurt person because of a car accident (or an accident at work). The person suffers of a polytrauma and is in a coma.

![Figure 5. Use case: convalescence in the Living Lab](image)

The figure 5 presents the patient’s convalescence of a duration of 7 weeks and which includes four main phases:

1) After managing the emergency (operation, stabilization), the patient is hospitalized in intensive care for two weeks. Heel pressure ulcer appears after a week of hospitalization (week 1). Then the bed sore deteriorates because of the patient’s immobility (week 2).

2) As soon as the patient leaves the coma and wakes up, he is transferred to an orthopedic service. However the bedsore continues to deteriorate because of the lack of mobility (weeks 3 and 4).

3) The patient goes home with nursing home monitoring (week 5). His bedsore begins to heal in week 6.

4) The patient finding increasingly mobility, in particular with the setting in the chair, the bedsore continues to heal (week 7).

In order to realise a reproducive study, i.e., replicable model of an ulcer pressure evolution, we decided to use a serie of built picture of wounds, to serve as a benchmark for our scenario and for the evaluation of the proposed prototype. We synthesize the wound texture using Efros & Leung’s texture synthetis algorithm [14]. This algorithm is chosen because of its simplicity (Figure 6). Three reference images serve as model for different stages of bedsore evolution. A rectangular window (in green on Figure 7) manually selected in each image serves as texture source for the algorithm. After various tests, a 3 × 3 window is used as algorithm parameter because of the light granularity of the wound texture.

![Figure 6. Wound texture synthesize and disk modelling the heel bedsore](image)
Figure 7. Stages of heel bedsore used for the texture synthesize

A simple disk of 16 mm of radius (area 8 mm²) models the heel pressure ulcer. For stages 1 and 2 we select the zone which looks like the real texture. The stage 3 is segmented in two levels (called 3 and 3+) in function of level of necrosis in the wound. The bedsore evolution is summarized in the table I.

<table>
<thead>
<tr>
<th>Wound Evaluation</th>
<th>CHL. ZONE</th>
<th>INT. CARE</th>
<th>ORT. ROOM</th>
<th>HOME BED.</th>
<th>ARMCH.</th>
</tr>
</thead>
<tbody>
<tr>
<td>WEEK</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>BESORE STADE</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3⁺</td>
<td>3⁺</td>
</tr>
</tbody>
</table>

B. Analysis and results

A subjective analysis of the results (Figure 8) shows that the application is relevant in medical context. Consecutive pictures are captured with almost same scale and orientation along the seven weeks of study and for the four rooms of measurement.

The quantitative results indicate a variation of about 40% of the area and 25% of the perimeter (Figure 9). The reason of these variations comes from the difficulty to align the mask over the current wound picture especially in the intensive care room or the hospital room when the patient’s mobility is reduced. At home bedroom the shooting is easier when the patient can move its leg more easily.

Figure 8. Result of tracking with the mask overlay

Figure 9. Area and perimeter measurements

As conclusion from these experiments in the Living Lab, the application usability is clearly insufficient in such a context. An evolution of the application is necessary. The shooting must be easier and above all automatic. As future work, we will study the possibility to introduce the correlation level between the mask overlay and the current image in order to facilitate the alignment between these two pictures. Moreover, this study will be continue for various kinds of wounds (cancerous wounds, ulcers, others bedsores) with varying areas ans complex forms.

V. STANDARDIZED CONTEXT OF WOUNDS DESCRIPTION

A. Introduction

In order to improve the informative status of the wound pictures, it is important to add descriptions to the picture itself. In this project, one of our objectives is to determine recommendations to provide efficient annotation tools able to improve efficient communication between the different actors involved in the wound care (health care professionals as well as patient or family), in the context of smartphone use. In this paper we will present some of the lines of thinking we have spotted. In order to communicate, health professionals complete the information of the medical record but also use other media as phone, mail, annotations and so on. Annotation tasks are often used in the medical area as for example post-it used for the asynchronous communication of health care professionals. As mentioned in [15] “practitioners use annotations to act: either to enrich the annotated document or as transitory support of knowledge used to create new knowledge (recorded or not in a document). Annotations are useful not only to keep pertinent knowledge in the health record, but also to help practitioners to collaborate when the documents show their limits” (p. 4).

Figure 10. Wounds annotations of Pange et al.

Annotation systems are proposed in many telemedicine systems using smartphones, as shown in Figure 10 for mamography (annotation from [16]). As friendly annotation interfaces are difficult to provide through smartphone devices, in order to get usable and efficient tools, we are convinced that it is extremely important to better understand how and why the annotation process should be developed.

B. Analyse

Three main issues for annotation process were detected and are presented in this paper:
Why are the annotations required. In a wound annotation system, the objectives of the proposed annotations could be very different. On the one hand, some annotations are used to inform on general items such as Patient ID or Patient Name. These data are not directly involved with wound characteristics. Such annotations must be re-entered and duplicated on the smartphone application when the interoperability between smartphone and health care record are difficult to perform. On the other hand, some of the data bring specific awareness on an aspect of the wound: a highlighted array of interest gives the subjective point of view of a health care professional. Some annotations could then be automatically performed while improving the connection between system, adding connected objects into the wound care process (such as automatic detection of the ID of the patient) while some annotations are specifically involved on the care expertise. Being aware of these specificities will help to better understand the annotation tasks and to focus on the needed interfaces.

When and how annotations are completed. Annotations should be fed when the picture is taken or could be completed during an asynchronous task of wound image description. Items used for annotation can be from different natures: standardized description, visual annotation such as colored arrows, specific descriptions obtained after specific treatments such as wound surface calculation or colorimetry indices. By better understanding the annotation process, we hope to be able to propose efficient systems able to adapt to the different contexts of use.

What is concerned with the annotation task. Annotation tasks could bring information on three different levels of knowledge.

- The first level concerns the picture itself and the shooting environment. It could be important to remember the parameters linked to the shooting so that the quality on the picture could be memorized. Quality of context description could help to qualify a further picture comparison. Metadata of picture description used in DICOM standard are some of the information to be kept, but the context of shooting referring to the recommendation can also be used.

- The second level is used in order to memorize the context of the individual who is concerned by the picture: for instance name of the patient, part of body concerned.

- Last level deals with specific wound characteristics. The goal is to establish a standardized context of wounds description in order to ensure interoperability of information systems and to improve exchanges between healthcare systems actors.

By better identifying the need of information on each level, we will be able to better determine the needed information.

The project will then address the issues related to picture description, annotation of wound pictures, and modelling of factual wounds tracking (be able to reinterpret picture in order to build meta-data useful for caregivers). We will provide a model of annotation for wound. Using the different point of view that we have mentioned on wound care annotation, we want to propose an ontological framework.

Analysis of existing annotation systems and previous work such as the one performed by the wound ontology [17], or by the openEHR Clinical Knowledge Manager working group [18], as mentioned by Gallaguer [19] will be considered and extended by confronting them with the expertise of health professionals involved in this project. Constraints due to smartphone use, inducing mobility, small screen, distribution of information will be also detailed.

VI. CONCLUSION AND PERSPECTIVE

We have presented a mobile, smartphone-based e-health application that supports caregivers in their important activity of monitoring the evolution of wounds. The application combines innovative mobile interaction techniques with image processing and analysis in order to allow for a reliable and usable clinical use. The design of this application has followed a user-centered process, where both the standardized photograph-taking procedure and the image processing steps have been incrementally designed and validated in a controlled environment, the CHL living lab dedicated to e-Health applications. The application is currently a validated prototype. Our future steps will be to perform a clinical validation and assessment of the application, where it will be used by care professionals in a real-life setting, with real patients. We also plan to improve the image-processing components, and to take into account the interoperability of the application with legacy health information systems (e.g., electronic health records).
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Abstract—A hemodynamically unstable patient has the risk of going into general shock. As fluid therapy is the primary treatment for shock, the fluid responsiveness (FR) of the patient should be evaluated before volume expansion. However, conventional methods predict FR by analyzing the variation of blood pressure signal in time domain which is a nonstationary problem and makes it difficult to provide a stable index for FR. Instantaneous pulse rate variability (iPRV) is a cardiovascular assessment in frequency domain. Furthermore, iPRV uses ensemble empirical mode decomposition (EEMD), which could solve the nonstationary problem and overcome the frequency limitation in power spectrum of heart rate variability (HRV). iPRV provides a new indication in very high frequency (VHF) range (0.4-0.8Hz) of spectrum for peripheral responses. The aim of this study was to verify the ability of iPRV to indicate VHF for cardiac output assessment. Twenty-six healthy participants participated in this study and the acquired signal was recorded in supine baseline, during head-up tilt (HUT), and passive leg raising (PLR), which induces variation of venous return and helps the quantitative assessment of cardiac output individually. The result showed that the normalized power of VHF in HRV was small and there was no corresponding variation in different postures. In contrast, the normalized power of VHF in iPRV presented relative trend with different venous return changes. Overall, iPRV provides a novel and short-term cardiac output assessment in frequency domain and it has potential to evaluate FR.

Keywords—fluid responsiveness (FR); instantaneous pulse rate variability (iPRV); ensemble empirical mode decomposition (EEMD); head-up tilt (HUT); passive leg raising (PLR).

I. INTRODUCTION

To study blood flow and circulation in humans, hemodynamics is an important part of Physiology. Hemodynamic monitoring plays a key role in hospitals for hemodynamically unstable patients. When they recover after surgery or after a suffered injury, they usually need intensive care and continuous observation of hemodynamic parameters is needed. Furthermore, a patient with unstable hemodynamics is at risk of general shock.

Fluid therapy is the primary treatment for shock. Moreover, the stroke volume of a patient increases by 12% after fluid loading which means a patient responds to fluid administration. However, only half the patients respond to fluid loading in intensive care unit (ICU). Volume expansion for non-responder patients may only exert adverse effects without having any hemodynamic benefit [1][2]. Thus, the fluid responsiveness (FR) of a patient should be evaluated before volume expansion. After fluid loading, the expectation is that it will increase cardiac output significantly. Nevertheless, stroke volume is intrinsically controlled by cardiac preload, so conventional methods evaluate FR by assessing cardiac preload or output. Several ways to evaluate FR are based on static indices and dynamic indices [3][4]. Previous studies demonstrated that static index of cardiac preload can predict FR by pressure and volume markers, but it is affected by respiratory or systolic function [5]. For this reason, dynamic indices have been developed to assess cardiac output by calculating the short-time variation of arterial pulse pressure waveform in mechanical ventilation patient. But dynamic indices are also affected by spontaneous respiration [6], and both indices are based on time domain which present the nonstationary
problem in signal and make it difficult to provide a stable index for FR.

In frequency domain, one of the important cardiovascular assessment is heart rate variability (HRV). However, HRV studies are restricted by the feasibility and the reproducibility with an inconvenient measurement [7]. In addition, the maximum frequency of power spectrum is restricted at 0.5 Hz by tachogram [8]. Pulse rate variability (PRV) was proposed as a substitute measurement of HRV. PRV uses pulse wave, which collected from photoplethysmography (PPG), to replace ECG recording in HRV and has been examined as a surrogate of HRV during nonstationary conditions in a previous study [9]. Besides, the arterial pulse wave is regulated by complex physiological controls which make PRV provide much more peripheral information than HRV [9]. However, the frequency band indication in power spectrum of PRV is still a limitation that needs to be overcome. Instantaneous pulse rate variability (iPRV) is a novel method to extend frequency limitation [10]. It adopted the frequency range extension method and IF projecting technique help for PRV spectral analysis. Furthermore, iPRV used ensemble empirical mode decomposition (EEMD), which could solve the nonstationary problem. Also, iPRV provides a new indication, named very high frequency (VHF) band (0.4-0.8 Hz), in the power spectrum for more information. The literature has proposed that VHF of HRV is a novel index of left ventricular function evaluation [11]. VHF has the ability to indicate cardiac function, venous return, and FR. However, the variation and interpretation of VHF in iPRV have to be further explored and examined. The aim of this study was to verify the ability of iPRV to indicate VHF for cardiac output assessment. It thought of an experiment of change in venous return such as passive leg raising (PLR) and head-up tilt (HUT). PLR as a volume challenge induces a translocation of venous blood, and HUT induces blood pooling in the legs which can decrease venous return and cardiac output. These two positions can offer variation of venous return to verify cardiac output assessment as iPRV. The remainder of the paper is structured as follows. The next section presents the experiment design, data collection, introduction of iPRV analysis and comparison methods. Section III illustrates the similarity between iPRV and RRI and also explains the results of power spectrum in iPRV and HRV during different postures. Section IV provides the discussion about mechanism of different frequency band indication in iPRV. Moreover, it presents iPRV is a potential short-term FR evaluation. Conclusion and future work are given in the last section.

II. MATERIAL AND METHOD

A. Experiment design and subjects

The procedure of this study contained five steps. First, participants were resting in supine position with 10-minute recording as a baseline. Second, participants were tilting up passively (HUT) on the automatic tilting table and kept in tilt-up position for 10 minutes. Then, participants were back to the supine position with 5 minutes for recovering to baseline. Finally, participants were raising leg passively (PLR) for 10 minutes. After PLR, participants were resting with 5 minutes for recovering to steady state.

The signal acquisition was as follows: (i) electrical activity of ECG signal was recorded by BEST-C-04056 (BioSenseTek Corp., Taiwan); (ii) peripheral information of PPG signal was recorded by Nonin 8500 (Nonin Medical Inc., Plymouth, MN). The signal acquisition with sampling frequency is 200Hz.

Thirty healthy participants (male: 15; age: 24±1.8 years old) participated in this study. Twenty-six participants had no history of cardiovascular disease and no uncontrollable distortion in acquired data. Four exclusive participants contained distortion in certain data, such as motion artifacts from PPG signal and ECG abnormality. All measurements were performed in a quiet temperature-controlled room and the experiment was approved by the institutional review board (IRB) of Tungs’ Taichung Metro Harbor Hospital.

B. Instantaneous pulse rate variability

The process of iPRV includes two parts (Figure 1). The first part is decomposition, the pulse wave component was searched from PPG by sifting process in EEMD. Sifting process is an iteratively detrending operation which is used to compute finite set of components, named intrinsic mode functions (IMFs), from source nonstationary data. Moreover, before the sifting process, EEMD provides noise-assisted method into original data for eliminating multiple characteristic problem in IMFs. After mixtures of added noise and source data, the detrending operation contains several steps. First, local extrema of data \( x(t) \) are identified by peak-valley detection. The upper envelope \( U(t) \) and lower envelope \( L(t) \) are generated by cubic spline interpolation according to the local maxima and local minima. The trend in current timescale is computed by calculating the mean of \( U(t) \) and \( L(t) \), as \( M(t) \).

\[
M(t) = \frac{U(t) + L(t)}{2}
\]

The new timescale \( H(t) \) is the representation after detrending operation by data \( x(t) \) subtracting the trend.

\[
H_k(t) = H_{k-1}(t) - M_k(t), \quad k \geq 1
\]

where \( H_0(t) = x(t) \). After k times detrending operation, if the trend of \( H_k(t) \) satisfies the criterion as the steady constant trend, then the components \( H_k(t) \) were extracted from \( x(t) \) as IMF. After \( n \) sifting process, \( x(t) \) was decomposed into \( n \) IMFs, \( IMF_1(t) - IMF_n(t) \), and one residue \( r(t) \).

\[
x(t) = \sum_{i=1}^{n} IMF_i(t) + r(t)
\]

Since IMFs were decomposed from different mixtures, the ensemble IMFs are computed by averaging each corresponding IMF.
The second part is feature extraction. The continuous-time heartbeat rhythm can be extracted by EEMD. To represent the frequency of oscillation in IMF at a specific time instant, iPRV proposed normalized direct quadrature (NDQ) to calculate IF of relative IMF. The algorithm of NDQ is shown in Figure 2. First, the amplitude modulation of the main component $IMF_{main}$ was eliminated by iteratively normalization for conquering Bedrosian’s theorem [12]. Then, the empirical frequency modulation signal $F(t)$ of $IMF_{main}$ is assumed to be cosine function, and its quadrature $\Phi(t)$ can be computed directly.

$$\sin \Phi(t) = \sqrt{1 - F^2(t)}$$  \hspace{1cm} (4)

The instantaneous phase $\Phi(t)$ is calculated by taking arctangent of $F(t)$ and its quadrature, then the IF is obtained from divided derivative of $\Phi(t)$ by $2\pi$.

$$\Phi(t) = \tan^{-1}\left(\frac{\sqrt{1-F^2(t)}}{F(t)}\right)$$  \hspace{1cm} (5)

The instantaneous period (iPeriod) was estimated by the inversion of IF of $IMF_{main}$ in order to indicate time series of heartbeat rhythm as RR intervals (RRI) in HRV.

C. Comparison method

iPeriod was calculated by feature extraction, and the analysis of iPeriod included frequency domain analysis and time domain analysis. Frequency domain analysis adopted power spectrum to compare power variation in different frequency band with RRI. The procedure of frequency domain analysis includes two steps. Firstly, fast Fourier transform (FFT) was performed as the spectrum analysis in each frequency band of iPeriod and RRI. The partition of power spectrum in HRV and iPRV is shown in Figure 3. The frequency band of HRV is divided into low frequency (LF) band (0.04-0.15 Hz), high frequency (HF) band (0.15-0.4 Hz) and very high frequency (VHF) band (0.4-0.5 Hz). Frequency band of iPRV is divided into LF (0.04-0.15 Hz) and HF (0.15-0.4 Hz), and VHF (0.4-0.8 Hz). Then, the power of each frequency band is calculated by integration for comparison of variation during different positions.

The purpose of time domain analysis is to examine the reliability of iPeriod. Before time domain analysis, there is a preprocessing for filtering high frequency band of iPeriod by EEMD in order to be compared with RRI. The procedure of preprocessing is shown in Figure 4. At first, iPeriod was filtered by EEMD into IMFs with high frequency and residue. Then, residue was extracted as low pass of iPeriod ($iPeriod_{LP}$, $f(t)$). Time domain analysis adopted cross correlation coefficient to ensure similarity between iPRV and HRV. Cross correlation coefficient also offered time lag information to discuss changes in different position. RRI series $g(t)$ is an interpolation of RRI by using cubic spline. The calculation of cross correlation coefficient shows in (6).

$$r(d) = \frac{\sum_{i=1}^{N}(\hat{f}(t) - \bar{f})(\hat{g}(t) - \bar{g}))}{\sqrt{\sum_{i=1}^{N}(\hat{f}(t) - \bar{f})^2} \sqrt{\sum_{i=1}^{N}(\hat{g}(t) - \bar{g})^2}}$$  \hspace{1cm} (6)

where $d$ is the time lag. $\hat{f}(t)$ and $\hat{g}(t)$ are the mean of the corresponding series.

![Figure 1](image1.png)

Figure 1. The flow illustration of the process of iPRV.

![Figure 2](image2.png)

Figure 2. The flow illustration of the algorithm of NDQ.

![Figure 3](image3.png)

Figure 3. (a) is power spectrum in HRV with LF, HF and VHF, and (b) is power spectrum in iPRV with LF, HF, NHF and FHF.
D. Normalized power in frequency band

For summarizing spectral analysis with whole database during different condition, this study adopted two normalized power calculations as follows: (i) for comparing with HRV, the following normalization formula was used:

\[
\text{Power}_{\text{total}}(\text{TP}) = \text{Power}_{\text{LF}} + \text{Power}_{\text{HF}} \\
\Rightarrow \frac{\text{TP}}{\text{TP}} = \frac{\text{Power}_{\text{LF}}}{\text{TP}} + \frac{\text{Power}_{\text{HF}}}{\text{TP}} = \text{nLF} + \text{nHF} = 1 \quad (7)
\]

Where nLF is normalized power of LF and nHF is normalized power of HF; (ii) for exploring power of VHF information, the following normalization formula was used:

\[
\text{Power}_{\text{total}}(\text{TP}) = \text{Power}_{\text{LF}} + \text{Power}_{\text{HF}} + \text{Power}_{\text{VHF}} \\
\Rightarrow \frac{\text{TP}}{\text{TP}} = \frac{\text{Power}_{\text{LF}}}{\text{TP}} + \frac{\text{Power}_{\text{HF}}}{\text{TP}} + \frac{\text{Power}_{\text{VHF}}}{\text{TP}} = \text{nLF} + \text{nHF} + \text{nVHF} = 1 \quad (8)
\]

Where nLF is normalized power of LF, nHF is normalized power of HF and nVHF is normalized power of VHF.

III. Result

A. Comparison result in frequency domain

Table I shows the comparison result with HRV. The normalized power of HRV and iPRV had the same trend between supine and other postures. The sympathetic activities increased (nLF increasing) when the venous return decreased (HUT). The parasympathetic activities increased (nHF increasing) when the venous return increased (PLR). Different venous return activated the autonomic nervous system (ANS), normalized power of iPRV responded relatively as HRV.

<table>
<thead>
<tr>
<th></th>
<th>nLF (0.04-0.15 Hz)</th>
<th>nHF (0.15-0.4 Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supine</td>
<td>0.51±0.19</td>
<td>0.49±0.19</td>
</tr>
<tr>
<td>HUT</td>
<td>0.54±0.20</td>
<td>0.46±0.20</td>
</tr>
<tr>
<td>PLR</td>
<td>0.49±0.17</td>
<td>0.51±0.17</td>
</tr>
<tr>
<td>iPRV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supine</td>
<td>0.41±0.17</td>
<td>0.59±0.17</td>
</tr>
<tr>
<td>HUT</td>
<td>0.44±0.18</td>
<td>0.56±0.18</td>
</tr>
<tr>
<td>PLR</td>
<td>0.40±0.16</td>
<td>0.60±0.16</td>
</tr>
</tbody>
</table>

The form is (mean ± standard deviation). Color in red means increasing of normalized power. Color in green means decreasing of normalized power.

Table II shows the spectral analysis with venous return changes. nVHF of iPRV decreased when the venous return decreased (HUT), and nVHF of iPRV increased when the venous return increased (PLR). nVHF of iPRV is effective to indicate venous return changes during different postures. nVHF of HRV was not only small but also can’t indicate venous return decreasing. However, nHF of iPRV shows different trend with HRV in Table II.

<table>
<thead>
<tr>
<th></th>
<th>nLF (0.04-0.15 Hz)</th>
<th>nHF (0.15-0.4 Hz)</th>
<th>nVHF (0.4-0.8 Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supine</td>
<td>0.49±0.19</td>
<td>0.46±0.18</td>
<td>0.05±0.05</td>
</tr>
<tr>
<td>HUT</td>
<td>0.52±0.19</td>
<td>0.44±0.18</td>
<td>0.05±0.03</td>
</tr>
<tr>
<td>PLR</td>
<td>0.46±0.18</td>
<td>0.47±0.16</td>
<td>0.08±0.10</td>
</tr>
<tr>
<td>iPRV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supine</td>
<td>0.28±0.17</td>
<td>0.37±0.13</td>
<td>0.35±0.17</td>
</tr>
<tr>
<td>HUT</td>
<td>0.31±0.17</td>
<td>0.38±0.13</td>
<td>0.31±0.11</td>
</tr>
<tr>
<td>PLR</td>
<td>0.25±0.14</td>
<td>0.36±0.12</td>
<td>0.39±0.15</td>
</tr>
</tbody>
</table>

The form is (mean ± standard deviation). Color in red means increasing of normalized power. Color in green means decreasing of normalized power.

B. Comparison result in time domain

The results in the time domain analysis with the whole database are summarized in Table III. Before preprocessing for filtering high frequency band of iPeriod, all participants’ r value between iPeriod and RRI series showed low correlation. In contrast, after filtering high frequency band of iPeriod, r value between iPeriod and RRI series showed middle positive correlation (0.667±0.109 in baseline; 0.672±0.096 in HUT; 0.675±0.105 in PLR). Moreover, r value of iPeriod and RRI series at all postures was significant difference with value of iPeriod and RRI series (p<0.01 at all postures). Time lag at all postures was not significant difference (p = 0.14 in baseline; p = 0.23 in HUT;
Overall, pulse waveform is suitable component to NDQ for calculating IF.

After obtained iPeriod by using NDQ, FFT transformed iPeriod into power spectrum for comparing with HRV in frequency domain. Nevertheless, the normalized power of iPRV showed different trend with HRV in HF. Previous study claimed that fluctuations in the PPG signal in a normal person, which synchronous with ventilation, with a frequency in the 0.2-0.45 Hz [14]. Therefore, HF in iPRV is a complex frequency band with respiration and parasympathetic activities. In addition, VHF contains much more information than HRV, and it also affects the nHF in iPRV to present parasympathetic activities. To find out more detail, VHF was separated into near high frequency (NHF) band (0.4-0.5 Hz) and far high frequency (FHF) band (0.5-0.8 Hz). Table IV revealed that iPRV and HRV had the same trend in each frequency band when calculation in normalized power without FHF. However, there is different result if we calculate normalized power with FHF. The nHF expressed different trend with HRV, as seen in the result in Table II. As a result, cardiac output information could be narrowed down into FHF. Moreover, the power of FHF had higher proportion in total power which affected normalized power calculation.

This study showed that the iPRV spectrum can be assessed by simple PPG measurement. Moreover, it has potential to be a short-term evaluation. Conventionally, HRV needs long-term (greater than 5 min) data to evaluate autonomic nervous

Overall, pulse waveform is suitable component to NDQ for calculating IF.

After obtained iPeriod by using NDQ, FFT transformed iPeriod into power spectrum for comparing with HRV in frequency domain. Nevertheless, the normalized power of iPRV showed different trend with HRV in HF. Previous study claimed that fluctuations in the PPG signal in a normal person, which synchronous with ventilation, with a frequency in the 0.2-0.45 Hz [14]. Therefore, HF in iPRV is a complex frequency band with respiration and parasympathetic activities. In addition, VHF contains much more information than HRV, and it also affects the nHF in iPRV to present parasympathetic activities. To find out more detail, VHF was separated into near high frequency (NHF) band (0.4-0.5 Hz) and far high frequency (FHF) band (0.5-0.8 Hz). Table IV revealed that iPRV and HRV had the same trend in each frequency band when calculation in normalized power without FHF. However, there is different result if we calculate normalized power with FHF. The nHF expressed different trend with HRV, as seen in the result in Table II. As a result, cardiac output information could be narrowed down into FHF. Moreover, the power of FHF had higher proportion in total power which affected normalized power calculation.

This study showed that the iPRV spectrum can be assessed by simple PPG measurement. Moreover, it has potential to be a short-term evaluation. Conventionally, HRV needs long-term (greater than 5 min) data to evaluate autonomic nervous

### TABLE III. THE RESULT OF CROSS CORRELATION COEFFICIENT IN THE TIME DOMAIN ANALYSIS

<table>
<thead>
<tr>
<th></th>
<th>Supine</th>
<th>HUT</th>
<th>PLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRI series vs. iPeriod</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>0.240±0.096</td>
<td>0.255±0.102</td>
<td>0.275±0.096</td>
</tr>
<tr>
<td>Time lag</td>
<td>2.09±1.39</td>
<td>2.07±1.76</td>
<td>2.27±1.76</td>
</tr>
<tr>
<td>RRI series vs. iPeriod, ( r )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>0.667±0.109*</td>
<td>0.672±0.096*</td>
<td>0.675±0.105*</td>
</tr>
<tr>
<td>Time lag</td>
<td>1.93±1.46</td>
<td>2.37±1.70</td>
<td>2.42±1.61</td>
</tr>
</tbody>
</table>

The form is (mean ± standard deviation). * defines as \( p \leq 0.01 \) relative to \( r \) between RRI and iPeriod

### TABLE IV. COMPARISON VARIATION WITH HRV IN LF, HF, NHF AND FHF DURING DIFFERENT POSTURES

<table>
<thead>
<tr>
<th></th>
<th>nLF (0.04-0.15 Hz)</th>
<th>nHF (0.15-0.4 Hz)</th>
<th>nNHF (0.4-0.5 Hz)</th>
<th>nFHF (0.5-0.8 Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRV Supine</td>
<td>0.49±0.19</td>
<td>0.46±0.18</td>
<td>0.05±0.05</td>
<td></td>
</tr>
<tr>
<td>HUT</td>
<td>0.52±0.19</td>
<td>0.44±0.18</td>
<td>0.05±0.03</td>
<td></td>
</tr>
<tr>
<td>PLR</td>
<td>0.46±0.18</td>
<td>0.47±0.16</td>
<td>0.08±0.10</td>
<td></td>
</tr>
<tr>
<td>iPRV Supine</td>
<td>0.37±0.17</td>
<td>0.53±0.15</td>
<td>0.10±0.09</td>
<td></td>
</tr>
<tr>
<td>HUT</td>
<td>0.41±0.18</td>
<td>0.52±0.17</td>
<td>0.08±0.04</td>
<td></td>
</tr>
<tr>
<td>PLR</td>
<td>0.36±0.15</td>
<td>0.54±0.15</td>
<td>0.10±0.06</td>
<td></td>
</tr>
<tr>
<td>iPRV Supine</td>
<td>0.28±0.17</td>
<td>0.37±0.13</td>
<td>0.06±0.04</td>
<td>0.29±0.15</td>
</tr>
<tr>
<td>HUT</td>
<td>0.31±0.17</td>
<td>0.38±0.13</td>
<td>0.05±0.02</td>
<td>0.25±0.11</td>
</tr>
<tr>
<td>PLR</td>
<td>0.25±0.14</td>
<td>0.36±0.12</td>
<td>0.06±0.03</td>
<td>0.32±0.14</td>
</tr>
</tbody>
</table>

The form is (mean ± standard deviation). Color in red means increasing of normalized power. Color in green means decreasing of normalized power.

### TABLE V. THE NVHF OF iPRV IN SUPINE AND PLR WITH DIFFERENT DATA LENGTH

<table>
<thead>
<tr>
<th>Data length</th>
<th>Supine</th>
<th>PLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 minutes</td>
<td>0.35±0.17</td>
<td>0.39±0.15</td>
</tr>
<tr>
<td>130 seconds</td>
<td>0.34±0.17</td>
<td>0.41±0.19</td>
</tr>
</tbody>
</table>

The form is (mean ± standard deviation).
activities and left ventricular information in VHF. Furthermore, conventional evaluations also adopt 5 min data to assess cardiac output. Then, iPRV has the potential to be a short term evaluation by using IF estimation method. On the other hand, iPeriod has the ability to indicate enough information with short data length in PPG signal. This study used fragment data of PPG signal in supine and PLR. Table V showed that PPG signal with 130 seconds was no significant difference ($p = 0.28$ in supine; $p = 0.19$ in PLR) with whole data length, and it also had relative trend between supine and PLR. This result demonstrated that iPRV has potential as a short-term cardiac output evaluation.

V. CONCLUSION

nVHF in iPRV had relative variation to venous return change in different postures, and it showed that iPRV is a potential evaluation for assessing cardiac output. Furthermore, result in time domain comparison illustrated that iPeriod contained high frequency information, and $i\text{Period}_p$ had positive correlation with RRI series. In conclusion, iPRV is not only able to present ANS activity but also reliable to evaluate cardiac output. iPRV has potential to predict FR as short-term assessment and to be a reliable system for ICU in order to avoid delaying definitive therapy or produce additional damage patients. In the future, iPRV in FR assessment has to be further explored and examined with clinical patient.
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Abstract - This pilot project is one of the first applications of Telemedicine solution (Telemonitoring) for comorbidity and translational study. A total of 20 patients with Diabetes and/or Cystic Fibrosis were enrolled to a telemedical intervention and assigned to different Groups. The patients, who enrolled voluntarily, were as follows: 5 with consecutive Type 1 Diabetes Mellitus and assigned to Group 1; 5 with Cystic Fibrosis already under Telemonitoring protocol and assigned to Group 2; 5 with consecutive Type 1 Diabetes Mellitus and Cystic Fibrosis already followed at Bambino Gesù Children’s Hospital, Unit of Endocrinology and Diabetes and by Telemedicine group of Cystic Fibrosis Unit and assigned to Group 3; and 5 voluntary without disease assigned to Group 4 (Control group). The Aim of this study was to analyze possible variation of Heart Rate Variability, depending on the glycaemia value or Forced Expiratory Volume in 1 second in adolescent and adult patients with diabetes and/or Cystic Fibrosis by telemedicine protocol and analyze the correlation between compliance and patients technology background. In the first four months of Telemonitoring, we received 855 glycaemia transmissions and 378 spirometry test transmissions. We show a good compliance trend, especially in the patients with technology background. For the patients or patient family members without technology background, we offered telephonic assistance to verify the home procedures, and to store and download the data. Preliminary analysis of data showed no overall significant differences in Heart Rate Variability parameters among the three groups. More months of observation are needed to show possible correlation between Forced Expiratory Volume in 1 second, glycaemia value and Health Rate Variability. Various Telemonitoring solutions could be important tools for new international comorbidity research, but an easy methodology to share the data from Home to Hospital has to be taken into consideration when planning a Telemedicine protocol assistance.

Keywords- Heart rate variability; Diabetes; Cystic Fibrosis; eHealth; Telemonitoring; Prevention; Equipment.

I. INTRODUCTION

Heart Rate (HR) can appear static and regular at rest, during exercise or recovery after exercise. However, HR is constantly adjusted due to factors such as breathing, blood pressure control, thermoregulation and the renin-angiotensin system, leading to a more dynamic response that can be quantified using Heart Rate Variability (HRV).

HRV is defined as the deviation in time between successive normal heart beats and the total HR variation in a certain interval can be measured by non-invasive methods [2].

HRV can serve as measure of autonomic activity of sino-atrial node [1]. The clinical relevance of heart rate variability was first appreciated in 1965 when Hon and Lee [3] noted that fetal distress was preceded by alterations in interbeat intervals before any appreciable change occurred in the heart rate itself [4].

The clinical importance of HRV became apparent in the late 1980s when it was confirmed that HRV was a strong and independent predictor of mortality following an acute myocardial infarction [4].

A high degree of HRV is found in compensated hearts with good function, whereas HR variability can be decreased with severe coronary artery disease, congestive heart failure, aging and diabetic neuropathy [5].

Diabetes is a hormonal disorder that affects around three hundred million people worldwide [6]. Several therapies have been proposed and a good compliance to treatment offers patients a good quality of life. Diabetes is a disease characterized by a group of metabolic disorders caused by defects of insulin’s secretion and / or activity.

The first condition is represented by a pancreas inability to produce insulin and the latter is characterized by incorrect use of normal secreted insulin (insulin resistance). Literature data concerning bronchial
reactivity in diabetic patients is controversial [7]. Changes in the respiratory system are little known, tardive complications of diabetes. The mechanisms which lead to dysfunctions of the respiratory system in patients with diabetes might be: microangiopathy of pulmonary vessels, changes of alveoli’s structure, vegetative neuropathy of the respiratory system, changes of bronchi’s reactivity and dysfunctions of the mobility of the thorax [8].

The prevalence of complications such as micro and macro angiopathy involving heart, kidney, eyes, Central Nervous System (CNS) are also increasing, causing severe economic and social burden [9].

Uz-Zaman, Salim et al. [9] show significant changes of Forced Expiratory Volume in 1 second (FEV1), and related pulmonary function indicators, in Type-2 diabetes patients and it has been correlated with poor glycemic control. The above pattern of changes are possibly due to hyperglycemia induced non enzymatic glycosylation of tissue proteins and chronic diabetic microangiopathy causing basement membrane thickening (capillaries and endothelium) leading to reduction in strength and elasticity of connective tissues and reduced pulmonary blood volume.

Another chronic disease with impact on pulmonary function is Cystic Fibrosis (CF). CF is characterized by progressive lung destruction, caused by obstruction of the airways due to dehydrated thickened secretions, which results in endobronchial infection, and an exaggerated inflammatory response leading to development of bronchiectasis and progressive obstructive airways disease [10].

In these patients, spirometry shows a reduction in Forced Expiratory Volume in the first second (FEV1), and in Current Volume (FVC), (around 2 % of the expected yearly value) [11]. In previous study [12], we have shown how the Telemedicine can improve the management of CF disease and prevent complications.

In the Pediatric Hospital Bambino Gesù’, Telemedicine is also offered in the follow up of diabetes patients as additional service. In previous trial research [13][14], we have also shown the impact of long-term use of eHealth systems in adolescents with Type 1 diabetes. We demonstrated a favorable impact of monthly tele-assistance (as phone call) on treatment compliance.

We have shown how patients receiving frequent feedback provided by the medical/multidisciplinary team, on telemonitoring procedure, were more compliant in self-management of diabetes. In particular, Telemonitorig protocol can help the medical team to promptly give feedback on behavioral errors, and insulin therapy adjustments. The aim of this study was to find the correlation between HVR and FEV1 and glycemia variations of patients with diabetes and/or CF and control group in a pilot study of 4 months.

The main aim of this research was to understand if HRV could be a cardiovascular prevention indicator also in patients with diabetes and/or CF followed with additional Telemonitoring assistance. The rest of this paper is organized as follows. Section II describes our methods, including the enrolling criteria. In Section III, we present our results. Section IV presents our conclusions and ideas for future works.

II. METHODS

We have performed an observational study with 20 volunteer patients already followed at Bambino Gesù Children’s Hospital. The patients enrolled had different diseases: Diabetes and/or CF. They were assigned to a telemedical intervention and divided in 3 Groups, with or without disease. The voluntary patients enrolled were as follows: 5 with consecutive T1DM (SAP-treated) and assigned to Group 1; 5 with CF already under Telemonitorig protocol and assigned to Group 2; 5 with consecutive T1DM and CF already followed at Bambino Gesù Children’s Hospital, Unit of Endocrinology and Diabetes and by Telemedicine group of Cystic Fibrosis Unit and assigned to Group 3; and 5 assigned to Group 4 (Control group).

The Telemonitorig intervention guaranteed tele-assistance and tele-interaction between the medical team, engineers and the patients/families.

All the enrolled patients were monitored and followed for a study-period. Patients with a Tanner Stage <IV (pre-pubertal) were excluded from this study. The Tanner System describes the sequence of changes in secondary sexual characteristics and is the staging system utilized most frequently in children and adolescents.

Moreover, in order to exclude a potential effect of duration of disease on diabetes compliance and management capacities, patients with diabetes duration <1 year were excluded from the randomization. Furthermore, the mean HbA1c level in the year before randomization was evaluated for each study group.

A. Standard protocol

During the whole study, all patients had a regular standardized protocol training of education about correct diabetes and CF control provided by a multidisciplinary team (diabetologist, specialized doctor, nurse, dietician, and psychologist). All the patients and their families were given instruction in carbohydrate counting, spirometry and RR test (RR interval variations present during resting conditions represent beat-by-beat variations in cardiac autonomic) procedures and were recommended to follow a balanced nutritional program with a calorie intake regularly distributed between carbohydrate (55%), protein (15%) and lipids (30%).

Moreover, all of the enrolled subjects followed a similar and regular aerobic physical activity program for a total commitment of three hours per week with or without oxygen, depending on the clinical conditions. All patients were equipped with a Glycaemia kit consisting of an Android Tablet [Noesis- Infosolution Spa].

In addition, all patients were equipped with a watch Polar V800 and heart rate sensor able to record RR value for the HRV analysis, for one week a month for 4
Patients in the telemedicine group and control group were asked to do a glycaemia control 5 times/day and an RR measure for 5 minutes/day for one week a month for 4 months and spirometry.

The Telemonitoring window period for this pilot study was fixed for only four months because of the median stability of HRV of each patient, in the short period.

Also, patients with CF were asked to perform a spirometry test every day, as usual, using the CF Telemonitoring protocol. All the other enrolled patients not having CF were asked to perform a spirometry test during a hospital visit with Spirobank-MIR, during the equipment meeting, and not less than once per month. All spirometer tests were analysed with WinSpiroPro Software.

A personal online website profile on Polar, Noesis.Infosolution and dedicated internal Network EAD1 (Food Diabetes Education), was edited in order to receive regular feedback provided by the medical team during the virtual sessions at one-month intervals, by the engineer with one week intervals to have information about the quality of the transmissions or about equipment information. They were also educated and periodically (at 4 week intervals) retrained to use App updates.

B. Data Analysis

All data received by mobile devices was stored on the Noesis web server and exported from the local server.

The spirometry file could be exported directly on .xls, otherwise the data related on fitness activity could be exported on .csv and it was converted into .xls format afterwards. The same was done for the first App release and so for glycaemia data.

C. Data Transfer

The patients were able to share the data in different ways, depending on the device. RR value was stored by USB connection on the PolarFlow software on each patient profile.

The data transfer, from spirometry to hospital, was done by an integrated SIM for internet connection.

The glycaemia values were transferred by USB connection from glucometer to Android tablet and shared onto the Noesis server thanks to SIM for internet connection. The RR value was acquired by Polar V800, downloaded by PolarFlow software, exported in .csv file and analysed with HRV-Kubioshrv Software.

D. Data Storage

All patients accepted the analysis of the data in line with the international guideline for the privacy of the data.

The data was stored on Polar web-site (PolarFlow); for the spirometry data was stored on MIR server and at Bambino Gesù Children’s Hospital. The glycaemia data was stored on Noesis server and shared with the hospital as .csv file.

III. RESULT

Patients with Diabetes and/or CF were enrolled, assigned to a telemedical intervention and divided into 4 groups.

In the first two months of Telemonitoring, we received 322 transmissions. We received a total of 855 glycaemia transmissions in the last month of Telemonitoring.

In the first two months of monitoring, the most compliant with the protocol were 2 patients with only diabetes and 3 patients with diabetes and CF. The glycemia transmissions from most complaint patients are shown in Figure 1 and Figure 2.

For the spirometry test, we received data from CF patients only by Spirotel II-MIR. During the 1th period of trail, 3 CF patients were hospitalized, so they did not send the data and 1 patient asked to be enrolled in a different time period. Nevertheless, we received 378 transmissions with spirometry test.

- All RR data, downloaded on PolarFlow (Figure 4), was analysed with HRV/kubioshrv Software and exported as .pdf file, as shown in Figure 3. All values were acquired with Polar V800 (Figure 5).

For this project we chose an observational window of 4 months because 3/4 weeks of HRV screening was valued enough for this kind of patients, to show some cardiac dysfunction or index of cardiovascular risk associated on glycaemia value.

Preliminary analysis of data showed no overall significant differences in HRV parameters among the three groups. In detail, no overall significant reduction in HRV parameters could be observed in DM1 and CF patients as compared to normal subjects, suggesting the lack of significant abnormalities in our selected group of patients. It is important to highlight that a significant reduction in (Root Mean Square of Successive Differences) RMSSD was found in CF patients when reduction in FEV1 was reported, often preceding acute respiratory complications. This finding is in accordance to the notion that acute increase in the patient inflammatory status reduces HR variability, through a mean increase in heart rate. Nonetheless, in our study population, this finding might be of interest as it shows that acute reduction in HRV in these high-risk patients might represent, similarly to what is already known for acute reduction in FEV1, a preclinical sign of incoming complications, thus suggesting more aggressive monitoring and need for prompt clinical evaluation.

We did not observe any learning difference depending on the age of the patients, but we showed some learning difficulty, depending of the technology background.

IV. CONCLUSIONS AND FUTURE WORK

This pilot project is one of the first applications of Telemedicine solution (Telemonitoring) for comorbidity and translational study.
In our study, we started a new Telemedicine protocol for cardiologic prevention screening in-patient with CF and or Diabetes to show the possible correlation between FEV1, glycaemia value and HRV index.

We show a good compliance rate, especially for patients with technology background. For the patients or patients family members without technology background, we offered telephonic assistance to verify the home procedures, and to store and download the data.

A long period of time of several months of Telemonitoring is needed to find more co-morbidity correlation between decrease in FEV1 and RMSSD.

After 4 months of Telemonitoring, it was possible to detect some important reduction of RMSSD in association with FEV1 reduction, before unpredictable hospitalisation.

More months of observation are needed to show possible correlation between FEV1, glycaemia value and HRV.

The pilot study will be extended for patients with CF and diabetes, so with higher risk of cardiovascular complications.

More pilot studies are needed using the Telemonitoring program for comorbidity analysis. Care must be taken when purchasing devices in order to choose the most accurate, intuitive and with an accepted communication protocol.
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I. INTRODUCTION

Issues with combining heterogeneous data sources, under a single query interface have existed from the early 1980s, when computer scientists began designing systems for interoperability of heterogeneous databases. Nowadays, at the advent of the Semantic Web the issues with combining data sources is still equally relevant as the Semantic Web paradigm involves a broad set of modern technologies such as Resource Description Framework (RDF) [1], Web Ontology Language (OWL) [2] and SPARQL [3] that tackle these issues.

A relevant issue is how these technologies can be used in combining relevant external data sources with Personal Health Records (PHRs) [4]. A PHR is a record of a consumer that includes data gathered from different sources such as from health care providers, pharmacies, insures, the consumer, and third parties [5]. It includes information about medications, allergies, vaccinations, illnesses, laboratory and other test results, and surgeries and other procedures [6]. It is accessible to the patient and to those authorized by the patient.

A problem of current PHRs is that they assume all its content to be restricted on health-oriented personal data. However, there are a lot of related data, which use together with PHR data would produce outcomes that could not be achieved by functioning independently.

Examples of such PHR-related personal data sources include gyms, smart homes and personal note books. Gyms store data that is gathered by sensor and training equipment. Smart homes store a lot of data related to heating, air conditioning, and personal well fare such as weight measurements. Personal note books may include a variety of useful information concerning working hours, meals and location data.

Using these data sources together with PHRs’ data we can achieve new outcomes: For example, a person may be interested to know his or her blood pressures when his or her weight had maximal and minimum values. Also, a person might be interested to know his or her cholesterol values grouped by his or her daily training hours.

There are also a lot of public data sources, which use together with personal data would produce outcomes that would not be achieved by using only personal data. For example, personal data may indicate the vaccinations of a person, while public data source can augment this information by more informal descriptions of the vaccinations. Further, as public data sources are increasingly linked among themselves according to the notion of the Linked Data [7], the data sources that can be reached from PHRs is increasing all the time. For example, the open data sources dealing with medicines or clinical guidelines [8] are particularly useful when used with PHR-data.

Especially, clinical guidelines will have a key role in self-care. They are documents with the aim of guiding decisions and criteria regarding diagnosis, management, and treatment in specific areas of healthcare [9]. They are based on an examination of current evidence within the paradigm of evidence-based medicine, which is one of the most important developments in the clinical use of information over the last decades [10]. Thus, the ability to reach clinical guidelines from PHRs enable patient to become more involved and engaged in their self-care.

However, a problem in combining external data sources with PHRs is data heterogeneity: there is a variety data models on which these data sources can be based on. For example, a data source may be a relational database or an XML-file. Further, the schemas of PHRs’ XML-files may be ad hoc (e.g., the CCR standard of the American Society for Testing and Materials (ASTM) [11]) or based on the Reference Information Model (RIM) (e.g., the CCD standard of the HL7 [12]).

Our solution for this heterogeneity problem is the use of smart data. Smart data refers to data that is application-
independent, and part of a larger information ecosystem. Furthermore RDF [1] is the key for representing smart data.

RDF is a directed, labeled graph data format for representing information in the Web. It is not a data format, but a data model with a choice of syntaxes for storing data files [13]. In RDF, we can express facts with tree-part statements known as triples. The subject identifies the thing being described, predicate is a property name, and object is property value. So, each triple is like a little sentence that states a fact [14].

However, RDF in itself does not bring smartness. It depends on the expression power of the used vocabulary. By a vocabulary we refer to a set of ontologies, which formally specializes the used terms and their semantics. The key point here is that shared ontologies provide the ability of two or more systems to exchange information and to use the information that has been exchanged [15].

We will present ontologies that enable PHR system to interoperate with other relevant data sources. We illustrate these ontologies in a graphical way as well as in OWL. Data sources (RDF-files) are queried by SPARQL and these queries are processed by SPARQL processors [16].

The rest of the paper is organized as follows: First, in Section II, we introduce the notion of the SPARQL-affinity domain, which is the key concept in our designed system. The ontologies of the SPARQL-affinity domain are introduced in Section III. Then, in Section IV we present our used method for designing ontologies from XML-schemas. Especially we present how we have developed the Personal Health Ontology from the XML-schema of the Continuity of Care (CCD) documents. We present the Personal Health Ontology in a graphical way as well as in OWL. How can query PHR-data and other external RDF-formatted data in one SPARQL query is considered in Section V. An example of presenting an ontology instance in RDF is given in Section VI. Finally, Section VII concludes the paper.

II. SPARQL-AFFINITY DOMAIN

SPARQL is an RDF query language to retrieve and manipulate data stored in RDF format. The name SPARQL is a recursive acronym for SPARQL Protocol and RDF Query Language, which is described by a set of specifications from the W3C [3]. SPARQL Protocol refers to the rules for how a client program and a SPARQL processor exchange SPARQL queries and results. There is a variety of SPARQL processors available for running queries against data both locally and remotely [16].

In our architecture, RDF formatted data stores that agree to work together for data sharing are called a SPARQL-affinity domain (Figure 1). Its data stores agree on a common set of policies such as how the data stores are accessed by web services, how users are identified, and how the access is controlled. However, the used policy is data store specific. For example, in the case of personal data, (such as with PHR-data, welfare data, and personal note book) a strict access policy is followed while in the case of public data sources (such as with public medicine data) no access control is needed. The access policy of smart home data can be defined case-by-case.

Each server provides a SPARQL endpoint [3]. A SPARQL endpoint is a web service that accepts SPARQL queries, runs the queries, and then returns the results. The way how multiple endpoints can be remotely processed in a SPARQL query is more detailed considered in Section V.

III. ONTOLOGIES IN SPARQL-AFFINITY DOMAIN

Each data source in the SPARQL-affinity domain is comprised of RDF-triples. These data sources are based on an ontology, i.e., these ontologies provide a vocabulary for these triples.

In computer science, an ontology is a general vocabulary of a certain domain, and it can be defined as “an explicit specification of a conceptualization” [17]. Essentially the used ontology must be shared and consensual terminology as it is used for information sharing and exchange.

Essentially ontology tries to capture the meaning of a particular subject domain that corresponds to what a human being knows about that domain [18]. It tries to characterize that meaning in terms of concepts and their relationships. It is typically represented as classes, properties, attributes and values. Depending on the generality level of conceptualization, different types of ontologies are needed [19]. Each type of ontology has a specific role in information sharing and exchange.

As an example consider a simplified Welfare Ontology, which is graphically presented in Figure 2. It comprises a vocabulary that a person can use in describing his or her personal welfare information. Hence, we do not assume that a person uses all the terms of the vocabulary (ontology). For example, datatype properties Father and Mother are included in the vocabulary, but the person does not have to give values for these properties. Neither the person needs class Swimming, if swimming is not included in his or her hobbies.

![Figure 1. The architecture of the SPARQL affinity domain.](image-url)
As an example of an ontology of a public data source consider the Medicine Ontology in Figure 3. This ontology can be used in storing information about the medicines and their manufacturers. For example, it provides links to data sources (ProductInfoUrl), i.e., to the web pages, that gives detailed information about medicines.

In transforming the XML schema of the CCD file to OWL-ontology we have used the following rules:

1. The complex elements of the XML-schema are transformed into OWL classes.
2. The simple elements of the XML-schema are transformed into OWL data properties such that the complex element is the domain of the data properties.
3. The attribute of the XML-schema are transformed into OWL data properties.
4. The relationships between complex elements must be named and transformed to OWL object properties.

To illustrate this transformation consider the following example of a CCD document.

<DocumentID>DOC_123</DocumentID>
<Patient>
    <PatientID>AB-12345</PatientID>
    <PatientName>Tim Jones</PatientName>
</Patient>
<Medications>
    <Medication>
        <MedicationID>Medication.567</MedicationID>
        <DateTime>
            <ExactDateTime>2012-03-01T12:00</ExactDateTime>
        </DateTime>
        <Source>
            <Actor>
                <ActorID>Pharmacy of Kaivopuisto</ActorID>
                <ActorRole>Pharmacy</ActorRole>
            </Actor>
            <Description>
                <Text>One tablet three times a day</Text>
            </Description>
        </Source>
        <Product>
            <ProductName>Voltaren</ProductName>
            <BrandName>Diclofenac</BrandName>
        </Product>
        <Strength>
            <Value>50</Value>
            <Unit>milligram</Unit>
        </Strength>
        <Quantity>
            <Value>30</Value>
            <Unit>Tabs</Unit>
        </Quantity>
    </Medication>
</Medications>

Figure 4. A simplified example of a CCD document.
In order to illustrate the transformation rules, let us consider the graphical OWL-ontology in Figure 5, which is derived from the elements presented in the document presented in Figure 4. In the figure, ellipses represent classes, and rectangles represent data type properties and object properties. Data type properties relate objects to dataype values while object properties relate objects to other objects.

Figure 5. A simple graphical PHR-Ontology.

The graphical ontology of Figure 5 is presented in OWL in Figure 6. Due to the space limits, we have omitted the specifications of the data properties such as PatientName, ProductName and BrandName.

```
<rdf:RDF
    xmlns:rdfs=http://www.w3.org/2000/01/rdf-schema#
    xmlns:rdf=http://www.w3.org/1999/02/22-rdf-syntax-ns#
    xmlns:owl=http://www.w3.org/2002/07/owl#>
    <owl:Ontology rdf:about="ProfileCCDontology"/>
    <owl:Class rdf:ID="Patient"/>
    <owl:Class rdf:ID="Medication"/>
    <owl:Class rdf:ID="Source"/>
    <owl:Class rdf:ID="Product"/>
    <owl:Class rdf:ID="LabTest"/>
    <owl:ObjectProperty rdf:ID="Uses">
        <rdfs:domain rdf:resource="#Medication"/>
        <rdfs:range rdf:resource="#Patient"/>
    </owl:ObjectProperty>
    <owl:ObjectProperty rdf:ID="Contains">
        <rdfs:range rdf:resource="#Medication"/>
        <rdfs:domain rdf:resource="#Product"/>
    </owl:ObjectProperty>
    <owl:ObjectProperty rdf:ID="Originates">
        <rdfs:range rdf:resource="#Medication"/>
        <rdfs:domain rdf:resource="#Source"/>
    </owl:ObjectProperty>
</rdf:RDF>
```

Figure 6. A simple PHR-Ontology in OWL.

Note that Figure 5 and Figure 6 represent only the portion of the PHR-Ontology that correspond the Medications section of the CDD. The whole PHR-Ontology is comprised of the integration of the ontologies derived from all sections of the CDD. In such integration we do not have to take care of semantic heterogeneity (i.e., one term is used in different meanings, or two terms are used in same meaning) as the all the elements in CDD documents are based on the HL7 RIM [24].

Note that querying PHR-data together with Medication data instead of querying only PHR-data we can achieve more expressive queries on patient’s medication. For example, we can query the links of the web pages that provide information about the medications that are included in patient’s medication. The ways multiple data sources can be queried in a SPARQL-affinity domain is the topic of the next section.

V. Querying Data Sources by SPARQL

A typical SPARQL query specifies the pieces of information that meets the stated conditions. The conditions are described with triple patterns, which are similar to RDF triples but may include variables to add flexibility in how they match against the data.

SPARQL provides two ways for querying remotely: using FROM keyword or using SERVICE keyword [3]. In the former way the FROM keyword names a dataset to query that may be local or remote file. In the latter way, instead of pointing at an RDF file somewhere, a SPARQL endpoint is pointed. A SPARQL endpoint is a web service that accepts SPARQL queries, runs the queries, and then returns the result.

Federated Queries in SPARQL allow searching multiple datasets with one query [16]. For each dataset it is created a subquery which access datasets by using SERVICE keywords. That is, federated SPARQL queries make use of subqueries and SERVICE keywords. To illustrate this consider the federated SPARQL query presented in Figure 7, which accesses two data sets. The query is based on the PHR-Ontology presented in Figure 5, and on the Medicine Ontology presents in Figure 3. Prefix phr in the query refers to the PHR-Ontology while prefix med refers to the Medicine Ontology.

```
PREFIX owl: <http://www.w3.org/2002/07/owl#>
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
PREFIX phr: http://www.cs.helsinki.fi/PHROntology#>
PREFIX med: http://www.cs.helsinki.fi/medicineOntology#>

SELECT ?drugId ?price
WHERE
    { 
        SERVICE <http://phrRegistry/sparql>
        { SELECT ?medicineId }
        WHERE
        [ 
            Nancy Smith phr: uses ?medicineId 
        ]
    }
    SERVICE <http://medicineRegistry/sparql>
    { SELECT ?drugId ?price }
    WHERE
    { 
        ?medicineId med: corresponds med: drugId
        ?med: drugId substitutable_drug ?drug
        ?drug med: price ?price 
    }
```

Figure 7. A simple federated SPARQL query.
The use case behind the query is the following: Nancy Smith is interested to know whether her medicines are substitutable with cheaper ones. Processing this query requires first to retrieve Nancy’s used medicines from her PHR, and then querying the Medicine data set (a public RDF-formatted data source based on the Medicine Ontology).

As illustrated in Figure 7, the first subquery returns the medication identifications (medicinelds) of Nancy’s medication, which in turn is the input parameter for the second subquery. This subquery first finds the active substance of Nancy’s medicines, and then checks which other medicines include the same active substance (i.e., are substitutable). Finally, the main query outputs the medication identifications and the prices of these medicines.

This kind of cross-referencing feature is very useful in the SPARQL affinity domain as there is a variety of needs to cross-reference data from multiple data sources.

VI. REPRESENTING SMART DATA BY RDF

In order that RDF data can be represented and transmitted it needs a concrete syntax, which is given in XML, i.e., RDF statements are usually coded in XML. Hence, RDF inherits the benefits associated with XML. However, other syntactic representations (e.g., Turtle [25]) are also possible, meaning that XML-based syntax is not a necessary component of the RDF model.

One RDF description may contain one or more RDF statements about an object. For example, in Figure 8, the description concerning Mary Taylor’s weight measurement (identified by “weightmeasurement100820151028”) contains five RDF statements: the first states that its type in the Welfare Ontology is WeightMeasurement, and the second states that it measures Mary Taylor.

![Figure 8](image)

Figure 8. An instance of the Welfare Ontology in RDF.

VII. CONCLUSION

Internet has changed the way people work, bank and shop, but a similar change in health care has been small-scale. However, the use of Internet-based e-health tools is rapidly increasing. These tools cover many fields including electronic health records, personal health records, telemedicine, evidence based medicine, information therapy and disease management.

Still a problem is that the each e-health tool has its own interfaces and data sources. By integrating the e-health tools we can achieve two gains: simplify user interaction and provide new more advanced services. In particular there are a lot of related data that are stored in other systems, and which use together with PHRs’ data would produce outcomes that could not be achieved by functioning independently. Using these data sources together with PHRs’ data we can achieve new outcomes. Further, the Semantic Web paradigm involves a broad set of modern technologies such as RDF, OWL and SPARQL that can tackle the issues with combining heterogeneous data sources.

In this paper, we have restricted on considering the SPARQL affinity domain as a technical infrastructure. However, to succeed the SPARQL affinity domain should not be considered just as a technical infrastructure but rather as ecosystems having many interconnected parts. Other key components of the whole ecosystem include governance regulations, financing and stakeholders. In our future work, we will restrict ourselves on analyzing the dependencies of these components.
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I. INTRODUCTION

Many different definitions are available for “Big Data”. Where Mayer-Schönberger and Cukier [1] focus on the new insights and economic value that can be obtained from Big Data in contrast to traditional smaller settings, Wang & Krishnan [2] refer to Big Data as complex and large data sets that can no longer be processed using the traditional processing tools and methods. Yet another definition comes from Laney [3], who defines Big Data according to 3 assets (often referred to as the 3V-model) that require new, cost-effective forms of information processing to promote insight and decision making, including: 1) high-volume (i.e., the quantity of data), 2) high-velocity (i.e., the speed of data generation and processing), and 3) high-variety (i.e., the amount of different data types).

Marr [4] expanded this 3V model to the 5V model by adding 2 additional Vs: veracity (i.e., the accuracy or trustworthiness of the data) and maybe the most important asset: value (i.e., the ability to turn the data into value).

Though this is just a grasp out of all the definitions available, there is one thing they have in common: The use of Big Data for analysis and decision making requires a change of thought from knowing “why” to knowing “what”. We focused on small, exact datasets and causal connections (i.e., knowing “why”) in the past; now we focus on gathering or linking a large amount of (noisy) data with which we can demonstrate the presence of (unexpected) correlational connections (i.e., knowing “what”) [1]. As a result, we will obtain (and apply) new insights that we did not have before. Insights that can not only be lifesaving, but that can also open the door towards more personalized medicine [5-7] to tailor medical decisions, medications and/or products to the individual’s personal profile instead of to what is best for a group of patients. For example, the use of genetic biomarkers in pharmacogenetics can be used to determine the best medical treatment for a patient [5] or the analysis of data from thousands of patients that have been treated in the past can be used to determine what treatment best fits the individual patient that is under treatment now, e.g., in terms of expected treatment effects and the risk for severe side-effects given the patient’s personal characteristics like age, gender, genetic features, etc. This shift towards more personalized healthcare is reflected in the change of focus from a disease-centered approach towards a patient-centered approach, empowering patients to take an active role in the decisions about their own health [7]. As a result, an increasing number of technologies (e.g., Personal Health Records) are being launched by (insurance) companies to support chronically ill people in the development of self-management skills. Furthermore, the past decades have shown a rapid growth in the amount of (personal) data that is digitally collected by individuals via wearable technologies for self-monitoring and that may or may not be stored on online platforms for remote control [1],[5-8], and shared via other online sources like social media. Social media have become socially accepted and used by a growing group of people [9]. They use it, for example, to share data collected by activity, mood, nutrition and sleep trackers on a variety of online platforms (such as Facebook, Twitter, blogs or forums). This data provides new opportunities for personalizing and improving healthcare [10-12]. Also, the data and messages shared via these tools provide insight in vast amounts of valuable information for scientific purposes.

Nagar and colleagues [12], for example, used the data from Twitter to predict flu trends and De Choudhury, Counts, and Horvitz [13] used social media as a measurement tool for the identification of depression. The information gleaned from social media has the potential to complement traditional survey techniques in its ability to provide more fine-grained measurement over time while radically expanding population sample sizes [13]. The challenge is how to predict mobility (behaviors; infections) in a trustworthy and reliable way?

Furthermore, the combination of clinical data with personal data on, for instance, physical activities, eating and sleeping patterns, might be used to tailor the treatment and coaching purposes to the needs of patients even better and are therefore seen as the key towards a future with optimal medical help [5]. However, it also confronts us with new technological and societal challenges that require more sophisticated data collection and management tools and data-analysis techniques. Concerns have been raised about security, purpose limitation, liability, safety, profiling, and data ownership, to mention just a few [1], [5], [6] but perhaps the most well-known concern bears upon our privacy [5], [6]. For a great deal, these privacy concerns are
associated with potential misuse of data, by, for instance, insurance companies [5], [8]. If these privacy concerns are not dealt with appropriately, the public’s trust in technological applications might diminish severely [8].

In sum, we face new technological and societal challenges using Big Data:

- Amount of data is growing explosively. We have to create DATA wisdom, to enhance the value of data for personalized healthcare at individual, community and society level. This requires a new model for enhancing the value of data (in particular the social value of data),
- Transparency in decision making using large amounts of data from various sources and different qualities. How to understand automated decision rules (algorithms) to support people in making adequate choices?
- Trust, will become a key issue in data driven healthcare. The ultimate question is not privacy and security per se but how to create faith and trust in data management and data maintenance? Privacy issues become particularly relevant when the linkage of anonymous datasets leads to re-identification. Encryption of the data might prevent identification of individuals, but transparency is not always possible (e.g., when analyzing query logs with search terms). In the end it is all about creating trust to overcome uncertainty or anxiety for a digital world.
- Mobility is growing explosively, and health related issues threaten mobility (global health; infections/resistance; food, water, climate change etc). How to ensure a healthy life and to promote wellbeing?
- Our behavior models might not be up to the task to provide just-in-time, interactive and persuasive feedback, and to develop intuitive and adaptive technologies to improve self-care and to transform healthcare.
- Our business models should enable production of open source solutions in healthcare and technology.

To better understand how Big Data impacts our life and healthcare this vision paper aims to generate new ideas and thoughts, to set a research agenda to address and solve the aforementioned problems. There are three sections. Section I describes the background of Big Data in literature. Section II describes the procedure of the meetings with experts (Focus group; individual meetings). Section III presents topics about Big Data that are based on the meetings with experts and literature, and Section IV describes the implications for research using Big Data in healthcare.

II. METHODS: FOCUS GROUP MEETING

To gain a more in depth picture about the pros and cons of using big data in personalized healthcare, a focus group was organized with a multidisciplinary panel consisting of 6 experts in Big Data research and quantified self-monitoring from different scientific disciplines: psychology, philosophy, computer science, business administration, law, and data science. Individual face to face meetings were conducted to validate the focus group results. Participants from the University of Twente were selected based on their societal impact, expertise and experiences with conducting Big Data research.

Many potential issues regarding the use of Big Data have already been mentioned in the literature, newspapers, social media, or debates and panel discussion websites. However, many of these media sources do not specifically address the healthcare setting and only focus on a limited set of issues at a time (e.g., the privacy and security issues). With the focus group meeting, we therefore aimed to gain more insight into the scientific and societal issues that play a role in using and managing Big Data to support the growing needs for personalized (and cost-effective) healthcare.

We used literature and information from (social)media to prepare the focus group discussions. During the discussion experts were asked to write down many issues as possible that might become relevant using Big Data for healthcare. Flap overs were used to express the issues and experts had to categorize these issues into concepts that cover the issues. These concepts are presented in this vision paper. The focus group was audio taped and transcripts were made by authors of this paper, and discussed with experts individually.

The intent of the focus group was to understand and go in-depth into issues that are related to the use of Big Data in healthcare and to provide insights into how these issues are approached by different scientific disciplines.

III. TOPICS BIG DATA: RESULTS FOCUS GROUP

A. Empowerment

What does it mean when you monitor your activities, food intake, or stress 24 hours a day using technologies, like smart wearables? What drives us to use these 24 hour monitoring devices and what do we need to understand the data generated by these systems? Do we understand the algorithms that are used to capture our behaviors and moods in pictures and graphs? Who owns the data and how to control the maintenance of that data? How to avoid a filtered scope on our lives ignoring others that are out of our affinity groups? The concept of empowerment captures topics as autonomy, freedom, having control.

Big data evokes a discussion about freedom and autonomy. Autonomy concerns our critical view on how to use technology, while freedom is more about our way of living and thinking. It might, therefore, be more important to focus on freedom instead of autonomy: understanding how you are being influenced and taking a stance against that instead of trying to keep everything away. The focus group made a distinction between positive freedom and negative freedom; two common concepts within the field of philosophy. Positive freedom is the freedom to do something yourself (e.g., to decide for yourself that you want to share your data), whilst negative freedom is the freedom to keep things away, protecting yourself (e.g., when you do not give permission to companies to link your data with other
Empowerment forces us to think about having control, who has the power through the use of Big Data? There might be just a small elite that understands the algorithms and with the increasing complexity, this elite will become even smaller in the future. This can create a division between people who can access and understand the algorithms and people who do not.

Empowering by personalization is one of the aims of the participatory society. Big data can be a leverage to realize this by creating a personal profile, providing the right information, at right moments to enable just in time coaching. Though it can be useful to put people in a profile, the danger of profiling is that you can never leave the assigned group again; once assigned to a group means always assigned to that group. Profiling might be suffocating to people because it creates uncertainty about what people know about you, what data are being collected, and for what purposes. Also, it is often unclear how to determine the norm to which people are compared when assigning them to a group (i.e., standardization, losing freedom). Furthermore, being assigned to a profile might lead to discrimination and certain prejudices/biases. Questions that arise are: How can profiling be used in a sensible/sound way? And who is responsible when mistakes are being made based on a certain profile?

B. Trust

Trust will become a key concept in a data driven society. This concept captures more than privacy and security issues. Trust refers to topics as how to create faith in data management and data maintenance, and how to make sense of these data for humans.

Privacy issues become particularly relevant when the linkage of anonymous datasets leads to re-identification. Encryption of the data might prevent identification of individuals, but transparency is not always possible (e.g., when analyzing query logs with search terms). In the end it is all about creating trust to overcome uncertainty or anxiety for a digital world.

People often give consent to institutions to use their data for certain purposes in return for the (free) use of the product or service. However, data can be (re)used for other purposes as well or can be sold to other interested parties, even though that is not always allowed. This leads to great concerns: e.g., healthcare insurance companies who use treatment data for other purposes on a more personal level (for instance, for determining a personalized health insurance premium based on your personal data about your health and lifestyle). It is not that people do not want to share data, they already do this using Facebook or Google services, but they want to understand what happens with the data, in particular when it concerns the health domain.

Self-monitoring technologies, with no doctors or nurses involved in the caring process, are provided more and more by institutions. Smart algorithms can be applied to personalize data in such a way so you can manage your health and wellbeing yourself. However, these algorithms decide what information you get to see, based on information about you as a user (e.g., search history, Facebook friends, location). This will influence trust in the healthcare system, using data from your device compared to personal advices given by your doctor or nurse.

C. Data Wisdom

There is a rapid growth of self-monitoring technologies, but little is known about the reliability and validity of these systems. The lack of evidence for causality can lead to unreliability as well. Furthermore, how can you tell what you are actually measuring? How can we validate the correlations that we find? Does it really say what we think it says or are it just assumptions? How to match qualitative or experience data with quantitative data generated by your device?

Data wisdom is the concept that captures scientific and societal topics.

Scientific refers to how to create data wisdom, in several ways. Those who generate data are not the ones that have the knowledge to analyze, those who analyze lack domain insight (technologies, behaviors). Different kinds of expertise will be needed in the future to deal with Big Data. For instance, expertise to analyze Big Data, expertise to develop and understand the working of algorithms, or expertise in data interpretation and visualizations. The use of data to personalize healthcare demands new knowledge to support critical and creative thinking to understand data driven decisions and to watch the impact on science, health and society. We all know the disaster with google flu trends, but we have to learn from these failures to set the agenda for future research in using several sources of data (geospatial data, medical data, technology device data) to develop predictive models about health and wellbeing. We have to search for new models, methods to deal with huge datasets, search for patterns rather than testing hypotheses based on small data. Results are not causal-driven but correlational-driven. This requires a change in thought. The golden rule for Randomized Clinical Trials will no longer be the ultimate format for health sciences. New methods are needed to get a grip on “big”, how many data (critical mass) is needed and how rich and mature should data be to make meaningful decisions? How to add qualitative experiences and expertise to Big data? Numbers do not tell the whole story, and a clinical eye is important to interpret data in the context of individual health and wellbeing.

Societal refers to the implications for healthcare, addressing topics as ethics, values for a meaningful life. How to avoid a division between people who can access and understand the data and analytics that rule the decisions about treatments and lifestyle advices? Knowledge and skills are needed to empower people, and people should participate in debates about the values of data for self-regulations on the level of individuals, communities and society. Transparency and Trust are the key-topics in that debate. Digging into Data starts with a scientific and societal debate on the vales of data for a smart and healthy society.
IV. DISCUSSION AND CONCLUSION

A. Discussion: Food for Thoughts

What wisdom is needed to keep control, to enable self-organization in a Data Driven Society?

We want to share some food for thoughts, based on the focus group results and current debates on digging into data. We think radically new concepts, models (ICT and behavior based) and products are needed to promote self-organization, and persuasive coaching to enable intuitive and empathic designs to support decisions without nudging people into predefined formats for improving health and wellbeing.

Redefining environment in research. Radically new concepts on technology support: community driven, non-obtrusive, intelligent and intuitive ICT environments.

Redefining evidence in research, introducing value based health concepts and ecological measurements. Redefining the collection and analysis of Big Data combining social sciences with geo-health informatics and engineering to enable accessing, integrating and analysing spatiotemporal data, patient data and behavioural data.

B. Conclusion: Future work

This vision paper is aimed to discuss Big Data topics for personalized healthcare. The topics will be further investigated in research to 1) develop new methods, models to better measure, aggregate, and make sense of previously hard-to-obtain or non-existent behavioral, psychosocial, and biometric data, taken into account the topics from this introduction paper, 2) to develop an agenda for Big Data research to transform and improve healthcare. For example topics below will be explored in current and future research projects:

- Health analytics; advanced methods (machine learning) and models to analyze Big Data.
- Predictive modelling: to set up smart models to predict behaviors, to prevent diseases and to personalize healthcare.
- Visualization of data; how to present data meaningful to support decision making?
- Integration of (mobile) tech with data-platforms to enable automated services, to tailor feedback.
- Disruptive models (new actors, role-players in data driven systems).
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Abstract— Recognizing emotional states is becoming a major part of a user’s context for wearable computing applications. The system should be able to acquire a user’s emotional states by using physiological sensors. We want to develop a personal emotional states recognition system that is practical, reliable, and can be used for health-care related applications. We propose to use the eHealth platform [1] which is a ready-made, light weight, small and easy to use device for recognizing a few emotional states like ‘Sad’, ‘Dislike’, ‘Joy’, ‘Stress’, ‘Normal’, ‘No-Idea’, ‘Positive’ and ‘Negative’ using decision tree (J48) classifier. In this paper, we present an approach to build a system that exhibits this property and provides evidence based on data for 8 different emotional states collected from 24 different subjects. Our results indicate that the system has an accuracy rate of approximately 98%. In our work, we used four physiological sensors i.e. ‘Blood Volume Pulse’ (BVP), ‘Electromyogram’ (EMG), ‘Galvanic Skin Response’ (GSR), and ‘Skin Temperature’ in order to recognize emotional states (i.e. stress, joy/happy, sad, normal/neutral, dislike, no-idea, positive and negative).
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I. INTRODUCTION

It is hard to express your own emotions; no one can accurately measure the degree of his/her emotional state. According to Darwin, “...the young and the old of widely different races, both with man and animals, express the same state of mind by the same movement” [16]. According to Paul Ekman, there are seven basic emotions which are fear, surprise, sad, dislike, disgust, disgust and joy [14]. The concept behind emotional states (also known as affective computing) was first introduced by Rosalind Picard in 1995 [2]. Since then the affective computing group have produced novel and innovative projects in that domain [3]. Emotional states recognition has received attention in recent years and has been used in applications such as health-care, entertainment, user interface, and marketing. Emotional computing (also known as emotional computing) was first introduced by Rosalind Picard in 1995 [3]. Emotional states recognition has received attention in recent years and has been used in applications such as health-care, entertainment, user interface, and marketing. Emotional computing (also known as emotional computing) was first introduced by Rosalind Picard in 1995 [3]. Emotional states recognition has received attention in recent years and has been used in applications such as health-care, entertainment, user interface, and marketing. Emotional computing (also known as emotional computing) was first introduced by Rosalind Picard in 1995 [3]. Emotional states recognition has received attention in recent years and has been used in applications such as health-care, entertainment, user interface, and marketing. Emotional computing (also known as emotional computing) was first introduced by Rosalind Picard in 1995 [3]. Emotional states recognition has received attention in recent years and has been used in applications such as health-care, entertainment, user interface, and marketing. Emotional computing (also known as emotional computing) was first introduced by Rosalind Picard in 1995 [3]. Emotional states recognition has received attention in recent years and has been used in applications such as health-care, entertainment, user interface, and marketing. Emotional computing (also known as emotional computing) was first introduced by Rosalind Picard in 1995 [3]. Emotional states recognition has received attention in recent years and has been used in applications such as health-care, entertainment, user interface, and marketing. Emotional computing (also known as emotional computing) was first introduced by Rosalind Picard in 1995 [3]. Emotional states recognition has received attention in recent years and has been used in applications such as health-care, entertainment, user interface, and marketing.
system for recognizing emotional states using physiological sensors which should be able to identify a few emotional states like sad, dislike, joy, stress, normal, no-idea, positive and negative. In our research we want to prove that it is possible to recognize the aforementioned emotional states by using physiological sensors.

II. RELATED WORK

Recognizing emotional states by using automated systems have increased in recent years. Researchers developed systems for recognizing emotional states using speech [23, 24, and 25], facial expressions [26, 27, and 28] and physiological devices [20, 21, 22, 29, and 30]. In this research, we want to recognize different emotional states using body worn physiological devices (EMG, BVP, GSR and temperature). Researchers used physiological devices in order to recognize different emotional states like sad [20, 21, 22, 30], joy/happy [20, 21, 22, 30, 31], normal/neutral [21, 30, 31], negative [29] etc. However, the aforementioned researches have used different physiological devices in their work. For example; some researchers recognized emotional states using EEG (Electroencephalogram), GSR and pulse sensor and they recognized joy, anger, sad, fear and relax. Audio and visual clips were used as a stimulus for eliciting the emotions [20]. Some researchers recognized emotional states using ECG (Electrocardiography) and they recognized ‘Happiness’, ‘Sad’, ‘Fear’, ‘Surprise’, ‘Disgust’ and ‘Neutral’. Audio and visual clips were used as a stimulus for eliciting the emotions [21]. Some researchers recognized emotional states using ECG, EMG, skin conductance, respiration sensor and they recognized Joy, anger, Sadness and Pleasure. Music songs were used as a stimulus for eliciting the emotions [22]. In another case, researchers gathered the data from the “blood volume pulse”, “electromyogram”, “respiration” and the “skin conductance sensor”. They conducted 20 experiments in 20 consecutive days, testing around 25 minutes per day on each individual. They figured out neutral, anger, hate, grief, love, romantic, joy and reverence emotion states from the data. They got 81% classification accuracy among the eight states [31]. Different techniques can be used as a stimulus for eliciting the emotions i.e. pictures, video clips, audio clips, games etc. In our work, we used International Affective Picture System (IAPS) for stimulation. IAPS is widely used in experiments studying emotion and attention. The International Affective Picture System (IAPS) provides normative emotional stimuli for emotion and attention under experimental investigations. The IAPS (pronounced eye-aps) is being produced and distributed by the Center for Emotion and Attention (CSEA) at the University of Florida [32]. In our previous work, we took two physiological sensors (i.e. BVP and GSR) for the analysis, IAPS were used as a stimulus and our system was able to recognize few emotional states with good accuracy [44]. In this paper, we used four physiological sensors in order recognize few emotional states. The above mentioned researchers used different parts of the body but in our research we used only left arm for the sensor placement.

III. HYPOTHESIS


IV. EXPERIMENTAL METHODOLOGY

We developed the following systems for the user study.

A. eHealth platform and application

We used eHealth platform [1] in order to recognize emotional states (Figure 1) and connected Raspberry Pi [41] to eHealth platform as shown in Figure 2.

The eHealth sensor comes with few sensors like 2D Accelerometer sensor, Blood pressure sensor (Breathing), Pulse and oxygen in blood sensor, body temperature sensor, airflow sensor, Electrocardiogram sensor (ECG), Electromyography sensor (EMG) and Galvanic skin response sensor. We used Galvanic skin response sensor, body temperature sensor, Electromyography sensor (EMG) and we used another blood volume pulse sensor [40] as shown in Figure 3.

We connected ‘GSR’, ‘EMG’, ‘BVP’ and ‘body temperature sensor’ to the board. We wrote a piece of code which reads the values from the aforementioned sensors and writes it to a network port.
B. Application for reading sensors from eHealth platform

We wrote an application in Java which reads the sensed data from a network port and stores it to a text file with a timestamp in the following structure for post analysis.

\[
\text{Time\_stamp|emg, bvp, gsr, temperature}
\]

C. IAPS and its application (Application for Stimulus)

We got access to IAPS [32] images and these images are already used by several researchers for emotional computing [33,34,35,36,37,38,39]. We implemented an application in C#.net that shows participants’ IAPS images in a sequence in order to change participants’ emotional states and also states the starting and ending time for each IAPS image during experiments. After showing participants five different images from each group, our application used to ask participants about their current emotional state by using the Likert scale (Figure 4 (b)) approach. We chose 100 IAPS images from different categories and presented them in the order shown in Figure 4(a).

![Figure 4(b). Questionnaire form](image)

D. Experiment setup

Experiments were conducted in a calm room with normal temperature; there was no noise or distraction. To make sure the readings from GSR were accurate we asked the participants to dry their hands with a dryer before beginning with the experiment. Since GSR measures sweat glands as well, moist hands would result in an erroneous result. To ensure full concentration from the participants, the light in the room was kept very low and we also asked them to turn off their mobile phones during experiments. Participants were asked to wear sensors on their left arms, palms and fingers (Figure 5). They were also required to perform the experiments twice; the first experiment was useful in getting the participants to familiarize themselves with the setup, while the second attempt was actually used for analyzing their data.

![Figure 5. Participant is wearing sensors](image)

We recruited 26 participants (21 males, 5 females) for our experiment setup; two of them could not complete the experiments so we ended up with 24 participants (19 males, 5 females). The range of participants' age was from 20 to 44 (mean 26.17, SD 5.14) and ranged in BMI (body mass index) from 18.7 to 26.6 (mean 21.44, SD 2.17). Participants were required to do it twice in different days.

E. First experiment

As described earlier, the intention behind the first experiment was only familiarization with the setup. This was done to accommodate all first time participants, as they were somewhat nervous due to physiological devices and long cables and this could adversely influence our data. For this reason, the results from the first experiment were never used for analysis.
F. Second experiment

In the second experiment, all participants already knew about the setup and they were not hesitating with the sensors, they performed the task with confidence and their data was stored for later analysis. We used same settings for both experiments but IAPS images were different. We showed participants different images (IAPS) for changing their emotions to sad, dislike, joy and stress. After showing a set of images; our application used to show them the questionnaire forms for their emotional states. Physiological data was logged to a laptop with a time stamp and on the other hand image application was also logging the participants' feedback to the same laptop with timestamp. After that we merged both files to generate a single file for post analysis.

V. RESULTS AND ANALYSIS

Our experimental setup was able to change participants' emotional states; only four of the participants chose all of the given emotional states. This was due to the fact that it was hard for the participants to distinguish between sad, dislike and stress. Also being asked to distinguish between joy and normal during experiments was not a straightforward task. That also explains why some emotional states were ignored by participants. “As everyone knows, emotions seem to be interrelated in various but systematic ways: Excitement and depression seem to be opposites; excitement and surprise seem to be more similar to one another; and excitement and joy seem to be highly similar, often indistinguishable” [42]. Therefore, we generated another dataset from our experimental data; we categorized emotional states into two collections:

- Positive {Joy, Normal}
- Negative {Sad, Dislike, Stress}; ‘No-Idea’ is excluded

Now, we have the following types of datasets:

- Type1: It contains {Normal, Sad, Dislike, Joy, Stress and No-Idea}
- Type2: It contains {Positive and Negative}

Due to the fact that it was a huge dataset, it was not possible for WEKA [43] application to process the data of all 24 participants together. Therefore, we divided our datasets into six groups, each group consisting the data of four participants (as shown in Table 2); we grouped the four participants who chose all emotional states together and put them in Group-1, others were assigned to remaining groups in alphabetic order.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Age</th>
<th>Gender</th>
<th>Chosen Emotional states</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>25, 24, 25, 26</td>
<td>3 Males, 1 Female</td>
<td>Normal(4), Sad(4), Dislike(4), Joy(4), Stress(4) and No-Idea(4)</td>
</tr>
<tr>
<td>Group 2</td>
<td>24, 25, 25, 38</td>
<td>4 Males</td>
<td>Normal(0), Sad(3), Dislike(4), Joy(4), Stress(4) and No-Idea(2)</td>
</tr>
<tr>
<td>Group 3</td>
<td>24, 24, 25, 44</td>
<td>3 Males, 1 Female</td>
<td>Normal(3), Sad(3), Dislike(4), Joy(4), Stress(4) and No-Idea(1)</td>
</tr>
<tr>
<td>Group 4</td>
<td>20, 25, 25, 33</td>
<td>2 Males, 2 Females</td>
<td>Normal(2), Sad(4), Dislike(4), Joy(4), Stress(2) and No-Idea(1)</td>
</tr>
<tr>
<td>Group 5</td>
<td>22, 24, 24, 25</td>
<td>3 Males, 1 Female</td>
<td>Normal(3), Sad(3), Dislike(4), Joy(4), Stress(3) and No-Idea(2)</td>
</tr>
<tr>
<td>Group 6</td>
<td>24, 25, 25, 27</td>
<td>4 Males</td>
<td>Normal(2), Sad(4), Dislike(4), Joy(4), Stress(3) and No-Idea(0)</td>
</tr>
</tbody>
</table>

We received values from sensors i.e. EMG, BVP, GSR and Temperature where the sample rate was around 650Hz. We analyzed both types (i.e. Type 1 and Type 2) in the following three different ways:

A. Individuals

We applied J48 classifier [43] on the dataset of each participant.

B. Group-wise

We divided the participants in 6 groups (as shown in Table 2) and applied J48 classifier on the dataset of each group.

C. Portioned data

As mentioned earlier due to the limitations of processing huge datasets in WEKA toolkit, we chose small portions of data randomly pertaining to each emotion from each participant in Figure 6(a) and Figure 6(b) below.

D. Analysis structure

We got two types of data i.e. “Two-Class” and “Six-class”; each type was analyzed on “Individual”, “Group” and “Portioned” basis. We applied J48 classifier with 10-fold cross validation.
E. Two-Class

1) **Individuals:** The outcome from the J48 classifier represents the average data of 24 participants where it correctly classified the instances with the accuracy of 99.4%; Min: 97.72%; Max: 99.67% and SD: 0.45.

We took the confusion matrices from all participants and summed them all. Our results show the summation of all confusion matrices and accuracy of each emotional state where 'Positive' and 'Negative' emotional states were predicted with the accuracy of 98.88% and 99.63% by J48 classifier respectively.

2) **Group wise:** We took an average of correctly classified instances from all groups in order to figure out the variation amongst them. Our result shows that there is not a high variation among the groups and the average result was 99.3%; Min: 99.06%; Max: 99.45%; SD: 0.14.

We took confusion matrices from each group and summed them up. Our results show the summation of all confusion matrices from the groups and accuracies of emotional states where positive and Negative emotional states were predicted with the accuracy of 98.67% and 95.6% by J48 classifier respectively.

3) **Portioned data:** Our results show that J48 was able to correctly classify the instances with the accuracy of 99.33% and it was also able to predict positive and Negative emotional states with the accuracy of 98.56% and 99.67% respectively.

We compared the accuracy between the categories i.e. 'Individual', 'Group' and 'Portioned' as shown in Figure 7 which shows that there is not much difference in results among them.

F. Six-Class

1) **Individuals:** The outcome from the J48 classifier represents the average data of 24 participants where it correctly classified the instances with the accuracy of 99.13%; Min: 98.39%; Max: 99.52% and SD: 0.25.

We took confusion matrices from all participants and summed them up. Our results show the summation of all confusion matrices and accuracy of each emotional state where ‘Sad’, ‘Dislike’, ‘Joy’, ‘Stress’, ‘Normal’ and ‘No-Idea’ emotional states were predicted with the accuracy of 98.99%, 99.11%, 99%, 99.22%, 99.24% and 98.94% by J48 classifier respectively.

2) **Group wise:** We took an average of correctly classified instances from all groups in order to figure out the variation amongst them. Our result shows that there is not a high variation among the groups and the average result was 98.67%; Min: 98.29%; Max: 99.04%; SD: 0.26.

We took confusion matrices from each group and summed them up. Our results show the summation of all confusion matrices from the groups and accuracies of emotional states where ‘Sad’, ‘Dislike’, ‘Joy’, ‘Stress’, ‘Normal’ and ‘No-Idea’ emotional states were predicted with the accuracy of 98.49%, 98.78%, 98.61%, 98.76%, 98.72% and 98.57% by J48 classifier respectively.

3) **Portioned data:** Our results show that J48 was able to correctly classify the instances with the accuracy of 98.47% and it was also able to predict ‘Sad’, ‘Dislike’, ‘Joy’, ‘Stress’, ‘Normal’ and ‘No-Idea’ emotional states with the accuracy of 98.24%, 98.75%, 98.41%, 98.34%, 98.62% and 97.99% respectively.

We also compared the accuracy between the categories i.e. ‘Individual’, ‘Group’ and ‘Portioned’ as shown in Figure 8 which shows that there is not much difference in results among them.
VI. CONCLUSIONS AND FUTURE WORK

We used the following approaches for analyzing the data
1. We took data of each participant and applied J48 classifier and then took an average of ‘Individual’ data.
2. We took integrated data from six participants, applied J48 classifier and then took an average of ‘Group’ data.
3. We took a small portion of data randomly from each participant and applied J48 classifier on the data.

We categorized data into the following collections:
• Two emotional states i.e. ‘Positive’ and ‘Negative’.

Our system was able to recognize the aforementioned emotional states by using physiological devices and J48 (decision tree) classifier with high accuracy. Results have shown that few physiological devices are enough for recognizing required emotional states (‘Sad’, ‘Dislike’, ‘Joy’, ‘Stress’, ‘Normal’, ‘No-Idea’, ‘Positive’ and ‘Negative’). This prototype is only a "proof of concept" and our results show that our approach can identify the above mentioned emotional states independent of BMI (body mass index) and age group. The physiological sensor has to be fixed properly on the participants’ skin in order to predict their emotional states successfully. We will conduct more user studies where we will use physiological data and facial expressions for recognizing these emotional states.
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Abstract—This study highlights authorization matters in cooperative engagements with complex scenarios in the collaborative healthcare domain. Focus is mainly on collaborative activities that are best accomplished by organized groups of healthcare practitioners within or among healthcare organizations with the objective of accomplishing a specific task (a case of patient treatment). In this study, an authorization schema is proposed that is suitable for collaborative healthcare systems to address the issue of information sharing and information security. The proposed scheme is based on attribute-based authentication (ABA), which is a way to authenticate users by attributes or their properties. The main goal is to provide an authorization model that strikes a balance between collaboration, flexible access to patient information and safeguarding sensitive patient information.
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I. INTRODUCTION AND MOTIVATION

Electronic health records (EHRs) are widely adopted by healthcare providers and patients to efficiently and effectively create, manage and access patient healthcare information [1], [2], [3]. Integrated use of EHRs seem promising in enhancing healthcare services due to a number of attractive features, such as improving the quality and delivery of health services by giving healthcare providers access to information they require to provide rapid patient care [1]. In addition, reducing the cost of care by facilitating easy collaborative support from multiple parties to fulfill the information requirements of daily clinical care [4], [5].

Typically, rapid patient care requires the collaborative support of different parties including primary care physicians, specialists, medical laboratory technicians, radiology technicians and many other medical practitioners [6], [7]. Moreover, collaboration among healthcare organizations is required for patients being transferred from one healthcare provider to another for specialized treatment [8]. However, security control over information flow is a key aspect of such collaboration where sensitive information is shared among a group of people within or across organizations. In this study, focus is mainly on authorization issues when EHRs are shared among healthcare providers in collaborative environments with the objective of accomplishing a specific task.

A. Problem Definition

EHRs system is considered in this study. Multiple owners (referring to patients who have full control of their EHRs) and healthcare providers, such as physicians, nurses, family, and relatives, among others, who require access to these EHRs to perform a task. Healthcare providers can only access and perform actions (e.g., read and/or write) to patients’ EHRs, for which they are responsible. For example, doctors have access to their own patients’ data, but not the data of another doctor’s patients, while nurses or personal assistants have access to the information of the patients for whom they are responsible [9]. On the one hand, healthcare services need the collaborative support of multiple healthcare professionals and administrators in order to deliver rapid patient care. Therefore, multiple healthcare providers (e.g., doctors and nurses) may require access to patient information to perform tasks. On the other hand, EHRs contain sensitive information about patients, including demographic information, medical history, laboratory tests and radiologic images that call for appropriate authorization mechanisms in place to ensure that information is accessible only to those authorized to have access [10].

The main concern with EHRs sharing during collaborative support is having an authorization mechanism with flexibility to allow access to a wide variety of authorized healthcare providers while preventing unauthorized access. Since healthcare services necessitate collaborative support from multiple parties and healthcare teamwork occurs within a dynamic group, dynamic authorization is required to allow team members to access classified EHRs.

B. Study Objective

The main objectives of this work is to design an attribute-based group authorization model that is suitable for collaborative healthcare systems to address the concern with information sharing and information access. The proposed model ensures that access rights are dynamically adapted to the actual needs of healthcare providers. Healthcare providers can access the resources associated with a work task, but only while the work task is active. Once the task is completed, access rights should be invalidated.

C. Structure of the Study

The remaining parts of this study are organized as follows. In Section II, a brief description of the EHRs system, the usage scenario and security requirements are provided. Proposed scheme and security analysis are presented in Section III. Finally, conclusions and aspects for future work are given in Section IV.
II. EHR SYSTEM

In this section, relevant work underlying the current study is discussed. First, the system architecture is briefly introduced, followed by the usage scenario and an overview of security requirements.

A. Systems architecture

In Figure 1, the architecture of the reference system is illustrated. The reference system includes the following main domains:

1) **EHRs**: The medical records are collected, stored and provisioned by the electronic health records system to achieve the features of low cost operation, collaborative support and ubiquitous services. The EHRs can reside in a centralized or distributed systems depending on the deployment needs [11]. Authorized healthcare providers, including hospitals and healthcare practitioners can access EHRs through different services such as web portals and health apps [12]. The access to medical files is controlled via the requirements of attributes. For each medical file, the access policy is represented by a combination of attributes. When a user (patients and healthcare providers) requires to access (read, write, etc) the file, it should show an evidence that it satisfies the required attributes. Only if the evidence is valid that the user’s access requirement can be granted. This process will be implemented by an attribute-based authentication (ABA) scheme presented in Section III-A.

2) **Trusted authority**: A fully trusted authority such as the Ministry of Health is responsible for key generation, distribution and management of users’ keys. The main responsibilities of the trusted authority include the following:
   a) Generate the main system public and private keys.
   b) Generate user keys for each user.
   c) Generate public and attribute keys for each attribute in the system.
   d) Generate attribute keys for attributes possessed by each user.
As for implementation, it is possible to have different authorities perform these responsibilities separately, such that the compromise of one authority will not lead to the compromise of the whole system. More specifically, healthcare delivery organizations (e.g., hospitals) perform as a registration center with a certain qualification certified by the trusted authority. Healthcare delivery organizations are responsible for checking their healthcare practitioners’ professional expertise and send their attributes to the trusted authority to issue the corresponding attribute-based credentials.

3) Healthcare providers: Healthcare providers from various domains, such as doctors, nurses, radiology technicians and pharmacists, to name a few, require access to patients’ records to perform a task. Once a new healthcare practitioner join a system, the healthcare delivery organization must send healthcare practitioner’ attributes to the trusted authority to obtain attributes based credentials. Healthcare practitioners apply their authentication credentials obtained from the trusted authority to access classified EHRs through authorization mechanisms in the EHR aggregator. In case of group collaboration, multiple EHRs have to be shared with various healthcare providers and practitioners. A group manager is responsible for registering healthcare practitioners to form a group. The hospital’s (registration center) responsibility is to verify the authenticity of each healthcare practitioners in the group based on the professional expertise and required access, and send it to the trusted authority to issue the corresponding group credentials for the group.

B. Usage scenario of work-based authentication

In this Section, a typical use case scenario adopted from [4] is presented. As shown in Figure. 2, a patient named Alice is recently diagnosed with gastric cancer. Surgical removal of the stomach (gastrectomy) is the only curative treatment. For many patients, chemotherapy and radiation therapy are given after surgery to improve the chances of curing. Alice entered a cancer-treatment center at her chosen hospital (e.g., hospital A in Figure.1). Alice has a general practitioner (Dean) who she regularly visits. Upon entering the hospital, Alice also sees an attending doctor (Bob) from the hospital. Alice’s health condition has caused some complications, so her attending doctor would like to seek expert opinions and consultation regarding Alice’s treatment from different hospitals (e.g., hospital B in Figure.1), including Alice’s specific general practitioner who is fully informed about Alice’s medical history. Note that the invited practitioners are specialized in different areas, where some are specialists and others are general practitioners. In such group consultation, every participant needs to obtain the medical records they request based on the health insurance portability and accountability act (HIPAA) [13] minimal disclosure principle.

Furthermore, the consultation results, such as diagnosis and treatment suggestions, should be signed and certified by this group of specialists and practitioners. The medical certificate with their signatures is sent to Alice.

In this case, the act of managing the collaborative work must be clearly defined. By default, only the main practitioner (Dean) should be aware of the patient’s personal information. The three other medical practitioners with supporting roles are given information based on their contributing roles (need-to-know principle) [14]. For instance, if the supporting party is included solely for consultation purposes concerning the disease, only information essential for diagnosis is provided. It is not necessary to allow perusal of personal information related to the patient. In this way, improper access to the patient’s sensitive information can be prevented.

Hospital personnel roles are often simplistically split into medical practitioners, nurses and administrators [15], [16]. However, in [17] (paper by one of us), we further categorized personnel roles into a total of nine roles per group, which are classified into main, action, strategic and management roles, as shown in Figure. 3.
The workflow of every healthcare practitioner is as follows:

1) The general practitioner (Dean) serves as the group manager. He is responsible for initiating the work (treatment of Alice’s case) and choosing the practitioners (group of doctors) who may be required to attend Alice’s consultation and treatment. Moreover, the general practitioner must revoke the group upon completion of the patient’s diagnosis consultation.

2) Bob helps Dean with the operational part of the case. Operation refers to a series of responsibilities that entail interaction with the patient. Bob needs to see Alice on a face-to-face basis to perform various tasks that are related to her recovery. In this respect, there is a need for Bob to know personal and medical information about Alice to perform his duty effectively.

3) Cara has more of a strategy role. She is responsible for helping Dean solve the medical case. There is no need for Cara to meet Alice personally on a day-to-day basis. In fact, Cara is only required to analyze the medical situation and suggest a possible solution. Cara’s strategic role within the team implies a rather clear indication of the access that she needs. Since Cara is predominantly preoccupied with diagnosing the disease, there is no urgent need for her to know the patient’s personal information. As such, she is only given access to the patient’s medical information as per her strategic team role.

4) With the increasing number of physicians working on Alice’s case, their interaction can become more complex. For instance, if there exists a competition between conflicting diagnoses given by Bob and Cara, which would gain priority? This is where Alex comes in. He contributes to the team by coordinating the interaction of the other members by taking on the team management role. To work effectively, Alex does not really need to know the patient’s personal information. However, he must be aware of the patient’s medical information to enable coordination.

In addition, Alice may have some historical health information (e.g., mental illness or sexual issues, etc.), to which the group (or some of the group) of specialists and practitioners do not have to have access. We assume that each resource (EHR files) in the system are divided into type, mainly shareable and non-shareable during the collaborative work. The collaborative resources required for work are enumerated in table form as proposed by Abomhara in [17]. Each shared resource is tied to the set of collaborative roles or team roles that can access it. In effect, the selected roles will determine the extent of collaborative access.

C. Security requirements

Some of the requirements of a well-designed attribute-based authentication system were presented by Yang [18], [19]. According to our usage scenario, the system should fulfill the following requirements:

- **Confidentiality**: Unauthorized users who do not possess enough attribute satisfying the authorization policy should be prevented from reading EHR documents.

- **Minimum attributes leakage**: To be authenticated, healthcare provider only need to provide required attributes rather than the whole package of attributes it possesses.

- **Signature**: The final medical report of Alice’s treatment should be signed by appropriate practitioners using digital signatures. Alice should be able to verify the authenticity of the consultation results through the practitioner’s digital signature. Note that the practitioner’s digital signature can be opened (reveal the practitioner’s identity) depending on the requirements. In some cases, practitioners do not want to reveal their identities when participating in group treatment.

- **Unforgeability**: An adversary who does not belong to the group should not be able to impersonate a group member and forge a valid signature to get authenticated.

- **Coalition resistance**: Group members should not be able to pile up their attributes to forge a signature to help a member to get authenticated.

III. PROPOSED SCHEME

In this section, the system setup and security analysis are presented.

A. System setup

System setup, including key generation, distribution and revocation are explained in this subsection. As mentioned before (Section II-A), the trusted authority is responsible for users’ key and attribute key generation. For each user in the system, the trusted authority will generate a unique user key that represents the user’s identity information and will be used to trace users’ identities if necessary. The proposed scheme is based on bilinear mapping [20], [21].

**Definition 1**: [Bilinear Mapping] [22] Let \( G_1, G_2 \) and \( G_3 \) be cyclic groups of prime order \( p \), with \( g_1 \in G_1 \) and \( g_2 \in G_2 \) as the generators. \( e \) is an efficient bilinear map if the following two properties hold.

1) Bi-linearity: equation \( e(g_1^a, g_2^b) = e(g_1, g_2)^{ab} \) holds for any \( a, b \in \mathbb{Z}_p^* \).

2) Non-degenerate: \( e(g_1, g_2) \neq 1_{G_3} \), where \( 1_{G_3} \) is the unit of \( G_3 \).

Firstly, the proposed ABA scheme needs to set up the system, which is considered as a preparation for the phase of signature generation, verification and opening. During system setup, the system main parameters, such as main public and private keys set will be generated by the trusted authority. Based on the main private and public keys set, the trust authority will generate system attribute keys and users’ keys. More importantly, the trusted authority will authorize Dean the power to generate attribute keys for group members. This is how Dean gains the control over the group.

Assume \( k_0 \) is the system security parameter. \( G_1, G_2 \) are two multiplicative groups of prime order \( p \) with \( g_1 \in G_1 \) and \( g_2 \in G_2 \) as their generators. Let \( e : G_1 \times G_1 \rightarrow G_2 \) be a bilinear mapping. Select \( h \in G_1, \ell_1, \ell_2 \in \mathbb{Z}_p^* \), where \( \mathbb{Z}_p^* = \{ a \in \mathbb{Z}_p \mid \gcd(a, p) = 1 \} \) is a multiplicative group modulo a big prime number \( p \). Set \( u, v \in G_1 \) such that \( u^{\ell_1} = v^{\ell_2} = h \). Select \( \alpha_0, \beta_0 \in \mathbb{Z}_p^* \) as the top secret and compute \( w_0 = g_1^{\alpha_0}, f_0 = g_2^{1/\beta_0} \) and \( h_0 = g_1^{\beta_0} \). The public key set of the trusted authority
is denoted by $MPK = \langle G_1, G_2, g_1, g_2, h, u, v, f_0, h_0, w_0 \rangle$ and the private key set is $MSK = \langle x_0, \beta_0, \xi_1, \xi_2 \rangle$, where the pair $\langle x_1, x_2 \rangle$ is handed to the opener as its tracing key $tk$.

Then the system setup proceeds as follows.

1) **Dean authorization**: Dean described in our usage scenario can be considered as an attribute domain authority in the scheme proposed in [23]. To authorize Dean, first, the trusted authority selects a secret $x_d \in Z_p^*$ and computes $A_d = g_1^{{(x_0+x_d)}/\beta_0}$ and $w_d = g_2^{x_0^2}$. The pair $DSK = \langle A_d, x_d \rangle$ is the Dean's private key and $A_d$ should be registered in the opener's database for identity tracing. $DPK = \langle w_d \rangle$ as the Dean's public key.

2) **User key generation**: All users in the system should register themselves and obtain their users’ keys from the trusted authority. Assume there are $N$ users in the EHRs usage case. To generate the secret key of user $U_i$ $(1 \leq i \leq N)$, the trusted authority randomly selects $x_i \in Z_p^*$ and computes $A_i = g_1^{(x_0+x_i)/\beta_0}$, $bsk_i = \langle A_i, x_i \rangle$ is $U_i$'s secret key base and $A_i$ should be handed to the opener.

3) **Attribute key assignment**: Assume the attribute set owned by all members in the EHRs usage case is denoted by $\Psi = \{att_1, \ldots, att_{N_a}\}$ ($N_a = |\Psi|$). To generate a pair of private and public attribute key for an attribute $att \in \Psi$ $(1 \leq j \leq N_a)$, the trusted authority randomly selects $t_j \in Z_p^*$ as its private attribute key and computes $apk_j = g_1^{t_j^2}$ as its public attribute key.

4) **Attribute key authorization**: The trusted authority authorizes attribute keys to Dean. For attribute $att_j$, the trusted authority selects $r_j \in Z_p^*$ and computes $T_{d,j} = g_1^{(x_0+x_d)/\beta_0}H(att_j t_j + r_j)$ and $apk_d = r_j$ as Dean's private and public attribute keys for attribute $att_j$ respectively.

5) **User attribute key generation**: To be active in the EHRs usage case described above, each member should gain their attribute keys from Dean. Assume the attribute set possessed by user $U_i$ is denoted by $\Psi_i = \{att_{i1}, \ldots, att_{iN_i}\}$. Assume attribute $att_{ik}$ $(1 \leq k \leq N_i)$ corresponds to $att_{ij} \in \Psi$. For simplicity, we will use $att_{ij}$ to represent $att_{ik}$ instead. To generate a private attribute key of $att_{ij}$ $(1 \leq k \leq N_i)$ for $U_i$, Dean interacts with $U_i$ and computes $T_{i,k} = f_{0,i}^0; T_{d,j} = g_1^{(x_0+x_d+x_i)/\beta_0}H(att_j t_j + r_j)$ as $U_i$'s private attribute key for attribute $att_{ij}$.

All these attribute keys are only active during the period of a specific workload. When this workload is finished, all attribute keys of users in this group should be revoked. This requirement can be realized by combining these attribute keys with a timing token. Thus, these attribute keys are only valid during this fixed time period.

B. **Signature generation, verification and opening**

After the system setup, all entities in the group of the EHRs usage case have obtained their users’ keys and attribute keys for authentication. As described before, each medical file is bound with access policies represented by a combination of attributes. More specially, this combination of attributes is represented by an attribute tree [18]. An attribute tree is a tree structure that represents the logical relations among required attributes, based on which a user generates a signature as a proof of possessing the required attributes.

The user can only be authenticated when the signature is valid. However, it is also possible that the user’s access request is rejected even though the signature is valid because of other factors, such as system time, locations and so on.

Assume that $U_i$ is a user to the authenticated, $V$ is the verifier and $f$ is the file that $U_i$ wants to access. The verifier here can be the access system or another entity that is responsible for users’ authentication. It depends on the specific enforcement of the system. The authentication phase proceeds as follows:

1) **($U_i$) access request sending**: $U_i$ sends a request to the verifier $V$ wants to access file $f$.

2) **(V) attribute requirement embedding**: In this step, the verifier embeds a secret key $K_s$ and the attribute requirements in an attribute tree and sends related parameters to $U_i$. The details are as follows: Once $V$ receives the access request, it retrieves the access policy related to the requested access and file $f$. Next, $V$ will generate an attribute tree $\Gamma$ with root value $\alpha_r \in Z_p^*$ for root $r$ to represent the access requirement as described in [18]. The same as in [23], we use $g_{\text{Node}(\Gamma)}$ to denote the polynomial bound to an interior node $Node$. For a leaf node $y$ whose parent is interior node $Node$, $g_y(0)$ is computed by $q_{\text{Node}(\Gamma)}$. Thereafter, the verifier computes

$$K_s = (e(f_0, w_0)e(g_1, w_d))^{\alpha_r} = e(g_1, g_1)^{(x_0+x_d)/\beta_0}.$$ Let $L(\Gamma)$ be the leaf node set of the attribute tree $\Gamma$. $V$ computes $\forall y \in L(\Gamma), C_y = g_1^{q_y(0)}$ and $C_y' = H(y)^{q_y(0)}$ and sends $\{\Gamma, g_1^{\alpha_r}, \forall y \in L(\Gamma) : C_y, C_y'\}$ to $U_i$.

3) **($U_i$) signature generation**: In this step, $U_i$ recovers the embedded secret key $K_s$ as $K_s$ first if it owns all the required attributes. Next it generates a signature as a proof that it possesses the required attributes and to provide traceability, which means that an opener can trace the identity information of $U_i$ given this signature.

The details are as follows. Assume $U_i$ possesses all the required attributes represented by attribute tree $\Gamma$ and $att_{ik}$ owned by $U_i$ is the attribute related to leaf node $y$ in attribute tree $\Gamma$. After $U_i$ receives the message from $V$, it computes

$$\text{DecryptNode}(T_{i,k}, C_y, C_y', y) = e(T_{i,k}, C_y') = e(\text{apk}_j, C_y') = e(g_1, g_1)^{(x_0+x_d+x_i)/\beta_0}.$$ If $x$ is an interior node, DecryptNode$(T_{k,j}, C_y, C_y', y)$ proceeds as follows: for all $x'$ children $z$, DecryptNode$(T_{k,j}, C_y, C_y', y)$ is called and the output is stored as $F_z$. Assume $S_x$ is the subset of all $x'$ children $z$ and $\text{ind}(x)$ is the index of node $x$. We
define
\[ \Delta_{S_x,\text{ind}(z)} = \prod_{l \in \{S_x - \text{ind}(x)\}} \frac{l}{\text{ind}(z) - l}. \]

Then we have
\[ F_x = \prod_{z \in S_x} F^q(x_0) \Delta_{S_x,\text{ind}(z)} \]
\[ = \prod_{z \in S_x} (e(g_1, g_1)(x_0 + x_0 + x_1)) g_{\text{par}(z)}(\text{ind}(z))/\beta_0) \Delta_{S_x,\text{ind}(z)} \]
\[ = e(g_1, g_1)(x_0 + x_0 + x_1)/\beta_0. \]

Next \( U_i \) computes
\[ K_x = F_x/e(g_1, g_1)^{x_0+x_0+x_1}/\beta_0 = K_v. \]

Until here, \( U_i \) has successfully recovered the embedded secret key \( K_x \) as \( K_v \). In the following, \( U_i \) generate a signature to provide traceability.

The signer randomly selects \( \zeta, \alpha, \beta, \gamma, r_\gamma, r_\alpha, r_\beta, r_x, r_\delta, r_\delta \in \mathbb{Z}_p \) and calculates
\[ C_1 = u^\zeta, C_2 = v^\beta, C_3 = A_i h^{\zeta+\beta}, \]
\[ \delta_1 = x_1 \zeta, \delta_2 = x_1 \beta, \]
\[ R_1 = u^\zeta, R_2 = v^\beta, R_4 = C_1^r u^{-r_\gamma}, R_5 = C_2^r v^{-r_\gamma}, \]
\[ R_3 = e(C_3, g_1)^{r_\gamma} e(h, w_d)^{r_\gamma-r_\alpha} e(h, g_1)^{-r_\gamma-r_\alpha}. \]

Finally, the signer sends the signature \( \sigma = \langle M, C_1, C_2, C_3, \zeta, \alpha, \beta, r_\gamma, r_\alpha, r_\beta, r_x, r_\delta, r_\delta \rangle \) to the verifier.

4) **(V) signature verification**: \( V \) computes
\[ R_1' = u^{s_\gamma} C_1^{-c}, R_2' = v^{s_\gamma} C_2^{-c}, R_4' = u^{-s_\gamma} C_1^{s_\gamma}, R_5' = v^{-s_\gamma} C_2^{s_\gamma}, \]
\[ R_3' = e(C_3, g_1)^{s_\gamma} e(h, w_d)^{-s_\gamma-s_\alpha} e(h, g_1)^{-s_\gamma-s_\beta} (e(C_3, w_d)/e(g_1, g_1))^c. \]

and \( c' = H_K(M, C_1, C_2, C_3, R_1', R_2', R_3', R_4', R_5'). \) If \( c' \) equals to \( c \) then \( V \) has received from \( U_i \). \( V \) believes that \( U_i \) owns the required attributes and the authentication succeeds.

5) **(The opener) signature opening**: The opener computes \( A_i = C_3/(C_1^{s_\gamma} C_2^{s_\gamma}) \), where \( A_i \) was registered in the opener’s database as \( U_i \)’s identity information during system setup.

C. Group operations

As described in Section II-B, Bob needs to read patients’ personal and medical information, but Cara only needs to have access to patients’ medical records. To achieve this goal, we first express these access policies based on attributes. When group members want to access the documents, they generate a signature based on the required attributes defined in the access policies. If their signature is valid, we believe that they satisfy the access policies and will be granted with the required access.

In addition, Dean needs to revoke this temporary group and the privileges granted to group members during this workload. There are two possible solutions. The first solution is to combine all keys generated for this temporary workload with a time token, but it requires a precise estimation about the time period how long this task will last. If the time period is too short, all keys will be revoked before the task is finished and the system has to be set up again. To the contrary, if the time period is too long, group members will still be able to access to patients’ documents after the task is completed, which may cause security and privacy problems. The second solution is too add the temporary attribute public keys in a revocation list. Before signature verification, the verifier first checks whether the related attribute public keys are valid. If not, the verifier will abort the signature verification, and group members will not gain additional access privileges when the temporary task finishes.

D. Security requirement analysis

Since our proposed model is a specific application of the general attribute-based HABA scheme from [23], it follows the same correctness and security requirements of the attribute-based HABA scheme. Hence we can draw the conclusion that the ABGA scheme proposed in this paper is correct. Meanwhile, it also provides anonymity and traceability. From the description from [23], we know that once an ABA scheme is fully anonymous and traceable, it also provides the security requirement of unlinkability, unforgeability and coalition resistance. These three security requirements are provided by the ABA scheme proposed in Section III.

- **Unlinkability**: Only the group manager (Dean) has the capability of revoking and discover the signers identity. This ensures that an adversary cannot trace any member of the team because he or she unable to establish linkage between identities and attribute sets.

- **Unforgeability**: To get an access to EHRs, any member of the team must gain an attribute key from the team manager. Without this key, he or she will not be able to access EHRs. Therefore, an adversary cannot impersonate a group member unless he or she was assigned by the group manager.

- **Coalition resistance**: As mentioned earlier, users in the group cannot pile up their attributes to generate a signature. Therefore, they cannot conclude and cheat the system to get authenticated if a single user does not possess the required attributes.

IV. Conclusions and Further Work

In this work, an authorization scheme was proposed for collaborative healthcare system to address the problem of information sharing and information security. The proposed scheme provides an efficient solution to security challenges related to authorization. The security analysis has showed that our proposed scheme is unforgeable, coalition resistant, and traceable.

In the future, the plan is to develop and prototype the functionality to be implemented as well as evaluate the validity of
the scheme based on its efficiency and practicality. Efficiency is the scheme’s performance in terms of resource consumption, e.g., time and computational capability. Practicality denotes the possible difficulties in managing the model during actual implementation. The motivation behind studying the issue of efficiency and practicality is to simplify decentralized administrative tasks, and enhance the practicability of authorization in dynamic collaboration environments. It is very important to design system to not only ensure shared information confidentiality but also to avoid administration and management complexity.

EU countries are seeking new ways to modernize and transform their healthcare systems using information and communications technology in order to provide EU citizens (patients) with safe and high quality treatment in any European Union country [24], [25] (EU directive 2011/24/EU framework on cross-border health care collaboration in the EU [26], [27], [28]). The proposed scheme will be further investigated towards cross-border healthcare collaboration. The plan is to evaluate the validity of the scheme to provide solutions to improve healthcare quality, provide access to a high-quality healthcare system to all EU citizens around Europe, and support close cooperation between healthcare professionals and care providers from different organization.
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Abstract—By proposing a new approach to fuzzy decision making, we try to support the medical decision, concerning recommendations for the treatment with hyperbaric oxygen (HBO). This treatment can be used for patients, suffering from necrotizing fasciitis. Due to the disease rarity, it sometimes is difficult for a physician to determine, if a single patient needs the treatment with HBO. We thus identify the decision with a linguistic variable, equipped with recommendation levels. The choice of the appropriate level is based on values of clinical symptoms, found in the patient. To extract the optimal recommendation level for the treatment with HBO, we involve fuzzy set techniques in the decision model. In the paper, we mainly concentrate on designs of fuzzy sets, standing for clinical symptoms and recommendation levels. The levels act as the outcomes, dependent on the cumulative input of the patient's clinical markers. Since the focus is laid on a parametric structure of the outcomes, then we can categorize the model as a robust approach to algorithmic modeling of outcomes, being part of eHealth data records.
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I. INTRODUCTION

Necrotizing fasciitis (NF) is a rare, but deadly soft tissue infection. The disease is known from Hippocratic times, but has been newly rediscovered in modern times as an “infection with flesh eating bacteria” by Jones in 1871 [1]. More specifically, the illness was described in 1952 by Wilson [2], who also renamed these types of infections as necrotizing fasciitis. The NF group contains various types of infections, usually treated with antibiotics and surgery [3]. In some cases, the treatment with hyperbaric oxygen (HBO) is the adjunct of treatments, mentioned above [4]. Blekinge County City Hospital in Karlskrona, Sweden, has the possibility of providing HBO. Therefore, we serve the treatment to NF patients, who live in the south-eastern part of Sweden.

From the clinical point of view, we want to know, if the patient has a good prognosis of recovery without recommendations for the specialized treatment with HBO or he/she needs the HBO supplement.

To make this prognosis, a physician has to rely on his experience. Nevertheless, the number of patients is not so large, which makes difficult to solve routinely the problems of HBO dosing.

Therefore, we initialize the mathematical model of fuzzy decision making, which considers only one decision (indications of treating the patient with HBO).

From our design, we have excluded a utility matrix, which constitutes the main part in most of fuzzy decision making models [5]-[9]. The entries of the matrix are stated as numerical or verbal utilities, assigned to pairs (decision, state). When using the utility matrix, shown in Section II, the researchers developed different decision methods, like, e.g., unequal objectives or minimization of regret in order to extract an optimal decision [10][11].

The theoretical designs of fuzzy decision making [5]-[11] were benefited in practical applications like, e.g., medical decisions [12], making decisions in nutrition [13] or making decisions in stock market [14].

The authors applied fuzzy decision making with the utility matrix to select the most efficacious treatment having an effect on a collection of clinical symptoms. In our proposals, the pair (decision, state) was interpreted as (treatment, symptom) [15]-[17]. The results of determining the optimal decision-treatment had a general nature, and were not adapted to the health state of a single patient.

The decision, concerning the treatment with HBO, is differentiated in recommendation levels. These create a scale of hints, telling us, if the health condition of the patient agrees with the decision of giving HBO to him/her or not. For one decision “treatment with HBO”, we arrange a verbal recommendation range of stages in two families of terms, namely, “stages of non-indication” versus “stages of indication”. The conversion of these terms in two families of fuzzy sets with parametric membership functions is planned as a substantial contribution in the model proposed. The procedure of establishing two common formulas of parametric membership functions of fuzzy sets, representing “stages of non-indication” and “stages of indication”, should prevent us from determining the boundary values of fuzzy sets in an intuitive manner. Another task to fulfill will concern the introduction of fuzzy sets, assigned to symptoms. By cumulating the symptoms intensities, we wish to find the patient’s clinical characteristics. To accept the most convincing recommendation for HBO dosing, the cumulated
characteristics of the patient will be tested in all decision levels.

We recall the classical fuzzy decision making model with the utility matrix in Section II. Our proposition of the one-decision model is sketched in Section III. Section IV contains the descriptions of constructions of clinical entry data. The structure of fuzzified outcomes will be engineered in Section V. The case study, referring to the treatment with HBO, will be tested in Section VI. We will formulate some concluding remarks in Section VII.

II. THE MODEL OF FUZZY DECISION MAKING WITH THE UTILITY MATRIX

Let us recall the definition of a fuzzy set.

If $X$ is a collection of objects denoted generically by $x$, then the fuzzy set $A$ in $X$ is a set of ordered pairs $A = \{(x, \mu_A(x)) : x \in X\}$, where $\mu_A(x) \in [0,1]$ [18].

Each element $x$ gets a membership degree $\mu_A(x)$, which expresses the strength of the relationship between $x$ and $A$. Membership degrees, equal to 1, inform about the total relation between the element and the set. The function $\mu_A : X \to [0,1]$, is called “the membership function” of $A$.

In classical fuzzy decision making, we introduce the notions of a space of states (e.g., symptoms) $X = \{x_1, \ldots, x_n\}$ and a decision space (e.g., treatments) $D = \{d_1, \ldots, d_d\}$. The utility matrix $U$, given by

$$U = \begin{bmatrix} x_1 & \cdots & x_n \\ d_1 & u_{11} & \cdots & u_{1n} \\ \vdots & \ddots & \ddots & \vdots \\ d_d & u_{d1} & \cdots & u_{dn} \end{bmatrix},$$

has the entries $u_{bj}, b = 1, \ldots, d, j = 1, \ldots, n$ [5]-[9]. Each $u_{bj}$ is the fuzzy utility of applying decision $d_b$ to state $x_j$. In most of applications, $u_{bj}$ are evaluated intuitively as values belonging to interval $[0,1]$, e.g., utility of $(d_1, x_1) = 0.7$. Some users prefer determining the utilities as fuzzy sets, e.g., utility of $(d_1, x_1)$ = “large”.

The aggregated utility $U_{d_b}$ of $d_b$ was estimated as

$$U_{d_b} = \sum_{j=1}^{n} u_{bj}$$

in the early trials of adapting fuzzy decision making to practical solutions.

The operation $\max(U_{d_1}, \ldots, U_{d_d})$ allowed selecting the optimal $d_b$, satisfying the maximum criterion. Later on, utilities $U_{d_b}$ have been calculated with a more complicated precision.

III. THE OUTLINE OF FUZZY ONE-DECISION MAKING

Before discussing our conception of fuzzy decision making, let us add other useful definitions.

The support of a fuzzy set $A$, supp$(A)$, is not a fuzzy set (it is a crisp set) of all $x \in X$, such that $\mu_A(x) > 0$ [18].

The $\alpha$-cut of a fuzzy set $A, A_\alpha$, is a non-fuzzy set of all $x \in X$ such that $\mu_A(x) \geq \alpha$ [18].

The Euclidean distance $d(P_1, P_2)$ between points $P_1 = (x_1, \mu(x_1))$ and $P_2 = (x_2, \mu(x_2))$, in the two dimensional system with $x$- and $\mu(x)$-axes, is estimated as $d(P_1, P_2) = \sqrt{(x_2 - x_1)^2 + (\mu(x_2) - \mu(x_1))^2}$.

In the current trial of fuzzy decision making, we suppose that set $D = \{d\}$ consists of only one decision, i.e., the treatment with HBO. Decision $d$, made for patient $P_i, i = 1, \ldots, p$, is constructed as a linguistic variable, whose verbal values are term-sets $L_i, i = 1, \ldots, m$. These terms are edited as recommendation levels of the treatment with HBO. The levels are defined to the most contraindicated to the most advised by a physician.

We still keep the set of symptoms $X = \{x_1, \ldots, x_n\}$.

For patient $P_i, i = 1, \ldots, p$, we need to sample the characteristics $s_i$ informing about presence or absence of symptoms $X_j, j = 1, \ldots, n$, in the patient. Symptoms $X_j$ are typical of necrotizing fasciitis. We test the behavior of $s_i$ on all levels $L_j = 1, \ldots, m$. These terms are edited as recommendation levels of the treatment with HBO. The levels are defined to the most contraindicated to the most advised by a physician.

Let us suppose that each clinical marker $X_j, j = 1, \ldots, n$, is replaced by a fuzzy set, also named $X_j$. If a marker value $x_{ij}$ for symptom $X_j$ is found in $P_i$, then the membership degree $\mu_{X_j}(x_{ij})$ will be assigned to $x_{ij}$. The way of designing membership functions $\mu_{X_j}: X_j \to [0,1]$ will be evolved in Section IV.

The importance weights $w_j$ of symptoms $X_j$ are added to the formula of $s_i$ to emphasize $X_j$’s harmful influence on the disease course. Due to the professional experience, the physician suggests the placement of $X_j$ in the sequence $X_1 \to \ldots \to X_n$, where “$\to$” means “$X_j$ emerges more dangerous impact on the patient health state than $X_h, j, h = 1, \ldots, n$”. We state $w_1 > \ldots > w_n$ and want $\sum_{j=1}^{n} w_j = 1$.

The collected patient characteristics $s_i$, the numerical knowledge about the symptoms, made via all $x_{ij}$ and $w_j$, will be derivied for patient $P_i$ as

$$s_i = \sum_{j=1}^{n} \mu_{X_j}(x_{ij}) \cdot w_j, \quad i = 1, \ldots, p.$$

We note that the minimal value of $s_i$ is 0 since, for all minimal $\mu_{X_j}(x_{ij}) = 0$, we obtain $s_i = \sum_{j=1}^{n} 0 \cdot w_j = 0, \quad i = 1, \ldots, p$.

The maximal value of $s_i$ will reach 1 if, for all maximal $\mu_{X_j}(x_{ij}) = 1, s_i = \sum_{j=1}^{n} 1 \cdot w_j = 1 \cdot \sum_{j=1}^{n} w_j = 1 \cdot 1 = 1, \quad i = 1, \ldots, p$.

Hence, $s_i \in [0,1], i = 1, \ldots, p$.

The term-sets $L_i = 1, \ldots, m$, are designed as a collection of fuzzy sets, assisting recommendation levels of decision $d$.

Sets $L_i$ have their supports allocated in a common non-fuzzy reference set $L = \{0, 1\}$ in compliance with the domain of $s_i$ $(s_i \in [0,1])$. 
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We prove the action of $s_i$, found in $P_i$, in each $L_l$ by computing $\mu_{L_l}(s_i)$, $l = 1, \ldots, m$. We adopt the optimal decision level $L_l$ of $d$ as level $L^*$, satisfying the condition

$$\mu_{L^*}(s_i) = \max_{l \in \{1, \ldots, m\}} \mu_{L_l}(s_i).$$

Equation 2 shows the decision process for patient $P_i$ as a procedure

$$\begin{align*}
\mu_{X_j}(x_{i,j}) \cdot w_j & \rightarrow s_j = \sum_{j=1}^g \mu_{X_j}(x_{i,j}) \cdot w_j \rightarrow \mu_{L_l}(s_i) \\
\mu_{X_j}(x_{i,j}) \cdot w_n & \rightarrow \mu_{L_m}(s_i)
\end{align*}$$

$$\rightarrow d = L^*$$ for which $\mu_{L^*}(s_i) = \max_{l \in \{1, \ldots, m\}} \mu_{L_l}(s_i)$.

We emphasize that the decision level, selected for $P_i$, is patient-tailored.

In Section IV, we construct the entries of the model.

IV. THE CONSTRUCTION OF ENTRY DATA

Symptoms $X_j$ are recognized as quantitative and qualitative features. We assign fuzzy sets $X_j, j = 1, \ldots, n$, to both types. As the rising order of symptom values (real values or codes) is associated with the growing states of the disease threat then, as a consequence, the membership functions of $X_j$ will be constructed as ascending functions.

For the measurable symptoms $X_j$, taking values $x_{i,j}$ in interval $[\alpha, \gamma]$ continuously, we have prepared the membership function $\mu_{X_j}(x_{i,j})$ as a parametric $s$-function $s(x_{i,j}, \alpha, \beta, \gamma)$, yielded by \[18\]

$$\mu_{X_j}(x_{i,j}) = s(x_{i,j}, \alpha, \beta, \gamma) =
\begin{cases}
0 & \text{for } x_{i,j} \leq \alpha, \\
2\left(\frac{x_{i,j}-\alpha}{\beta-\alpha}\right)^2 & \text{for } \alpha < x_{i,j} \leq \beta, \\
1-2\left(\frac{x_{i,j}-\gamma}{\beta-\gamma}\right)^2 & \text{for } \beta < x_{i,j} \leq \gamma, \\
1 & \text{for } x_{i,j} > \gamma,
\end{cases}$$

(4)

where $\beta = \frac{\alpha + \gamma}{2}, j = 1, \ldots, n, i = 1, \ldots, p, x_{i,j} \in \text{supp}(X_j)$.

**Example 1**

Symptom “age” $X_2$ is a fuzzy set, constrained by the membership function $s(x_{i,2}, 18, 59, 100)$. For, e.g., $x_{i,2} = 76$, we estimate $\mu_{X_2}(76) = 1 - \frac{(76-100)^2}{(100-18)^2} = 0.828$ in accordance with the condition $59 < 76 < 100$.

We adopt the own procedure \[19\] to calculate the membership degrees for compound qualitative symptoms $X_j$, characterized by a list of codes $X_j = \{0, \ldots, k, \ldots, z\}$, where $k = 0, \ldots, z$, are non-negative integers. Let us assume that $z$ is an even integer. The codes $k$ mark alternative answers to a question, investigating the intensity of symptom $X_j$ in $P_i$. We suppose that answer 0 denies the presence of $X_j$, whereas value $z$ confirms $X_j$'s critical stage. Code value $\frac{z+k}{2}$ indicates the uncertain symptom status as “medium intensity”, “difficult to say”, and the like.

Let us first set up a function $g(k)$, which starts with $g(0) = -1$ and terminates with $g(z) = 1$. In general,

$$g(k) = g(0) + k \cdot \frac{g(z)-g(0)}{z} = -1 + k \cdot \frac{z}{2},$$

(5)

for $k = 0, \ldots, z$.

Interval $[-1, 1]$, containing discrete values $g(k)$, constitutes a support of fuzzy set $X_j$, assisting the compound qualitative symptom. In order to estimate membership degrees of $g(k)$, where $k = 0, \ldots, z$, we use, as the membership function of $X_j$, the function

$$\mu_{X_j}(g(k)) = s(g(k), -1, 0, 1) =
\begin{cases}
\frac{3}{2}g(k)^2 & \text{for } -1 \leq g(k) \leq 0, \\
1-\frac{3}{2}g(k)^2 & \text{for } 0 \leq g(k) \leq 1.
\end{cases}$$

(6)

After examining in detail the properties of (6), we note that: the lack of the symptom $g(0) = -1$ is characterized by membership 0, and the critical condition of the symptom $g(z) = 1$ is tied to membership 1. The value $\frac{g(0)+g(z)}{2} = -1 + 1 = 0$, assigned to an uncertain appearance of $X_j$, is furnished with membership 0.5. These features of (6) logically agree with medical expectations for symptoms coded.

**Example 2**

The levels of symptom “medical state” $S_i$ are coded as: “comfortable” = 0, “satisfactory” = 1, “stable” = 2, “critical but stable” = 3, and “critical” = 4. In accordance with (5), for $k = 0, \ldots, 4$, $g(0) = -1 + 0 \cdot \frac{4}{2} = -1$, $g(1) = -0.5$, $g(2) = 0$, $g(3) = 0.5$, and $g(4) = 1$. The membership degrees, found for $g(k), k = 0, \ldots, 4$, are, by (6), numbers:

$$\mu_{X_1}(g(0)) = 0, \mu_{X_1}(g(1)) = 0.125, \mu_{X_1}(g(2)) = 0.5, \mu_{X_1}(g(3)) = 0.875, \text{and } \mu_{X_1}(g(4)) = 1.$$
In the last part of Section IV, let us solve the problem of assigning the importance weights $w_j$ to symptoms $X_j$. By “importance” we mean the strength of $X_j$'s adverse and harmful power in the running process of the illness diagnosed. We bring into light another own mathematical algorithm, allowing the estimation of weights [19].

Generally, if we consider $n$ symptoms $X_j$ to find importance weights for them, we will wish to arrange them in the sequence $X_1 \succ \ldots \succ X_n$ in accordance with the expert's opinion. We want the sum of all weights $w_j$, assisting $X_j$, $j = 1, \ldots, n$, to be 1. Therefore,

$$n \cdot r + (n-1) \cdot r + \ldots + 2 \cdot r + 1 \cdot r = 1$$

(7)

where $r$ is a quotient dependent on $n$.

Further,

$$w_j = (n - j + 1) \cdot r$$

(8)

for $j = 1, \ldots, n$.

Example 3

The decisive symptoms for the recognition of necrotizing fasciitis are listed in the importance order, decided by the physician, as “medical state” $X_1 \succ$ “age” $X_2 \succ$ “risk factors” $X_3 \succ$ “crp” $X_4 \succ$ “wbc” $X_5 \succ$ “temperature” $X_6$. The abbreviation “crp” stands for C-reactive proteins and “wbc” – for white blood cells. In conformity with (7), equation $6r + 5r + 4r + 3r + 2r + r = 1$ provides $r = 0.0476$. After employing (8), we receive, in turn for $j = 1, \ldots, 6$, the weights: $w_1 = (6-1+1) \cdot 0.0476 = 0.2856$, $w_2 = 0.238$, $w_3 = 0.1904$, $w_4 = 0.1428$, $w_5 = 0.0952$, and $w_6 = 0.0476$.

V. THE STRUCTURE OF FUZZIFIED OUTCOMES

As (3) recommends, we should now generate a sample of output recommendation fuzzy levels $L_i$ of decision $d$, $i = 1, \ldots, m$. The supports of $L_i$ cover parts of $[0, 1]$, as proved in Section III ($s_i \in [0, 1]$). To calculate the membership degrees of signal $s_i$ in $L_i$, $i = 1, \ldots, m$, we need to derive a formula of the membership function of each $L_i$. The largest value $\mu_{L_i}(s_i)$, $i = 1, \ldots, m$, points out the optimal recommendation level of decision $d$, advised for $P_i$.

Theoretically, $m$ can be either an even or an odd positive arbitrary integer. An own procedure [20], expanded in this paper, helps us to derive membership functions of $L_i$. These are dependent only on two parameters, namely, a number $m$ of term-sets in a list of decision $d$ and a width $E$ of the common reference set $L$, containing all supports of $L_i$.

In the medical problem discussed, $m$ is supposed to be the even number, as the differentiation of non-indication and indication levels of the HBO treatment is bipartite. Our intention is to derive two common formulas of membership functions of sets $L_i$, separated in two families. Then, we do not need to predetermine the boundary values of supports of fuzzy sets in an intuitive or a random way. By the way, it is important to emphasize that the procedure can be easily computerized.

Due to the definition of the $\alpha$-cut of a fuzzy set (introduced in Section III), we denote by $L_{\alpha,i}$ a set of $s_i \in L = [0, 1]$, for which $\mu_{L_i}(s_i) \geq \alpha$, $i = 1, \ldots, m$.

As a pattern of membership function of $L_i$, the $s$-function $s(s_i, \alpha_{L_i}, \beta_{L_i}, \gamma_{L_i}) = \mu_{L_i}(s_i)$ is arranged in accord with (4).

If we wish to narrow supports of fuzzy sets $L_i$, then we will modify $s(s_i, \alpha_{L_i}, \beta_{L_i}, \gamma_{L_i})$ as $s(s_i, \alpha_{L_i}, \beta_{L_i}, \gamma_{L_i}, \delta)$. Function $s(s_i, \alpha_{L_i}, \beta_{L_i}, \gamma_{L_i}, \delta)$ is expanded by

$$s(s_i, \alpha_{L_i} \cdot \delta, \beta_{L_i} \cdot \delta, \gamma_{L_i} \cdot \delta) =$$

$$\begin{cases}
0 & \text{for } s_i \leq \alpha_{L_i} \cdot \delta, \\
\frac{2}{\gamma_{L_i} - \alpha_{L_i}} - \left(\frac{\gamma_{L_i}}{\gamma_{L_i} - \alpha_{L_i}}\right)^2 & \text{for } \alpha_{L_i} \cdot \delta \leq s_i \leq \beta_{L_i} \cdot \delta, \\
1 - \frac{2}{\gamma_{L_i} - \alpha_{L_i}} - \left(\frac{\gamma_{L_i}}{\gamma_{L_i} - \alpha_{L_i}}\right)^2 & \text{for } \beta_{L_i} \cdot \delta \leq s_i \leq \gamma_{L_i} \cdot \delta, \\
1 & \text{for } s_i \geq \gamma_{L_i} \cdot \delta.
\end{cases}$$

(9)

Values $0 < \delta < 1$ have an effect of narrowing domains in (9). Value $\delta = 1$ allows returning to (4).

Theorem 1

Let us suppose that term-sets $L_i$, $i = 1, \ldots, m$, have supports included in the common non-fuzzy reference set $L$, where $\min(L) = 0$. Patient characteristics $s_i$ belongs to $L$ and the width of $L$ is $E$.

If $m$ is even, then we divide all fuzzy sets $L_i$ in two families. A family of “left” sets $L_1, \ldots, L_{\frac{m}{2}}$ contains $L_i$ sets, where $t = 1, \ldots, \frac{m}{2}$. A family of “right” sets $L_{\frac{m}{2}+1}, \ldots, L_m$ is composed of $L_{\frac{m}{2}+1\cdot t}, \ldots, L_m$ sets for $t = 1, \ldots, \frac{m}{2}$.

We assume that sets $L_{1,0.5}, L_{0.5,1}, L_{1,0.5}, L_{0.5,1}, \ldots, L_{0.5,0.5}$, $L_{t = 1, \ldots, \frac{m}{2}}$, and $L_{0.5,0.5}$, established by $\alpha$-cuts of $L_1, \ldots, L_{\frac{m}{2}}$ and $L_{\frac{m}{2}+1}, \ldots, L_m$ for $\alpha = 0.5$, have the same width. Suppose further that the membership functions of the last “left” set $L_{\frac{m}{2}}$ and the first “right” set $L_{\frac{m}{2}+1}$ have the intersection point on membership level 0.5. Hence, the common formulas for membership functions of $L_i$ in their families are given by
\[ \mu_{L_\alpha}(s_i) = \begin{cases} 
 1 & \text{for } s_i \leq \frac{(m-2)E}{2(m-1)} \delta(t), \\
 1 - 2 \left( \frac{s_i - \frac{(m-2)E}{2(m-1)}}{\frac{E}{2} - \delta(t)} \right)^2 & \text{for } \frac{(m-2)E}{2(m-1)} \delta(t) \leq s_i \leq \frac{E}{2} - \frac{E}{2} \delta(t), \\
 2 \left( \frac{s_i - \frac{mE}{2(m-1)}}{\frac{E}{2} - \delta(t)} \right)^2 & \text{for } \frac{E}{2} - \frac{E}{2} \delta(t) \leq s_i \leq \frac{mE}{2(m-1)} \delta(t), \\
 0 & \text{for } s_i \geq \frac{mE}{2(m-1)} \delta(t), 
\end{cases} \tag{10} \]

where \( \delta(t) = \frac{2}{m} \cdot t \), \( t = 1, \ldots, \frac{m}{2} \), for the “left” family and, for the “right” family,

\[ \mu_{L_\beta}(s_i) = \begin{cases} 
 0 & \text{for } s_i \leq \frac{E - \frac{mE}{2(m-1)}}{E} \varepsilon(t), \\
 2 \left( \frac{s_i - \frac{E - \frac{mE}{2(m-1)}}{E}}{E} \right)^2 & \text{for } E - \frac{mE}{2(m-1)} \varepsilon(t) \leq s_i \leq E - \frac{E}{2} \varepsilon(t), \\
 1 - 2 \left( \frac{s_i - \frac{E - \frac{(m-2)E}{2(m-1)}}{E}}{E} \right)^2 & \text{for } E - \frac{E}{2} \varepsilon(t) \leq s_i \leq E - \frac{(m-2)E}{2(m-1)} \varepsilon(t), \\
 0 & \text{for } s_i \geq E - \frac{(m-2)E}{2(m-1)} \varepsilon(t), 
\end{cases} \tag{11} \]

if \( \varepsilon(t) = 1 - \frac{2}{m} \cdot (t - 1) \), \( t = 1, \ldots, \frac{m}{2} \). The membership functions are derived on the basis of (4) and (9).

**Proof:**

We start with the assumption: \( L_{1,0.5}, L_{0.5} \cdot L_{1-t,0.5}, t = 2, \ldots, \frac{m}{2}, \frac{m}{2} - t, 0 \leq t \leq \frac{m}{2}, \) \( \frac{m}{2} - t, 0 \leq t \leq \frac{m}{2}, \) and \( L_{0.5} \cdot L_{1-t,0.5}, t = 1, \ldots, \frac{m-2}{2} \) have the same width. It results in making the partition of reference set \( L \) in \( m-1 \) subintervals with the same width equal to \( \frac{E}{m-1} \).

We estimate Euclidean distance between points \( (\frac{E}{2}, 1) \) and \( (\frac{E}{2}, 1) \) as \( \frac{E}{2} \cdot \frac{1}{m-1} \) (half a width of the middle subinterval lying along set \( L \)).

We compute

\[ a_{\frac{E}{2}} = \frac{E}{2} - \frac{E}{2} \cdot \frac{1}{m-1} = \frac{(m-2)E}{2(m-1)} \] \( \quad \) and \( \beta_{\frac{E}{2}} = \frac{E}{2} + \frac{E}{2} \cdot \frac{1}{m-1} = \frac{mE}{2(m-1)} \)

to assure that the membership function of \( L_{\alpha} \) intersects the membership function of \( L_{\beta} \) in point \( (\frac{E}{2}, 0.5) \).

If \( \beta_{\frac{E}{2}} = \frac{E}{2} \), then \( \mu_{L_\beta}(s_i) = 1 - \varepsilon(s_i, \frac{(m-2)E}{2(m-1)} \cdot \frac{E}{2}, \frac{mE}{2(m-1)}) \).

We employ (4) to get the membership function of \( L_{\alpha} \) as a formula

\[ \mu_{L_{\alpha}}(s_i) = \begin{cases} 
 0 & \text{for } s_i \leq \frac{(m-2)E}{2(m-1)} \delta(t), \\
 1 - 2 \left( \frac{s_i - \frac{(m-2)E}{2(m-1)}}{\frac{E}{2} - \delta(t)} \right)^2 & \text{for } \frac{(m-2)E}{2(m-1)} \delta(t) \leq s_i \leq \frac{E}{2} - \frac{E}{2} \delta(t), \\
 2 \left( \frac{s_i - \frac{mE}{2(m-1)}}{\frac{E}{2} - \delta(t)} \right)^2 & \text{for } \frac{E}{2} - \frac{E}{2} \delta(t) \leq s_i \leq \frac{mE}{2(m-1)} \delta(t), \\
 0 & \text{for } s_i \geq \frac{mE}{2(m-1)} \delta(t). 
\end{cases} \tag{12} \]

The “left” family of fuzzy sets from (10) will be generated, when we add function \( \delta(t) = \frac{2}{m} \cdot t \), \( t = 1, \ldots, \frac{m}{2} \), to (12) in accordance with (9).

The modifier \( \delta(t) \), \( 0 < \delta(t) \leq 1 \), is inserted in (12) to cause narrowing effects of supports of \( L_{\alpha} \), \( t = 1, \ldots, \frac{m}{2} \). Function \( \delta(t) \) reveals the properties: \( \delta(\frac{m}{2}) = 1 \) (no impact on the support of the last “left” set \( L_{\alpha} \)) and \( \delta(1) = \frac{1}{m/2} = \frac{m}{m} \) (the largest scale value 1 is divided by the number of left sets). If we suppose that \( \delta(t) = \alpha \cdot t \), then the solution of equation \( \alpha \cdot \frac{m}{2} = 1 \) will provide \( \alpha = \frac{2}{m} \). Hence, \( \delta(t) = \frac{2}{m} \cdot t \).

We now construct the membership function of the first right fuzzy set \( L_{\alpha, \frac{E}{2}} \) as a reverse membership function of \( L_{\alpha} \). We find

\[ \mu_{L_{\alpha, \frac{E}{2}}}(s_i) = \begin{cases} 
 0 & \text{for } s_i \leq \frac{E - \frac{mE}{2(m-1)}}{E}, \\
 2 \left( \frac{s_i - \frac{E - \frac{mE}{2(m-1)}}{E}}{E} \right)^2 & \text{for } E - \frac{mE}{2(m-1)} \leq s_i \leq E - \frac{E}{2}, \\
 1 - 2 \left( \frac{s_i - \frac{E - \frac{(m-2)E}{2(m-1)}}{E}}{E} \right)^2 & \text{for } E - \frac{E}{2} \leq s_i \leq E - \frac{(m-2)E}{2(m-1)}, \\
 0 & \text{for } s_i \geq E - \frac{(m-2)E}{2(m-1)}. 
\end{cases} \tag{13} \]

The membership functions of sets \( L_{\alpha, \frac{E}{2}}, \ldots, L_m \) are initialized after inserting a new modifier \( \varepsilon(t) = 1 - \frac{2}{m} \cdot (t - 1) \), \( t = 1, \ldots, \frac{m}{2} \), \( 0 < \varepsilon(t) \leq 1 \), in (13). The insertion matches the model provided by (9) and proves (11). For \( t = 1 \), we get \( \varepsilon(1) = 1 \),
while $t = \frac{m}{2}$ follows $\varepsilon(\frac{m}{2}) = \frac{1}{m/2} = \frac{2}{m}$. We derive $\varepsilon(t) = 1 - a(t) - (\frac{m}{2} - 1)$ to ensure the equality $\varepsilon(1) = 1$.

Equation $1 - a(t) - (\frac{m}{2} - 1) = \frac{2}{m}$ has solution $a = \frac{2}{m}$.

**Example 4**

The term list of decision $d$ = “recommendation for treating with HBO for patient $P_i$” is stated as $d = \{L_1 = \text{strong non-indication for treating with HBO}, L_2 = \text{moderate non-indication for treating with HBO}, L_3 = \text{moderate indication for treating with HBO}, L_4 = \text{strong indication for treating with HBO} \}$, $L_1$ and $L_2$ belong to the “left” family of fuzzy sets, whereas $L_3$ and $L_4$ build the “right” family of fuzzy sets. Sets $L_i$ have the supports included in interval $[0, 1]$, due to the statement $s_i \in [0, 1]$. For $m = 4$ and $E = 1$, we get

$$
\mu_{L_1}(s_i) = \begin{cases} 
1 & \text{for } 0 \leq s_i \leq 0.166, \\
1 - 2\left(\frac{s_i - 0.166}{0.166}\right)^2 & \text{for } 0.166 \leq s_i \leq 0.25, \\
2\left(\frac{s_i - 0.166}{0.166}\right)^2 & \text{for } 0.25 \leq s_i \leq 0.333, \\
0 & \text{for } s_i \geq 0.333, 
\end{cases} 
$$

and

$$
\mu_{L_2}(s_i) = \begin{cases} 
1 & \text{for } 0 \leq s_i \leq 0.333, \\
1 - 2\left(\frac{s_i - 0.333}{0.333}\right)^2 & \text{for } 0.333 \leq s_i \leq 0.5, \\
2\left(\frac{s_i - 0.333}{0.333}\right)^2 & \text{for } 0.5 \leq s_i \leq 0.666, \\
0 & \text{for } s_i \geq 0.666, 
\end{cases} 
$$

when setting $t = 1$ ($\delta(1) = 0.5$) and $t = 2$ ($\delta(2) = 1$) in (10), respectively.

The action of placing $t = 1$ ($\alpha(1) = 1$) and $t = 2$ ($\alpha(2) = 0.5$), in (11), yields

$$
\mu_{L_3}(s_i) = \begin{cases} 
0 & \text{for } 0 \leq s_i \leq 0.333, \\
2\left(\frac{s_i - 0.333}{0.333}\right)^2 & \text{for } 0.333 \leq s_i \leq 0.5, \\
1 - 2\left(\frac{s_i - 0.666}{0.333}\right)^2 & \text{for } 0.5 \leq s_i \leq 0.666, \\
1 & \text{for } s_i \geq 0.666, 
\end{cases} 
$$

and

$$
\mu_{L_4}(s_i) = \begin{cases} 
0 & \text{for } 0 \leq s_i \leq 0.667, \\
2\left(\frac{s_i - 0.667}{0.166}\right)^2 & \text{for } 0.667 \leq s_i \leq 0.75, \\
1 - 2\left(\frac{s_i - 0.833}{0.166}\right)^2 & \text{for } 0.75 \leq s_i \leq 0.833, \\
1 & \text{for } s_i \geq 0.833, 
\end{cases} 
$$

Fuzzy sets $L_1$-$L_4$ are sketched in Figure 1.

Section VI is devoted to tracking the theoretical proposal by a solution of the medical query, formulated as the recommendation of the treatment with HBO. The decision is made for a single patient.

VI. THE RECOMMENDATION FOR TREATING WITH HBO

It has already been mentioned in Section I that the mathematical apparatus, built in Sections III-V, will be applied to select either a non-indication level or an indication level of decision $d$.

The data, including the values of crucial clinical markers, have been sampled for 13 patients (12 men and 1 woman) treated in the Blekinge County City Hospital in Karlskrona, Sweden, between 2006 and 2010.

The clinical symptoms, essential in NF, have been introduced in Example 3. For quantitative symptoms we adapt (4) as follows:

$$
\mu_{X_1} = \text{age} (x_{1,2}) = s(x_{1,2}, 18, 59, 100), \\
\mu_{X_2} = \text{crp} (x_{1,4}) = s(x_{1,4}, 0, 250, 500), \\
\mu_{X_3} = \text{wbc} (x_{1,5}) = s(x_{1,5}, 0, 15, 30), \\
\mu_{X_4} = \text{temp} (x_{1,6}) = s(x_{1,6}, 36, 38, 541).
$$

In Example 2, we have already determined the membership degrees for the coded symptom $X_1 = \"medical state\"$ as:

$$
\mu_{X_1} (g(0)) = 0, \mu_{X_1} (g(1)) = 0.125, \mu_{X_1} (g(2)) = 0.5, \\
\mu_{X_1} (g(3)) = 0.875, \mu_{X_1} (g(4)) = 1. 
$$

We repeat the algorithm for symptom $X_3 = \"risk factors\"$, coded between 0 and 6, to find $g(0) = -1, g(1) = -0.666, g(2) = 0, g(3) = 0.333, g(4) = 0.666$ and $g(6) = 1$.

When applying $\mu_{X_3} = \text{risk factors} (g(k)) = s(g(k), -1, 0, 1), k = 0, \ldots, 6$, we list:

$$
\mu_{X_3} (g(0)) = 0, \mu_{X_3} (g(1)) = 0.056, \mu_{X_3} (g(2)) = 0.221, \\
$$
TABLE I. PATIENT SYMPTOM VALUES AND MEMBERSHIP DEGREES IN FUZZY SETS DESIGNED FOR SYMPTOMS $X_j$, $j = 1, \ldots, 6$

<table>
<thead>
<tr>
<th>$P_i$</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$X_4$</th>
<th>$X_5$</th>
<th>$X_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>0.13/1</td>
<td>0.06/2</td>
<td>0/0</td>
<td>0.83/3</td>
<td>0.52/15.3</td>
<td>0.36/2</td>
</tr>
<tr>
<td>$P_2$</td>
<td>0.36/2</td>
<td>0.83/6</td>
<td>0.5/3</td>
<td>0.56/26.7</td>
<td>0.49/14.9</td>
<td>0.39/38.2</td>
</tr>
<tr>
<td>$P_3$</td>
<td>0.88/3</td>
<td>0.30/50</td>
<td>0.06/1</td>
<td>0.43/33.2</td>
<td>0.22/10</td>
<td>0.14/7.3</td>
</tr>
<tr>
<td>$P_4$</td>
<td>0.5/2</td>
<td>0.66/66</td>
<td>0.2/2</td>
<td>0.7/105</td>
<td>0.94/28.2</td>
<td>0.29/37.9</td>
</tr>
<tr>
<td>$P_5$</td>
<td>0.88/3</td>
<td>0.75/71</td>
<td>0/0</td>
<td>0.29/189</td>
<td>0.99/27.8</td>
<td>0.14/37.3</td>
</tr>
<tr>
<td>$P_6$</td>
<td>0.5/2</td>
<td>0.45/57</td>
<td>0/0</td>
<td>0.64/281</td>
<td>0.53/15.5</td>
<td>0.42/38.3</td>
</tr>
<tr>
<td>$P_7$</td>
<td>1/4</td>
<td>0.29/49</td>
<td>0.06/1</td>
<td>0.85/563</td>
<td>0.76/19.5</td>
<td>0.03/36.6</td>
</tr>
<tr>
<td>$P_8$</td>
<td>0.88/3</td>
<td>0.89/81</td>
<td>0.53</td>
<td>0.91/394</td>
<td>0.36/12.7</td>
<td>0.20/37.6</td>
</tr>
<tr>
<td>$P_9$</td>
<td>1/4</td>
<td>0.48/58</td>
<td>1/6</td>
<td>0.94/413</td>
<td>0.68/18.1</td>
<td>0.32/38.5</td>
</tr>
<tr>
<td>$P_{10}$</td>
<td>0.88/3</td>
<td>0.45/57</td>
<td>0.06/1</td>
<td>0.46/246</td>
<td>0.02/3.1</td>
<td>0.35/8</td>
</tr>
<tr>
<td>$P_{11}$</td>
<td>0.52</td>
<td>0.52/60</td>
<td>0.2/2</td>
<td>0.06/58</td>
<td>0.62/16.9</td>
<td>0.28/36.5</td>
</tr>
<tr>
<td>$P_{12}$</td>
<td>0.88/3</td>
<td>0.73/70</td>
<td>0.78/4</td>
<td>0.92/403</td>
<td>0.99/28.5</td>
<td>0.32/38.5</td>
</tr>
<tr>
<td>$P_{13}$</td>
<td>1/4</td>
<td>0.88/80</td>
<td>0.22/2</td>
<td>0.05/76</td>
<td>0.73/18.9</td>
<td>0.98/40.5</td>
</tr>
</tbody>
</table>

$\mu_{X_1}(g(3)) = 0.5, \mu_{X_2}(g(4)) = 0.779, \mu_{X_3}(g(5)) = 0.944$, and $\mu_{X_4}(g(6)) = 1$.

TABLE II. THE COMPARISON OF FUZZY DECISIONS (UNDERLINED) TO DECISIONS MADE BY THE PHYSICIAN

<table>
<thead>
<tr>
<th>$P_i$</th>
<th>$s_i$</th>
<th>$\mu_{L_1}(s_i)$</th>
<th>$\mu_{L_2}(s_i)$</th>
<th>$\mu_{L_3}(s_i)$</th>
<th>$\mu_{L_4}(s_i)$</th>
<th>PD HBO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>0.217</td>
<td>0.81</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N</td>
</tr>
<tr>
<td>$P_2$</td>
<td>0.58</td>
<td>0</td>
<td>0.13</td>
<td>0.87</td>
<td>0</td>
<td>Y</td>
</tr>
<tr>
<td>$P_3$</td>
<td>0.42</td>
<td>0</td>
<td>0.86</td>
<td>0.14</td>
<td>0</td>
<td>N</td>
</tr>
<tr>
<td>$P_4$</td>
<td>0.558</td>
<td>0</td>
<td>0.25</td>
<td>0.75</td>
<td>0</td>
<td>Y</td>
</tr>
<tr>
<td>$P_5$</td>
<td>0.57</td>
<td>0</td>
<td>0.17</td>
<td>0.83</td>
<td>0</td>
<td>Y</td>
</tr>
<tr>
<td>$P_6$</td>
<td>0.41</td>
<td>0</td>
<td>0.89</td>
<td>0.11</td>
<td>0</td>
<td>N</td>
</tr>
<tr>
<td>$P_7$</td>
<td>0.56</td>
<td>0</td>
<td>0.21</td>
<td>0.29</td>
<td>0</td>
<td>Y</td>
</tr>
<tr>
<td>$P_8$</td>
<td>0.73</td>
<td>0</td>
<td>0</td>
<td>0.29</td>
<td>0</td>
<td>Y</td>
</tr>
<tr>
<td>$P_9$</td>
<td>0.80</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.93</td>
<td>Y</td>
</tr>
<tr>
<td>$P_{10}$</td>
<td>0.44</td>
<td>0</td>
<td>0.8</td>
<td>0.2</td>
<td>0</td>
<td>N</td>
</tr>
<tr>
<td>$P_{11}$</td>
<td>0.39</td>
<td>0</td>
<td>0.94</td>
<td>0.06</td>
<td>0</td>
<td>N</td>
</tr>
<tr>
<td>$P_{12}$</td>
<td>0.81</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.97</td>
<td>Y</td>
</tr>
<tr>
<td>$P_{13}$</td>
<td>0.66</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>Y</td>
</tr>
</tbody>
</table>

In the future research, we plan to test the model with an odd number of decisions levels, where the middle level “wait and see” will be assigned to values about 0.5.

VII. CONCLUSION AND FUTURE WORK

By suggesting modifications in the classical fuzzy decision making, we have used our model to advise the treatment with hyperbaric oxygen. This treatment can improve the health state in patients, suffering from necrotizing fasciitis.

Instead of designing a utility matrix filled with distinct utilities of pairs (decision, state), we have introduced only one decision, designated by the list of term-sets. These express recommendation levels of the treatment as non-indications and indications. The decision levels are involved in the algorithm in its final phase. This differs the model, proposed in the current paper, from most of fuzzy decision making models, in which decisions are already active in the first stage of designing the utility matrix. It is also worth emphasizing that our decisions are made for individuals, and they have not general characters, as it often happens in other patterns of fuzzy decision making.

The input data and output recommendation levels are fuzzified by designs of own suggestions of membership functions. The membership functions of the outcomes (recommendation levels) are sampled in two common formulas. The formulas depend only on a number of recommendation terms and the width of a reference set, linking all supports of recommendations. The functions are derived in the way, which allows entering an arbitrary number of recommendation levels. This extends the decision scale of linguistic expressions without making changes in formulas.

The own procedures of estimating the importance weights of symptoms and approximating membership degrees of the outcomes are sampled in two common formulas. The membership functions of the outcomes are derived in the way, which allows entering an arbitrary number of recommendation levels. This differs the model, proposed in the current paper, from most of fuzzy decision making models, in which decisions are already active in the first stage of designing the utility matrix. It is also worth emphasizing that our decisions are made for individuals, and they have not general characters, as it often happens in other patterns of fuzzy decision making.

Example 5

Patient $P_1$ is represented by

$s_1 = 0.125\cdot0.286+0.058\cdot0.238+0.19+0.824\cdot0.1428+0.52\cdot0.095+0.003\cdot0.047 = 0.217$.

In order to select one of four decision levels by means of membership degrees in $L_i$, $i = 1, \ldots, 4$, we return to (14)-(17).

We choose the decision characterized by the largest membership degree out of $\mu_{L_i}(s_j)$.

Example 6

TABLE II collects $s_i$, their membership degrees in $L_i$, $i = 1, \ldots, 4$, and the physician’s assertion already made. The abbreviations mean: PD HBO = the physician’s decision, concerning treating the patient with HBO, N = none treating with HBO, and Y = treating with HBO.

For example, for $s_i = 0.217$ (characteristics of $P_1$), we get:

$\mu_{L_i}(0.217) = 1 - 2\left(0.217 - 0.166\right)^2 = 0.28$ (0.166 < 0.217 < 0.25),

$\mu_{L_3}(0.217) = 0$ (0.217 < 0.333),

$\mu_{L_4}(0.217) = 0$ (0.217 < 0.333),

and $\mu_{L_4}(0.217) = 0$ (0.217 < 0.667).

The largest value of the membership degree indicates level $L_2$. 

Necrotizing fasciitis is a quite rare entity, and there is no widespread consensus regarding neither treatment nor
grading. There were done several attempts of using laboratory results to facilitate grading of the severity of the disease, but as far as we know, they are not used widely. The idea of combining analysis of numerical parameters, such as body temperature, white blood cell count, age etc. with the qualitative estimations, such as, e.g., medical state, is very promising because it will reflect the real decision making progress. The model, tested above, is based on retrospective analysis of data of patients treated with hyperbaric oxygen (HBO) at the surgery department in Karlskrona, Sweden.

We realize that the proposition of making decisions in the case of the HBO dosing has weaknesses, mostly, when the group, used to check the model, has not been very numerous. In spite of this, it seems that we have been successful in selecting essential clinical and biochemical parameters for the correctness of the mathematical model. The decisions have “softer” character than two-valued decisions “yes-no”. This is a result of imprecision, introduced by the overlapping effect of fuzzy sets.

In the further research, we will redefine the ordering of importance weights of symptoms more carefully to refine the results. We also plan to test the model with an odd number of decisions levels, where the middle level “wait and see” will be assigned to values about 0.5.

Since an emphasis is laid on the design of recommendation levels, appearing as the output of the model, tested above, is based on retrospective analysis of data of patients treated with hyperbaric oxygen (HBO) at the surgery department in Karlskrona, Sweden.

We realize that the proposition of making decisions in the case of the HBO dosing has weaknesses, mostly, when the group, used to check the model, has not been very numerous. In spite of this, it seems that we have been successful in selecting essential clinical and biochemical parameters for the correctness of the mathematical model. The decisions have “softer” character than two-valued decisions “yes-no”. This is a result of imprecision, introduced by the overlapping effect of fuzzy sets.

In the further research, we will redefine the ordering of importance weights of symptoms more carefully to refine the results. We also plan to test the model with an odd number of decisions levels, where the middle level “wait and see” will be assigned to values about 0.5.

Since an emphasis is laid on the design of recommendation levels, appearing as the output of the mathematical algorithm, then we can classify the model as robust approach to algorithmic modeling of outcomes.
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I. INTRODUCTION

The increased focus on process-oriented systems across different health care organizations presupposes standardization in the form of shared terminologies and information models to enable semantic interoperability. Terminology standards have significant importance in modern medicine, and have been used to structure clinical information for different purposes [1]. Such standards also have the potential of supporting nursing terminologies such as International Classification of Nursing Practice (ICNP) or Nursing Intervention Classification (NIC) and The North American Nursing Diagnosis Association (NANDA) [2][3]. These standards have been developed, and used, to ensure consistency of meaning across time and place. On one level, nursing classifications enable day-to-day planning for local users (Primary use) where clinical terminology is used to structure information (standardized care-plans) using diagnosis and interventions from NIC and NANDA, for example. In practice, this will generate an automatic and reliable use of terminology for information that is sent and received between systems or health care deliverers. Examples of terminologies are the International Classification of Diseases (ICD), Systematized Nomenclature of Medicine Clinical Terms (SNOMED-CT), and International Classification of Nursing Practice (ICNP) [4][5][6].

Clinical Information Models (CIMs) [7] are models specified in some clinical information standard to express the clinical data entities processed by Health Information Systems (HIS). CIMs are used to appropriately maintain the consistency of clinical information structures inside a HIS, and to enable semantic interoperability across different systems and organizations. This makes CIMs a basic component for the appropriate management of patient data [8]. Moreover, with recent advances in data reuse strategies, CIMs are also playing an important role in defining the clinical information structures needed for secondary use of data [9][10].

OpenEHR is one of the specifications available to define CIMs. It relies on a meta-model based on reference model and constraint mechanisms to define formal specifications of CIMs called archetypes. Archetypes are information elements of clinical concepts where observations, options, instructions, and actions form the iterative process of treatment and care [11]. When using archetypes with a terminology binding, it becomes possible to make Electronic Patient Record (EPR) systems content structured in a multilevel modelling approach enabling semantic interoperability and the reuse of data. Using OpenEHR archetypes with a terminology binding it is possible to structure Electronic Patient Record (EPR) information models in a standard way. This enables semantic interoperability among HIS compliant with such standard [12].

For more than a decade, national initiatives towards shared and integrated care have been a focus area for the Norwegian health authorities [13][14]. This especially emphasizes the need to organize the clinical content of the EPR system in a more structured manner, to ensure interoperability across heterogeneous practices. Such need for contents organization is due to an increasing demand for rapid feedback on results, and an urge to compare organizational and/or clinical data. Structured data will allow clinicians to categorize variables in order to build meaningful reports, to extract data for quality registers and reuse EHR data in clinical research.

The definition of archetypes requires governance organizations that coordinate their definition on a broad scale. In Norway, the national initiative that deals with the contents
organization has gradually gained a foothold. The OpenEHR architecture has been used to build a national repository, a.k.a. Clinical Knowledge Manager (CKM), of common Clinical Information Models. CIMs are defined collaboratively in the CKM as OpenEHR archetypes to provide vendors a library of common formal models to build their clinical information systems on. CKM archives information about how new archetypes are translated, modelled, and shared, and is planned to contain between 1000 and 2000 archetypes. The target is to build an open source repository of clinical content, based on the OpenEHR clinical information model. A precondition for success is that clinicians agree on the content of each archetype in the CKM consensus processes. Clinicians from the four Regional Health Authorities are active contributors in the process of developing archetypes. This process has been coordinated by the national editorial group, and the National Administration Office of Archetypes (NRUA).

This paper describes the national work accomplished to support the new two-levelled modelling of EPR systems with focus on the development of clinical value. We describe the work performed in: a) CIMs definition as archetypes by multidisciplinary teams of information architects and clinicians; b) the evaluation of the adequacy of adopting SNOMED-CT as reference terminology to annotate CIM. Based on this we present the following research questions: How interconnected is the choice of OpenEHR as clinical information model when the purpose is to have a library of clinical data to share between systems and healthcare levels? What is the adequacy of adopting clinical terminology to annotate any CIM?

The rest of the paper is structured as follows. In section two, we introduce the qualitative method used in the study, in section three we describe the value of information models, clinical terminology, the specifics of OpenEHR, and the national work towards the use of archetypes to structure the content of EPR systems. In section four the models used, and actions considered are discussed, and section five concludes based on the findings in the previous section.

II. MATERIALS AND METHODS

The research presented herein has mainly been developed in the North Norwegian Regional Health Authority in coordination with NRUÅ, and the Norwegian Directorate of Health. Interpretive and ethnographically oriented qualitative methods have been applied, grounded in participation and contribution in the work accomplished [15]. Analysis of longitudinal research is a continuous and iterative process with an ever-changing intensity. The fieldwork has focused on the regional/national work accomplished, and, secondly, the forthcoming process where numerous archetypes will be tested as structured elements in the new process oriented EPR system. During the last seven years several meetings, courses, and workshops with focus on archetypes and terminology have been covered by observations, document analysis, and interviews. Conversations, discussions, reflections, and debates from these meetings are the foundation of this work. The observations and description of on-going work has been followed by the interviews with members of the regional and national initiatives. This includes six interviews on the archetype governance, 10 interviews and 180 hours of observations on the use of clinical terminology, conversations with end users of the CKM while guiding them to become users, and participants in national discussions on the consensus of archetypes. The interviews include as said 10 clinicians, doctors and nurses that are active users of the CKM. The process of educating them to become CKM users has given valuable knowledge on how to develop the learning and recruitment strategies.

III. RESULTS

During the last three years, the use of OpenEHR archetypes has grown with focus on a national anchorage in Norwegian healthcare. The initiative has developed through national ICT, and an EPR vendor that holds more than 80% of the secondary healthcare EPR systems. From the outset, a national collaborating group is working, in coordination with the aforementioned vendor, to build a national repository of archetypes. Simultaneously, such work contributes to the development of a structured EPR system that is based on OpenEHR technologies. Still, OpenEHR is only one of several comprehensive information models for standardizing and sustaining clinical content for health care.

At the same time, the Norwegian Directorate of Health has put focus on clinical terminology, and has engaged clinicians nationwide to explore the integration of SNOMED-CT in the existing ICT portfolio.

A. The value of Clinical Information Models

The future of Norwegian healthcare depends upon communication between ICT systems of different vendors, and between the primary and specialist health systems. The national CKM will contain the reference archetypes and guidelines to help implementers in the adoption of OpenEHR and terminologies. This makes the Norwegian CKM unambiguously unique based on the grade of consensus. In order to define CIMs that are general enough to be applied in different organizations and systems, it is necessary to define them as a collaborative effort among domain experts. The environments to carry out this work are the so called CKMs. The definition of CIMs typically encompasses two main tasks. The first is the specification of the information structure in a clinical information standard such as OpenEHR. The second is the binding of the meaningful sections of the CIM to a terminology to attach unambiguous standard descriptions to them. In the last decade, the work

<table>
<thead>
<tr>
<th>Data source</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviews with contributors to the work with archetypes, and the development of new EPR.</td>
<td>18 open ended interviews</td>
</tr>
<tr>
<td>Participatory observation</td>
<td>180 hours</td>
</tr>
<tr>
<td>Participation in meetings, workshops, and informal discussions.</td>
<td>300 hours</td>
</tr>
<tr>
<td>Document studies: Documents from the CKM, concerning archetypes in general.</td>
<td></td>
</tr>
</tbody>
</table>
of initiatives to model CIMs is leading to the definition of an extensive catalogue of models publically available, upon which clinical systems implementations can be based. Nowadays, there is a considerable diversity in the standards and approaches available to define CIMs. Although most editorial teams follow similar steps, there is no published unified methodology or guideline for their definition [7]. The scope of modelling initiatives varies significantly from the local to the international level. For example, the international CKM and the Clinical Information Model Initiative (CIMI) define CIMs at an international level; the Norwegian CKM defines them at a national level; and the Intermountain Clinical Element Models (CEMs), were defined at intra-organizational level. The work in parallel of different initiatives has led to semantically equivalent models expressed in different information standards, a.k.a. iso-semantic models.

B. The use of terminology to standardize local practice

Since 2005, one of the largest hospitals in Norway, Akershus University Hospital, has used an EPR that includes a module for nursing. Along the lines of standardization, the nursing care plan, including nursing classification systems were viewed as a mean for making nursing work more effective and offering quality assurance. The classification systems are ICT-based standards integrated with the care plan. The diagnoses are represented by the international classification system NANDA, consisting of 206 nursing diagnoses [6]. The interventions are represented by the NIC system, consisting of 486 interventions. Care plans are increasingly made to replace the use of free text in the documentation, foremost to establish a common, formalized language based on the best practices. Free text documentation is whatever information the nurses share about the patient in the EPR in addition to, or without, writing formalized care plans. However, the implementation of the EPR led to a systematic use of standardized care plans. The care plan has been organized in such a manner that each diagnosis, dimension, and action is firmly attached to the plan with a start and a stop date. When standardizing these plans, the nurse can easily choose several actions from a predefined list for the applicable diagnosis. By doing this, the nurse saves time, while the standardized sentences work as a quality indicator. The purpose of using terminology as a primarily means to standardized EPR systems is challenging, still terminology has been used to structure an unstructured EPR system with success.

C. Clinical terminology, the national strategy

Terminology offers a common vocabulary for national health authorities, local researchers, and quality registers. All in all, this means that in addition to being a storing device for free text data the EPRs are capable of encoding commonly occurring data using fixed lists of multiple choices for certain purposes. Thus, data becomes more comparable and computable than free text would be. Some key examples may be found through the global World Health Organization (WHO)-based ICD. There are also terminological standards for more specific domains, such as the ICF (International Classification of Functioning, Disability and Health) for rehabilitation. In the case of ICD-9 and -10, which has been used in Norwegian healthcare systems from their origin, the primary target could have been achieved: If the clinicians had used the diagnosis codes from ICD-10 to categorize the subscription of patients in the EPR, it would clearly be of primary use (Clinical IT Manager). On the contrary, it is difficult for clinicians to be explicit and specific early in the trajectory of the patient, since diagnosis change throughout the patient pathway. Diagnosis change and the IT systems in use need to track and categorize these changes logically to support the activity coding of clinical work. The coding of activities reflects the focus of the clinical pathway, not the diagnosis of the patient. In this sense, the archetypes become valuable: as a quality assurance of the completeness of the clinical terminology, to direct the clinical content of the EPR systems and other integrated systems, and to identify relevant information and give the clinicians access to this information. On the contrary, to the local level the patient pathways fixed to clinical ICD diagnosis probably need to be determined on a national level, and based on national directives. A member of the regional archetype group stated “The archetype is not annotated but this is a subset of the SNOMED concepts available for severities. As a maximum data set, the archetype should not restrict the "standard" set of terms agreed in terminologies. However, before doing so, I think that the implications in term of SNOMED licenses should be considered very carefully.” For instance, clinical pathways for cancer diagnosis are today organized from national cancer groups that have resulted in national guidelines that easily could be followed and connected to already existing “Pakkeforløp” standardized packages to monitor that cancer patients receive the right treatment at the applicable time. Large scale Infrastructure projects, with increasingly more focus on integrated care, put pressure on the Norwegian Directorate of Health to focus on clinical terminologies and archetypes. Recently, there has been a growing activity in the section of e-health towards increased focus on terminologies such as SNOMED-CT, and ICF, and how terminology and archetypes fit together. A selected number of personnel has, through the last 6 months, gathered resource personnel from all over the country. These are clinicians and health informatics with special interest in the use of clinical terminology. The work started in November 2015 with the purpose to map SNOMED-CT towards the most commonly used EPR functions. At the same time ICNP will be piloted in the primary healthcare services, this has been organized by the Norwegian Nursing Association that has translated the terminology, and it is acknowledged by the Norwegian Directorate of Health. SNOMED-CT and ICNP are both discussed in the new national project. Other Scandinavian countries such as Sweden and Denmark have earlier allocated significant resources both to translate and get SNOMED-CT operational for clinical practice.

The national project has focused on SNOMED-CT; should Norway become an organized user of SNOMED? How is the coverage of SNOMED-CT for the content of the
clinical pathway? How is the integration of SNOMED-CT solved technically? The last question includes the use of archetypes, but also the possibility to use SNOMED directly to structure EPR content using the hierarchical model?

### D. The national governance of archetypes

NRUA was established in 2013 by the National ICT with the goal of producing high quality archetypes. The NRU A has assigned six full/part time associates with an increasing number of collaborators in the Regional Health Authorities. There are between two and three members from each of the four regions. As an example, there is an increasing number of members from the North Norwegian Health Authority, one physician with special interest in health informatics, one nurse with a PhD in information Systems, one ICT-advisor, two PhD students in part time positions and one project manager from the regional ICT development program where the new process oriented EPR is developed. NRU A also cooperates closely with global connections such as the founder of archetypes, the international governed repository, and vendors that cooperate with the Norwegian vendor. The vendors are important contributors with a mutual dependency. In all, the governance work is important in local, national, and global environments. The overall goal with NRU A is to coordinate the development and use of archetypes on a national level, both handling translations of international archetypes as well as handling local initiatives. It is called “Doocracy” where doers make the decisions, but where the reviews are initiated by the Editorial Group which also covers the recruitment of the reviewers to the national Clinical Knowledge Manager. The further approval is done by the Editorial Group if the requirements are met. The requirements are factors such as the right number of clinical specialists for the right archetype (national level) where all four regions are included. One of the leaders of the international CKM stated, “the collaboration between the international and the Norwegian CKM is unique and all activities with archetypes in Norway is followed by the international society and vice versa.” She continued by saying, “neither the CKM nor the consensus process is perfect and adjustments will be necessary along the way. Changes can be related to open-Source and Web based CKM/process where everything is stored open and is constantly evolving.”

Since the beginning in January 2014, NRU A first focused on the translation of already existing archetypes and observation-archetypes like blood pressure, body weight, nutritional risk, height, and temperature. During this period of time, national consensus has for instance been reached for the archetype Blood pressure, Screening of Nutritional Risk, and Body weight. In 2015 and the beginning of 2016 more complex archetypes like Evaluation and Cluster archetypes has been defined. Clinicians have been invited to participate through the national CKM after coordination between the regional groups and the secretariat at NRU A. Archetypes are used as standards for the clinical content of the EPR and it was important for clinicians to have an essential role in defining and designing them. One clinician said: “It is crucial to include clinicians in this work: they have the clinical knowledge and know what is important to focus on, for the archetypes to be useful standards for clinical work.” The same clinician commented, “If others than clinicians design the archetypes, it will be troublesome to get clinicians to accept and use them.” Other archetypes were also considered, all based on regional programs or initiatives such as a specific nursing registration scheme in the West Norway Regional Health authority, archetypes for national clinical registers, archetypes ordered by clinical work-groups with focus on the development of the new EPR system, and a number of archetypes ordered by cooperating vendors on a global level. In total, 39 archetypes have been approved in national consensus processes, and more than 100 archetypes are in process. The first archetype that reached national consensus was the Observation archetype for blood pressure; The clinical value of this archetype consists of all possible clinical values for data (systolic), state (score), events (24 hour blood pressure), protocol (Type of equipment). The archetypes in process are of different classes, observations, Actions, Compositions, Evaluations, and Clusters.

### E. Terminology binding of archetypes

A key aspect of archetypes is that they can be annotated with terminological codes. Archetypes can be tagged with SNOMED-CT codes adding a standard term to each of the sections and nodes of the archetype. This includes, the archetype name to recognize it over organizational or even national borders. In turn, the information becomes interoperable for multiple purposes, and over several boundaries. This makes it essential that standardized terminologies for different domains can be integrated either in the archetype or in the EPR system. The use of a terminology like SNOMED-CT, which is widely exploited, increases the semantic interoperability on several levels, both for primary and for secondary use. The tag/code of the SNOMED-CT is enclosed in different systems and formats such as Medical Technical equipment for use in Medical Chart systems, and clinical specialist systems all bound to integrate with the EPR system of choice. This makes the terminology a mediator both on the national and global level. As an example; the Electronic Chart systems used in Norway/Europe are mostly based on structured data elements with a CIM, and the system needs to integrate structured elements from integrated systems to visualize the patient pathway, and for process and decision support. The integration with co-existing EPR systems is especially important. Medication, laboratory results, and the care plan have to be integrated in the same view to visualize the pathway. The Chart systems have a CIM for structured data elements that differs from the OpenEHR/archetype CIM intended to be used in Norway, and mapping between them demands unknown resources. In practice SNOMED-CT or other terminology can connect variables from the two systems to avoid problems with the mediation between the two different reference models if both CIM had included terminology. An internationally viable terminology like SNOMED-CT will make it possible to communicate information globally as long as it is implemented. When a patient contracts an illness when traveling abroad, healthcare personnel could get access to vital information by using the tags of SNOMED-CT to vital parameters in for instance a core
health record. For secondary purposes, SNOMED-CT codes increases the scope and interoperability for clinical research, where a clinical trial could attract research communities outside the consisting parameters.

IV. DISCUSSION

Terminology standards are used on a daily basis in health care work. Still, we know little about the processes of how these terminologies come into being, and how they are constructed with daily work, (for further information on: how clinical terminologies are used to categorize/structure nursing diagnosis and interventions in a standardized nursing plan in Norwegian healthcare refer to [16]; the use of medical diagnosis through the use of ICD-9 to categorize medical diagnosis refer to [4]). On the contrary, structured data for secondary purposes has gained more attention, both for the use of archetypes and terminology (See [3]). Structured EPR data will make it possible for clinicians to categorize variables to build meaningful reports, to extract data for quality registers, and for clinical research. Structured data elements will also make it possible to organize information that supports process and decision support inside an integrated EPR portfolio, and the use of OpenEHR will support clinicians with a more open, adaptive, and collaborative system, which enables modelling of clinical content. Structured data, OpenEHR based, and tagged with Clinical terminology codes is opening new possibilities to obtain integrated care. Information becomes standardized and understandable between heterogeneous local practices, such as different wards in the same hospital, nationally through the repository of archetypes, and globally through primary or secondary use of terminology and archetypes. Further, the use of clinical terminology increases the semantic interoperability to integrate different CIMs. The portfolio of different EPR systems in Norwegian health care for instance needs to communicate structured information. This regards both information between integrated systems at the hospital (between the EPR and the electronic chart system), and between EPR systems in the specialist and primarily health care services.

A. Primary use of terminology

The integration of clinical terminology for use in EPR systems to support clinical practice has proven difficult to accomplish. With the use of archetypes, and a national governance of clinical variables through a common repository for structured data elements, there are future advantages of both semantic and interoperable character. Earlier research elaborates on how the categorical use of clinical terminology to structure nursing diagnosis and interventions in standardized nursing plans has been a success for increased quality and efficiency. However, the use of clinical terminology to categorized clinical documentation for enabling process- and decision support in the EPR portfolio is limited. In this sense, clinical terminology is used to support the primary health care process giving semantic meaning to the content of the clinical processes. The use of standardized nursing plans at a large scale in a Norwegian hospital showed clear advantages both for quality and efficiency. Furthermore, when information is tagged with the purpose to categorize such as with ICD-10 and medical diagnosis, the same information becomes available for secondary purposes. On the next level, any of these tagged nodes of information could be recirculated. Archetype based elements such as blood pressure, pulse, temperature, and laboratory data can also be used for primary purposes. Local, regional, or national coordinated process - and decision support will in the future be based on templates where these variables are put together, where mathematical matrices calculate the risk for a given condition/disease. The national repository of archetypes is structured and standardized so that terminology could become superfluous. For instance, an archetype for use in a national clinical register is harvested from different EPR systems and the nodes used, such as diastolic and systolic for blood pressure, are prefixed in a template that is produced for the register. In this sense, the archetype could be used to solve a given interoperability challenge. Under conditions where the terminology was lacking, the structure, the semantics, and the demarcation of the archetype would cover the national requirements, but all global advantages would be absent.

B. Secondary use of terminology

At the same time as the primary information becomes interoperable, both as single archetype/terminology or intervened, the information becomes semantically interoperable for use in secondary settings. As an illustration, all information that is tagged with the nursing classification ICNP, both diagnosis and interventions, becomes sharable for secondary use. All the nursing diagnosis and interventions would be an object for clinical research on a national or global level which is a relatively unexploited research arena. For patient safety when traveling abroad, specialists need to view the core health record written in another language. For this setting, the terminology for earlier diagnosis and interventions could be compared and used for treatment and care. Another secondary use purpose is the integration between the functioning EPR system and various specialist systems and medical chart systems. The structured medical chart system has for instance a CIM that differ a lot from OpenEHR. To integrate values from the two systems clinical terminology as SNOMED-CT can be used as a mapping device. When all the systems are based on structured variables it becomes important that data elements with different reference models can be shared and recognized between them. For instance, the care plan is intended to be an interdisciplinary tool for categorizing documentation in the EPR. For this to become a success it would be important that structured information from other applications is used in the care plan even if the master system for the information is for instance the medical chart.

Equal for both cases is that information used for any given purpose on a local or national level can be reused with another purpose both locally, nationally, and globally. For the archetypes that are approved in the national governance processes, increasingly in number, and in the end a repository that includes a number of archetypes that support clinical work there will be a possibility for a terminology binding. An increasing number of archetypes, more than 1000 will in the end be accessible in an open repository, and each archa-
type that is translated or modelled will be compared or reviewed with the purpose of being added to the global repository. For instance, the process of getting consensus on the observation archetype blood pressure started with a translation of the global standard, and ended with a new version that also is planned for the global or international repository.

C. The clinical information model

The diversity in standards, scope and methodology complicates the decision about adopting one standard or another for the definition of CIMs since it will influence the systems that can be deployed in the health network. Now, the preferred standards to define clinical models according to the literature are OpenEHR/ISO13606 archetypes, followed by HL7 templates. Therefore, in the near future it is expected to find an ecosystem where implementations based on different standards coexist. This may add a burden for those implementers that need to adapt from one standard to another. However, it is important to notice that the most valuable resource of a CIM is not the technical specification, but the conceptual model that it contains. The reason is that a CIM defines a way of combining clinical concepts together to build more complex conceptual structures beyond providing a format to express clinical information. For example, the archetype OpenEHR-EHR-CLUSTER.symptom_sign.v1 aggregates several granular concepts such as Body site, Episodicity, Impact etc. to build the more complex entity Symptom/Sign. This aggregation of concepts is more evident when the CIM is annotated with an international terminology. Reaching a consensus about the conceptual model of the CIM is the task that consumes most of the efforts of editorial teams since they need to coordinate professionals from different domains. Nevertheless, if the modelling work is appropriately performed, the conceptual model will be equivalent in most iso-semantic models.

As a consequence, once CIMs are defined in a particular standard, the conceptual model is clear and can be transformed to other representations/standards. In fact, that is the approach of openCIMI initiative which pursues the definition of CIMs that can be expressed in several formats such as CEMs, HL7 CDA or OWL by defining transformation functions among them. These transformations, although complex, are technical tasks that can be accomplished with much less effort than the definition of stable conceptual models. Transformations among standards vary in complexity, and the easiest case is the transformation from OpenEHR to ISO13606 that can be fully automated. In more difficult scenarios, the EU project SemanticHealthNet has provided insights to define an ontology based on the CIM conceptual model that allows the access to equivalent information hosted in repositories expressed with disparate information standards [16].

V. Conclusion

Currently several standards and terminologies are available for the specification and annotation of CIMs respectively. openEHR, HL7 CDA and ISO 13606 are examples of standards to define CIMs which in most cases are annotated with standard terminologies to enable their interoperability across systems.

With the parallel national initiatives running at this time in different countries, it is starting to become visible how the organization and size of countries influences their standardization efforts. On one hand, large countries with very heterogeneous health networks are aiming for the adoption of standards that allow sharing EHR information documents extracts. That is the case of Spain with ISO 13606 [17] or the US with HL7 CDA [18][19].

On the other hand, Norway is heading to the adoption of a nationwide EHR information architecture with openEHR that defines not only some relevant CIMs but the whole EHR information structure. Three are the factors that have influenced this direction of work. The first is the homogeneity in the market since only one vendor represents 80% of the market share in hospital. The second is the close collaboration between vendors and health authorities; this allows coordinating the definition of the whole information model of new systems. The third, and most determinant, is the body of knowledge already available in the international CKM that has fed the national CIMs definition pipeline with existing archetypes. This has accelerated their validation at a national level avoiding their definition from scratch.

At the moment, the Norwegian eHealth strategy has established a multidisciplinary community of vendors, governmental agencies and health organizations collaborating in order to define a nation-wide EPR information architecture. The knowledge management framework of OpenEHR supports to manage the national CKM. The OpenEHR governance model and the collaboration between the international and Norwegian CKM teams are proving to be effective to manage the definition of CIMs for the national eHealth strategy. On the technical side, the rich reference model provided by OpenEHR acts as a powerful modelling tool for the definition of CIMs. On the organizational side, the collaborative environment provided by the CKM is allowing to ensure the validity of the CIMs generated. As a result the National eHealth Department is providing the health informatics community a body of standard clinical models which allows implementers and researchers to define standard interoperable implementations on them.

The semantic interoperability gained from the use of both terminology and OpenEHR archetypes separately is a highly valuable asset. For instance, earlier studies in Norway have shown that clinical terminology has the potential to structure information of unstructured EPR systems. The ongoing national work also suggests that the combined use of archetypes and terminology further increases the semantic interoperability for connecting EPR systems on different layers of healthcare. Using for instance SNOMED "non-hierarchical" to tag the nodes of archetypes is interesting, and could be an integration advantage for vendors. It is a fact that both subjects complement each other’s capacity to reach semantic interoperable.

Another “feature” that could increase the semantic interoperability is the growing possibility to use different Clinical Information Models to extract and share information from the National repository of archetypes/ clinical variables.
Thanks to the people at North Norwegian Health Authority, the NRUA, and the National ICT for contributing with vital information to the project.
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Abstract—We present a novel access control framework (3LAC), which supports multiple levels of access privileges. 3LAC is aimed to tackle the privacy issues in existing access control solutions to access patients’ records in cloud computing environments. In 3LAC, we propose an access control framework that extends the Ciphertext-Policy Attribute-Based Encryption (CP-ABE) with the integration of secret sharing in a way that different number of shares are needed to reconstruct a level-key. In this research work, we introduce the idea of level-keys. Level-keys are used to authenticate users when requesting the generation of private keys to decrypt patients’ data. Level-keys are split into different shares and users will request the shares to different level-key authorities (LKAs). The number of shares needed to reconstruct the level-key depends on the level of access privilege of the user. As the level of access privilege increases, the number of shares needed also increases. In a healthcare cloud context, 3 levels of access privileges have been identified, $L_1$- Access to de-identified data-objects, $L_2$- Access to individual data-objects and $L_3$- Access to a large set of data-objects of a patient. The 3LAC framework incorporates a CP-ABE based 3-level access control model and the design of 4 protocols: 1- Upload data-object (UDO), 2- Share acquisition (SAc), 3- Private key acquisition (PrKAc) and 4- Access to data-objects (ADO).
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I. INTRODUCTION

The implementation of Personal Health Records (PHRs) over cloud computing environments assumes advantages to the access of data. Different users may access data anytime and anywhere in a flexible and scalable manner. Advantages of cloud computing are scalability, flexible access to data and on-demand use of resources [1].

However, cloud computing raises an important issue in terms of privacy. Typically, PHRs are stored on the servers of the cloud service providers and patients have no control on how their records are accessed [2]. Patients have to trust that the cloud service providers only grant access to users for legitimate access purposes. Unauthorized access of data can be used to collect information of patients for other purposes such as marketing, commercial or research without the patients’ consent.

Concerns about privacy in access to PHRs have been raised by different organizations and communities around the world. For example, the U.S. Department of Health and Human Services (HHS) has issued the Health Insurance Portability and Accountability Act (HIPAA) [3], which provides a set of standards and regulations for the privacy protection of PHRs. PHRs are electronic records of patients’ health data [4]. They are different from Electronic Health Records (EHRs) in the sense that PHRs are patient-centric while EHRs refer only to health records transmitted electronically [5]. PHRs are the aggregation of data-objects generated by different healthcare providers that may collaborate and contribute to the generation of data [6]. In this context, there may be different purposes to access patients’ data. It may be for regular medical treatment, for secondary use (e.g., marketing or research) or for emergency situations in which access to a large set of data-objects of a patient may be needed. A data-object is defined as the most granular piece of data in a patient’s records.

The rest of this paper is organised as follows: Section II presents the privacy issues of PHRs in a healthcare cloud context. Section III specifies the design requirements. Section IV gives the notations and introduces the high-level ideas in the design of 3LAC. Section V describes the 3LAC framework. Section VI presents the conclusion and future work.

II. PRIVACY ISSUES

Privacy issues of PHRs in a healthcare cloud are described as follows.

- **Unauthorised access to patients’ PHRs.** Healthcare cloud service providers are responsible for the management and storage of patients’ health records in the cloud. PHRs are usually processed on servers and machines in which patients have no control. This increases the possibility of theft or misuse of their data. Access to sensitive information on patients’ records represents a risk of privacy when data is accessed by unauthorized users.

- **Lack of fine-grained access control.** Patients’ records are often treated as a unitary piece of data. When users are granted access, they can usually see all the information on the patient’s records even if the records contain information they do not need to perform their job functions. This constitutes a privacy issue. For example, a patient may not want to disclose certain information (e.g., sexual abuse) when it is not necessary for her current treatment.

- **Linkability to patients’ identity when PHRs are accessed for secondary purposes.** Data contained in a patient’s records can become a source of information that may be used to track the identity of the patient for malicious purposes. If identifying information is
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not removed, it can represent a risk to the privacy of patients’ data. We have identified that there are certain access purposes in which users do not need to know the identity of the patient to perform their job functions.

III. REQUIREMENTS

This section specifies the set of requirements that 3LAC is aimed to address.

- (R1) Patients (i.e., data owners) should be in the position to decide who accesses their data. Patients should be able to specify who accesses their data and for what specific purposes.
- (R2) Support fine-grained access control. Access to patients’ data should be fine-grained. Users should access only the portion of data that they need to perform their job functions.
- (R3) Support access to data in emergency situations. Access in emergency situations should be granted to the most complete set of data of a patient. As this is a high-privileged access, there should be an increased level of protection.
- (R4) Support access to data for secondary use. Access to patients’ data for secondary use should be granted. As this is not a high-privileged access, it should not require a rigorous level of protection that may add extra computational costs to the system.
- (R5) Support removal of access privileges. Patients should be in the position to remove access privileges when they consider access to a certain data-object is no longer needed.
- (R6) Scalability. The access control should be scalable in terms of key management and distribution. It should support a large number of users requesting access to the data-objects.

IV. DESIGN PRELIMINARIES

A. Notations

The notations used in the design of the 3LAC framework are given in Table I.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LK_i^1$</td>
<td>User i’s level-key 1</td>
</tr>
<tr>
<td>$LK_i^2$</td>
<td>User i’s level-key 2</td>
</tr>
<tr>
<td>$LK_i^3$</td>
<td>User i’s level-key 3</td>
</tr>
<tr>
<td>$S_{1}^{i}$</td>
<td>Share 1 of $LK_i^1$</td>
</tr>
<tr>
<td>$S_{2}^{i}$</td>
<td>Share 2 of $LK_i^2$</td>
</tr>
<tr>
<td>$S_{3}^{i}$</td>
<td>Share 3 of $LK_i^3$</td>
</tr>
<tr>
<td>SKGA</td>
<td>Private key generation authority</td>
</tr>
<tr>
<td>RLKA</td>
<td>Root level-key authority</td>
</tr>
<tr>
<td>LKA_1</td>
<td>Level-key authority 1</td>
</tr>
<tr>
<td>LKA_2</td>
<td>Level-key authority 2</td>
</tr>
<tr>
<td>LKA_3</td>
<td>Level-key authority 3</td>
</tr>
</tbody>
</table>

As can be seen in Table 1., in 3LAC there is a private key generation authority, a root level-key authority and 3 non-root level-key authorities. Similarly, it can be seen that level-keys are classified into three different levels and based on the level, a level-key may be split into different shares.

B. High-level ideas

In this section we describe the high-level ideas in the design of 3LAC.

- 3LAC supports multiple access privilege levels. 3LAC supports different levels of access privileges for users requesting access to data-objects. Based on the analysis of different use-case scenarios, we have identified that 3 are the levels necessary to classify the access purposes that users have when requesting access to patients’ health records. At the lowest level, there should be access to PHRs for secondary use purposes. At a medium level, there should be access to PHRs for regular medical treatment. At a higher level, there should be access to PHRs in emergency situations in which access to the most complete set of data-objects of a patient may be desired [7]. Based on the analysis of these different scenarios, in this work we propose 3 levels of access privileges, which are: $L_1$ - Access to de-identified data-objects, $L_2$ - Access to individual data-objects and $L_3$ - Access to a large set of data-objects of a patient. Similarly, each level supports access to data-objects with different levels of sensitivity. $L_1$ supports access to data-objects with low level of sensitivity. $L_2$ supports access to data-objects with medium level of sensitivity. $L_3$ supports access to data-objects with high level of sensitivity.

- Users are divided into different user-groups (G1, G2, G3). Each group corresponds to a level of access privilege. Users are intended to access data-objects at the assigned and the lower privilege levels. For example, users of G1 should access data-objects at $L_1$. Users of G2 should access data-objects at $L_2$ and $L_1$. Users of G3 should access data-objects at $L_3$, $L_2$ and $L_1$.

- Level-keys are split into shares. The level-keys ($LK_i^1$, $LK_i^2$, $LK_i^3$) are used to authenticate users according to their access privilege level. $LK_i^1$ is generated by LKA. $LK_i^2$ is generated by RLKA. $LK_i^2$ is split into two shares ($S_{1}^{2i}$ and $S_{2}^{2i}$), $S_{2}^{2i}$ is distributed to $LK_i^1$ and $S_{1}^{2i}$ to $LK_i^3$. $LK_i^3$ is generated by RLKA. $LK_i^3$ is split into three shares ($S_{1}^{3i}$, $S_{2}^{3i}$, $S_{3}^{3i}$), $S_{3}^{3i}$ is distributed to $LK_i^1$, $S_{2}^{3i}$ to $LK_i^2$, and $S_{1}^{3i}$ to $LK_i^3$.

- The control to the access privilege level is embedded into the level-keys. Level-keys are reconstructed from shares obtained by different LKA. The number of shares needed is based on the access privilege level. As the level of access privileges increases, the number of shares needed also increases. A level-key of $L_1$ ($LK_i^1$) does not need any share, $LK_i^1$ itself must be obtained. A level-key of $L_2$ ($LK_i^2$) needs two shares ($S_{1}^{2i}$ and $S_{2}^{2i}$) to be reconstructed. A level-key of $L_3$ ($LK_i^3$) needs three shares, ($S_{1}^{3i}$, $S_{2}^{3i}$, and $S_{3}^{3i}$) to be reconstructed. In this way, to access higher sensitivity data-objects, one has to obtain more shares, and for the acquisition of each share, there will be an authentication process. This makes the impersonation and unauthorised access to more sensitive data-objects more difficult. Figure 1.
below illustrates the number of shares needed based on the group of access privileges of users.
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Figure 1. Different users obtaining shares from different LKAs

In the example given in Figure 1., \( x \) is a user of G1, \( y \) is a user of G2 and \( z \) is a user of G3. They obtain shares from the level-key authorities \( LKA_1 \), \( LKA_2 \) and \( LKA_3 \) in order to reconstruct their corresponding level-key that will be used for authentication when requesting the issuance of private keys. Private keys are used to decrypt patients’ data-objects.

V. A NOVEL 3-LEVEL ACCESS CONTROL FRAMEWORK (3LAC)

3LAC is an access control framework that is formed of a CP-ABE-based 3-level access control model and the design of 4 protocols. 3LAC provides an access control framework that can be implemented in different applications that provide access to patients’ personal health records. The front-end of 3LAC will depend on which is the application that makes use of 3LAC. More details of 3LAC are given in the following subsections.

A. A CP-ABE based 3-level access control model

It is a novel access control model that supports 3 levels of access privileges (\( L_1 \), \( L_2 \), \( L_3 \)). Each level supports access to data with different levels of sensitivity. \( L_1 \) supports access to low sensitive data, \( L_2 \) supports access to medium sensitive data, and \( L_3 \) supports access to high sensitive data.

3LAC also supports fine-grained access control because this is based on CP-ABE [8], an encryption scheme in which patients define access policies based on attributes to specify who has privileges to access which data-objects. Users’ attributes should satisfy the access policy defined by the patient in order to decrypt the data-object. The reason it supports fine-grained access control is because users can be assigned any number of attributes. This permits a more detailed description of their identities, thus a more fine-grained access control.

Similarly, 3LAC supports revocation of access privileges because the patient can redefine the access policy at any time in order to specify the new attributes that users must have to decrypt the data-objects.

3LAC supports scalability as access to data-objects is made more efficient for different groups of users while at the same time the privacy of the data-objects is protected such that the level of protection increases with the level of sensitivity of the data-objects.

The following list presents the architectural components of 3LAC.

- **RLKA**: The root level-key authority. It is responsible to generate the level-keys (at \( L_1 \) and \( L_2 \)) and split them into shares. Then, it distributes the shares to the different non-root level-key authorities.
- **LKA_1**: The level-key authority 1. It generates \( LK_1 \) and obtains the shares \( S_{i}^{L_1} \) and \( S_{i}^{L_2} \) from RLKA.
- **LKA_2**: The level-key authority 2. It obtains the shares \( S_{i}^{L_2} \) and \( S_{i}^{L_3} \) from RLKA.
- **LKA_3**: The level-key authority 3. It obtains the share \( S_{i}^{L_3} \) from RLKA.
- **SKGA**: The private key generation authority. It is a trusted authority responsible for generating the private keys (i.e. decryption keys) for different users based on their attributes.
- **CA**: The certification authority. It is a trusted authority that is responsible for signing the users’ digital certificates. The public keys of the users are certified by this authority [9].
- **AA**: The attribute authority. It is a trusted authority that is responsible for gathering all the users’ attributes. This authority passes the users’ attributes to the CA. The CA takes these attributes to include them in the digital certificate of the user.
- **DP**: The data provider. It is the cloud service provider where the data-objects of patients are stored.

The architectural components of 3LAC are used in 5 phases as described below.

1. **Initialisation.** In this phase, the user makes a request to the CA in order to obtain a digital certificate. The CA certifies the public key of the user and signs the digital certificate. The digital certificate also includes the attributes of the user in the extension field. The attributes are obtained from the AA. Similarly, it is during initialisation that the RLKA distributes the shares to the different non-root level-key authorities (i.e., \( LKA_1 \), \( LKA_2 \), \( LKA_3 \)).

2. **Shares Acquisition.** In this phase, the user makes a request to the non-root level-key authorities in order to obtain the shares needed to reconstruct his level-key. Users of G1 make a request to \( LKA_1 \). Users of G2 make a request to \( LKA_1 \) and \( LKA_2 \). Users of G3 make a request to \( LKA_1 \), \( LKA_2 \) and \( LKA_3 \). Once the shares have been obtained, the user can reconstruct his level-key, which will be used for authentication during private key acquisition.

3. **Private Key Acquisition.** In this phase, the user makes a request to the SKGA in order to be issued a private key. The SKGA will send a challenge to the user in order to prove that the user has been able to reconstruct his level-key. The user then responds to the challenge and encrypts the response by using his level-key. Then, the SKGA decrypts the challenge response by using the level-key, which is symmetrical
and known by both the user and the SKGA. Once the SKGA verifies the user knows his level-key, the SKGA generates and encrypts the private key of the user. The private key is encrypted by using the level-key. In other words, the level-key is used to distribute the private key to the user. Then, by using his level-key, the user can decrypt his private key, which will be used to decrypt data-objects.

- **4: Patient uploading data-objects.** This is when patients (i.e., data owners) request to upload data-objects to the databases. Patients make a request to the data provider (DP). DP is the entity that stores data on its databases. The data-objects uploaded are encrypted with an access policy that specifies the attributes that users must have to decrypt them. The access policy is specified by the patient. Patients may specify an access policy for each data-object. However, patients can also encrypt a large set of data-objects under one package. In this case, one access policy can be specified for a large set of data-objects of a patient. In other words, it depends if the patient desires fine-grained or coarse-grained access for his data-objects, so he can define an access policy per data-object or per many data-objects under one access policy.

- **5: Users requesting data-objects.** This is when users request to access data-objects of patients. Data-objects given to users are encrypted. However, it will depend if the user has a private key with the attributes necessary to satisfy the access policy embedded in the cipher-text. If this is true, the user can decrypt the data-object.

### Three levels of access privileges

For proof of concept in this work, the three levels of access privileges are defined as follows.

- **L1: Access to de-identified data-objects:** L1 supports access to data-objects for secondary use purposes (e.g., marketing or commercial). L1 is defined as the lowest privilege level. Users of G1 are intended to access data-objects at L1. Additionally, users of higher privilege levels are allowed to access L1. Users of G1 need LK1 to authenticate and obtain the private key. During private key generation, SKGA verifies if LK1 corresponds to or is higher than the user-group of the requesting user (i.e., user-group G1). Access at L1 is granted only to de-identified data-objects. De-identified data-objects are in a separate database (DB) from the database that contains the original data-objects (DB). Data-objects at this level are assumed to be de-identified because users of G1 do not need to know the identities of the patients. However, in cases that users of G1 need to access the original data-objects, they may request access to data-objects at L2. To accomplish this, they need to obtain 2 new shares to reconstruct the level-key for L2 (LK2).

- **L2: Access to individual data-objects:** L2 supports access to data-objects for regular medical treatment. L2 is defined as the medium privilege level. Users of G2 are intended to access data-objects at L2. Additionally, users of a higher privilege level are allowed to access L2. Access is granted to the specific data-objects that users need to perform their job functions. Access at L2 is to the original data-objects database (DB). Users at L2 need two shares (S21 and S22) to reconstruct LK2. During private key generation, SKGA verifies if LK2 corresponds to or is higher than the user-group of the requesting user (i.e., user-group G2). If it is true, LK2 can be used to distribute the private key. If users of G2 desire to access data-objects at L3, they need to obtain 3 new shares to reconstruct the level-key for L3 (LK3).

- **L3: Access to a large set of data-objects of a patient:** L3 supports access to data-objects in emergency situations. L3 is defined as the highest privilege level. Users of G3 are intended to access data-objects at L3. For a proof of concept in 3LAC, there is no higher privilege level than L3. Access at L3 is to the original data-objects database. Users at L3 need 3 shares (S31, S32 and S33) to reconstruct LK3. During private key generation, SKGA verifies if LK3 corresponds to the user-group of the requesting user (i.e., user-group G3). If it is true, LK3 can be used to distribute the private key.

### B. 3LAC protocol designs

In 3LAC, there are 4 different protocols: 1- UDO, 2- SAc, 3-SKAc and 4- ADO. The following list describes the protocols.

1) **Upload data-object protocol (UDO).** It is executed when a patient requests to encrypt and upload a data-object. The patient makes a request to the data provider which is responsible to accept requests for encryption of patients’ data-objects and upload them to the corresponding database.

2) **Shares Acquisition protocol (SAc).** It is executed when a user requests to obtain a share from a LKA. The user may need to request different shares to different LKAs depending on how many shares the user has to obtain in order to reconstruct his level-key. This protocol can be executed between any user and any LKA.

3) **Private key acquisition protocol (SKAc).** It is executed when a user makes a request to obtain a private key. The request is sent to the SKGA, the authority that is responsible for generating the private keys for users so they can decrypt data-objects of patients. In order to obtain a private key, the requesting user needs to prove he has the level-key (LK) that he was able to reconstruct from the shares. The LK has the level of access control embedded within it as the number of shares needed to reconstruct it depends on the access privilege of the user which is specified on his user-group. The level-key is used to encrypt and distribute the private key generated. In other words, if the user knows his level-key then he can decrypt his private key.

4) **Access data-objects protocol (ADO).** It is executed when a user requests access to the data-objects of a patient. The request is sent to the data provider which is responsible to authorise access to the data-objects stored in the databases.

### VI. Conclusion

In this paper, we presented a novel access control framework (3LAC) which supports different levels of access privileges: L1: Access to de-identify data-objects, L2: Access to

In 3LAC, we introduce the concept of level-keys and the idea that the level of access control for a user is embedded into his level-key. 3LAC extends CP-ABE with the integration of secret sharing [10]. With the integration of secret sharing as the level of access privilege increases, the number of shares needed also increases in order to reconstruct a level-key. With a level-key a user is authenticated when requesting the issuance of a private key. A private key is used to decrypt a patient’s data-objects. In 3LAC, privacy protection is increased because for the acquisition of each share there will be an authentication process. This makes the impersonation and unauthorised access to more sensitive data-objects more difficult.

Future work includes the implementation and evaluation of 3LAC.
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Abstract—This project evaluates a context aware communication system designed for use in hospitals. This communication system aims to increase and improve the communication and information exchange between nurses, between nurses and physicians, and between physicians. In this paper, we focus on nurse-to-nurse communication. Nurses in the oncology department at the University Hospital of North Norway tested the system. The aim of this field study is to investigate the expectations, consequences and experiences of using the phone system in a clinical setting. The study uses a multi-method research approach including both quantitative and qualitative data. We use a before-and-after study design, with data from questionnaires, interviews and logs as well as step count measurements. In this paper, we describes the phone system and how it can be used. We also report on the nurses’ expectations and presents some preliminary findings on system usage and the before-and-after step count assessment.
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I. INTRODUCTION

Working in a hospital environment requires highly mobile personnel. Health care personnel depend on effective modes of communication and information exchange to provide high quality services [1][2][3]. In a clinical setting, gathering the right information can be complex, requiring frequent conversations and discussions [4]. However, research has shown that communication in hospitals suffers due to poor practices and inefficiency; caused by an insufficient infrastructure, such issues emerge particularly when the need for communication is urgent [4][5][6].

Most hospitals rely on a mobile communication infrastructure with devices dedicated for each role, with pagers being the most common mobile communication device. Generally speaking, mobile phones are not widely used in hospitals, with personnel using wired/wireless phones and personal digital assistants (PDA) in addition to their pagers [7]. To ameliorate communication issues, more extensive use of mobile phones could offer a solution by improving accessibility and communication [4][6][8]. Compared to pager use, important advantages can be achieved with texting and voice services. Decreasing communication delays may lead to improved patient care while reducing the risk of medical errors [6]. Studies have shown that wireless phones can overcome most of the limitations of pagers, thus facilitating communication within hospital settings [9].

Despite the advantages of mobile phones, there are also well-known downsides to the usage of such devices. For instance, the increased availability and accessibility can overload key human resources, such as senior physicians and on-call staff [2][9]. Only a few staff members carry wireless phones due to the assumption that phones are more interruptive than pagers [2][7]. Therefore, before introducing wireless phones as standard hospital equipment, it is important to evaluate usability and user satisfaction and to assess impacts on work practices.

Our study investigates how the use of one such system, the CallMeSmart (CMS) system, influences nurse-to-nurse communication and affects work practices at the Oncology Department (OD) at the University Hospital of North Norway (UNN). In this paper, we describe the technology, present the pilot study and report on preliminary results. We discuss results regarding nurses’ expectations towards the phone system, patterns of use and time use, as measured by step count.

The paper now proceeds into Section II, which provides background information and includes an overview of the local context as well as the use of phone systems in clinical work. Section III outlines the materials, research setting and methodology of this study. Section IV provides an overview of our results. Section V discusses implications and limitations. Finally, conclusions and future work are detailed in Section VI.

II. BACKGROUND

CallMeSmart is a context-sensitive mobile communication system developed for hospital use. The system aims to reduce unnecessary interruptions from
mobile devices in situations where disruptions should be avoided. These situations include, for instance, times when health personnel is involved in surgery (dressed in sterile clothing), doing patient examinations at outpatient clinics, or having conversations with patients/relatives in designated rooms.

Context-sensitive systems for hospitals represent a promising application domain. Hospital staff depend on a wide and reliable communication infrastructure for the exchange of different types of data, such as patient reports, lab tests and work shifts. They also depend on this infrastructure for text, voice and alarm services. Management of this information is difficult and requires avoidance of a wide variety of problems in order to properly meet the needs of hospital professionals. Context-sensitive applications for mobile communication seem to promise a valid solution that could also move some workers’ activities over to computers.

The phone system focuses on context-sensitive interfaces, middleware and new interaction forms for mobile devices that support multi-modal communication in hospitals. These devices support media, such as voice services, text-messaging and paging services, in an efficient and non-interruptive manner. They also enable support for individual and role-based contact on a single device. That is, users only need to carry one device for both personal and role-based communication, which enables other users to, for example, contact someone assigned to “on-call” duty in a specific department, even if they do not know the identity of that person. At the same time, the system seeks to balance between availability and interruptions while enabling acute calls and alarms to go through.

The phone system senses the context automatically from different sensors, calendar information and work schedules. It makes changes to the health care worker’s availability and the phone’s profile according to the collected contextual information. At the same time, the caller is given feedback about the health care worker’s availability, thereby making it possible for the caller to force through an emergency call or to forward the call to another available health care worker at the same level. The system is based on ideas from earlier studies on interruptions in combination with ideas from Solvoll (2013) [10]. A first version of the system is ready and has been tested in lab settings with physicians/nurses as test users. The tests were performed as scenarios derived from real situations. The feedback was mostly positive, and the input was used to improve and further develop the system, moving from prototype to production [10]. A more detailed description of the system, including figures that itemise the functionality, architecture, interruption reduction and compatibility with other existing systems can also be found in Solvoll (2013) [10].

Management at the Oncology Department at the University Hospital of North Norway has decided to invest in mobile communication devices to save time and improve patient care. Currently, all phone communication at the department occurs through wired/wireless landline telephones. People on call also carry pagers. The nurses have no mobile devises to help them exchange information. To ease the situation in the department, management has decided to invest in the CallMeSmart system. As part of this initiative, we proposed a study to investigate the expectations, consequences and experiences of using the phone system in a clinical setting.

The purpose of this evaluation is to assess the impact and experiences of using a context-aware communication system at a hospital department (the Oncology Department). The main research question can be put as follows: Will work practices at a hospital ward be improved by using local smart phones? We will investigate these aspects:

- System usage
- Nurses’ expectations
- Changes in time use
- Changes in work practices
- Nurses’ experiences

In this paper, we report results from the three first aspects outlined above. Changes in work practices and nurses’ experiences are reported in a separate paper [11].

III. MATERIALS AND METHODS

In this section, we present details on the materials and methods used to investigate system usage, nurses’ expectations and changes in time use. It also provides detailed information regarding how to use the phone system and the research setting.

A. Using the phone system

Users are provided personal accounts that they can access from any phone connected to the system. Users log on using personal login credentials. Configuration and personal data (like contact lists, messages and phone logs) are temporarily stored on the phones – only as long as the user is logged into the system. All personal data are stored on the user profile. The profile is downloaded to the phone when the user logs on and deleted from the phone when the user logs off. In all cases, the user’s data are stored in the system and protected so that other users cannot access this information. Authentication is based on Lightweight Directory Access Protocol (LDAP) and is compatible with Active Directory (AD), meaning that each user can potentially use his or her ordinary username and password from the hospital information system to log in to the phone system. The users can make and receive calls in a one-to-one configuration, or in a one-to-many configuration for conference calls. A user cannot receive or start a second call without hanging up the first one.

The system silently offers ‘delivered’ and ‘read’ acknowledgement for each message. Messages are stored on the users’ profiles, which means that whenever the user is logged on, his or her messages are available on the phone through the profile.

Before the nurses started to use the phone system, they were provided an introduction and training lasting approximately five minutes. The phone system’s inventor visited the ward for the first two days after the first nurses
started using it to provide more support if needed. The only support required involved creating accounts for new users.

B. The setting

The study site was the Oncology Department at the UNN. The department offers chemotherapy, radiation therapy, hormone therapy, other symptomatic treatment and palliative care. Nurses follow national guidelines for treatments with the goal of curing as many people as possible of their cancer or to prevent or delay the development of the disease.

The Oncology Department includes a ward with 25 beds and about 120 employees, including nurses, nurse assistants and medical doctors. The ward treats and cares for patients between the ages of 16 and 95 years old. Most of these patients are seriously ill and in need of heavy care. In addition, about ten patients stay at the patient hotel connected to the hospital. The nurses’ work schedule is organised in three shifts: the day shift includes 10 nurses, the afternoon shift has 5 or 6 nurses, and the night shift has 3 nurses.

C. Methods

This evaluation study follows a multi-method research approach using both quantitative and qualitative data. We recognise that randomisation is the most robust method of avoiding systematic bias, but this method was not possible for this evaluation. To randomise the nurses into two groups would require the nurses to switch between their usual mode of communication and the new phone system. Such a switch between the intervention and usual care is unlikely to succeed [12].

We have collected data before and after the introduction of the phones. The data were collected from phone logs and we recorded the nurses’ step count. We utilised an anonymous survey to explore the nurses’ expectations of the system. The survey was made accessible to the nurses on duty prior to implementing the communication system. The survey included a one-sided questionnaire and was placed in a cardboard box in the main corridor close to the nurses’ station. The questionnaire included questions about their expected changes in work practices as a result of using the phone system. They were first asked to name three changes they anticipated in their own work. Then, they were asked to specify which of the changes they thought were most important and why. The questionnaire included questions about when they expected the phone system device to be most used (during the day or night shift) and in which situations. Furthermore, the nurses were asked if they expected the phones to be used inside or outside the ward location. All questions in the questionnaire were open ended. Two of this paper’s authors categorised the answers.

To analyse if the phone system saved time for the nurses, we measured the step counts before and after introducing the phone system. Twenty-five nurses received the Fitbit step count, carrying it in their uniform pockets during their shifts. Different nurses used the step count before and after. It was not possible to measure the step count for the same nurses before and after the phone system was introduced. The main reason for this limitation was that the shift plan for the study period was already made.

The steps were monitored one week before and one week after the introduction of the phone system (in December 2016).

Fitbit One tracks all steps taken, stairs climbed, calories burned and distances travelled (see figure 1). The results from each day were stored digitally and displayed as an activity from midnight one evening until the following midnight. This feature implies that if a nurse was working the night shift, data from two different data collection screen dumps had to be summarised to measure the steps over the whole shift. Likewise, data from one screen dump sometimes had to be divided if the nurse had two consecutive night shifts. Data from the step counts were reported in an Excel sheet. Data regarding calories burned was considered irrelevant and not reported.

We also collected logs of the system usage, including how many messages and phone calls were sent/performe on which date and at what time of day.

IV. RESULTS

In this section, we report on the nurses’ expectations and presents some preliminary findings on system usage and the before-and-after step count assessment.

A. Expectations

A total of 11 nurses completed the questionnaire. All respondents answered the first part of the questionnaire, except one who did not specify the change perceived to be most important. All respondents expressed positive expectations. No one voiced any concerns. Expectations revolved around two main themes: phone use would save time and reduce disruptions and interferences in daily tasks. As reasons for these expected benefits, the nurses pointed to improved information and communication flow in their work practices. They expected changes in time use as a result of spending less time walking around and searching for colleagues. Furthermore, they noted that fewer paper messages and a more “orderly” information flow would improve their work practices. They seemed to assume that fewer messages would be lost or forgotten; instead of having to use several stages to deliver messages, the process of
sending questions and receiving answers/feedback would be streamlined. They expected that the system would make it easier to get in contact with colleagues and cause fewer interruptions during reports and rounds. The nurses could also "mark themselves as busy" when in a sterile setting or working with a patient, for instance.

All respondents envisaged situations where they expected to use the phone system. This response applied both when the nurse would be with ‘their own patients’ (patients for whom they have a special responsibility) and with other nurses’ patients. They also reported that they believed the system would be useful in the following situations: during patient admittance, patient examinations, shift handovers, and while sending and receiving messages from secretaries, medical doctors and other colleagues.

Several nurses expected to use the phone system especially in the daytime, but some assumed that they would benefit most from the phone system during night shifts. Most nurses estimated that they would use the system inside the ward location, not outside.

B. Phone logs

We also collected phone log data regarding the use of both the message and phone services. Figures 2 to 5 show the total usage of the system since implementation, from December 16th to January 21st. Figure 2 shows the total usage during the day from zero (midnight) until 23:59. Figure 3 shows the total number of messages sent during the day. Nurses send messages on all shifts, with a peak during the day shift between 9 and 10 am. Figure 2 compared with Figure 3 reveals that nurses only use the message function during the night shift, omitting the call function. Figure 4 shows the total number of phone calls during the same period. We can see that there were almost no phone calls between December 19th and January 3rd. Figure 5 shows the number of messages sent per day from December 16th to January 21st. A few messages were sent on December 21st due to a false alarm, but this error was fixed the following day. The system was not used during the Christmas holidays.

C. Step count

Before the phone system was introduced, we measured the steps of 21 nurses from 80 shifts, 24 afternoon shifts and 56 day shifts. The day shift resulted in 369,589 steps over 446 hours, and the afternoon shifts in 150,600 steps over 171 hours. After the phone system was introduced, we collected steps from 13 nurses on 82 shifts, 27 afternoon shifts and 55 day shifts. The day shift resulted in 334,017 steps over 411 hours, and the afternoon shifts led to 174,445 steps over 197 hours.

We found no significant difference in step count after implementing the phone system. Using a t-test, the mean number of steps per hour before and after was 838 and 830, respectively (P = 0.82).
V. DISCUSSION

In this paper, we have evaluated a hospital phone system at the Oncology Department at the main hospital in Northern Norway. We found that the nurses believed that phone use would save time and reduce disruptions and interferences during their daily work. They also envisaged fewer paper messages and a more "orderly" information exchange. The logs show that phone use increased over time and that the system was most frequently used during the day shift with a peak at 9 and 10 am. However, we did not find that nurses spent less time walking around looking for colleagues.

The results of the survey suggest that the nurses believed the phone system would make the information and communication flow more efficient while improving work practices. Furthermore, they emphasised that this improvement would not only benefit the nurses themselves by saving time and reducing disruptions, but it would also improve patient care. The nurses believed that they would spend less "unnecessary time" on getting messages and questions to the right people. Fewer interruptions might also reduce stress according to the nurses. Furthermore, they noted the stress they felt when they had "to run after" people or when they "must remember" things. They also expressed frustrations over "not finding" or "forgetting to pass on a message". It seems logical that when nurses spend less time and energy on getting and passing on information, it benefits the patients. The patients would have easier access to the nurses who would experience fewer interruptions during patient treatment and care. The nurses suggested that the phone system would make them more time efficient and thereby improve patient care.

However, we found no significant difference in step count after implementing the phone system, a result that must be seen in light of several methodological limitations. The step count was measured over a short period, one week before and one week after the system was introduced. Steps were measured in December. Perhaps more importantly, the "after" measurements were collected the last week before the Christmas holidays, which might have affected the results as normal workloads are reduced around the holidays. Furthermore, collecting the measurements right after the phones’ introduction might have been too soon to capture an effect. It is reasonable to assume that the users need more time and practice to learn how to use the phone system before we can expect a change in work habits.

It should also be noted that a few messages were sent on December 21st due to an alarm going off. Caused by a bug in the system, the issue caused the nurses stop using the system for a day. The bug was fixed the same day, but due to the upcoming holidays and less activity at the department, several of the nurses were not aware that the system was up and running again. This situation might explain the system’s lowered use during the holidays.

We did not record the nurses’ exact workload for these two weeks; such information would include how many patients each nurse had in his or her care and how much care these patients needed. In addition, the nurses were given very little training in using the system. The phone logs show that system use has increased over time since we measured the steps, which might indicate that the nurses did not know the full functionality of the system at the time. When the nurses become more experienced in using the system, a change in work habits and practices may follow. Another possible explanation for the low use and the lack of difference in step count is that the nurses will run as much as possible independent of any technological system due to their eagerness to help as many patients as possible [13]. This finding could imply that more patients might receive better treatment and care due to the new phone system.

Another limitation is that it was not possible to measure the step count for the same nurses before and after the phone system was introduced. The main reason for this limitation was that the shift plan for the study period was already made. Some of the nurses working the first week (before data) were off work during the second week (after data). Another reason for this limitation is the short time period allotted for this pilot study.

Therefore, future studies are necessary. Data should be collected in different departments, and over longer periods, both before and after introducing the new system. Before the "after" data is collected, the nurses should be given time to become familiar with the phones and their functionalities. The data collected should be from periods with equal workloads, and data on step counts should be collected from the same nurses before and after. These changes would improve the validity of the results.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have reported some preliminary results from a pilot study evaluating the introduction of a phone system in one hospital department. We found that the nurses believed that phone use would save time and reduce disruptions and interferences in their daily work. The logs show that phone use increased over time and that the system was most frequently used during the day shift with a peak at 9 and 10 am. However, we did not find any time savings, as measured by reduced step count.

The next step in this evaluation is to collect interview data and measure use and step count over a longer time period. Future research questions will also investigate if the phone system influences the quality of patient care as well as the nurses’ perceived safety of information exchange and productivity at the hospital ward.
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Abstract—The cancellation of elective surgeries wastes valuable hospital resources. Our site of research has identified inadequate planning due to lack of information as a main cause for cancellations. It is anticipated that the pre-operative planning process may be improved if adequate patient information is gathered at an earlier stage, before the patient is admitted at the hospital. The aim of our research is to determine how an electronic personal health assessment questionnaire interface to the patient should be designed. Participants were asked to complete the electronic personal health assessment questionnaire in the two versions of the interface. The results indicate that, contrarily to literature, in a pre-operative setting, patients prefer to be presented various questions at a time when completing personal health assessment questionnaires.

Keywords—cancellations; surgery department; electronic communication; electronic health record; patient interfaces.

I. INTRODUCTION

The cancellation of elective surgeries wastes valuable hospital resources [1][2][3][4]. It is also reported that cancellations negatively affect the patient [5][6][7]. Accordingly, cancellations are stressful and costly, with a high level of emotional involvement before surgery [2]. However, it is reported that between 10 and 40 % of elective surgeries are cancelled [8][9][10]. Furthermore, it has been reported that 50 % of these cancellations might be avoided [2][7][11].

The eTeam-Surgery project is studying the cancelation of elective surgeries problem at the University Hospital of North Norway (UNN). At UNN, inadequate planning due to lack of information was identified as the main cause for cancellations [12]. It is anticipated that the pre-operative planning process may be improved if adequate patient information is gathered at an earlier stage, before the patient is admitted at the hospital. It has been reported previously that such patient information may be included in a personal health assessment questionnaire, and requested from the patient at an earlier stage and while the patient is still at home [12]. Such document refers to the patient medical history and includes questions on previous diseases (e.g., heart disease, high blood pressure, and diabetes), previous surgeries, general information (e.g., allergies, and smoking habits), woman specific (e.g., maternity), and use of medication, as shown in Figure 1.

Figure 1. Sample of the paper version of the personal health assessment questionnaire, which provided the basis to the eTeam-Surgery electronic questionnaire.

The eTeam-Surgery project gathered the information required from the patient in a structured document, and developed a web-based tool to make it available to the patient. When designing the interface of the web-based tool the doubt arises: “How a Personal Health Assessment questionnaire should be graphically presented to the user to promote his/her participation?”

Adamson and Bachman [13], at the Mayo Clinic, reported on a pilot study of using structured histories for patient. The authors suggested that questionnaires should be
presented to the patient one question at a time [13]. Considering that both studies refer to patient reported history, it was decided to try the configuration suggested by the Adamson and Bachman study [13], despite it had been carried out in a primary care setting.

The aim of our research is to determine how an electronic personal health assessment questionnaire interface to the patient should be designed. We will explore if, in a pre-operative setting, patients prefer to be presented with one question at the time, or various questions simultaneously, when completing an electronic personal health assessment questionnaire.

This paper is divided in four sections. In the first section, the problem with surgical cancellations is introduced, and the aim of the study is described. In the second section, the data collection methodology is presented and explained. The results are disclosed and interpreted in section three. In the last section, the authors discuss the study configuration, and suggest improvements to it based on the feedback of participants.

II. METHOD

Two prototypes of the electronic personal health assessment questionnaire were built, each one featuring a different version of presenting the questionnaire. In Version 1, various questions were presented to the participant, grouped by subject. In Version 2, participants were presented one question at a time, following the suggestion in Adamson and Bachman’s study.

Participants were asked to complete the electronic personal health assessment questionnaire in the two versions of the interface. A cross over methodology was used to ensure that the participants’ choice was not influenced by the version completed first. Thus, for each participant the starting version was randomly selected.

III. RESULTS

The fieldwork was carried out through a period of two days, in February 2014. Participants were randomly approached on the street, and a total of 11 persons agreed to participate. The sample consisted of six women and five men. Participants were given documentation where it was provided information related to the eTeam-Surgery project, and the context of their participation, and their consent to participate in the study was requested. Subsequently, the participants were given a tablet and asked to complete both versions of the electronic personal health assessment questionnaire. Upon completion the participants were asked to choose their preferred version. The results are presented in Figure 2.

![Figure 2. Frequency of the participants’ preferred interface version.](image)

IV. CONCLUSIONS AND DISCUSSION

The work presented herein was collected through the period of two days. After this period the authors’ decided to terminate the study due to the low adherence, and evaluate possible measurements to improve the participation in the study.

The size of the sample achieved in this study did not meet the required statistical significance and, therefore, no conclusions may be drawn based on the results. However, the results indicate a probability that, in a pre-operative setting, patients prefer to be presented various questions at a time, that the authors which to further explore in a future study. Following, the authors explore on the reasons provided to refuse the participation in the study, as a basis to improve the configuration of future studies.

The study presents herein was terminated after two days of fieldwork by authors’ decision, since the participation fell short on the expectations. The two main reasons provided by the possible participants to not take part in the study were:

A. Being uncomfortable in providing their information

It was explicit in the consent form that it was not required from the participants to provide their true medical history. This was further emphasized when approaching the participants. Nevertheless, it was still used as a reason to not take part in the study.

B. Did not want to complain on the hospital.

The authors’ affiliation with the hospital lead possible participants to believe that opinions on the hospital’s services quality was being collected. This could not be clarified since, once this was presented as a reason to not take part in the study participants did not want to engage in a conversation.

These behaviors lead the authors’ to consider that future studies require a less constraining context. This implies that the participants should participate, e.g., from home, without the presence of the researchers, mimicking the real context of the web-based tool application. Furthermore, it is required to emphasize the main interest (i.e. the choice on the interface version), and anonymous nature of the study. This may be achieved by making it explicit in the consent form that the data on the answers was not stored, and providing non-participant related login data to the tool.
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I. INTRODUCTION

An increased emphasis on cost savings, patient safety, and efficiency in healthcare, has raised the focus on seamless integration, and standardization across professional, departmental, and institutional boundaries [1]-[3]. Important efforts to achieve such goals, are improving the role of the electronic patient records (EPR), to make it a structured work tool, supporting patient pathways and decision support [4]. Semantic interoperability is a key requirement for improving EPR communication [8], to ensure that senders and recipients have the same understanding of information and standards [9]. An important element for reaching semantic interoperability is standardizing the clinical content. However, standardizing clinical workpractice and routines have been difficult to accomplish [5]-[7].

In Norwegian healthcare, improving the role of the EPR has been part of national strategies and visions since the 1990’s [1]-[2], to enable sharing and integrating healthcare, as well as organizing information in a more structured manner [10]. Hence, in 2012 the North Norwegian Health Authority established a large ICT (information and communication technology) project named FIKS (standardization of the regional ICT portfolio), to standardize the regional ICT portfolio. One of FIKS’s most important roles was to collaborate closely with the largest EPR vendor in Norway, on developing a new openEHR based EPR system, using archetypes as core elements for standardizing the clinical content. The openEHR framework built on a two-level modelling. The intention of the first level, the technical reference model, was to increase semantic interoperability, and reuse of data [11]-[13]. The second level, contained archetypes and templates, as standards for the clinical content. The two-level model made it possible to make changes only to the clinical content of the archetypes, without having to alter the underlying open EHR information model.

The openEHR framework allowed for archetype design at different levels of healthcare organizations. In Norway however, the primarily work with archetypes was conducted at a national level, with NRU (National Editorial group for Archetype development in Norway) as the coordinator of the work. To design optimal archetypes for the clinical content of EPR systems, it was necessary for clinicians to have a key role in both developing and approving the national archetypes. The clinical content of an archetype based EPR system had to contain numerous archetypes, to cover the clinical practice. There were 39 approved archetypes in March 2016, and even if 100, more were in the process, an estimated number of 1000-2000 was necessary, to encompass the clinical content of an EPR system. The absence of completed archetypes complicated and delayed the development of the new archetype-based EPR system. Hence, this raised a question whether to start using unapproved archetypes or not, and the consequences of using them before a national consensus was reached. In addition, it was challenging for the users included in developing the new EPR, to grasp the potential of this system based on a completely new technology. These factors might in part explain why the development process lasted much longer than expected.

We introduce the concept of core archetypes, as a contribution to solving this dilemma. NRU has claimed it possible to use 30 core archetypes, as a foundation for about
90% of a basic EPR system [14]. The remaining 10% represent specific archetypes related to clinical specialties, important to include for completing the EPR system. Our questions are therefore: Can a set of core archetypes provide the necessary foundation for understanding the potential of a new openEHR based EPR system, and can focusing on these core archetypes speed up the archetype design process? Our goal was to evaluate the establishment of this core set of archetypes, through interaction with projects essential to the ongoing process. The rest of the paper is structured as follows; in section two, the method is presented, in section three, the three levels of archetype work in Norway are described. The concluding discussion in the fourth section, focuses on when to start using archetypes, and the use of core archetypes for a prototype of a basic EPR system.

II. METHOD

This paper contributes to a longitudinal interpretive study, connected to the development of a large-scale EPR system by the North Norwegian Health Authority. The methodologically positioning of the study is within a qualitative interpretive paradigm. The focus is on evolving and improving the understanding of a studied phenomenon, by looking at it from different viewpoints, within a context [15]-[16]. An advantage of using a qualitative interpretive approach is enabling complex textual descriptions of how people experience a particular matter, by providing information about the human side of a given process [16].

The fieldwork draws on the first author’s role working in FIKS for two years and afterwards continuing to follow activities in the project, by participating in workshops and meetings connected to the development of the new EPR systems. The second author has contributed in the regional and national work with the new EPR and archetypes for the last seven years, participating in meetings, discussions and observations. The personal information protection commissioner for research in the health region, and the Norwegian social science data service (NSD), approved the data collection for this study. All informants provided written consents for the interviews by e-mail. Both authors have conducted several open-ended interviews, both related to the development of the new EPR, and the national work with archetypes. The purpose of using open-ended interviews is enabling informants to tell their story, without the author’s pre-perceptions getting in the way. The interviewers had prepared some questions, to make sure the interviews covered the topics they wanted to focus on. In addition, new interesting issues to include emerged in several interviews. The interviews were transcribed and analyzed separately, and as a part of a whole [Ibid]. Interesting quotes were translated into English (almost all Interviews were in Norwegian). In addition to transcribed and interpreted interviews, observations from several workshops and meetings as well as project documents from FIKS and NRUA were included in the data collection. In table I, an overview of the data collection is presented.

A document analysis on the consensus process of one particular archetype namely Problem/diagnosis, provided important insights for understanding the national work with archetypes.

III. WORKING WITH ARCHETYPES IN NORWAY

We have focused on three parallel processes important for the Norwegian archetype development between 2012-2016. First, the development of a new openEHR based EPR system, using archetypes as standards for the clinical content, with focus on development of the surgical pre-planning module. Second, the internal process of establishing a well-functioning NRUA organization, including a network of competent healthcare personnel to participate in the consensus process. Third, the development of local archetypes at a specialized hospital clinic, including the first attempts of using archetypes for clinical practice.

A. Development of the new EPR system

In 2012, the North Norwegian Health Authority completed an extensive tender, and decided to regionalize their new ICT portfolio. To carry out these changes, they established a regional project FIKS, to run from 2012-2016. FIKS was considered one of the largest ICT investments in Norwegian healthcare, with a total cost expected to exceed €100 million [17]. The main goals of the project were to establish a regional ICT portfolio, as a foundation for regionally standardized patient pathways, decision support, and integrations between clinical ICT systems.

A regionalization, including standardizing EPR work practice, was a necessary requirement to reach such goals, enabling the Health Authorities to better administrate and compare information from the hospitals in the region. The FIKS project run in close collaboration with system users from the hospitals and the vendors.

The new EPR was designed to improve the user’s workdays, providing structured data including predefined content elements, and schemes for documentation, enabling an increased overview and reuse of patient data. In addition, the possibility of including patient pathways was important for improving the EPR. This was enabled by using the international openEHR architecture, standardized by CEN/ISO [18]. The openEHR architecture built on standardized information models, open source components, and highly structured clinical content, with archetypes as core building blocks. Archetypes were structured data elements of

<table>
<thead>
<tr>
<th>Data source</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviews with contributors to the work with archetypes, and the development of new EPR.</td>
<td>30 open ended interviews</td>
</tr>
<tr>
<td>Participatory observation</td>
<td>250 hours</td>
</tr>
<tr>
<td>Participation in meetings, workshops, and informal discussions.</td>
<td>300 hours</td>
</tr>
<tr>
<td>Document studies: Documents from the CKM, concerning archetypes in general, and the problem/diagnosis archetype in particular.</td>
<td></td>
</tr>
</tbody>
</table>
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clinical concepts, where observations, evaluations, instructions, and actions, formed the ongoing process of treatment and care [19]. Archetypes were used to define how clinical data was structured, seamlessly stored, and transferred between EPR systems [20]. The intention was for archetypes to contain a maximum dataset, including evidence about knowledge objects, and relevant attributes [21]-[22]. It was possible to design both widely reusable generic archetypes, as well as specialized ones, designed for a distinct local setting [8], [14]., [22]-[24]. The new EPR system required archetypes, as standards for the clinical content. The problem was that there were no archetypes available in Norway, when they started designing this new EPR system in 2012. The idea was for the vendor to design some generic archetypes necessary for the overall structure of the EPR. Further, the system users themselves would continue developing archetypes necessary for clinical practice, for example clinical observations such as blood pressure, body weight, clinical scorings, and schemes for procedures. One member of FIKS stated: “At first it seemed possible for clinicians to design archetype based schemes on the fly, I don’t however think this will be the case.”

The vendor started in 2012 the work with designing generic archetypes for the new EPR system. Since there were several archetypes available in the international CKM, constructed by the openEHR organization, it seemed rather straightforward to import these archetypes, and adjust them to Norwegian conditions. However, after working with archetype design for a year without achieving the desired results, it became obvious that this work was more complex than anticipated. The vendor recommended to establish a Norwegian CKM, and standardized methods for developing and maintaining Norwegian archetypes. Technology for storing and reusing archetypes, as well as defining how archetypes would relate to terminologies, were also important requirements identified.

In addition to the archetype development, a parallel process of designing functionality for the new EPR system took place. More than 100 system users, from all the hospitals in the North Norwegian Health Authority, participated in an attempt of user centered system design, where an agile method - scrum was practiced. The idea was to develop the new EPR module by module, based on user stories from the system users as a foundation for the functionality. It became difficult for the system users to grasp the potential of the forthcoming EPR system, as neither archetypes nor the EPR system functionality was finished. The needs for the new EPR, identified by end-users, mainly built on challenges connected to the existing EPR system. One clinician stated: “When you ask clinicians today, they will outline needs related to their current work. Their starting point is the EPR they use today, that may be 20 years old. They are more likely to think small steps ahead, rather than focusing on large revolutionary changes, necessary for exploiting the potential of archetypes and openEHR.” Consequently, developing the EPR based on this approach, was time consuming, and inefficient. Since they did not have any prototype or model of the new system, it was demanding for clinicians to see the potential of it.

As an example, they have worked with the pre-surgical planning module for the new EPR from FIKS started in 2012, still close to the end of 2015, six of the 18 nationally approved archetypes necessary for this module, have reached national consensus. They were prioritized, as a collaboration between NRUA and FIKS. Without the necessary archetypes in place, it was challenging to develop and test functionality for this module, as well as knowing what to prioritize working on. To increase the pace of finishing this module, NRUA has lately been involved closer in working with the necessary archetype requirements for this module.

B. Constructing a national organization for handling archetypes

The EPR vendor, developing the new EPR system, had gained more than 70% of the Norwegian marked, over the last years [25]. Hence, National ICT, the organization responsible for coordinating ICT-related initiatives in the Norwegian specialized health care services, decided to work with Norwegian archetypes at a national level. NRUA was established in 2013, to form a national archetype repository – clinical knowledge manager (CKM). The overall goal of NRUA, was to coordinate the development, and use of archetypes on a national level, both handling the national consensus process of agreeing on archetypes, as well as supporting local initiatives for archetype design and usage. The NRUA organization consisted of five persons responsible for clinical modeling of archetypes, in addition to representatives from all the four Regional Health Authorities in Norway. NRUA established an editorial group to initiate archetype reviews, and form collaboration with clinicians. They also managed the recruitment for the national consensus process. In the consensus process clinicians used the web based CKM to review and approve archetypes, enabling asynchronously communication between participants in the process. The first years NRUA focused primarily on establishing a well-functioning organization, with a network of clinicians and other system users to work with archetypes. They provided training and support for new CKM users, established connections to the international CKM, and translated existing archetypes into Norwegian, for the clinicians to review. One of the archetype reviewers stated: “NRUA has members with a genuine interest in archetypes and they have worked very hard to get this organization up and running.” Because of establishing the organization, the actual consensus work moved slowly the first years. The first archetype was nationally approved in 2014, five months after NRUA started their work. However, investing this much time on the organization early on, enabled NRUA to increase the pace of archetype development last year. There were 39archetypes approved in Norway in March 2016 and a 100 more was in the process. A goal is to have 200 archetypes approved by the end of 2016. In addition, NRUA had gained
valuable knowledge along the way, both on how to structure archetypes, and on how to run the organization.

The extensive process of reaching archetype consensus was time-consuming for the contributors to participate in. When they first started as reviewers, it took time to get to know the CKM tool, and understand the complex clinical and technical relations of the archetypes. Each archetype had several review iterations. One clinician stated: “A review iteration takes everything between 1.5 min and 1.5 hour, depending on the complexity of the archetype. In addition, all archetypes go through more than one review iteration.” Recruiting participants to work with national archetypes was challenging, and the time-consuming review process led to several dropouts from the work, especially from clinicians. Since archetypes were used as standards for the clinical content of the EPR, it was important for clinicians to have an essential role in defining and designing them. One clinician said: “It is crucial to include clinicians in this work; they have the clinical knowledge and know what is important to focus on, for the archetypes to be useful standards for clinical work.” He also commented, “If others than clinicians design the archetypes, it will be troublesome to get clinicians to accept and use them.” It was however difficult for NRU to get clinicians to prioritize working with and how long the consensus process of each archetype would take, to be able to plan the work with archetypes ahead. It was also problematic to ensure that the archetypes fit the clinical practice of Norwegian healthcare, since they had no way of testing them out in clinical practice.

C. Developing and trying out archetypes in clinical practice

Based on the notion of archetypes being the new standard for communication in Norwegian healthcare, several projects have been eager to start using them. Since the national design of archetypes took years to gain foothold, some local initiatives began to use archetypes for clinical practice, before they had been through the national consensus process, some even started developing local archetypes themselves. One member of NRU stated: “Systems that use archetypes today are not designed on nationally approved archetypes, or even international ones. They are mainly constructed by system users themselves.”

One example was a hospital clinic in the Southern and Eastern Norway Regional Health Authority that developed highly specialized archetypes for their clinical practice. This was a clinic working within a very narrow clinical field. Thus, they had a clearly defined focus area, and mainly needed specialized archetypes designed particularly for this field of expertise. When they started working with archetypes in 2014, NRU was still in the process of establishing national consensus on their first archetype, (even if they had started the consensus process of several other archetypes as well). The clinic used approximately eight archetypes that had started the consensus process in Norway, the rest they assembled from the international CKM, and other existing repositories or clinical standards worldwide. The ones they did not find in any existing CKM, they developed themselves, in close collaboration with the EPR vendor. When the clinic started using archetypes for clinical practice, this was one of the first attempts to try out archetypes in a Norwegian clinical setting. This provided the clinic, NRU, and the vendor, retrospective with important insight on the usability of archetypes at different levels, especially compositions, evaluations, and cluster archetypes. Testing archetypes in an actual clinical setting enabled identifying necessary requirements for improving, not only the local, but also the national archetypes, to make them suitable for both small and large-scale clinical usage. The clinic identified some challenges related to conforming these local archetypes to the national standards. First, the versioning of the local and the national archetypes clashed. Second, extensive structural differences between the local and the national archetypes, led to interoperability issues for different versions of the same archetype, with the risk of losing data when switching the local archetypes into national ones. In addition, the users experienced that creating local archetypes based on schemes from the old EPR were unpractical to use. NRU is assisting the clinic in their further work, to enable the local archetypes to conform to the national ones.

IV. CONCLUDING DISCUSSION

The three examples described: A) the development of the new EPR, B) the process of establishing a national organization for developing and approving archetypes, and C) the process of starting a local initiative with hands on archetypes and solutions, indicates a need for improving and speeding up the archetype development process. In this context, there are two important issues to address. First, the question of consensus and/or the clinical value of archetypes; There is a broad agreement to only use consensus made archetypes in a production environment (use in the EPR), despite this it has been necessary to use “unapproved” archetypes in production, to speed up the processes. Secondly, and based on this, is the use of core archetypes to provide a prototype of a basic EPR system, to enable accelerating the process of archetype consensus, and the development of the new EPR system.

Based on these examples, the work with archetypes in different settings of Norwegian healthcare has raised a number of important issues. In the North Norwegian Health Authority, the strategy was not to start using archetypes before they had reached national consensus. The overall goals were to secure structured high-quality archetypes, in line with the national standard, confirming that the archetypes they include in the new EPR system were compatible with other archetypes in Norway. However, since the vendor started developing archetypes for the new EPR themselves, the national consensus work related to these archetypes started too late to support the development process. This strategy contributed to delays in the development strategy. In addition, it was not possible to test the developed
functionality for the modules of the new EPR, like the surgical pre-planning, without any available archetypes to structure the clinical content. They adopted this strategy, due to the unknown consequences of using archetypes that had not reached national consensus. A project leader in FIKS stated: “Some of the consequences we dread from using unapproved archetypes are the lack of interoperability, the need for converting data, loss of historical data, all leading to increasing cost.” However, they did not want to stop developing the new EPR system completely, due to the lack of archetypes. “There is a risk that if we are too cautious with starting to use archetypes it will make our development set to provide excessive profit related to reuse of data and clinical parameters fall way behind (project leader FIKS).”

In the Southern and Eastern Norway Regional Health Authority, the strategy was nearly the opposite. They started to use archetypes that had been included in the consensus process. Thus, some places, as in the small clinic described, they also used archetypes not yet included in the consensus process, and even developed some new ones themselves. Starting to use unapproved archetypes in a clinical production environment, provided important insights for the vendor, the clinicians, and NRU A, on the actual usability of the archetypes that were under development nationally. NRU A has gradually undergone the hospitals very specialized structured schemes and variables. The development that this local initiative started was important for the maturity of NRU A as an organization, the archetype development, as well as for the EPR vendors. If they had waited for the regional EPR project to have all their archetypes approved, for example for the surgical pre-planning module, before testing out archetypes in clinical practice, they would still be missing the knowledge on how the archetypes actually work in a clinical setting. The understandings gained from this project, made it conceivable to improve the structure and content of the national archetypes. It also contributed to NRU A increasing their knowledge on archetypes, and capacity of assisting similar future projects. Clinical involvement, a suitable graphical interface, and integrations, are all interconnected with the development of archetypes and templates.

On the other hand, a clinical environment using archetypes that had not reached national consensus led to several interoperability challenges. The local archetypes were versioned following the same standard used by NRU A. This would consequentially lead to both a local and a national archetype with the same version number. Firstly, if the possibility to create a new version disappears there will be a loss of clinical data when converting to a consensus made archetype. Secondly, mixing up the local and the national archetypes might be a secondary problem, since the two definitely are comparable. Further, since the national archetypes were developed after the local ones were taken into use, there is a risk of a dissimilar structure of the local and national archetypes. If the deviations are too extensive, the local and the national archetypes might not be able to communicate. One of the archetype reviewers with a technological background described this potential problem: “The local system will continue to work on its own, but if the structure of the archetypes is changed extensively to enable national consensus, they will no longer be able to communicate with the old version of the archetypes. Consequentially a system based on the local archetypes, cannot communicate with systems using national archetypes.” Accordingly, this might lead to losing historical data, or having to spend an extensive amount of time and money on converting all existing data to the new national archetype format.

To solve these complex issues, instead of trying out the archetypes in local projects with potentially complicated and expensive consequences, another approach would be to prioritize finishing the national consensus on the 30 core archetypes, and then use them to create a prototype of a basic EPR system. NRU A has defined the core archetypes as a sufficient basis for an EPR system[14], and they have composed a synthesis stating that: “90% of the journal functions in the electronic patient record including non-specialized examinations and procedures can be represented by using 30 core archetypes” [14]. Having a prototype based on the core archetypes for the clinicians to test, would most likely help them better grasp the potential of the new EPR, and how to continue the development process. One clinician stated: “It is difficult for clinicians to imagine the possibilities of new EPR and not base their requirements on today’s needs. Having a prototype would ensure that the archetypes cover then necessary clinical content for the modules of new EPR.” Such prototype might also provide useful information for the vendor on how to include the archetypes technically in their new system, and gain knowledge that is missing today on how to create and import templates into the EPR system based on archetypes. In addition, NRU A could profit on such a prototype, to identify which archetypes to prioritize for the national consensus process for each clinical specialty. This also includes further experience with fitting the archetypes for clinical practice. As time has gone by and NRU A’s knowledge on archetype development has increased, they have already started to revise the synthesis. One member of NRU A stated: “The synthesis was created by NRU A based on a fundamental understanding of essential elements to include in an EPR, and archetypes necessary to cover the fundamentals areas. It will probably be necessary to extend the number of core archetypes to 30-50.”

18 of the core archetypes are nationally approved and five more are in the process. Creating a basis model of an EPR system, based on core archetypes for testing the clinical usability of archetypes, could increase the pace of the national consensus work. The question is however, why these were not prioritized for the consensus processes. One of the members of NRU A said: “We started out prioritizing the defined core archetypes. However, the work with core archetypes takes time since these are very generic and extensive concepts archetypes.” Establishing generic archetypes within an
immature organization was time consuming, since there were no experienced archetype designers, neither clinicians nor technical personnel in Norway. Hence, trying and failing was part of the process. How many clinicians to include, how to structure the archetypes, whether to translate international archetypes, or establish new ones from scratch, were some of the questions to consider. As a result, the last two years of working with archetypes in Norway on different levels of healthcare, NRUA has gained the necessary level of competence to fulfill their role as an organization that coordinate the national work with archetypes, as well as supporting local initiatives. CONSEQUENTIALy, future local initiatives should include NRUA at an early stage, to avoid the type of challenges that the clinic in the Southeast health region experienced from using local archetypes. Based on this, an important conclusive remark is; yes, the core archetype is a promising tool for future accomplishments of archetypes, and speeding up the development of the new EPR. Still the process described, and the following maturation of the national environment has been a necessary process. Now, NRUA and the national consensus work have reached the required maturity level, to exploit the possibilities that constructing a prototype/model by using core archetypes can provide for the future work with archetypes, and the new EPR system in Norwegian healthcare.
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Abstract—A Norwegian research group is adopting the Database of Individual Patient’s Experience of Illness (DIPEx) international methodology standards for collecting qualitative research into people’s health experiences and disseminating it on a web site. We are in the concept phase of developing the web site, and decided to build a topical ambiguous taxonomy together with a more clinically influenced taxonomy with top-level labels “Health and lifestyle” and “Illness” for the information architecture of the web site. In this paper, we report from usability testing of the top-level label of the topical taxonomy. We ran qualitative and quantitative A/B tests on wireframe concept sketches. The two top-level labels were a generic variant, “Topic”, tested against the control variant, “Everyday life”. Both qualitative and quantitative tests indicate better results for “Everyday life” as the top-level label for the topical ambiguous taxonomy of the web site. While not fully conclusive, the results provide reasonable confidence in the more descriptive label “Everyday life” at this early stage. It is preferable in that it both seems to create a more coherent set of expectations amongst the users, and more closely matches the content of the web site. The concept test is therefore deemed a useful first step in a rigorous testing program to ensure that the development process is informed by a patient-validated information architecture.
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I. INTRODUCTION

The Internet is an increasingly important source of information for health purposes [1]. Evidence suggests that peer-to-peer exchange of health experiences has been one of its most transformational features [2] and is most likely to engage site users [3][4]. However, many web sites and other media sources present only a few anecdotal accounts or are skewed toward heroic or exceptional testimonials. Hence, there is a need for comprehensive research based collection and dissemination of patient accounts that includes the multiplicity of subjective everyday experiences.

To meet this need, the project “Healthtalk Norway” will pilot the Database of Individual Patient’s Experience of Illness (DIPEx) methodology of health experiences research [5][6] in Norway, with the aim to “promote excellence of qualitative research into people’s experiences of health and illness” [7]. DIPEx, developed by the Health Experiences Research Group (HERG) at the University of Oxford, is a qualitative research methodology based on in-depth interviews with patients and carers, for developing, producing and systematizing knowledge on peoples’ health experiences. The core of the DIPEx methodology is a web site disseminating these health experiences to patients, carers, students, health professionals, health care services as well as the general public. Extracts from interviews are presented on the web site as video, audio, or text.

Through the DIPEx International network, researchers in 11 other countries have adopted the methodology, and at the time of writing, there are nine active web sites globally. A research group based at the Norwegian Centre for E-health Research (NSE) and with members from two Norwegian universities (UiT and NTNU) is currently working on a Norwegian Healthtalk web site. The first stage in this work is a feasibility study where one of the activities is to develop a prototype of the web site. Web development is an iterative process of creating and testing, often in four main phases: Concept, Prototype, Build, and Implement. To validate choices in functionality, content, structure, and design, it is important to employ a wide variety of tests throughout all four phases. In the following, we present results from usability testing in the very beginning of this process: concept development.
The starting point for the concept phase was a competitive audit of the nine active DIPEx web sites. The original United Kingdom site healthtalk.org was established by HERG in 2001 and has grown organically over the years, currently comprising more than 80 sections covering various conditions, diagnoses and health topics through approximately 250 interview excerpts. This means that its navigation is comprehensive, but has usability challenges because of scale. The other eight sites, in contrast, have very rudimentary navigational structures where individual diagnoses such as stomach cancer or epilepsy are listed as top-level labels, lacking any overarching categories. Therefore, they may face challenges as they grow. Hence, rather than duplicating existing web sites, we decided to start work on the information architecture for our site anew.

The research question in this paper is in what way quantitative and qualitative concept testing can be a useful first step toward a patient-validated information architecture. Our objective is to present a model for information architecture that will be both suitable and scalable, as well as user friendly. To this end, Section 2 discusses information architecture considerations for this project in the context of expected user categories or idioms. Section 3 describes the method of concept testing in the usability field and how we applied it in our tests. In Section 5, the results from these tests are discussed, and conclusions from these tests are drawn in Section 6.

II. INFORMATION ARCHITECTURE IDIOMS AND CONTEXTS

In the context of web development, information architecture can be described as the discipline of organizing a web site’s information so that its users can find the right answers to their questions [8]. The challenge for a web site for the general public is to find organization schemes that are meaningful to a large and heterogeneous target audience, using labels that are relevant to and resonate with the user’s own categories. At the same time, these schemes must be robust enough to accurately represent current content and scalable enough that we can reasonably expect them to represent future content.

In our case, there is an additional challenge: Users as patients are known to have several cognitive domains regarding health and present different parts of these domains in different contexts; collectively known as illness idioms [9]. This is often the case even for health care professionals who find that, as patients, their medical knowledge is not as helpful in resolving the relational and everyday challenges associated with being a patient (particularly with a chronic illness). Thus, while at a clinic, specific questions about symptoms and medicine may take center stage in communication, whereas questions about managing cooking, driving a car or using the bathroom may be much more central in a home context.

The content of the web site in question consists of people’s health experiences, which encompass both the clinical experiential field and most areas of everyday life. Its categories must therefore reflect the multiplicity of patients’ illness idioms. It is our aim to provide an alternative to official health information services and give prominence to patients’ everyday experiences. We therefore decided to implement a dual taxonomy organization scheme both in site navigation and in faceted search results to cater to search-dominant users.

First, to facilitate known-item searching we will use diagnoses/illnesses and predefined health and lifestyle topics as the primary taxonomy. This approximates an exact organization scheme, as there is a large degree of consensus around diagnostic classification. Moreover, this taxonomy is already in use at the official Norwegian health portal helsenorge.no. The Norwegian Directorate of Health has based the diagnoses/illnesses part of the taxonomy on the MeSH-based Medical Subject Headings (MeSH) controlled vocabulary and used a variety of methods, including usability testing and web statistics analysis, to increase its usability for the Norwegian public and adding the health and lifestyle dimension. Additionally, since official health information is increasingly routed through this portal, many in the target audience will be familiar with this taxonomy when exposed to it on our web site.

In addition, we decided on supplementing the primary taxonomy with a topical ambiguous organization scheme. This has the disadvantage of adding cognitive load for the user, i.e., added mental resources required to use the site [10]. However, it was judged necessary to account for the fact that so much of the information we want to convey from patient experiences does not fall within the clinical field as defined in the primary taxonomy, but is part of a different idiom for the same illness. Examples of such topics range from how one deals with getting a diagnosis to how one’s illness or health condition affects sex and intimacy. Additionally, this will support a common serendipitous mode of searching where the user has not necessarily formed a clear idea of what she is looking for.

When designing a topical organizational scheme it is crucial to develop a typology that has a strong topical relevance relationship to its content. The stronger the topical relevance, the lower the cognitive load for the user. Topical relevance can be arrayed in three facets: the functional role of information, how information contributes to the user’s reasoning about a topic, and how information connects to a topic semantically [11]. When evaluating the topical relevance of a term in a taxonomy, we have to evaluate all three facets.

III. TOP-LEVEL TOPIC LABEL TESTING

Topical relevance is more important in the top level of a taxonomy than further down in the hierarchical structure, since the top-level label often also serves as a user’s navigational entry point. For the exact organization scheme, we appropriated the top-level labels from helsenorge.no as “Sykdom”, or “Illness” in English for the MeSH-based structure, and “Helse og livsstil” (“Health and lifestyle”) for other categories such as pregnancy, nutrition or smoking.

We then needed to determine which top-level label would be the most appropriate for our topical ambiguous organization scheme. The first candidate was the generic label “Tema” (“Topic” in English). This label was judged strong in the facet of functional role, and has the advantage
of flexibility through being generic. The other was “Hverdag” (“Everyday life” in English). While less flexible, it was judged stronger in both the user reasoning and semantic facets of topical relevance. However, it was not a clear-cut decision as to which candidate would ultimately have the highest topical relevance.

To find out in practice which candidate would result in the least amount of added cognitive load for users of the site we decided to run qualitative and quantitative A/B tests on wireframe concept sketches. An A/B test is a randomized experiment where users are exposed to one of two variants of a website design. The variants are identical except for the one variation that is being tested, in this case the top-level label of the secondary taxonomy. Figure 1 is the wireframe of the generic (“Topic”) variant we tested, formally the control variant, i.e., the null hypothesis for statistical evaluation. Figure 2 is the wireframe of the treatment A (“Everyday life”) variant.

As this is only the first phase in a longer development process of iterative designs, we used the Notable web-based test platform to conduct remote testing. For each A/B test, we only need to recruit a single pool of test users, and the platform itself randomizes which of the variants is shown to the users.

![Figure 1. Wireframe of the variant with the “Tema” (“Topic”) label.](image1)

![Figure 2. Wireframe of the variant with the “Hverdag” (“Everyday life”) label.](image2)

A. Qualitative A/B Testing

For the qualitative test we recruited users via email, phone calls, and social media, limiting self-selection bias by recruiting users of both genders, of varying ages and levels of education, and excluding users working in either the health sector or technology/new media. As the web site in question has a large target audience, i.e., the general public of Norway, additional profiling criteria were not deemed necessary for either of the two tests. The recruitment method, which was largely online, as well as the online test delivery itself, ensured a certain minimum of Internet expertise in the user pool.

The minimum recruitment pool was set at five users per variant, following Jakob Nielsen’s findings, which indicate that usability testing yield the best results when conducted in an iterative process with only five users in each test [12].

The test started with contextualizing the task: “You will see a sketch of a new web site with patient experiences. The site navigation will have three categories of experiences, and we would like your feedback on one of these options.” The test then showed users the wireframe sketch with the label we were testing for highlighted, and the instructions: “Consider the highlighted menu option on this sketch. What do you think you would see if you clicked on that option?” We designed this open-ended question to determine topical relevance from the extent to which their responses match the intended meaning of the label.

B. Quantitative A/B Testing

For the quantitative test, we used social media for self-recruiting, i.e., asking a large number of people to volunteer for testing without applying any kind of selection criteria. Self-recruiting tests inherently run the risk of self-selection bias toward users who are more Internet-savvy, especially when online. However, since A/B tests are a form of multivariate research, this risk does not apply [13]. Even if responders are above-average experienced Internet users, their bias applies equally to the two variants, so we still get meaningful data.

The minimum requirement pool was set at twenty users, again following recommendations from Jakob Nielsen based on the findings that testing with twenty users gives you a confidence interval of maximum +/- 19%, while you would need as many as 76 users to reach +/- 10%. [14]

While the qualitative test was designed to determine topical relevance through users’ written expression of reasoning about the label, the quantitative test focused on behavior in interacting with the label. Thus, while the contextualizing introduction was similar, the task and instruction were different. Test users were shown the wireframe sketch without any markings and the instructions: “Imagine that you have a serious illness and need a practical question answered. Look at this image. Click where you would have clicked to find information on how this illness affects driving a car.”
IV. TEST RESULTS

A. Results from Qualitative A/B Test

The qualitative test received six responses for each variant, one more than the minimum requirement. The responses are translated and reproduced below with original punctuation preserved.

Responses to the control variant, i.e., what respondents expected to find under the “Topic” label:
1. What kind of illness
2. Heart-warming stories
3. Various diagnoses? (not obvious)
4. Gender
5. Meeting the doctor, monitoring after illness

Responses to the treatment variant, i.e., what respondents expected to find under the “Everyday life” label:
1. How the illness has changed my everyday life?
2. How the illness affects my daily life
3. This is how I live with my illness
4. Living with the illness in my everyday life, ‘trying’ to live a normal life
5. This is how I feel
6. (Blank response)

B. Results from Quantitative A/B Test

The quantitative test received a total of 62 responses; 32 for the control variant and 30 for the treatment variant. These results are summarized in the contingency tables below. We have defined “success” as a click on the label we were testing for, “Topic” and “Everyday life” respectively. Our definition of “failure” is any other click on the image. Table 1 shows all collected results. Table 2 displays results filtered on responses where the user spent more than 10 seconds looking at the image before clicking.

<table>
<thead>
<tr>
<th></th>
<th>“Topic”</th>
<th>“Everyday life”</th>
<th>Marginal Row Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success</td>
<td>10</td>
<td>14</td>
<td>24</td>
</tr>
<tr>
<td>Failure</td>
<td>22</td>
<td>16</td>
<td>38</td>
</tr>
<tr>
<td>Marginal Column Totals</td>
<td>32</td>
<td>30</td>
<td>62</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>“Topic”</th>
<th>“Everyday life”</th>
<th>Marginal Row Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success</td>
<td>3</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>Failure</td>
<td>19</td>
<td>20</td>
<td>39</td>
</tr>
<tr>
<td>Marginal Column Totals</td>
<td>22</td>
<td>29</td>
<td>51</td>
</tr>
</tbody>
</table>

V. DISCUSSION

A. Qualitative Analysis

Out of six responses to the “Topic” variant, three were irrelevant to the planned content of this taxonomy: “What kind of illness”, “Various diagnoses? (not obvious)”, and “Heart-warming stories.” The two first are obvious misunderstandings of what might be under the “Topic” label, since there already is a separate top-level label for “Illness.” One of them calls attention to the user’s uncertainty by adding the question mark and the parenthesis stating explicitly that the label is not obvious. The third answer seems to expect the type of content other sites skew towards; heart-warming stories of heroic endurance. The sites built with the DIPEX methodology are not about such stories; they are about the unheroic and unfiltered experiences of regular people.

The other three responses to this variant were relevant to varying degrees. Responses 5 and 6 in particular go beyond the clinical experiential field to what happens after an illness. Nevertheless, in sum these six responses indicate that the flexibility of the “Topic” label turns to plasticity, with widely varying understandings of its meaning.

Turning to the six responses to the “Everyday life” label, we see that with the exception of the one blank response, they are all relevant to the intended meaning of the label. Three of them are even paraphrasing the label: “How the illness has changed my everyday life?” , “How the illness affects my daily life” and “Living with the illness in my everyday life, ‘trying’ to live a normal life.” As many as four responses make an explicit connection between this label and the adjacent “Illness” label of the other taxonomy, which indicates that the users’ reasoning is that the content behind this label is connected to, but different from, illnesses and diagnoses. Indeed, the interplay between the three top-level labels seems to be much more productive when the “Everyday life” label is used, than with the “Topic” label.

It is also valuable input that two of the respondents to this variant introduces the subject “I” in their responses: “This is how I live with my illness” and “This is how I live.” In combination with the leading demonstrative pronoun “this”, it indicates that they have formed a quite strong identification with the level on a personal, emotional level. The same may be said of the response that contrasts “living with the illness in my everyday life” and “trying to live a normal life.” A diagnosis often represents a biographical disruption in the patient’s life, and we know that restoring normality and a coherent biography in times of illness is demanding emotional work [15].

The fact that four out of twelve responses in total are irrelevant or blank may indicate that they did not fully understand the task, which is a weakness in unmoderated online tests. Nevertheless, this weakness is the same for both variants, yet there is a clear difference in responses to two variants tested. While users’ free-form responses to the “Topic” label go in different directions, the “Everyday life” label elicits responses about relationships between illness and daily life, with indications of both an emotional component and changes induced in the patient’s life. The

TABLE I. ALL RESULTS

<table>
<thead>
<tr>
<th></th>
<th>“Topic”</th>
<th>“Everyday life”</th>
<th>Marginal Row Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success</td>
<td>10</td>
<td>14</td>
<td>24</td>
</tr>
<tr>
<td>Failure</td>
<td>22</td>
<td>16</td>
<td>38</td>
</tr>
<tr>
<td>Marginal Column Totals</td>
<td>32</td>
<td>30</td>
<td>62</td>
</tr>
</tbody>
</table>

TABLE II. SPEED FILTERED RESULTS

<table>
<thead>
<tr>
<th></th>
<th>“Topic”</th>
<th>“Everyday life”</th>
<th>Marginal Row Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Success</td>
<td>3</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>Failure</td>
<td>19</td>
<td>20</td>
<td>39</td>
</tr>
<tr>
<td>Marginal Column Totals</td>
<td>22</td>
<td>29</td>
<td>51</td>
</tr>
</tbody>
</table>
label “Everyday life” thus creates a more coherent set of expectations in users along the facets of both users’ reasoning about the label and its semantic value. These expectations more closely match the content that we will publish on the web site, resulting in higher topical relevance.

Seen as a whole, the results from the qualitative test also provides valuable insight into what kind of content prospective users would expect or even want from our web site. These expectations cover the entire spectrum from first meeting the doctor and getting a diagnosis, through the illness progression, and beyond.

B. Quantitative Analysis

The results from the quantitative test corroborate the indication that the “Everyday life” label has higher topical relevance for users tested. From the results in Table 1 we can calculate a success rate of 0.31 for the control variant, while the treatment variant has a success rate of 0.47. The difference in success rates is 0.16, which is clearly in favor of the treatment variant; “Everyday life.”

The speed filtered results in Table 2 are of interest based on the assumption that variance in cognitive load affects slow users, defined as users spending more than 10 seconds on deciding where to click, more strongly than fast users. In other words, if we are to reduce cognitive load as much as possible, responses from slow users are more important than responses from fast users, because its effect is amplified.

These results show that the control variant has a success rate for slow users of 0.14, while the treatment variant has a success rate of 0.31. As expected, success rates are lower for slow users of both variants, yet the difference in success rates is slightly greater for slow users at 0.17. Thus, both contingency tables indicate higher topical relevance for the “Everyday life” label.

However, there are two caveats to this indication. First, if we use the Fisher exact test to calculate the p-values for the contingency tables from the quantitative A/B test, they are 0.297548 for the full results and 0.192494 for the speed filtered results. In both cases, the values are higher than the significance level of 0.1, or 10%. Therefore, while at least the speed filtered results are within the +/-19% confidence interval we have deemed acceptable for this test, they are technically not statistically significant.

Second, an analysis of the failure clicks on click maps generated by the Notable test platform shows that there are more responses to the control variant that cannot be categorized as navigation-dominant behavior (i.e., focusing on navigational elements) or search-dominant behavior (i.e., focusing on the search box). Figure 3 shows the click map for the control variant with the “Topic” label. In contrast, figure 4 shows a more focused click map for the treatment variant with the “Everyday life” label. While the control variant received 11 clicks that are not on a navigational element or the search box, the treatment variant received only 4.

A reasonable hypothesis for behavior that is neither navigation-dominant nor search-dominant in a task such as this is that these users did not fully understand the task. Their behavior does not correspond with the expected patterns of users who are actually trying to complete the task as given. If this is the case, we may have to define all these responses as outliers and exclude them from the contingency tables. Table 3 shows this modified table of results, with failures defined as outliers excluded.

From these results, we can calculate a success rate for the control variant of 0.48, while the treatment variant has a success rate of 0.53. Although the latter still has a higher success rate, the difference is minimal at 0.06.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have described an early web-based A/B test set of information architecture concept sketches. We found an indication in both quantitative and qualitative tests that “Hverdag” (“Everyday life”) is most likely a better choice than “Tema” (“Topic”) as the top-level label when creating a topical ambiguous taxonomy for a patient-oriented
web site. The data suggest that this label has a higher topical relevance and therefore results in lower cognitive load for users.

We note that this indication is tempered by the two caveats discussed above. The collected data from the quantitative test is not statistically significant, and excluding outliers reduces the difference between the two variants dramatically. Regardless, the qualitative test gives a much stronger indication since it gives us insight into users’ reasoning about the top-level labels. In fact, that is why qualitative methods are often preferred in usability testing; because they do not only show that a given design is problematic, but provide insights into why there is a problem as well as how you can solve it [16]. Therefore, although test results are not fully conclusive, they have some value in providing reasonable confidence in the “Everyday life” top-level label at this early concept stage.

Going forward in the web development process, we will continue to employ a variety of quantitative and qualitative test methods to achieve patient validation of our information architecture and design decisions for the “Healthtalk Norway” web site prototype. While this first set of tests was delivered online for speed and convenience, we recognize the limitations of this delivery method and will in the rest of the process conduct usability tests in person as well. This experiment has shown that it is necessary to ensure that respondents understand tasks and to improve response registration.

This rigorous testing program will be of importance for further refinement of our model for online presentation of qualitative research on people’s health experiences.
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Abstract - Nurses can be empowered in the decision making process if provided with objective diagnostic data. This research applied the Unified Theory of Acceptance and Use of Technology model to investigate the usage of electronic health systems and analyse the factors affecting the intention to use the clinical care module which supports decision making during point of care. Despite the efforts by governments, donors and international partners in rolling out electronic health systems, these systems are ‘partially’ or not being used by healthcare workers during point of care. The deployed applications are incompatible with nurses’ routine clinical practice as they’re not customized. There is need to move from using applications which solely supports capturing patients’ demographic data to systems customized for clinical care practice. Semi-structured questionnaires were deployed in three hospitals to 200 nurses who have been randomly selected in maternity section. For triangulation purposes, focus group interviews have been conducted in these hospitals. Interviewees were purposively selected from respondents who completed the questionnaires. The results showed that the key constructs for use of the clinical care module in their order of importance are facilitating conditions, performance expectancy and social influence. Healthcare institutes authorities in Zimbabwe must improve conditions that facilitate the use of the clinical module. To derive value from electronic health systems being adopted, the work processes involved need to be redefined and adequate information has to be provided to healthcare workers.
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I. INTRODUCTION

Informed decision making is made possible by merging nurses’ decisions (based on the nurse’s clinical experience and patient’s narration) and the knowledge that informs nurses. Healthcare workers’ clinical practice may be improved through the use of clinical decision support systems (clinical care module). The clinical care module is an application which aids Public Health Workers (PHWs) to make valuable decisions and to collaborate with all authorized healthcare professionals during patient point of care [18][33]. The clinical care module allows completion of tasks electronically such as making appointments, referrals, accessing and updation of patient records, and making laboratory test requests. Decisions which can be made using the module include writing the correct prescription for the client, deciding whether to refer the case to another provider such as transferring a client to caesar ward or to make re-referral. The clinical care module also support sending of medication alerts messages and aids nurses in carrying out evidenced based care. Nurses are key decision makers and are directly involved in patient care in a healthcare set-up and hence they have to be equipped with knowledge during clinical care. Delay in patient care might be caused by lack of relevant and accurate information for decision making.

[14] pointed out that ‘Healthcare involves the use and management of an abundance of information that must be collected, managed, reviewed, processed, and mined. High-quality patient care relies on careful documentation of every patient’s medical and family history, health status, current medical conditions, and treatment plans. A clinical decision based on information that has been efficiently managed and processed lends itself to quality care outcomes.’

The Ministry of Health and Child Care (MoHCC) and the hospital health authorities have managed to deploy hardware and software requirements for the implementation of Electronic Health applications together with the necessary technical expertise [27]. The District Health Information System (DHIS) has been rolled out since 2010 and the platform allows integration of other healthcare systems such as mobile health Short Message Service (SMS) and android based platforms. The DHIS has mainly been used as a tool for capturing patient details, reporting disease surveillance statistics (reporting and analysis needs) by the Health Information System (HIS) personnel and the administrative healthcare authorities. This platform does not have the clinical care module functionality [29]. The
Electronic Health (E-Health) projects rolled out do not offer the clinical services module to aid clinicians during decision making and this has been a trend even in mHealth projects deployed in South Africa [30][35]. The MoHCC also piloted a SAP healthcare solution application at Chitungwiza Central Hospital which is mainly being used as a patient records management system (patients’ demographics, and billing purposes). The SAP healthcare solution supports management of patient demographics data, billing of patients and maintenance of clinical records; provides real-time access to relevant patient and clinical information at the point of care; and improves care collaboration [22]. Irrespective clinical care delivery module SAP Healthcare solutions a support, the module is not being by nurses, they’re are using the software for management of patient’s information [28]. The focus of this research is to relate the UTAUT model to the use of the clinical care module in E-Health projects deployed in Zimbabwe since this might result in improved quality care. The unified theory of acceptance and use of technology (UTAUT) model was used to determine the intention to use the clinical module by nurses without compromising workers’ performance and to explore the usage of E-Health systems by nurses. Technology adoption will not improve a firm’s competitiveness unless the adopted technology ends up being used [13].

II. BACKGROUND

The MoHCC (Zimbabwe) is supporting health information technology by deploying DHIS and SAP Healthcare solution applications in hospitals and there is need to harness the clinical services module during clinical care delivery. Adoption and use of the clinical module is important for value addition in the healthcare system. This study applied the UTAUT model to investigate the factors that affect the use of clinical care module in deployed E-Health applications and the use of the applications. The DHIS platform is mainly used by the Health Information System (HIS) department in all districts where it has been rolled out. Nurses do not have direct access to patient’s information on this platform. The Health Information System (HIS) department personnel such as clerks are the ones with authorization rights to use the system for capturing and retrieving patient information. Nurses obtain patient information upon request to the HIS department personnel who are responsible for accessing the DHIS. There has been adoption of these systems but they are not being used at all (or ‘very little use’) by nurses in clinical practice [29].

Most researches focused on the factors affecting adoption and diffusion of E-health systems while applying the UTAUT and TAM models. In addition, several studies hinged on adoption and use of IT in healthcare and how to deploy mHealth projects, while little attention has been given to the use of the clinical care module in E-Health applications adopted and used [1][25][34]. However, this research focuses on the use of the clinical care module in applications rolled out and to explore the extent of usage of projects deployed by nurses. The UTAUT model has been applied in Health Informatics researches but little or no research has been made on the UTAUT model as a tool for ensuring the use of the clinical module of nursing [19]. The use of the clinical care module might result in improved quality care.

III. LITERATURE REVIEW

Improving health outcomes such as access to high-quality healthcare is important for national development and can be achieved through a more effective health force [21]. Nurses’ work processes need to be explicitly defined and avoid overlapping. Inter-linking of processes and having good processes results in IT complementing the work processes [2]. The clinical module of nursing is a decision support application designed to improve nursing care [5]. These applications are used in a variety of ways by clinicians such as documentation of patient information, monitoring patients’ progress and validating decisions made using paper-based clinical notes [7].

A. The UTAUT Model

The UTAUT model is behavioural factors centric and focuses on four constructs namely: performance expectancy, effort expectancy, social influence, and facilitating conditions to give an overview of problems related to Information Systems/Information Technology (IS/IT) adoption and diffusion. The UTAUT theory was adopted in this research since it mapped and integrated opportunities of eight dominant theories and models including the Technology Acceptance Model (TAM) [32]. Validation and the use of the UTAUT model has been done to investigate diffusion and use of E-Health [1][24][34] while this research applies the UTAUT model to investigate the usage of E-Health systems and determining the factors affecting the intention to use the clinical care module.

Performance expectancy is defined as the extent to which using a technology will provide benefits to nurses in their work processes; effort expectancy is viewed as the degree of ease-of-use of technology by nurses; social influence is the extent to which nurses perceive that local health authorities, the MoHCC, patients and other stakeholders believe they should use the clinical module; and facilitating conditions refer to nurses’ perceptions of the resources (ICT infrastructure) and support needed and available to use a technology [3][31]. The UTAUT model has four moderators that influence the perception of the four constructs of the model namely gender, age, experience, and voluntariness of use which are applied in this research [16][31]. UTAUT model constructs were applied to ensure use of the clinical care module. [6] coined that ‘Emerging information technology cannot deliver improved organizational effectiveness if it is not accepted and used by potential users.’
B. District Health Information System (DHIS) and Systems, Applications and Products in data processing (SAP) Healthcare solution

The DHIS is a useful tool for the collection of aggregate health data from all levels of healthcare which is transferred to national server. The analysis of data collected and reports generation is based on national indicators. The challenge with DHIS data is the ability to follow patient cohorts, for which an Electronic Health Record (EHR) should be used. Most EHRs have a functionality which aids in decision making and this concept has to be applied to E-Health systems deployed. EHRs have an integrated view of the patient across health facilities and a Master Patient Index (MPI) for cohort analysis. The use of the clinical module seems to be lagging behind in healthcare institutions, while its use might result in best practices [15][17][30]. New technologies are sometimes adopted and then used very little or not at all [14]. The DHIS is being used by HIS department staff but do not have the clinical care module functionality.

SAP Healthcare solution is SAP’s IT software for the healthcare industry. The SAP healthcare solution supports management of patient demographic data, billing of patients and maintenance of clinical records; provides real-time access to relevant patient and clinical information at the point of care; and care collaboration [22]. An integrated system consists of grouped functionalities called modules thus both DHIS and SAP Healthcare solution consists of modules [4][10]. DHIS consists of modules but do not have a module specifically tailored to provide clinical decision support solutions while the SAP Healthcare solution has this functionality but the module with this functionality has to be bought as part of the package. The clinical module supports capturing of patient demographic and clinical health information, clinical decision making and sharing of information between authorized healthcare entities and assist in direct patient care and can be linked with other systems from other sections such as the laboratory and pharmacy [26].

IV. METHODS

The Mixed method approach was employed with the use of questionnaires for numerical data collection and narrative data collection which was mainly done through the use of focus group discussions. 200 nurses in maternity section were randomly selected from three health institutions and have been given questionnaires. 176 nurses returned the questionnaires giving us a response rate of 88 percent. Three FGDs have been held with purposively selected respondents of six on average from each health institution. The interviewees mainly consisted of healthcare workers who completed the questionnaires. The selected hospitals have been selected as pilot sites for implementation of Electronic government projects in healthcare sector. A Sequential Explanatory Design was used, thus the use of questionnaires followed by FGDs for triangulation purposes [12]. The research focused on investigating the factors affecting use of the clinical care module in perinatal care services. Data was analysed using Statistical Package for the Social Science (SPSS) and the UTAUT constructs tested are performance expectancy, effort expectancy, facilitating conditions, and social influence using descriptive statistics. Thematic analysis was used to analyse data collected using Focus Group Discussion (FGDs). The results were later on merged with the identified statistical relationships from questionnaire data and then interpretation was done. The clinical care module was described to nurses as an application which aids nurses to make informed decisions during patient care.

V. RESULTS AND DISCUSSION

A. Participant profile demographics

Health institution A constitutes 36.4 percent, B 36.9 percent, and C 26.7 percent of the respondents. The median experience was more than 5 years and the median age is 38 years. The majority of the respondents (71.0%) are registered general nurses with midwifery.

B. Mobile devices and applications used

SAP Healthcare solution has the clinical care delivery module which is not being used by healthcare workers since the module was not part of the package when the solution was bought. In addition, the healthcare solution platform was not customized to suit user requirements. There is need for integrating the clinical care module with the DHIS and the SAP platforms since there is a potential to improve care processes and patient care outcomes.

Users of applications such as Google Play store, Whatsapp and Facebook have a more positive perception of the use of technology in comparison to the non-users as they already have experience in computer use. At work PHWs generally use desktop applications while at home 98% use mobile devices to access the internet hence there is need for use of mobile devices such as tablets, laptops at when carrying out clinical activities.

There is need for integrating the DHIS with the nurses’ work processes to improve patient care (avoid delay in patient care) and this can be achieved through a clinical module for nursing. For example blood tests might be sent to a laboratory where it will take three or more days to receive the results which results in delaying patient care, hence a link with laboratory services is important to receive the results as soon as they have been processed. PHWs had the opinion that there is need for employing more specialist doctors to avoid unnecessary delays as they also provide informed decisions such as referring patients to appropriate wards. Resources such as personnel, drugs and instruments, etc. for respective departments are essential for good
processes to be in place and then complement them with a clinical module for nursing. The customisation of the clinical module for nursing has to involve users’ requirements analysis so that the healthcare workers will not worry about issues such as security, for example, through sharing of summarized clinical notes with authorized healthcare professionals thereby supporting confidentiality [9].

The MoHCC authorities and the hospital’s Chief Executive Officers support the deployment and use of healthcare applications by nurses. PHWS concurred that the MoHCC and the local health authorities expect them in using the clinical care module since they have already deployed the DHIS and SAP Healthcare solution and are partnering with local mobile network operators, software development houses and international partners such as European GSM networking companies [8].

Nurses agreed that the use of the clinical module for healthcare processes is useful in their jobs and will augment the accomplishment of tasks more quickly, for example, the hassle of searching a patient file is eliminated. In general, the use of healthcare applications directly linked to patient care was applauded as it was suggested it simplifies documentation of patients’ outcomes, reduces medical errors and promotes quality care outcomes [32].

C. User requirements analysis

There is lack of user training since maintenance of clinical records in not comprehensive (medical history is either missing or missing), which results in fear of exploring new concepts by nurses as this might result in errors such as inaccuracy of patient records. The project leader of the company which deployed SAP for Healthcare solution confirmed that users were not trained on use of the clinical care module and its customisation to suit specific wards work processes was not done. Even though other modules of the SAP Healthcare solution are being used, the clinical part might not be user-friendly to nurses. The IT staff is using the platform for capturing patient data rather than supporting nurses in using the system. The use of the clinical module for nursing must actually be done by nurses while the IT staff gives support [11][23]. Effective use of the patient demographic information module will result in easy deployment and use of the clinical care module. The clinical module becomes obsolete where the applications run rather than being dependent on the HIS Department personnel. The nurses must be trained to acquire certificates, diplomas or degrees in the Health Informatics field to directly support their work processes. The course in IT must be implemented in nursing curriculum and even during their post basic education.

D. UTAUT constructs outcomes

The UTAUT model was used to measure the variables facilitating conditions, performance expectancy, attitude towards the use of the platform, social influence and effort expectancy. To measure internal consistency (reliability of a series of items), Cronbach’s Alpha technique was used and obtained a coefficient of 0.763 which matches with the acceptance benchmark of at least 0.70 [31]. On average, the variable performance expectancy resulted in a mean of 4.227 and a standard deviation of 0.923, social influence resulted in a mean of 4.19 and a standard deviation of 0.849, effort expectancy resulted in a mean of 4.09 and a standard deviation of 0.919 and facilitating conditions resulted in a mean of 3.803 and a standard deviation of 1.351. The results from the three constructs performance expectancy, social influence and effort expectancy show that respondents had a common opinion (95% Strongly Agree) while on facilitating conditions respondents had varied opinions.

95 percent strongly agree that the use of the clinical module is easy since there will be training of users before the use of the system and ‘some’ of their colleagues are already using desktop applications (DHIS/SAP Healthcare solution), thus they have the necessary skills in using healthcare applications. ICT professionals will be helpful in training them on how to use health informatics products and services though the PHWs feel that some nurses must be trained as IT Experts who reside in wards where the applications run rather than being dependent on the HIS Department personnel. The nurses must be trained to acquire certificates, diplomas or degrees in the Health Informatics field to directly support their work processes. The course in IT must be implemented in nursing curriculum and even during their post basic education.

10.2 percent of the respondents were male and all concurred to the use of the clinical module during patient care while 80.28 percent of females had the same notion as men. This conforms to previous researches that men perceive usefulness of a technology more than women [1][19]. 66.5 percent of the respondents had the qualification Post Basic Diploma of which 33% of them agree and 55.7% strongly agree to use of the module by nurses. Health workers who are above the age of 43 proved not to easily adopt and use clinical decision support systems as they felt it might exert pressure on how they normally carryout their duties, thus showing the element of resistance to change. Middle aged to younger generations who have the passion to learn and have higher social status tend to use a technology early compared to the elderly as proved by other researches Nurses with an experience of at least 2
years had a positive attitude towards the use of technology [19][34].

VI. CONCLUSION

The UTAUT model constructs predicted a moderate to high level of user acceptance and use of the clinical care module. The principal factors that affect the use of the clinical care module are facilitating conditions, social influence and performance expectancy. Healthcare institute authorities must improve healthcare staffs’ performance expectancy towards use of the clinical care module and facilitating conditions for use of the platform. The clinical module has to be used as a blue-print for decision making though a clinician must give the final recommendation based on experience. Training of both nurses and HIS personnel is essential for the use of the clinical module after conducting thorough user requirements analysis. The system must have comprehensive patient data unlike the current platforms which have basically demographic data which is incomplete and do not have the clinical notes and other patient medical details. Nurses must be trained to attain professional courses in Nursing Information System related qualifications. Time taken while documenting patient profiles and other related information must be benchmarked not to conflict with daily work processes operations. Management buy-in (MoHCC, hospital Chief Executive Officers and Medical Superintendents) might result in successful implementation and use of the applications as they craft policies and strategies for the use of the clinical module [2].

Teamwork of all parties concerned is important such as the project manager of the consultancy firm delivering the SAP healthcare solution and the project manager of the healthcare institute thus creating the spirit of ownership and total commitment. Key decision makers must be role models in the use of the technology thus encouraging their subordinates. In future other Technology Acceptance Models can be blended with the UTAUT model to ensure full utilization of Clinical Decision Support Systems. There is need to explicitly apply the UTAUT model for the use of the clinical care module in perinatal care services as a software solution while the clinical areas are assessed and benchmarked for improving work processes.

The users of the system must be able to use it with ease and the applications must not be technically user centric, otherwise the platform must provide a detailed user manual. The customisation of applications must be in terms of patients’ characteristics (such as age, gender and experience) and societal values centred and to match their level of aptitude (users of the system). Healthcare personnel needs to be trained and receive refresher courses on the clinical module applications upgrades and deployment of new programs as this might help in reducing resistance to change. The necessary infrastructure for rolling out of HIS is important and also government policies and regulations concerning the use of decision support systems, needs to be considered.

E-health applications are partially used by healthcare workers. Midwives do not have direct access to the DHIS application, they only get patient information they need from the HIS department staff. The midwives need to be authorized to use the system independently in wards since the HIS department closes at 5pm while wards are open 24/7. Nurses who are using the SAP Healthcare solution are making use of it for patient demographic data. There is need for value addition on the DHIS and SAP Healthcare Solution for the use of the clinical care module of nursing. The E-Health maturity model need to be applied for use of mobile devices during clinical healthcare delivery with the aid of the clinical care module and strategies have to be explored for reduced transition period between phases up to the transaction and transformation phases. In addition, a study on how clinical decision support systems can be simulated to reduce delay in healthcare delivery (patient flow) has to be done.
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Abstract—As reported by the World Health Organization, depression is a disorder that can be reliably diagnosed and treated in primary care, with preferred treatment consisting of basic psychosocial support combined with antidepressant medication or psychotherapy, such as cognitive behaviour therapy, interpersonal psychotherapy or problem solving treatment. The European project MasterMind, started in March 2014 and with 36 months duration, is an observational study aiming to implement collaborative care services and cCBT treatment in order to improve the care of people suffering from depression. The services will be tested in 15 European regions, for a total target of over 5280 patients and 141 professionals involved.
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I. INTRODUCTION

Reducing quality of life and impairing social and personal relationships, a depressive disorder may start early in life and the course is often recurrent [1][2][3]. The World Health Organization also said that depression is a treatable pathology [4], but most people with depression do not receive the care and support they need. Frequently, depression is not recognized and therefore not treated, and this exposes those affected to various negative consequences. In Italy, only the 29% of patients affected by depression receive treatment the same year in which the pathology appears [5].

The Local Health Authority n° 9 Treviso is one of the pilot of the MasterMind Project [6]. The European project MasterMind, started in March 2014 and with 36 months duration, has the aim to implement collaborative care services and cCBT treatment in order to improve the care of people suffering from depression.

MasterMind is an observational study and organizational improvement of the services, which aims to implement and disseminate care activities via tele psychiatry. The MasterMind Project was created to promote the development of guidelines for the application of tele psychiatry services in Europe in a safe, effective and efficient way. The project includes:

- The organization according to the model of collaborative care of the relationship between mental health services and primary care or General Practitioners (GPs) based on the use of tele psychiatry with data sharing, recruitment procedures agreed upon and use of videoconferencing;
- A service of Cognitive Behavioural Therapy available online (computerized Cognitive Behavioural Therapy - cCBT).

The services will be tested in 15 European regions and the trial evaluation will be developed using a rigorous method (Model for Assessment of Telemedicine MAST [7]) that follows the Health Technology Assessment (HTA) rationale.

In adherence to the project, the Local Health Authority n. 9 has the objectives to:

- Define an informative system (clinical database) shared between specialists services (Mental Health Department) and General Practitioners
- Supply to the General Practitioners diagnostic elements and guidelines for diagnosis and treatment
- Use computerized assessment tools (questionnaires and/or interviews) whose results can be accessible to all professionals involved in the network
- Provide possibility of advice, also with a videoconferencing system, for the cases discussion and for the evaluation of therapeutic plans.

The rest of the paper is structured as follows. In Section II, we mention the theories and methods used. Section III presents the results and discussion, and we conclude proposing next activities in Section IV.

II. THEORY/METHODS

Improving the collaborative care between the primary and secondary care and giving new tools to the patients to support them in the management of their disease is the core of the Veneto’s pilot initiative. The collaborative care between General Practitioners and Mental Health Professionals has the scope to allow the progressive education of General Practitioners in the identification of
first symptoms of depression and give to the primary care the support of highly skilled specialists when required during the treatment of a patient.

On the other hand, giving the specific tools to the patients, the system has the aim to support them in the management of their disease putting them in contact with their clinician, when necessary.

The project is on going and currently the videoconference service and the cCBT treatment have been implemented and are in use. At the end of the study (December 2016), the results of the implementation and introduction of the use of these services will be evaluated through an HTA method: the MAST will be applied with a particular focus on the organizational and economic aspects, in order to measure the impact on the organization involved, on the patients treated and on the operating clinical actors.

III. RESULTS/DISCUSSION

In accordance with the project objectives, the Local Health Authority n.9 of Treviso has created a network between General Practitioners and specialists through the territorial information service and videoconferencing (CCVC), for the early identification of depressive disorder and an effective treatment planning from the first access; and the implementation of a computerized cognitive behavioural therapy (cCBT) for patients with depression.

The Local Health Authority n. 9 – Treviso, in the Veneto Region, has implemented a new model of integrated care, improving the collaborative care between the primary and secondary care and giving to the patients the necessary support in the management of their disease. The actors involved are General Practitioners from two social district areas, psychologists and psychiatrists from the Mental Health Department of Treviso.

The new model includes two new services for what concerns the collaborative care: the videoconference tool and a new computerized therapy, the cCBT (computerized Cognitive Behavioural Therapy).

The videoconference tool is used by the General Practitioner to ask for support from the specialists. The General Practitioner can use the videoconference sessions to share the symptoms and the situation of his patients and define together the best follow up. Furthermore to permit the real integration of care, the Territorial Information System has been integrated with the primary care, giving to the General Practitioners the possibility to know the history of the patient, in every moment, and to have the necessary background to decide the right clinical path. Thanks to the new integrated relationship, the General Practitioners and the Mental Health Professionals share the same information about symptoms, drugs and actions taken and decide together the better way to take care of patients. Once a month, General Practitioners, care managers, and psychiatrists have video consultations discussing each individual patients’ cases. This creates the opportunity for health professionals closely related to the case to discuss any problems with a psychiatrist whose role is more specialized and distanced from the case. Without videoconference, this level of cooperation and support is not feasible, because it would be too time consuming and not as efficient and focused.

The second service, the cCBT (computerized Cognitive Behaviour Therapy), is mostly a therapeutic service delivered through online sessions with a secure web-based online treatment platform that provides:

- Self-help modules that explain the situation the patient is living in and the relationship between his emotions and his daily life;
- Worksheets that actively involve patients regarding their moods, experiences, quality of sleep, planning for the future;

The duration of each module is about 30-45 minutes and the patient should complete one module per week. This tool supports the patient to deal with his disease, providing the method to recognize and change thought patterns, dysfunctional behaviour and perceived feelings, related to the disease of depression. The activities carried out through the modules and worksheets are intended to increase the capacity of people with depression to prevent relapse of depressive symptoms.

The new care model will be applied to a target of 200 patients followed for three or more months, to monitor the impact of their improved management and care, in terms of organizational efficiency and clinical integration between different settings.

The clinic through a structured computerized questionnaire evaluates the patient, who refers to the General Practitioner to report a likely depression, that indicates if the patient will be recruited in the study. This assessment is shared, through the information system with the Mental Health Department who, subsequently, agrees on a time for a joint evaluation (by videoconference or at least through a phone discussion). If the two professionals agree on the diagnosis, they decide if the patient needs an intervention and/or a treatment plan. In the first case, the patient is paced in charge of the Mental Health Department, otherwise the General Practitioner supports the patient in the management of the disease. In the event of significant emergency, the General Practitioner has always the possibility to transfer the patient to the specialists’ services.

In order to improve the collaborative care between the primary and secondary care and give new tools to the patients supporting them in management of their disease, the services proposed have the scope to allow the progressive education of General Practitioners in the identification of first symptoms of depression and give to the primary care the support of highly skilled specialists when required during the treatment of a patient.

Assessing the impact of the collaborative care model with videoconference and sharing of clinical data for patients with depression, the intervention aims to provide patients with high quality treatment in their immediate environment (General Practitioners’ clinic), also extending the points of
access for first assessment (General Practitioners, Mental Health departments, social health districts).

Currently, 30 clinicians and 70 patients are enrolled and the services presented are implemented and used by all.

During the study, data of the enrolled patients and professionals are collected in a central database; therefore, at the end of the study, some qualitative analysis are going to be done related to the organizations that provide the services. These data will be the basis for an HTA analysis (Health Technology Assessment) that will be made at the end of the project with the objective of assessing the impact of organizational, economic and social services proposed, with a view to large-scale deployment services.

The four objectives proposed from the LHA n. 9 and reporting at the beginning of the article, are all achieved: at today a specific informative system has been put in place and has been shared between specialists services (Mental Health Department) and General Practitioners involved in the project. In addition, the system has been used to collect data (questionnaires and/or interviews) that are accessible to all professionals involved in the network.

All the General Practitioners involved in the project have been trained through the videoconference sections and meetings done during the study, enhancing their expertise in diagnosis of depression and evaluation of efficient therapeutic plans.

IV. CONCLUSION AND FUTURE WORKS

Depression is a common mental disorder that can be long lasting or recurrent, substantially impairing an individual’s ability to function at work or school or cope with daily life. At a most severe level, depression can lead to suicide. When mild, people can be treated without medication but when depression is moderate or severe they may need medication and professional treatments. Depression is a disorder that can be reliably diagnosed and treated by non-specialists as part of primary health care. Specialist care is needed for the proportion of individuals with complicated depression or those who do not respond to first-line treatments [8].

Through the continuous sharing of data, the course of treatment is carried out as cooperation between the GP, the psychiatrist and the patient. By increasing cooperation between the different healthcare actors, the new integrated and collaborative care model aims to delivery of treatment, care and learning.
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Abstract—Recently, a large number of mobile applications have been developed to address the needs of patients for diabetes self-management mobile health (mHealth) services. Given the explosion of mHealth technology enablers, increasing investment, and more favorable government policies, diabetes self-management mHealth services are generally seen as a promising domain by Chinese investors. However, the meta-analysis described here showed that even large numbers of cases and environmental factors did not result in a massive adoption or deep market penetration. The root causes of this were analyzed and there were five barriers, i.e., human resources, trust from clinical service providers, policies, functionality, and business models, preventing the adoption of this technology. This finding may serve as a reference for future decision-making with regard to the research, development, use, and policy-making related to mobile health services.
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I. INTRODUCTION

Diabetes mellitus is one of the most common chronic disorders in the world, and insufficient self-management can involve both considerable personal suffering and enormous costs. In 2013, diabetes caused 114 million deaths in the adult population of China. The estimated cost of managing people diagnosed with diabetes in 2014 was $612 billion [1]. Improving self-management is an important part of improving cost-effective patient-centered care and dealing with the growing health care challenge posed by diabetes [2][3].

Self-monitoring of blood glucose (SMBG) has been shown to be a useful tool in improving glycemic control in type 2 diabetes, helping patients make informed decisions in managing blood glucose [4]. Mobile health (mHealth) technology renders SMBG more flexible and efficient for the treatment of patients. Figure 1 presents a general architecture of such mHealth-based SMBG system.

Figure 1. SMBG system
When practicing SMBG, patients normally monitor and manage their glucose level by themselves at home. Such activity may benefit from a SMBG system, which allows patients transmitting their data to service provider via an end-to-end data channel. Such a system is often constituted with one or more measuring instruments (e.g., a glucose meter), a gateway device (e.g., a mobile device) and a remote server. Patients can collect their glucose measurements and other context health data with glucose meter and other instruments. The common devices employed here are blood glucose monitor (BGM) and continuous glucose monitor (CGM). The remote server contains Personal Health Record (PHR) and other related services.

The established connectivity between measuring instruments and personal health gateway, and the connectivity between gateways to remote server, together populate an end-to-end data channel. Via this channel, the collected data can be transmitted from patients to service providers via uplink, and the instructions from service providers can be sent to patients via downlink. This allows patients and service providers to access the health data at any time. Service providers can further give appropriate interventions to patients based on certain data-driven strategy. Moreover, the external partners contain the Hospital Information System (HIS), the Social Network Site (SNS), etc.

The study [5] about the SMBG applications in EU (European Union) or foreign countries shows that (1) perceived barriers to use or continuous use, (2) perceived benefits of desired features of diabetes self-management, (3) facilitators to motivate use, and (4) information sharing with family, friends, and health professionals. The result shows that there is a problem about the usage of the SMBG applications in EU or foreign countries.

In recent years, the government of China has issued several policies that affect mHealth [6]-[8]. Top policymakers are targeting the development of portable health data collection devices, integration with the Internet and mobile Internet, and improvement of the level of automatic and intelligent health information services.

Under the support of government policy and the catalysis of the market demand, more and more companies and investment organizations have swarmed into the diabetes self-management application market. Such stakeholders are the key actors of the operation of online diabetes self-management.

In order to assess the status of adoption of diabetes self-management mHealth services in China, we conducted a meta-analysis [9], the meta-analysis was about the diabetes self-management related applications in China, and some aspects are compared, including the innovative functionalities, defects, prospects, conformance of standards, etc. And the following facts were observed: (1) the number of SMBG applications in China is low; there are only 78; (2) there is only 1 application whose download count exceeds 5000, and only 3 iOS applications have been scored by users; (3) the most common features of applications that have been studied include recording of blood health data, notification, and decision support. Obviously, the rate of adoption of diabetes self-management tools in the market is low, which seems to be contradicting to the continuously increasing investment interest in this domain.

In order to fully understand the root causes of this paradox, as well as the gains and gaps of the current Chinese mHealth-based SMBG industry, a thorough analysis was provided in Section 2, with regards to the barriers of its development and deployment.

II. BARRIERS TO THE DEVELOPMENT AND DEPLOYMENT OF DIABETES SELF-MANAGEMENT APPLICATIONS

A. Lack of human resources to support diabetes self-management

A sufficient number of service providers is needed to provide remote diabetes management services. This is a prerequisite to any good deployment of diabetes self-management applications. However, China lacks proper human resources for such purposes. This country is especially short of primary care service providers (e.g., GP, family doctors, family nurses). It has been reported that the amount of community-level service providers in 2010 was only 0.404% of the total amount of healthcare service professionals [10][11]. The same statistic in America, Britain, and Canada is 30–50%. There are 2.466 million registered primary care providers in China, which translates to 1.82 providers per thousand civilians. This ratio places China 80th among 193 countries, according the WHO. Until 2011, there were no dedicated personnel training system or official promotion channels for this group of providers. To solve this issue, the State Council issued guidance to improve the training of general practitioners (GP) [12]. It sets the goal of establishing a rigorous training system by 2020 to satisfy people’s basic health service needs. It will be a long time before any substantial change will become observable.

Another reason for the shortage of service providers is that the current management policy for clinical practice does not fully allow clinicians to practice at multiple sites. In 1995, the Chinese government enforced the law establishing the national clinician registration system [13][14]. According to that law, clinicians can only practice at the point-of-care to which they were originally registered, and practicing at any other location is considered illegal. This situation is now changing because the State Council has recently issued a policy promoting multiple-site practicing [15][16]. However, the mobile Internet, where diabetes self-management applications are used, has not yet been acknowledged by this guideline as a permissible place to practice medicine. For this reason, further extensions to this policy are expected.

B. Lack of trust from service providers

The level of support from professional service providers is critical to accelerating the massive adoption of diabetes self-management mHealth services. When providing SMBG-related services, the service providers have to base their interventions on existing clinical guidelines [17][18]. These are generally considered the best practices in the field. However, the fact is that the currently available clinical
guidelines were established mainly based on the medical studies conducted over controlled data within controlled environment, which is quite different from patients’ self-generated data from ambient environments (including home and traveling). Those guidelines describe a SMBG process that is driven and managed solely by service providers (although the patient is the main actor); this is somewhat different from purely patient-dominant activities.

Theories underlying evidence-based medicine must be established based on clinical evidence. However, due to the lack of interoperability, regulation, and business impetus, no large-scale patient-oriented SMBG system has been established or used in the field. For this reason, the clinical researchers have no way to acquire useful research data, generated from patients’ personal health devices in their personal environments in sufficient quality and quantity. Correspondingly, there has been no foundation upon which to create any clinical guidelines for SMBG activities. Without such guidelines, the service providers have generally hesitated to enter this market or to provide meaningful support for these SMBG-practicing patients. This can be seen as a classic chicken-egg puzzle: No deployment means no data, which means no research, no trust, no service, and no deployment. Solving this puzzle has become a core topic in today’s SMBG industry.

Also, many users have the interest to use the apps, they said that “the app has made the SMBG more efficiently, it pontificated me to have medicine and record the glucose data”.

There has recently been a rapidly increase in interest and investment in the Chinese mHealth market. Some personal connected health platforms are being established and deployed in many Chinese cities [19][20]. Many of them are designed for general health management services, but some of them do have the capability to support SMBG services. Domestic investors fully understand that mHealth is an emerging market, so they are patient enough to tolerate long revenue turn-around. Given the large population of China, this may provide the industry with an opportunity to collect enough data and to conduct proper medical studies before the true clinical efficiency of these applications can be proven and the dedicated best practices can be established. Hopefully, the puzzle will be solved in a few years.

C. Domestic regulatory policy regarding to the use of diabetes self-management applications

The diabetes self-management applications fall into a multidisciplinary domain between medical device and IT industry. The Food and Drug Administration of China (CFDA) and the Ministry of Industry and Information Technology (MIIT) are the corresponding regulatory bodies. However, none of them has published regulation policy dedicatedly for this multidisciplinary domain. The regulations issued by CFDA only cover situations inside hospitals, and they do not include the diabetes self-management applications outside hospitals. The regulations issued by MIIT only address Internet-based information services and promotes the development of the IT industry. None of them address the specific needs of the remote clinics and Personal Health Record (PHR) data utilization, which can be seen as another gap of this industry.

Currently, there is no clear legal definition of diabetes self-management applications. When using them, patients are unable to protect their rights in cases in which anything goes wrong (e.g., receiving the wrong prescription). Furthermore, due to the legal requirement that clinicians register at a certain physical point-of-care for all clinical work, the legal status of medical care provided online (such as via diabetes self-management applications) has remained murky. There is a true need to develop a proper regulatory policy for this type of technology and service, and there are currently no such policies in China.

The U.S. diabetes management platform developed by WellDoc [21] received FDA clearance. It is the first application approved by the FDA for the optimization of doctors’ prescriptions. Unlike the U.S. FDA, the CFDA has not issued any dedicated regulation guidelines for mHealth. However, this does not necessarily mean there is no chance that it will get approval. A glucose meter device, Dnurse and its associated Internet-based service, both of which were developed by Beijing Dnurse Technology Ltd. [22], did get clearance from the CFDA. It operates in a manner similar to WellDoc.

D. Functionality of diabetes self-management applications in China

In applications related to the diabetes self-management, most functionalities have conformed to those listed in the international standards and clinical guidelines. However, for some other types of functionalities, the situation is different. The missing key functionalities may lead to the low rate adoption.

Most applications provide no connectivity to measuring instruments. One possible reason for this is the obsolete mindset of domestic application developers and instrument manufacturers. When building their own products, their design logic is purely application-centric or device-centric rather than a holistic vision established over an interconnected infrastructure. In contrast, the leading tech company Google recently released Google Fit and Apple released Health Kit. Both of these applications leverage modern connectivity technologies to simplify or automate the heath data collection process. A similar trend is likely to appear in China in the future. It is only a question of when and how.

Despite of the benefits of PHR synchronization reported in some studies [23][24], the rate of adoption of such applications has small, partially because of end-to-end usability issues. Our interpretation of the possible reason is: gateway device vendors are quite dominant in current Chinese mHealth market (including the ecosystem of diabetes self-management mHealth services), the vendors have focused mainly on data synchronization with gateway devices, rather than on the cloud platform. Improving the aforementioned usability issue will require joint effort from all the stakeholders (operators, integrators, medical device manufacturers, application developers, healthcare providers, etc.) to establish a data synchronization channel.
E. Business models of diabetes self-management applications in China

According to the results of our meta-analysis, the business models of diabetes self-management applications in China were found to be less diverse. We have observed three categories of business models in China: (1) Consumers as payers; (2) device vendor providers as the payers; (3) service providers as payers.

In contrast, the variety of business models in developed countries is much better. For example, the Zocdoc [25] is free to patients but not to doctors. The Welldoc [21] charges insurance companies and cooperates with pharmaceutical companies in the sale of applications to hospitals. Vocera [26] charges hospitals.

The current business models in China have not incorporated hospitals, pharmaceutical companies, commercial insurance companies, and doctors. The current business models have not fully engaged all the stakeholders of the ecosystem of the diabetes self-management mHealth services. No operational infrastructure for diabetes self-management mHealth services has yet been established. All of the observed business models are purely technology-driven or product-driven, rather than built from the perspective of the stakeholders. Correspondingly, such business models cannot properly satisfy the needs of all potential stakeholders, thus cannot adapt to the quickly evolving business environment. There is an immediate need in the Chinese market for business models with enough comprehensiveness and sustainability for diabetes self-management applications. It is not practical to directly copy business models from developed countries. A local process must be developed to suit the actual situation in the domestic market. One of the future trends is to acquire large quantities of user data and to trigger innovative business projects based on this big data.

III. CONCLUSION

We observed that the low adoption rate of the diabetes self-management mHealth services was not consistent with the high level of interest in the domain. In this paper, a root cause analysis is performed to investigate barriers to technology adoption. As a result, five barriers to the development and deploying of applications in China have been identified and elaborated. There is a shortage of primary care service providers and those who are available are not allowed to practice at multiple sites. This leaves diabetes self-management applications without the support of doctors. The lack of validation from clinical data and large-scale data support leaves doctors reluctant to recommend diabetes self-management applications to patients. Without the protection of relevant regulations, patients cannot protect their rights in cases of harmful error (e.g., receiving the wrong prescription). Undeveloped functionalities leave doctors and patients unable to use the applications or realize actual diabetes self-management. The current business models are not diverse enough and do not incorporate hospitals, pharmaceutical companies, commercial insurance companies, and the doctors, leaving patients and doctors unable to reap the benefits of the system.

These findings may serve as a reference for future decision-making regarding the research, development, deployment, and policy-making related to these applications. Stakeholders may take action to reduce barriers to the development and deployment of diabetes self-management applications for public consumption.
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Abstract—A clinical trial of telehealth services was carried out along the Eastern seaboard of Australia from Townsville in the North to Launceston in Tasmania over a period of 18 months from mid-2013 to end-2014. Patients were selected based on their history of hospitalization for their chronic conditions. A Test group of 114 patients was supplied with at home telemonitoring equipment and 173 patients were enrolled as a matched control group who were subjected to normal care. The impact of telemonitoring over one year following the start of telemonitoring, was analyzed using linear regression and analysis of covariance (ANCOVA). Mortality was reduced by >40%, the rate of hospitalization was reduced by 53% and length of stay was reduced by 7.5 days. The rate of expenditure on medical services was reduced by 46.3% and that for Pharmaceutical expenditure by 25.5%. There were significant differences in results for patients with Heart Failure, those with Lung Disease and those with Diabetes. The effective introduction of telemonitoring was dependent on local factors such as workplace culture and capacity for organizational change management.
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I. INTRODUCTION

In industrialized nations, approximately 70-78% of healthcare budgets are spent on the management of chronic disease or its exacerbation. As the population ages the burden of chronic disease will increase and place healthcare budgets under increasing strain. Telehealth services have been demonstrated as an effective innovation in international contexts, but there are low levels of evidence from Australian studies.

This study analyzed whether the introduction of at-home telemonitoring services for the management of chronic disease in the community reduces patient use of the health system and improves mortality, healthcare outcomes and patient quality of life. We also explored the issues and challenges in deploying telemonitoring services in the community.

This trial was designed to create a robust evidence base for these key success factors and to demonstrate an effective and scalable model for Internet-enabled telehealth services in Australia. Armed with the insights provided by this evidence base, policy makers may have much of the data they require to implement funding models and create a sustainable Telehealth services sector in Australia.

II. AIMS

The project objectives were to demonstrate and document how telehealth services can be successfully deployed across Australia, by piloting services in five different settings across five states, with a range of health service providers, including Local Health Districts, Medicare Locals and not for profit community organisations. This was carried out by deploying and demonstrating the operation of Telehealth monitoring in a multi-site multi-state case matched control trial (Before-After-Control-Impact (BACI) design) of chronically ill patients living in their own homes in the community. This has never previously been attempted in Australia. Specific aims included;

• Provide evidence that at home telemonitoring has the potential to reduce unscheduled admissions to hospital compared to the control group.
• Provide evidence for an impact on hospital admissions, mortality, clinical events and symptoms and improvements in functional measures and patients’ and carers’ experiences with care.
• Evaluate health economic benefits
• Evaluate impact on clinical work force availability and deployment
• Evaluate impact of human factors (acceptability, usability by patients, carers, nurses, General Practitioners (GPs) and administrators)
• Evaluate impact of workplace culture and capacity for organizational change management.
• Derive clinical and health economic evidence on how Telehealth services can be scaled up nationally to provide an alternative cost effective health service for the management of chronic disease in the community.

III. METHODS

The clinical trial design has been previously reported in the literature [1] and will only briefly be summarized here. The trial was carried out at five different sites representing two different models for the management of chronic disease in the community, one Hospital based and the other Community based. This allowed the analysis of site specific differences in workplace culture, organizational change management and staff and management capabilities,
that contribute to differences in measured health, social and economic outcomes.

The trial design required 25 test patients and 50 case matched control patients at six sites in five states and Territories. Test patients were supplied with state of the art Telehealth technology in the home for the monitoring of vital signs, delivery of clinical questionnaires and messaging between patients and carers. Test and Control patients were closely matched using a range of clinical, demographic and socio-economic criteria. Before and after data was available from national data bases on medical expenses (MBS data) and pharmaceutical expenses (PBS Data), as well as hospitals admissions and length of stay (LOS) from National Hospital RoundTable data.

A preliminary graphical analysis of both PBS and MBS data, using the MATLAB function normplot as well as the Chi-square goodness of fit test indicated that the data were not normal. Both lognormal and sqrt transformations were found to be effective in normalizing the data. The sqrt transformation was chosen as a little better, and applied to data before linear regression analysis was carried out.

MBS data were summed over 30-day intervals back approximately three years (36x30-day intervals) from the start of intervention and forward by almost one year (12x30-day intervals). When a Test patient had two controls, the data for both controls were averaged.

Ignoring missing points, data were then averaged and the 95% confidence limits calculated across all rows for each time interval. Before and after data were generally varying over time, and were analyzed using analysis of covariance (ANCOVA) a general linear model, which blends ANOVA over time, and were analyzed using analysis of covariance (ANCOVA) a general linear model, which blends ANOVA and linear regression.

IV. RESULTS

Two sites in the Nepean Blue Mountains Area were ultimately merged into a single site for logistical reasons. Following dropouts, withdrawal of consent and patients rejected because of poor or missing data, 100 Test patients and 114 Control patients were analyzed in detail. Out of these, 67 were males and 33 were females.

The average age of patients was 71.9±9.4 years. There was no significant difference in age between males and females or Test and Control patients. Test patients were monitored for an average of 276 days with 75% monitored for more than 6 months.

In the period of 100 days, prior to the onset of telemonitoring, there were only minor differences in the number of GP visits (P=0.04) and no significant differences in number of visits to specialists, number and cost of medications prescribed or number and cost of laboratory tests carried out.

ANOVA analysis was carried out on Test and Control patient data and control-test differences. A matrix of results with slopes, intercepts and P values is shown in Table 1 for all Test patients. Graphical data of sqrt(MBS Costs) against time is shown in Figure 1.

![Graphical data of sqrt(MBS Costs) against time](image)

### TABLE 1: LINEAR REGRESSION AND ANCOVA ANALYSIS OF SQRT(MBS) DATA

<table>
<thead>
<tr>
<th></th>
<th>BEFORE</th>
<th>AFTER</th>
<th>Sig</th>
<th>BEFORE</th>
<th>AFTER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Slope</td>
<td>Slope</td>
<td></td>
<td>Intercept</td>
<td>Intercept</td>
</tr>
<tr>
<td>CONTROL</td>
<td>0.05098</td>
<td>-0.03953</td>
<td>0.1</td>
<td>12.58</td>
<td>12.98</td>
</tr>
<tr>
<td></td>
<td>(0.0293, 0.0727)</td>
<td>(0.0625, 0.1213)</td>
<td></td>
<td>(12.13, 13.02)</td>
<td>(13.47, 15.55)</td>
</tr>
<tr>
<td>TEST</td>
<td>0.0919</td>
<td>-0.2729</td>
<td>&lt;0.001**</td>
<td>14.06</td>
<td>14.44</td>
</tr>
<tr>
<td></td>
<td>(0.0625, 0.1213)</td>
<td>(0.4236, -0.1222)</td>
<td></td>
<td>(13.47, 14.66)</td>
<td>(13.33, 15.55)</td>
</tr>
<tr>
<td>DIFF (Test-CONTROL)</td>
<td>0.0268*</td>
<td>0.099**</td>
<td>0.3025</td>
<td>-3.916</td>
<td>3.046</td>
</tr>
<tr>
<td></td>
<td>(2.073, 0.1839)</td>
<td>(3.251, 11.08)</td>
<td></td>
<td>(-78.71, 52.05)</td>
<td>(83.66, 11.84)</td>
</tr>
</tbody>
</table>

In the period of 100 days, prior to the onset of telemonitoring, there were only minor differences in the number of GP visits (P=0.04) and no significant differences in number of visits to specialists, number and cost of medications prescribed or number and cost of laboratory tests carried out.
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Abstract – The free movement and mobility of citizens is a fundamental principle of European Union (EU). Currently, the data exchanges between social security institutions, including healthcare institutions are mostly paper-based. As a consequence, the process is time consuming, open to error and lengthen the resolution time for the citizens. Efficient and effective administrative cooperation between the institutions is, as a consequence, critical. Therefore, EU regulations triggered the European Exchange of Social Security Information (EESSI) project for the European Commission (EC) to provide the common secure framework that will facilitate electronic exchanges between relevant institutions. The previous attempts of implementing a similar system failed mostly because the clerks are accustomed to work with paper documents and the complex paperless solutions were perceived by the non-technical end-users as a major chance. The clerks need a system able to handle a partial snapshot of the European case, developed around their current social, communication and professional context, able to manage operational processes and, at the same time, to provide an efficient decision support. The present article describes the EESSI response to the main technical challenges encountered: the decomposition of business processes in order to provide a distributed case management solution, composition of business processes in order to provide standard functions across all case types, formalization of EESSI Business Messaging Protocol (BMP) in order to provide semantic and syntactic interoperability and case management visualization.
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I. INTRODUCTION

Organisations have always been using the case paradigm to review and resolve various workflows like investigations, service requests and more. Typically, there are documents and artefacts associated with a case that are reviewed by authorised people in order to reach a resolution and close the case.

The case management model can be applied to diverse processes across a wide spectrum of industries and government agencies. The normative practice that leads to resolving and closing the case used to be encapsulated in process and procedure handbooks, as well as “stored” in the clerks’ community experience and best practice knowledge wealth.

The next wave of case management, after the paper-based one and often in parallel with it, was workflows that sprang from last-generation software.

In many industries, and most particularly in the healthcare one, many organisations still find themselves mired in IT systems that support only limited, if any, coordination across programs. Dating back to the 1980s, organisations were tethered to a legacy of large, disconnected transfer systems that took years to build, were outdated at implementation, and could not interoperate with one another. In the past, categorical funding requirements effectively dictated separate infrastructures.

New coordinated models ask healthcare organisations to work together and help connect people to services more efficiently. In the past several years, as technology has rapidly evolved, policymakers have begun to endorse the operating models that support a vision of distributed dynamic case management. These architectural guidelines recognize the value of a service-oriented approach to IT, in which technology components can be reused across organisations and programs that have similar business processes. By using dynamic case management applications, agencies can reduce the cost and complexity of both acquiring and supporting business applications.

Across the health care industry, information systems have much to offer in managing costs and in improving the quality of care. In addition to the embedded role of information technology in clinical and diagnostics equipment, the systems are uniquely positioned to capture, store, process, and communicate timely information to decision makers for better coordination of healthcare at both the individual and population levels.

At the most general level, a striking feature of the healthcare industry is the level of diversity that characterizes patients (e.g., physical traits and medical history), professional disciplines (e.g., doctors, nurses, administrators, and insurers), treatment options, healthcare delivery processes, and interests of various stakeholder groups (patients, providers, payers and regulators).

The healthcare delivery setting is characterized by a tension between the need for orderly routines and the need for sensitivity to variation in local conditions. As such, the current market offering in healthcare in its diverse organizational and regulatory settings covers several orientations, among which:

- **Clinical Information Systems** (CISs), which convert the medical data in relevant information about the patient’s health status. The current CISs’ market covers most of the healthcare provider operational needs in regard to clinical services with some degree of support for point of care clinical decisions. The Graphical User Interface for documenting clinical cases is centred usually on
patient and patient banner in order to help the medical personnel to easily identify the current patient clinical context. This ensures a comprehensive standard-based approach in regards to CISs functionalities, which is regulated by the world’s leading medical informatics organizations: HL7 EHRS [1], CCHIT [2], Eurelec [3], etc. In this context, in order to analyse the current state of the art, we need to structure the existing knowledge in three domains: clinical pathway visualization, relevant medical data visualization (medical and administrative) and the combination of these two - medical data in clinical context.

Clinical pathway visualization should be considered from two points of view: from the point of view of clinical pathway encoder or designer, and from the point of view of one who is executing the patient current clinical pathway requested actions. Projects/solutions like Protégé [4], Tallis Toolset [5], GUIDE [6], GLARE [7], VisiGuide [8], AsbruView [9], etc., are suitable for encoding and/or execution of a clinical pathway, but with limited adoption by the healthcare providers. Not necessary in relation with the clinical context, projects like Graphical Summary of Patient Status [10], Time Lines and LifeLines [11], PatternFinder [12], KNave and KNAVE-II [13], VISITORS [14], Vievisu [15], Interactive Parallel Bar Charts (IPBC) [16], Gravi++ [17], and others moved in the direction of visualizing the medical relevant data.

There are also very few combined approaches of medical data in clinical context: Guideline Overview Tool (GOT) [18], Midgaard [19], CareVis [20], NHS Common User Interface [21], Visual-D [22], but most of them failed to be widely adopted.

- **Patient Case Management Software**, such as FAM Care Human Service [23] by Global Vision Technologies, ClientTrack [24] by ClientTrack, Ahshay [25] by DataCare (the latter focusing on compensation industry better management of medical treatment and billing), Allscripts Care Management [26] by Allscripts, Penelope [27] by Athena Software, PracticePal [28] by PracticePal, etc. Such software are customised for the healthcare industry and cover all or a specific mix of features like: Activity Tracking, Assessment Notes, Billing & Invoicing, Calendar Management, Candidate Identification, Case List Management, Medical History Records, Patient Records, Referral Management, Treatment Planning, etc.

- **Dynamic Case Management generic applications**, which need customisation to match healthcare industry specific requirements and context. Some of the most significant software providers are: Pegasystems with Pega Dynamic Case Management [29], Be Informed with Be Informed Business Process Platform [30], Kana Software with Kana Enterprise [31], IBM with IBM Case Manager [32], Isis Papyrus with Papyrus Platform [33] (including Framework Solution for ACM), Appian with Appian BPM Suite [34], OpenText with OpenText Cordys [35], OpenText BPM Everywhere [36], OpenText Process Intelligence [37], OpenText Cordys and Process Component Library [38], EMC with EMC Documentum xCP [39], Kofax with Kofax TotalAgility [40], Whitestein Technologies with Living Systems Process Suite [41], DST Systems with AWD10 [42], Oracle with Oracle BPM Suite 12c [43], and Hyland Software with OnBase [44].

The applications listed are characterised by various degrees of strong design time case management combined with strong runtime case management support use cases. There are two variations of Dynamic Case Management generic applications, variations described below.

**Strong design time case management** – capability that assumes that 90% or more of what the user will do is developed, tested, and deployed prior to user getting started. Case workers have less flexibility, e.g., adding new tasks or involving other users, and the overall process flow is well defined and more repeatable. These use cases tend to be more production oriented; for example, managing exceptions for financial transactions.

**Strong runtime case management support** – use cases where work is highly variable. The way in which the case unfolds over time is far less predictable. The case view is altered by user actions and system events, with users who are able to add tasks, processes and participants on the fly at the point of need.

The requirements that we had to meet for the EESSI project were focused on cross-European Member State cooperation between social security institutions through an electronic platform capable of supporting the current and future ability of all social security institutions to connect and fulfill their legal obligations of social security coordination through electronic exchange. Subsequent to market offer analysis, it was determined that the optimal approach was for the solution to be designed and developed in-house. The challenges and the way responses were elaborated to meet them are described in the next sections.

The paper structure, section by section, is presented below: Section II describes the business area that we are focusing on, public health and social security data exchange, Section III describes the system principles and high level architecture, Section IV describes the main challenges in the project implementation, Section V presents the response to the previously described challenges, Section VI refer to the project adoption, Section VII brings up the conclusions and future work and Appendix I depicts the system main features.

## II. Public Health Data Exchange in the Context of EESSI

Better cooperation between social security institutions is a necessity in an increasingly mobile society in order for EU citizens to exercise their right to free movement and secure their social security rights.

The EU provides common rules to protect social security rights of citizens when moving within Europe. The European rules of coordination make sure that social security
institutions of the EU plus Iceland, Norway, Liechtenstein and Switzerland, all communicate with each other to ensure social security rights are addressed correctly.

Currently, these data exchanges between the social security institutions are mostly paper-based and as a consequence are time consuming, open to error and lengthen the resolution time for the citizens, partly due to the method of exchange.

Efficient and effective administrative cooperation between the institutions is therefore critical and as a consequence the revisions of the European rules of coordination that came into force on May 1st, 2010 stated that “The transmission of data between the institutions or the liaison bodies shall be carried out by electronic means either directly or indirectly through the access points under a common secure framework that can guarantee the confidentiality and protection of exchanges of data.”[45].

Therefore, the aforementioned requirement of the EU regulations triggered the EESSI project for the EC to provide the common secure framework that will facilitate electronic exchanges between relevant institutions.

The overall vision for the EESSI project is to deliver an electronic platform that will support the current and future ability of all social security institutions to connect and fulfill their legal obligations of social security coordination through electronic exchange.

The EESSI platform has to enable secure exchanges for all relevant business messages that guarantee confidentiality, integrity and availability, and to have a sufficient level of validation. It should ensure wherever possible the right message is sent to the correct recipient on the first occasion at a time that is suitable to all institutions and contributes to the optimization of social security coordination.

EESSI is a cross-sectorial platform with competences in the area of public health. The main EESSI use cases in the area of public health are the following:
- Entitlement for short or long term healthcare related benefits;
- Validation of the person’s right to healthcare related benefits during his/hers temporary stays in another Member State;
- Establishing the reimbursement rates for healthcare services;
- Cost reimbursement based and fixed amounts reimbursement or healthcare services;
- Certificate the incapacity of work and cost reimbursement for incapacity of work;
- Request for medical examinations or administrative checks, etc.

III. PRINCIPLES AND HIGH LEVEL ARCHITECTURE

Figure 1 below, provides a high level view of the conceptual architecture. This section will provide an explanation of the application domains in the conceptual architecture.

Figure 1. Conceptual architecture diagram

The diagram depicts the conceptual principles on how the inter-connection is achieved:
- A data exchange network interconnecting national administrations;
- National institutions are linked via national networks to the EESSI Access Points;
- AP establishes the border between the national and international domains of EESSI end-to-end network.

The APs are the gateways that enforce the stateless messaging protocol; they check that the structure and the semantic of the EESSI business messages are correct. A stateless protocol is a communications protocol that treats each request as an independent transaction that is unrelated to any previous request so that the communication consists of independent pairs of request and response. A stateless protocol does not require the server to retain session information or status about each communications partner for the duration of multiple requests. In contrast, a protocol, which requires keeping of the internal state on the server is known as a stateful protocol.

The main principle in building the EESSI platform is “smart endpoints and dumb pipes” [46] [59], which means that in most of the cases, when a National Application receives a request, it will apply the logic as appropriate and will produce a response and the AP will perform a minimal stateless validation. The diagram depicts the two fundamental domains of the EESSI network:
- The International Domain that hosts components, which are common to all participant countries. It is itself divided in two sub-domains: the Central Service Node (CSN) – designating the components that will be hosted centrally (e.g., hosted by EC) and the AP – a domain that holds components common to all countries, developed centrally and assumed to be hosted within each participant country. The components under the CSN and the APs, connected electronically as one system environment, constitute the EESSI Platform, a secure, reliable, pan-European data exchange platform;
- The National Domain that hosts national specific elements of the network can also be divided in two sub-domains: the National Application (NA) and National Gateways (NG).
  The NG are the National components that specifically integrate NA with the international domain and the Institutions’ Domain – where the NA of the social security institutions resides.
  The NAs are the actual “client”; being themselves direct instruments of the “end-users”, the clerks.

For a faster adoption of the EESSI platform and in order to help the Member States (MS) to provide better services for the citizens, the EC decided to provide an open source Distributed Case Management Solution called Reference Implementation for National Application (RINA). RINA consists in a collection of infrastructure and communication services, foundation, repository and publishing services, business, integration and user interface services, which will provide for clerks and their organizations, the tools to implement the EESSI data exchange protocol based on Structured Electronic Documents (SED).

IV. CHALLENGES

The main challenges are generated by the fact that EESSI is a peer-to-peer network where the International Domain of the platform, especially the Apps, are just the enablers of the communication between NAs, completely transparent from the business perspective.

Formalization of EESSI vision started about 10 years ago, and part of the project challenges at that time are still present in the nowadays industry:

- **Formalization of EESSI Business Messaging Protocol** in order to provide semantic and syntactic interoperability.
  One of the main outcomes of EESSI is the interoperability standard. The magnitude of the project is emphasized by the following facts: multi-sectorial data-exchange, around 110 businesses use cases (BUC) with at least two application roles involved, and around 320 business documents/SEDs.
- **Decomposition of business processes** in order to provide a distributed case management solution and composition of business processes in order to provide standard functions across all case types.
  All the EESSI business processes/case types are foreseen to be distributed and they involve from the applicative software perspective multiple application roles (e.g., case owner, counterparty, liaison body, etc.). Being a distributed system, the decoupling of the application roles in EESSI needs to be aligned to the EC guidelines in terms of messaging, more precisely, web services and ebMS3 [47] - AS4 profile [48]. Most of the Business Process Management Systems [49] (BPMS) are able to decompose the processes but they are not natively able to decouple the application roles through web services. The composition of business processes in order to provide standard functions across all case types is available in the BPMS tools build on top of Business Process Modelling Notation (BPMN) [50] [2] but the complexity and the multitude of the administrative processes in EESSI makes BPMN as it is difficult to use.
- **Case visualization** and case visualization in distributed environment.

It is obvious that the level of adoption of case management solutions in the institutions participating in EESSI is quite limited and the main barrier in adopting it comes from the fact that implementation does not take into account the end user practices and their context.

The clerks are accustomed to work with paper documents and previous attempts to create a distributed paperless solution have failed due to the magnitude of change perceived by the often non-technical end-users mainly because of Graphic User Interface (GUI) complexity.

Therefore, the clerks need a Distributed Case Management System able to handle a partial snapshot of the international case, developed around their current social, communication and professional context, able to manage operational processes and, at the same time, to provide an efficient decision support.

V. EESSI RESPONSE TO DISTRIBUTED CASE MANAGEMENT CHALLENGES

This section presents the EESSI response to the previously mentioned challenges.

A. Formalising the EESSI Business Messaging Protocol

The data exchange protocol of EESSI consists in a collection of separate specifications that can be grouped in the areas of technical messaging and business messaging.

The technical messaging is aligned with EC messaging guidelines and consists in the ebMS3.0/AS4 EESSI profile and is physically implemented through XML Schema Definitions [51] (XSDs) and additional EESSI specific technical messaging validation rules.

The business messaging consists of three separate specifications:

- **SEDs** - physically implemented in around 320 XSDs,
- **Standard Business Document Header** [52] (SBDH) - specified through EESSI SBDH Implementation Guide and physically implemented through an EESSI constrained SBDH XSDs,
- **The BUCs**, which consist in around 110 descriptive documents including BPMN representation of the BUCs.

It is important to understand that the SED and SBDH schemas validate many of the business conformance requirements of EESSI, but are too general to enforce the data exchange in the context of Business Use Cases (BUC) [53]. This introduces genuine interoperability risks into the business domain. To address this, EESSI created a business messaging standard known as the EESSI BMP.
The EESSI BMP is the minimum standard by which all NA must adhere to produce business messages that can be accepted as fully validated transactions within the EESSI domain.

The EESSI BMP is a specification able to define constraints for business and data validation, the common denominators of EESSI through the integration of the key aspects of BUCs, SBDH and SED physical models.

The chosen approach for implementing the BMP is made through XSD constraints. XML technology is already an inherent part of the EESSI domain and continuing its use for the BMP does not introduce unnecessary additional technologies.

In EESSI, this technology is used by two application domains with two different scopes:
- The National Applications, the messages’ authoring systems, by directly using the constrained XSD schemas of each defined transaction for producing valid messages and
- AP, the common denominator of EESSI, by validating any received message against a single constrained XSD schema for each transaction.

The following elements of the SBDH along with the SED itself will be constrained though the BMP: BUC type, BUC version, participant role (the role of the sender and receiver participants), number of participants (unilateral vs multilateral case types), case action, SED type, SED XSD version, SED version (if multiple SED versions are allowed) and attachments allowance (if the attachments are permitted for the transaction).

The BMP is a transaction oriented specification that defines specific authoring rules for a specific SED transaction, for a specific participant role, in the context of a specific BUC.

Each identified transaction will constrain the SBDH and SED schemas through a single XSD schema definition that will import and redefine the aforementioned schemas.

Business messages that validate against this constrained version of the transaction are, by definition, also valid SED instances and valid SBDH and therefore, a fully validated transaction within the EESSI domain.

In Figure 2, a BPMN collaboration diagram, illustrates how the transactions are identified, for a specific participant role, in the context of a BUC.

Within the EESSI domain there are four main business level exchange patterns that can occur between the participant roles. These are:
- A Case Owner sends a SED to a Counterparty;
- A Counterparty sends a SED to the Case Owner;
- A Counterparty sends a SED to another Counterparty
- A Case Owner forwards a SED to a Case Owner.

The BMP ensures these patterns are enforced within the context of BUCs though constraining the Sender and Receiver Roles in line with the BUC specifications.

The syntax that is issued to uniquely identify each transaction with in the EESSI domain is the following: [BUC Short Name]-[BUC Version]-[Sender Role]-[Receiver Role]-[Case Action]-[SED Type] (e.g., S_BUC_19-1.0-CaseOwner-Counterparty-Start-S080.xsd).

For exemplification of the concept, a Public Heath case type will be briefly introduced. The illustrative example consists in a Healthcare Services Reimbursement Based on Actual Cost (S_BUC_19). The sequence diagram in Figure 3 bellow illustrates the interactions between the Case Owner and the corresponding Counterparty.

This case deals with the business transactions of a reimbursement based on actual costs whereby the Member State of Residence or Stay claims the reimbursement to the Competent Member State on behalf a Creditor Institution.

This case is used where the Institution in the Member State of Residence or Stay provides benefits when the treatment was necessary due to an accident at work or an occupational disease.

The Creditor Institution's Liaison Body (Case Owner) acting on behalf of a Creditor Institution (Claimant) or for itself sends a Reimbursement Claim for Benefits in Kind to the corresponding Debtor Institution's Liaison Body (Counterparty).

The Debtor Institution's Liaison Body (Counterparty) accepts, disputes or rejects the claim and notices it to the Creditor Institution's Liaison Body (Case Owner).

In this aforementioned exemplification, the Case Owner is the Creditor Institution's Liaison Body of the Member State of Residence or Stay that notifies the claim of a reimbursement payment on the basis of actual costs on behalf of a Creditor Institution and the Counterparty is the Debtor Institution's Liaison Body of the Competent Member State that replies for the claim of a reimbursement payment on the basis of actual cost on behalf of a Debtor Institution.

Figure 3 represents the sequence diagram that illustrates few transactions allowed between two the participant roles, in the context of S_BUC_19:
B. EESSI Standard Business Document Header

The Standard Business Document Header (SBDH) is an UN/CEFACT [54] standard that enables business applications to exchange documents using a consistent interface.

In the EESSI context, the SBDH enables the integration of Access Points with National Applications, with National Gateways or any other business-to-business infrastructure by providing consistent correlation data about a specific business document to be used across the EESSI ecosystem. It also enables any National Application to determine the logical routing and the logical processing of a SED/business document.

The EESSI implementation of SBDH standardizes the data presentation, the data elements within the SBDH that can be easily located and leveraged by multiple applications. The SBDH is created before the transport routing header is applied to the business document and is retained after the transport header is removed. SBDH data can be used also by transport applications like AP to determine the routing header since it does contain the sender, receivers and relevant document metadata. It can also be used by the national applications to determine the appropriate process instance to which the business document needs to be attached.

This EESSI SBDH Implementation Guide clarifies the function, design and implementation considerations of the SBDH in the context of EESSI.

The EESSI SBDH implementation guide deals with the sender and receivers identification together with their role in the case processing (process owner and counterparty), the unique case identifier, the case type, the version of the case definition, the sensitivity flag of the case (medical information case or protected person), the document identification attributes like SED type, schema version, the unique id of the SED, the SED instance version, the creation date, the attached files’ metadata and the case action to be performed (start case, new/update document to an existing case, forward SED).

C. RINA Distributed Case Management Visualization

RINA is a Distributed Case Management Solution and the purpose of case visualization is to convert the case related data, the SEDs, in relevant information about the case status according to the main goal, which is case resolution. The process of conversion from disparate data into useful information should be analysed at least from three perspectives:

- Communication;
- Graphical user interface;
- Business use case or case type definition.

The SEDs-provided information used by the case management visualization process could be grouped in two categories: the social, demographic and administrative information and case specific information.

The case management view should represent the operational decision support system for the clerk. It is essential to visualize the current case and its corresponding case definition; also, to know what the existing exchanged SEDs are, what the contextual details (like medical history) are, what the social, demographic and administrative details are, etc. The progress observed in the case execution, the definition of the case with specific actions, stages, conditions and so on and nevertheless the best practices of the specific case type, should be accessible.

Figure 4. Case management - Timeline view

The primary goal of the Timeline-based visualization [58] into the RINA Case Management System, as illustrated in Figure 4, is to offer a comprehensive picture of the case, both real-time as well as historically, using textual and graphical means, and to sustain, in a task-oriented approach and based on decision support algorithms, the case progress.

Another important characteristic of this approach is the fast development and reusability of administrative SEDs, achieved through an external component, part of a Business Process Management Solution (BPMS) also used to execute the cases that encode and organize the decisions and action tasks for clerks.

A BPM-based case management solution in social security and public health offers the benefits of configurable workflows for both the medical areas as well as the administrative sub-processes.
One of the relatively new means of data presentation is the timeline. In order to provide a gentle learning curve and natural grouping of information, RINA GUI is developed around familiarity gained from social networking services like Facebook and suitability of this approach to the social security and public health domain, and therefore, embraced the established graphical presentation patterns.

While not a new idea with regards to the presentation of public health information, timelines have been embraced with the advent of widely used social networks that popularized them. As such, they can be considered an already mature and well-known means for data presentation, significantly reducing the steepness of the learning curve.

VI. EESSI ADOPTION – CASE STUDY AND EXPERIMENTS

To ensure adoption, a collaborative and incremental approach has been selected for the design and development of EESSI.

By adopting a project approach based on successive incremental iterations, as well as close collaboration with stakeholders that have well defined roles in all project phases, EESSI ensures that Member States and designated sectorial experts actively contribute to the application design and development.

Healthcare experts and Member States representatives (clerks) have the opportunity to provide input to BUCs through the Business Playground, which is a central web-based platform, to be used as a "playground" by the relevant involved stakeholders in order to fulfil three major objectives:

- To review and confirm how the business use cases are to be implemented in the EESSI system;
- To facilitate the re-validation and prioritisation of the Business Layer (BL) requirements. Using the playground environment Member States representatives are able to review and provide feedback about how the business use case should be implemented. The BL requirements are revalidated and prioritised based on the feedback and requests from the user representatives;
- To provide a platform for execution of the Dry-Run activities based on voluntary involvement of Member States representatives (clerks). The Dry-Run activities are primarily aimed at confirming the business processes with real cases, and the corresponding SEDs that are to be used within the business processes.

The BUCs are validated and agreed on as they will provide the playground business content to be modelled and validated. They are also the main vehicle to be used (together with the data modelling efforts) on agreeing on the approach to tackle the points on which there are different opinions. Bonita BPM [55] is used to implement, in stages, the various processes that are being used in the BUCs, to validate if there is some scenario/branch that cannot be executed in a workflow engine. During this phase agreement is reached over the level of IT implementation of the case (what is implemented in the workflow engine and what is left for the clerk to execute manually).

The Business Playground appears as an essential element taking into consideration the complexity level implied by...
performing business processes in a distributed environment of 32 countries, 8 social security sectors, with over 10,000 institutions to be connected. Having a Business Playground in place is an appropriate measure to adopt in the context of challenges raised by the integration of national-level applications with the AP.

A strong collaboration between the EC and the Member States as well as significant involvement of the end users in the development of the solution is a key factor in making the development of EESSI a success.

The playground work stream is being delivered in three phases – each phase delivering a number of BUCs (as illustrated in the below diagram) and providing an increasingly functionally rich NA. Additional details are presented in Figure 6.

Figure 6. EESSI Playground phases

RINA is in the last year of industrial implementation as a multitenant/cloud solution and the underlying development technologies are: Bonita BPM [55], Elasticsearch [56] and AngularJS [57].

The sizing of Playground and Dry Run iterations is listed below:

**Play Ground Environment:**
- Number of RINA environments: 6
- Number of users: 103
- Total number of cases performed by participating institutions during the first two Play Ground phases: 2,830.

**Dry Run Environment:**
- Number of RINA environments: 16 (each RINA institution represents one country)
- Number of users: 240
- Total number of cases performed by participating institutions during the first two Dry Run phases: 13,130

More than 95% of the started cases in the Dry Run environments were successfully closed fully electronically.

The two mentioned environments: playground and dry run, are also involved in collecting feedback on RINA features using the EC change management process.

VII. CONCLUSION AND FUTURE WORK

RINA overcomes the problem raised from the unavailability of easily interpretable guides within existing applications and takes the recording of medical information beyond historical and statistical reasons, by being a proactive solution that is giving a strong decisional support to the clerk. RINA targets directly any clerk or medical personnel involved in public health cases.

The central piece of this approach is the Timeline, representing a historical view of SEDs disposed along a vertical time axis as thumbnails, which offers a clear and actionable insight into the case history.

As such, one of the main benefits of this approach, when compared with the tried and proven case management interfaces, is represented by the possibility of dynamically loading a large volume of data that is time-sorted. Moreover, the timeline provides a unified browsing experience for a volume of heterogeneous data that was collected at different points in time.

In order to provide a gentle learning curve and natural grouping of information, RINA GUI is developed around familiarity gained from social networking services like Facebook and suitability of this approach to the social security and public health domain, and therefore, embraced the established graphical presentation patterns.

The tests conducted so far show a high level of acceptance from users (healthcare domain experts and clerks from a significant number of countries and institutions). Most Member States concerned are currently considering the options available for integration and EC surveys show that a large majority to use RINA, or at least one of its layers.

The next period will be dedicated to supporting the decision making at the Member State and institution level so that integration is planned on the most efficient option for each institution, taking into account on the one hand applicable RINA features and, on the other hand, specific environment characteristics, such as the existence of a centralised e-government infrastructure, the existence of an identity management solution, the technology used for existing national applications, specific national requirements regarding security and usability, specific national requirements for case routing and/or related to the SED content.
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Below, we selected a number of illustrative core features implemented by RINA:

- **Search management features**
  - **Free text search**
    - (free-text search in fuzzy or exact manner on case metadata in order to identify a case or a group of cases)
  - **Structured search**
    - (RINA allows users to define, modify or delete structured searches using visual search expressions and to persist users searches as pre-defined searches)
  - **Applying a predefined search**

    (Users are able to quickly select and apply a predefined search in order to minimize searching effort.)

- **Refine predefined search results**
  - (After the system has filtered the cases based on a user’s predefined search request, the User can read the list of filtered cases. The User can also use the free text search to further refine the returned results)

- **Configure Search Result**
  - (Users have the possibility to configure for each case type: the list of columns that will be returned by the search engine, and the order of the columns and of the results.)

- **Case management features**
  - **Create case**
    - (RINA allows a User to create a case through accessing a hierarchical structure of case types. RINA retains (per session) the last case type instantiated to enable to quickly creation of another case.)
  - **Determine Exchange Partners**
    - (RINA persists the case participant(s) for each case instance RINA allows the User to view the current case participant(s) and any historical changes.)
  - **Case available actions**
    - (RINA provides Users with a list of available actions (tasks) related to a specific case instance depending on the state of the case - e.g., forward, create, update - and for any case action executed by a User RINA updates the case state. It also display the available action list upon the change of case state to ensure that Users can only perform actions that are correct based the case state.)
  - **Execute action**
    - (A User has the possibility to select one action from the action list presented to him.)
  - **Group Case Actions**
    - (RINA provides logical grouping of case actions at case level or SED level and could provide further logical grouping of case actions as case level. RINA it also offer the possibility to filter case actions by grouping)
  - **Case Importance/ Criticality**
    - (A User is able to specific the level of Importance and Criticality of a case and can change the importance and criticality of a case at time during the case. This can be done for more than one case at a time.)
  - **Case Alarm**
    - (A User is able to set or delete an alarm by which they expect an action to have occurred. The user is notified when an alarm expires)
  - **Create SED**
    - (RINA allows the persistence of documents in multiple draft states)
  - **Create Portable Documents**
(RINA can create Portable Documents (PD) were
the content of the PD can be fully derived from SED
content)
- SED Validation
  (RINA is able to display document validation errors
  in a clear and logical fashion, allowing the User to
  navigate directly to the source of the error from the
  error description.)
- Manage Document Views
  (RINA offers multiple views for Users to view sent
  and received documents, these can be filtered by:
direction, partner, type, status. Users are able to
clearly visualise draft documents from sent/received
documents and documents that are in different
document states. RINA it also offers access to view
all document versions)
- Manage document attachments
  (Users are able to manage the attachments through
  attaching and detaching files. The attachments can
  be added at case level or at SED level. RINA can
  restrict the type of attachments allowed and can
  also restrict the access to attachments of a certain
  business type where necessary. RINA allows Users
  the access to read/open attachments directly)
- Print Documents
  (RINA allows a user to choose an action that will
  render a document as a printable form (PSED))
- Manage comments
  (The User is able to create, read or delete
  comments (case notes) at document level or case
  level. RINA persists and display the author and time
  of each comment and it also ensure that only the
  author of a comment (or a user with special
  permissions) can delete a comment)
- Case assignment
  (New Cases (both created locally & received) are
  automatically assigned to Users using a
  configurable case assignment rules (via the
  administration console). A User (with permission) is
  able to assign a case to users or groups of users
  that are part of the local organisation and also is
  able to unassigned/ reassign a case to users or
groups of users that are part of the local
organisation. A User (without permission) is able to
request to a User (with permission) to assign a
specific case to them. A User is able to assign/
unassigned/ reassign more than one case at a time.
RINA ensures that only assigned users can actively
work on/progress a case and is restricting access to
certain case types where necessary (e.g., sensitive
cases)
- Document Translation
  (A user is able to translate documents content (any
free text elements) into any of the EU official
languages. Translated document content is not
persisted)
- User Settings

(RINA provides users with possibility to save
(persist) user preferences (such as view style, order
style etc.))
- Notification management features
  - Generate notifications
    (The notification management requirements cover
    all aspects of case notification in RINA.)
  - View Notifications
    (Every time an event condition is fulfilled, RINA
    notifies the assigned Users of the case. Each
    notification has associated a type that is either:
    Error, Alert or Information.)
  - Notification Actions
    (A User should be able to take logical actions direct
    from the notification)
  - Filter Notifications
    (RINA offers the possibility to filter notifications
    based on type and status and to navigate the
    notifications’ timeline.)
  - Notification Summary
    (RINA provides count of notification by types in the
    notification panel and the case level views. The
counts be automatically re-calculated when User
take actions on the notifications. A user is also able
to receive anytime in every module of the
application the delivery of a new notification.)
  - Suppress/Unsuppressed notification
    (The user is able to suppress a notification so that it
    is not taken into account anymore and also to
    unsuppressed a previously suppressed notification
    so that it is taken into account anymore.)
  - Mark notification as read/unread
    (The user can mark a notification as read or unread
    so that the next time the notifications are displayed
    the read/unread state is preserved)

- Administration features
  - Administration Console
    (All administrator tasks are provided through a
dedicated administrator console)
  - User Management and organization structure
    (An administrator is able to define organization
    units, together with departments having any level of
    nesting and also able to define users or to refer
    them from an external identity management
    repository. An administrator is also able to
    configure the default user settings)
  - Authorisation policies
    (For each case type, the administrator is able to
    configure what users or groups are allowed to
    create, to execute, to administer or to audit new
cases. These are corresponding to the regular user
roles: Clerk, Supervisor and Auditor)
  - Audit
    (The administrator is able to configure what events
    the system needs to audit. The audit is also reflected
to all main resources exposed by the functional
modules, for all possible operations: create, read,
update, delete and execute.)
  - Technical log
(All the modules of RINA populates a centralised log available for RINA Administrators. The administrator is able to configure the level of logging: trace, debug, info, warn, error and fatal.)

- Notification Management
  (An administrator is able to suspend notification types, and to set notification behaviour (i.e., how a notification is presented to a user))

- RINA updates and versioning of physical artefacts
  (The physical artefacts (forms, case behaviour, vocabularies, etc.) distributed by CSN through AP can be updated by a RINA administrator. These physical models are accompanied with a minimum set of metadata like: version, date of release, name)

- Messaging configuration
  (The messaging configuration is fully available for RINA administrators through the administration console.)

- Counter management
  (The administrator is able to define counters for national case ID. The policies for national case identification can be particular to a department and have a period of availability.)

- Retention policy (case, audit, technical log and notifications)
  (RINA is able to archive the closed cases, audit, technical log and notifications. The retention policy for all of this is configurable)

- Dead letter Queue
  (RINA provides an administrator with access to received documents that it could not logically processed (i.e., unrelated documents, documents with errors) and allows the administrator to return a business exception error automatically for these documents. The sending of business exception error could be a bulk operation)

- General non-functional features
  - User login
    (Any User having the right credentials is able to access RINA. The credentials can be user name and password or smartcards. RINA will logout a user if the application is left idle for a pre-configurable period of time.)

  - Multi-tenancy
    (One RINA deployment is able to host multiple institutions completely isolated between them and with independent capabilities of administration)

  - Localization
    (The User can decide any-time what is the language of its user interface. The user interface acts accordingly to this setting by translating all the screens together with the codified fields (vocabularies)).

  - Accessibility
    (RINA is WCAG 2.0 compliant to minimum AA standard.)

  - Browser Compatibility
    (RINA is fully compatible with the following browsers: Chrome (v.40+), Firefox (v.32+), Internet Explorer (v.11+))

  - Error Handling
    (Application Errors are delivered to users in an unobtrusive manner, while providing sufficient information to understand the problem)

  - Help
    (RINA provides context aware help for users at SED level (Explanatory Notes) and Application level (general usage guidelines))
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Abstract—Tracking mood or emotional experiences over time is a popular function found in mobile health applications. In this study, young patients with chronic health challenges consider this also an important function of a multifunctional app supporting them in the transition to adult care. At the same time they expressed the need to be seen as a young person, not a diagnosed body. A lifeworld-led design approach, based on a Participatory Design methodology, resulted in a mood tracking and a mood mapping design, which was meaningful to the young persons’ everyday experiences. Photos tagged with colors representing different emotional states were chosen as the best way to represent their moods. An overview of moods, by day as well as by color, gives an understanding of the wider context in which these moods appear and can play a motivational role in dealing with a difficult day or episode in their lives.
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I. INTRODUCTION

The KULU research and design project1 focuses on the design and use of interactive technologies with and for young people (15-25 years old) with chronic health challenges. Mobile applications are popular among young people, but a systemic review showed that there is no empirical evidence for their beneficial use in the personal health management of young patients [1]. The review did emphasize the value of involving young patients in designing these apps [1].

This paper addresses the design of the mood function in a multifunctional mobile application (app). The aim of the app is to support young patients in the transition from pediatric to adult healthcare. Mood is often differentiated from acute emotional states, such as being angry, sad or happy. They last longer and are often not related to an immediate trigger: “mood state appears to be an integrative function of the organism’s acute emotional experiences over time” [2]. In the field of IT health, e-health, and m-health (health IT), this differentiation disappears when describing or designing mood technology. This becomes for example clear in [3], which categorizes mood technologies into Technology that measures mood; Technology that expresses user mood; Technology that adapts to user mood; and Technology that influences user mood. Another categorization of mood technology is diagnosis-based versus general mood. For example, mood apps can address specific mood disorders, such as bipolar disorder [4], anxiety disorders [5], and depression [6], or have a more general approach, such as happy apps [7].

Research focusing on apps for adolescent mental health report that the participation and adherence rate to treatment was higher for mobile phone apps than on paper [8][9], rating mood was seen as most useful [10], and “the ability of mobile phones to offer personal space is also considered to increase levels of perceived autonomy, control, and self-esteem in young users” [11]. Young people with chronic physical health challenges are more likely to have mood-related issues, ranging from emotional problems to mood disorders [12].

On the question about the preferred functions of an app that would support them in their transition to adult health care, a group of young chronic patients participating in KULU research proposed, among others, a mood tracking function. This paper presents and discusses the design of an app-based mood tracking functionality with and for young patients. The aim of the paper is to explore how we can design with and for young patients, while taking their whole being, as a teenager or young adult and as a patient, into consideration.

The contribution of this paper is threefold. It contributes to designing interactive technologies from the perspective of young people with health challenges. A lifeworld-led design approach, combined with a participatory design methodology, enables patients to be met as co-designers and experts of their own lives and facilitates patient contributions to the design of health IT. Secondly, it contributes to understanding young patients’ lifeworlds. It shows how they value moods in their lives and the importance of taking a holistic perspective when tracking moods. Lastly, it contributes to understanding the role of technology in the lives of young people in general. Teenagers and young adults’ technology preferences and use are often very different from those of the researchers. Designing with the future users of a technology increases the chance that the technology reflects the values and needs of that particular user group.

In Section II, we will first explore some concepts that support a holistic patient perspective in the design process of a lifeworld-led design approach. This is followed, in Section III, by a brief presentation of SHARM (Situation-based learning; Having a say; Adaptability; Respect; Mutual

---

1 KULU is a Norwegian acronym for Cool Technologies for Youth with Long-term Health Challenges (www.kulu.no/en)
learning), our Participatory Design approach. In Section IV, we present the design process, the methods used, the different stages in the development of the mood tracking function, and the final results. In Section V, we discuss the design process and its results through the lens of the lifeworld concept and we evaluate the SHARM approach. In the final section, we present our concluding remarks and outline future research.

II. CONCEPTUAL FRAMEWORK

Teenagers and young adults with chronic health challenges have made clear that they want to be met as young people, not as patients. Their wish to push their ‘patientness’, the quality of being a patient, to the background is also confirmed in the literature [14]–[16]. Young patients use the terms normal and regular to express how they want to be perceived and treated by the world around them [14][16]. They acknowledge their illness, but want to have lives like their peers and they do not want their caregivers to see only their diagnosed bodies: “the doctor should be interested in me, all of me, not just my diagnosis” [17].

This particular positioning by the young patients can be explained with the notion of the lived body, the body as experienced by the self and as being-in-the-world, as described in phenomenology [18]. The concept that encompasses both the lived body and its experiences in the world is the notion of lifeworld. Lifeworld can be described as “the world of lived experience or the beginning pace-flow from which we divide up our experiences into more abstract categories and names” [19]. Lifeworld theory describes five intertwined dimensions in which these experiences become meaningful: temporality, spatiality, intersubjectivity, embodiment, and mood [19]. Mood, in this context, is described as a “messenger of the meaning of our situation” or our being-in-the-world, “mood is complex and often more than words can say” [19].

Lifeworld-led care is a particular perspective on healthcare, which focuses on the wellbeing of the whole person, not just the illness or diagnosis [19][20]. This perspective is both a deepening of the understanding of patient-centered care and a critique on the dehumanisation and depersonalization of care, not the least through the use of technology [19][20]. The aim of a lifeworld-led design approach is to let the young patients’ lived experiences of everyday life, diagnosis, and technology use, guide the design of new technology that supports them in living their everyday life with their health challenges [20].

In order to provide an enabling environment in which young patients can build forth on these experiences, KULU implements its design activities within a participatory methodology called SHARM, which is based on Participatory Design [20]. The participation of young people as co-designers of their own healthcare technologies enables a design space in which the young participants can position themselves in the way they perceive themselves and how they want to be perceived by others. The SHARM approach is based on five principles [22]: 1) Situation-based action locates the design activities in the lifeworld and relationships of the participants; 2) Having a say is about creating real opportunities for participants to share the decision-making power; 3) Adaptability is about applying tools and methods in the design activities that can easily adapt to the participants’ changing physical or emotional state; 4) Respect is about treating the young participants as experts on their own life and body; and 5) Mutual learning refers to choosing methods and tools that enable the participants to lean as much from us as we do from them.

III. RESULTS FROM THE DESIGN PROCESS

The design of a mood tracking functionality was part of a larger design project with the Youth Council of the Akershus University Hospital (AHUS) in Norway. The Youth Council had made a wish list of issues and technologies they wanted to address in the design project with KULU. The transition to adult healthcare was one of the main concerns of the Council and they wanted to explore how a mobile phone application (app) could support them in the transition process.

We will report here on the design of the mood tracker functionality for a multifunctional transition app. The design process consisted of four workshops and an online prototype evaluation. The workshops took place in two large meeting rooms and were attended on average by seven Council members. In total, ten young patients participated, five male and five female participants, who were between 14 and 21 years old. They had a variety of chronic diagnoses. The project was evaluated and approved by the data authority for universities in Norway and the privacy officer of AHUS. All participants had given their consent to participate. Additional consent was sought from the legal guardians of the participants that were younger than 16 years old. Further details of the design process can be found in [22].

A. Identifying functionality

During the first workshop, the functionality of the transition app was explored with a brainstorming technique [23], resulting in a two lists: Cool-to-have and Must-have [24]. The Must-have list consisted of functionalities that the app needs in order to be used, such as calendar for doctor appointments, alarm for taking medicines, checklists, and registration of the general state of the user (e.g., mood, energy level), but also attributes, such as colors and privacy. Color preferences were perceived as very personal and one of the participants proposed that colors could be used to personalize the app. A password or pass code was proposed to keep the content of the app separate from other apps [24]. The Cool-to-have list mentioned aspects and functionalities that made the app extra attractive for young people, such as an ‘Instagram’-like environment, music play-list (similar to ‘Spotify’), and film and tv tips [24]. An analysis of the group discussion of all proposals resulted in the identification of three categories: to have an overview (medicines, appointments, routines); strengthen autonomy (registration of general state, checklists); and entertainment (music; tips).

B. General State

During the second workshop, the registration of the general state, was one of several functions further explored.
In a collaborative prototyping session, three design proposals were presented in the form of both paper-based and digital prototypes. Collaborative prototyping enables the translation of values and needs into design requirements [25][26]. The three proposals reflected different ways of mapping their energy levels and mood. The registration of the general state through images was perceived as more creative and personal. In the discussion that followed, the difference between taking your own photos and finding images on the net was explored, with one participant expressing the concern that finding and uploading images from the net needed focus and energy, which was not always available. Another participant mentioned “when you are really down, you can go back and look at the photos and see that there is one that makes you happy. For example, when you are admitted to the hospital, you can go back and look for what gives you energy, and look at the photos” [24].

C. Mood

The discussions of the three prototypes evolved around the use of photos, colors, and mood. The next iteration of the function for mapping the user’s general state focused on these three aspects and consisted of three low-fidelity digital prototypes, which were also produced as plasticized paper printouts. In order to enable the user to “go back”, we used the concept of timeline as an organizing principle for the photos. Each photo could be tagged with a colored frame, which would be an expression of the mood associated with the photo. During the third workshop the different prototypes were explored and discussed (Fig. 1). The participants preferred the option to scroll up and down through the list of photos. Secondly, they preferred photos of the same size to the option to have different sizes, because this gave a better overview of the photos in the timeline. The timeline itself should be based on the date, not on photos, so it would be clear to them on which days they were too tired or sick to add a photo to the timeline. Colored small dots on the side, based on the colors selected for the images, would give a quick overview of mood over time (Fig. 2).

The timeline of photos with different color-tags inspired a discussion of what they could do with the colors. One participant proposed to add a new option to the mood tracker, namely the possibility to see only photos tagged with one color, similar to Instagram. For example, on a sad day, the user could scroll through photos tagged with the color-tag happy, in order to get through the day and inspire or motivate oneself with photos that presented happier times or moods. We also explored different options for personalization through colors [27]. The option to allow the user to configure the colors and their associated meanings was chosen over option to use a default set of colors with associated moods (See Fig. 3). The combination of images and colors enabled a focus on tracking their mood, not on taking pretty pictures. This option also expresses the wide variety of color associations found among the participants, which were the result of age, gender, and personal preferences [27].

D. Final iteration

The final iteration of the mood function was produced in InVision, an online prototyping software for clickable, high-resolution prototypes. During the last workshop, our co-designers were invited to access what was now named the KOLOO app on Invision, in order to click through the different options, such tagging colors with a mood, adding a photo, color-tagging the photo, scrolling through photos, and accessing the mood map to select a collection of photos
tagged with the same color. All the participants received information on how to access the online prototype and were invited to use and evaluate the prototype.

IV. DISCUSSION

“Lived experience is coloured by mood” [18]

The KOOLO app, including its mood function, has now been fully developed for both the Android and iOS platform. The co-designers’ preferences and needs form the core of the mood function (see summary in Table 1).

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Registration of the general state</td>
<td>Photos in an ‘Instagram’-like environment</td>
</tr>
<tr>
<td>2. Time as organizing principle</td>
<td>AMoodLine organized by dates, including dates without photos</td>
</tr>
<tr>
<td>3. Color as organizing principle</td>
<td>No default settings for tags</td>
</tr>
<tr>
<td></td>
<td>The photos can be organized by color via the MoodMap option</td>
</tr>
<tr>
<td>4. Privacy</td>
<td>Photos are stored in the app, which is password/code protected</td>
</tr>
</tbody>
</table>

In the discussions on the registration of the general state, the co-designers included their existing experiences with apps. This function therefore evolved very early in the design process into an image-based mood function. It could use the existing functionality of the mobile phone (the photo app) and was perceived as an intuitive, easy, and personal way to track one’s mood. Also, the shape of the images reflected the participants’ existing app use: square shape of the images was preferred over round-shaped ones, because of its similarity with square-shaped images of the popular Instagram app (see Fig. 1 and 2).

Our co-designers also made clear that they wanted to track both positive and negative moods and did not want to favor one type of mood over the other by presenting them in different formats or styles. As an example they mentioned that a day with a negative mood could be a very important day, but that this could get lost in a design that would present positive mood images larger than negative mood images.

This example makes clear that the co-designers were able to find and explore connections between their lifeworlds and the specifications of the mood function. That they wanted to track their mood in relation to their lived experiences became clear in the design of the timeline and the application of mood colors to other functions in the app. They preferred the MoodLine to track all days, not only the days in which a user added a photo. This way, a day without a photo has meaning as well, by evoking reflection on the reason for not adding a photo to the MoodLine, such as being too tired or too sick. Inspired by the color tags of the MoodLine, they proposed to use color tags in other functions of the app, such as the dates in the calendar function of the app. A date tagged with a color thus became a meaningful way to highlight days with doctor appointments or test results (Fig. 4).

The idea for the MoodMap (Fig. 5) came up in a discussion about keeping an overview of things. The larger the MoodLine would become over time, the more difficult it would be to find patterns that were meaningful in their lives. The proposal for a MoodMap was inspired by the Instagram
photomap, which geographically maps where a user has taken a photo and shows all photos taken on that same location. All participants perceived this as a fun and intuitive way of organizing their mood images. The MoodMap gives an indication of how many photos are tagged by a particular color. Selecting one color in the MoodMap (Fig. 5) results in a MoodLine (Fig. 2) with only images tagged with the selected color.

The young patients can use the mood function to keep an overview of their moods over time as well as per mood. In addition, they can use mood colors to in other functions of the app, such as calendar and date function. This can give them an understanding of the context in which their moods appear. Keeping an overview and looking for meaning are related to mastery, the experience of emerging stronger from a very stressful health condition [28]. The experience of mastery increases when young patients can participate in a meaningful way in decisions that affect their lives. The MoodMap allows the user to focus on one particular emotional state, which may effect motivation, inspiration, learning, and change.

Lastly, the privacy specification: the co-designers proposed a strict division on their mobile phone between general apps and an app focusing on their diagnosis or health challenges. The design of the mood function, and the app as a whole, are designed according to Privacy by Design principles [29]. Privacy is default, as well as integrated to the system, without diminishing functionality. There is no communication between this app and the other apps stored on the mobile phone - data produced in the app, calendar events, photos, and checklist entries, are stored within the app – and there is no communication with a website or with third parties. The source code is open and available for investigation.

The five principles of the SHARM approach played a central role in creating a lifeworld-led design process. The design workshops took place in the hospital, providing them a safe place for reflecting on their experiences and needs as young people with serious health conditions (situation-based action). The iterative approach, in which the design preferences, ideas, and results from the last workshop were presented in a more designed and developed manner, providing real opportunities for the co-designers to take part in decision-making based on their expertise of their own life and body. The methods we used in the workshops enabled a mutual learning process that was at the one hand explorative and inspiring, and on the other hand based on research and experience.

V. CONCLUSIONS

A systematic review of apps supporting adolescents’ personal management of chronic and long-term physical conditions [1] shows that the lack of large-scale studies makes it difficult to find empirical evidence of their benefit, but that engaging the adolescents contributes to changes in the mobile intervention’s design. Our study confirms that the participation of young people with health challenges in the design of their own interactive technologies can result in creative and important contributions to the design process. A participatory and lifeworld-led design process, based on collaborative methods and an iterative approach, allows young patients to explore mood-related needs and values in a more holistic and relational manner. This resulted in very specific design requirements that were closely related to the young persons’ everyday experiences with technology. The popular Instagram app was an important inspiration in the design process. Secondly, it resulted in a more meaningful mood tracking and mapping practice, such as personalizing the use of self-selected colors and self-produced images; the equal importance of positive and negative moods and days with and without images (MoodLine); and the organization of photos by mood (MoodMap).

The young patients were met as co-designers and experts of their own lives, which enabled them to be heard as well as to have a say in the design process. This allowed them to make important contributions to the design of health IT. In turn, this enabled the researchers to learn more about the young patients’ lived bodies, their lifeworlds, and the role of technology in their lives.

The design of the mood tracking function resulted in two new design concepts for organizing mood data, the MoodLine and the MoodMap. The use of photos, framed with colors representing emotional states, enabled a meaningful registration of the young persons’ mood in a visually pleasant manner (MoodLine) and in a meaningfully organized way (MoodMap).

Figure 5. MoodMap – each dot presents one photo tagged with that color.
Future work consists of making the transition app, including the mood function, available to a group of test users, with and without a diagnosis, followed by qualitative interviews with the users as well as health personnel.
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Abstract—This paper explores new opportunities for elderly people who are no longer able to use their radio due to changes in psychomotor capacities in hands and fingers. We explore whether three alternative self-developed radio interfaces can provide these elderly people with new interaction mechanisms in the radio that allow them to re-establish use. The three radios are used to conduct measurements of psychomotor performance among 52 elderly participants. Our main findings indicate that providing elderly people suffering from reduced psychomotor capacities with appropriate interfaces cannot only re-establish interaction but also yield performance scores comparable to the scores of elderly people without any apparent reduction in psychomotor capacities. We further present our additional findings from a quantitative analysis of performance and discuss discovered opportunities.
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I. INTRODUCTION

One of the most appreciated and well-used devices for elderly people in Norway are radios. The radio has been with them throughout most of their long life, and in a world of rapid technological development, the radio as a piece of technology has withstand the test of time. Phones have become mobile, smart, small, and multi-purpose devices, and televisions have become bigger, flatter and expanded with secondary functions. In a local care home in Oslo (with the average resident age of 84 years), which was part of our empirical context, we observed that 91% of the 90 elderly residents had a radio device in the home that they would use on an average day. However, as much as the residents desire to hold on to their radios, the process of aging introduces a variety of cognitive and motor challenges that complicate the use of even familiar and simple technologies. Our prior studies have demonstrated how something seemingly simple as a radio is not considered as simple or functional when aging symptoms appear [1].

The purpose of this paper is to discuss the need for alternative radio interfaces for older people who, because of disabilities or other bodily challenges, are unable to operate normal radios. We investigate whether new interfaces can re-enable interaction between radios and users who are no longer able to operate them. We present three different functioning radios that are specifically designed for older people and discuss the psychomotor properties of these interfaces regarding the interaction opportunities they offer. This study involved 52 participants from 2013 through 2015 in a systematic testing of our proposed interfaces. We use Fleishman’s taxonomy of psychomotor abilities and skills [2] to identify and measure the participants’ ability to operate the three different radios. To support our discussion, we present a statistical analysis of the gathered data. The results are used to demonstrate how various participants preferred different interfaces based on their psychomotor capacities, and how participants with motor challenges in certain cases were able to match the performance of elderly people without these challenges.

The paper is structured as follows. We introduce the motivation for focusing on the radio in Section 2, and we present related work on psychomotor and age-related studies within HCI in Section 3. In Section 4, the taxonomy used to describe and measure psychomotor abilities is defined. The research methods and three developed radios are described in Section 5 followed by results and analysis in Section 6. The paper ends with a discussion of why we believe new radio interfaces can help re-establishing psychomotor interaction with radios.

II. BACKGROUND

According to statistics from Statistics Norway (SSB), the older part of the population (aged 67-79) remains stable in the national average of radio listening in Norway [3]. The red line in Figure 1 shows an overview of the average percentage of the population who listens to the radio while the blue line shows the corresponding percentage for people aged 67-79.

The number of minutes in average spent listening to the radio is illustrated in Figure 2, and as we can read from the graph, there is only one recorded case in the past 23 years (1997) where the elderly fraction of the population on average would listen less to the radio compared to the general population. We can also read from Figures 1 and 2 that even in years where the number of elderly radio listeners was lower than the national average (i.e., 1994, 1995, 2001, 2009, and 2010), the number of minutes spent in front of the radio was higher for the elderly radio listeners.
listeners. The difference between the older generation and the rest of the population seems to have diverged over time, and the difference in a ten-year perspective is now greater than ever. The mean difference between the amount of time the elderly used for radio listening compared with the rest of the population in the period from 1991 to 2000 was 7.0 minutes while the corresponding difference in the period from 2005 to 2014 was over four times larger (33.1 minutes). This difference demonstrates an interesting phenomenon, namely that the radio as a piece of technology is not on its way to extinction. Quite the contrary, they are on the rise again regarding both share of the population that listens to the radio (Figure 1), and the number of minutes spent in front of the radio per day (Figure 2).

![Figure 1. Percentage of population listening to the radio on an average day](image1)

![Figure 2. Number of minutes spent listening to the radio on an average day](image2)

In our prior research (e.g., [4] and [1]) we have discussed aspects of the role technology has in the lives of elderly people. We have touched upon related topics such as the social importance of being able to operate communicative technologies such as radios to stay in touch with the outside world [4]. We also explored deeper issues concerning the ability to operate such devices and the way such devices are presented, for instance, design that is oversimplified or stigmatizing [1]. These studies have concentrated on the experience of interacting with technology and would consequently be better suited to further discuss the social and contextual aspects of interaction with technologies, for instance, loneliness and boredom. However, in this paper, the focus remains on the psychomotor ability to interact with the radio, and more precisely re-establishing a lost relationship between old users and technology.

### III. RELATED WORK

A long time has passed since researchers began systematically investigating the relationship between aging-related disabilities such as arthritis and the ability to interact with computers [5]. Morgan et al. [6] described significant differences in the execution of movement when comparing young adults with older adults, and more precisely the speed, sub-movements, and smoothness in movement. Similarly, Riviere & Thakor [7] use a comparative study between young, old, and motor-disabled subjects with regards to performance when operating tracking with a computer mouse. Their study claims that both aging and motor disability affect performance by increasing the inaccuracy and nonlinearity. Age has an apparent impact on our ability to interact and the extent to which we are able to adapt to new interaction mechanisms. This partly manifests itself through changes in psychomotor capacities. A recent study [8] claims the existence of age-related differences in the strategic repertoire, distribution, and execution within the sensorimotor domain. Regardless of the age of the intended user group, fine psychomotor abilities should be included in the determining of successful interactions [9].

One of the very few laws that attempt to descriptively explain the psychomotor role of human-computer interaction through mathematical formulas is Fitts’ law. The original model was formulated over six decades ago and attempted described the linear relationship between movement time and index of difficulty. The model is still used today to quantify the difficulty of performing tasks and was in 2002 included in the ISO standard ISO 9241-9, which concerns non-keyboard input devices. However, since its conception, the model has undergone several modifications and refinements and does not pertain a universally accepted formulation today [10]. A shortcoming of Fitts’ law is its ability to properly determine and evaluate differently observed result in the psychomotor performance when studying different task types, varying motor skills and differences in motor performance [11]. Others have argued that there are several factors affecting our endpoint performance that are not properly captured in the mathematical model [12].

In the context of aging, studies on how psychomotor abilities affect user performance with computer tasks within the field of HCI can also be traced back to at least the early 90s where researchers claimed and studied a relationship between the two [7]. Studies have been conducted within the field of HCI focusing on traditional interfaces, including WIMP and trackpads. For instance, psychomotor skills are an important part of the ability to operate a computer mouse,
and several studies have investigated the relation between psychomotor abilities and use performance operating a mouse or trackpad [5][9][13]-[16]. Common for most of these studies is that they include several components that make up the list of psychomotor abilities described in Fleishman taxonomy, e.g., precision control, arm-hand steadiness, manual dexterity and wrist-finger speed [12].

IV. PSYCHOMOTOR ABILITIES

People undergo multiple reductions in both cognitive and motor skills as when entering later stages of life. In this study, we have chosen to focus on reduced psychomotor capacities in the hands and fingers, and how these changes affect the likeability to interact with radios. We have chosen not to describe this change as a limitation in the ability to interact since that would indicate an impossibility in an interaction between these individuals and the radio as technology. Instead, we believe that despite the undeniable changes in bodily capacities, our ability to interact with technology is not deprived, or necessarily not even reduced. We aim to demonstrate how adapting the technology to these changes in bodily capacities can prolong and re-establish interaction. Nevertheless, the focus of this study is older people with symptoms, illnesses, and diagnoses associated with reduced capabilities in the hands and fingers. This includes individual types of rheumatic disorder associated with hands and fingers, osteoarthritis, as well as more general motor system disabilities such as Parkinson’s disease. Non-diagnosed elderly people showing symptoms affecting hands and fingers, such as trembling, involuntary movements, spasms were also included, as fine motor skills tend to decline with age [17]. We expanded our experimental group with elderly people claiming inability to operate radios, despite not being able to provide a medical record of a specific disability, as challenges associated with aging like inadequate blood flow and circulation to the muscles, injuries, stress, fatigue may also produce spasm in muscles that would reduce the psychomotor capacities. Several residents in our empirical context also reported similar symptoms of cramps from medical side effects, in particular from medication related to Parkinson’s disease and Osteoporosis. Other types of developmental or genetic disorders that may have an impact on psychomotor capabilities, but that are not particularly prominent symptoms among the elderly people, were not included in this study (e.g., Down's syndrome, cerebral palsy and dystonia).

A. Fleishman’s taxonomy

Based on cognitive, sensory, physical, and psychomotor factors, Fleishman derived 52 skills and abilities describing human performance. Although this model was initially developed for a job-related environment, the taxonomy of Fleishman describes abilities and skills that can be associated with performance in everyday tasks [18]. The taxonomy separates abilities from skills; abilities are defined as characteristics and traits shaped throughout the first phase of our lives while skills describe the degree to which we can effectively carry out an action directly related to a given task. Common for the two is that both skills and abilities related to psychomotor capacities involve complex movement patterns and require practice and maintenance in order to remain intact [19].

As the aging process does not follow a schematic or linear development, it is difficult to consider any abilities or skills as less relevant than others. For instance, the cognitive factor constitutes the biggest share of skills and abilities and is obviously relevant also in the discussion of aging-related reduction of interaction capacities. It is further apparent that some of the motoric challenges stem from changes in the cognitive capacities, e.g., ideomotor apraxia where changes in semantic memory capacity reduce the ability to plan or complete motor actions. Studying this category involves abilities and skills that fuse cognitive, perceptual and physical abilities [20].

Studies that focus on elderly people with motor challenges in their hands tend to carry an increased attention towards the abilities and skills that fall under the taxonomic category of physical factors. This is because the muscular restrictions and reduced bodily capabilities in the hands mainly tend to affect the abilities and skills covered by this category. Examples of abilities and skills included in this category are stamina, physical strength and flexibility, balance, and coordination. In previous studies of digital devices in the context of elderly people, we have been concerned with both stamina and physical strength (e.g., in [1]), but in this paper, we mainly focus on psychomotor factors. This is because most of the actions associated with the operation of a radio and other similar digital devices require movement and a configuration of hands and body that relies on the ability to combine physical movement with cognitive functions. Thus, psychomotor factors constitute our main interest, as this organically includes physical skills such as coordination, dexterity, reaction and manipulation. Unlike physical factors, psychomotor factors are also subjected to the influence of reduction in skills and abilities associated with secondary categories; psychomotor capacities often depend on a supportive capacity in addition to the physical. A reduction in other seemingly unrelated features (e.g., visual impairment) may, as Jacko & Vitense [20] point out, have an impact on psychomotor skills.

B. Scope

Our study is limited to psychomotor challenges of hands and fingers. Due to inadequate access to fully medically-assessed participants, as well as claimed expertise, we do not address the impact of the decline in cognitive abilities and skills in this paper (e.g., dementia, depression, and forgetfulness). Our scope does not allow us to identify the
best interfaces for a given disease but instead let us study the relationship and possible correlation between motor challenges and performance when interacting with radio interfaces. Nor do we want to identify all skills and abilities that are included in the performance of work-related tasks; we aim to identify the specific abilities and skills that are involved in the operation of radios, and affected by reduced capacity in the hands and fingers. Abilities and skills in the taxonomy of Fleishmann are described as independent of each other [12], and it should consequently be possible only to study a selection of these. A similar approach has been conducted in prior research, more specifically in the research of [12, 14, 15, 16]. Table 1 gives an overview of the psychomotor abilities included in our study. A description is provided for each ability based on the original taxonomy of Fleishman [2] in the right column of the table.

### TABLE I. OVERVIEW OF PSYCHOMOTOR ABILITIES

<table>
<thead>
<tr>
<th>Psychomotor ability</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision control</td>
<td>Ability to move control and the degree to which they can be moved quickly and repeatedly to exact positions.</td>
</tr>
<tr>
<td>Arm-hand steadiness</td>
<td>Ability to keep the hand and arm steady, both when suspended in air and while moving. Independent of strength and speed.</td>
</tr>
<tr>
<td>Manual dexterity</td>
<td>Ability to make quick and skillful coordinated movements with arms and one or both hands, as well as the ability to assemble, grab and move objects.</td>
</tr>
<tr>
<td>Finger dexterity</td>
<td>Ability to make quick, skillful, and coordinated movements with fingers of one or both hands.</td>
</tr>
<tr>
<td>Wrist-finger speed</td>
<td>Ability to repeat fast movements with wrist and fingers.</td>
</tr>
<tr>
<td>Multi-limb coordination</td>
<td>Ability to use two or more limbs simultaneously to coordinate movements when the body is not in motion.</td>
</tr>
</tbody>
</table>

While all the abilities and skills described in the psychomotor category of the taxonomy are relevant in a broader scope, we have excluded certain abilities and skills from our test. These are abilities that are not relevant for our purposes, and the decision is taken by both the physical challenges we are focusing on, and the digital components and interfaces included in the study. Not all abilities are relevant for the operation of our radios; hence, measuring these abilities would be difficult with the radios. More precisely, rate control, reaction time, speed of limb movement, and response orientation have been excluded. The reason is that these four abilities are not directly determining the capacity to interact with our three radios, but instead, describe the degree to which we can interact with them, as well as the performance during use. Rate control is not appropriate in situations where speed and direction of an object are perfectly predictable [20] while the other three (reaction time, speed of limb movement, and orientation response) mainly concern efficiency of performance, rather than the distinctive ability to perform them. Also, both reaction time and response orientation are intended to capture our reaction to a given signal and our ability to quickly initiate the response routine, something which would be unnatural in a context where our participants are testing our radios. Thus, these four abilities have not been included in our tests.

V. RESEARCH METHOD

A. Radio #1

The first radio is the leftmost radio in Figure 3, and it was developed in 2013. The focus of the radio is to provide an interface that provides users with similar experiences and interaction mechanisms as they are used to from their traditional radios. The feedback one gets from operating radio is reminiscent of interaction found in traditional radios with a distinct response to actions. The feedback one gets from operating radio is reminiscent of interaction found in traditional radios with a distinct response to actions. The focus has also been on finding the materials that provide the best grip and resistance during the interaction. We have explored the properties of various materials (wood, steel, plastic) to find the best functioning design for the knobs. The main interaction takes place by turning on a coarse switch that clearly snaps in place when selecting the channel. A second switch is used to adjust the volume.
B. Radio #2

The second radio is the middle radio from Figure 3, and was developed in 2014. This radio depends on physical interaction and does not use traditional switches or buttons. As with the other two radios, this radio is also screenless. The user operates the radio with the use of wooden cubes with built-in Near Field Communication (NFC) chips. The NFC chips are preconfigured with a given radio channel, and by placing these physical cubes on top of the radio, one interacts with the interface. By placing a piece with a given channel on top of the radio starts playing. Removing the cube ends the playback. The focus has been on designing a radio that does not require fine motor skills in fingers. During the design process, material, weight, size and shape were explored in consultation with users to find the best objects for physical operation of the radio.

C. Radio #3

The third radio is the rightmost radio in Figure 3, and was developed in 2015. The purpose of this radio was to allow users with tremors, involuntary twitching, and reduced fine motor skills to operate it. The radio is made of oak and has an aluminum cylinder with a wooden knob that automatically snaps to predefined positions using magnets. One operates the radio by positioning the wooden knob at a predefined position. A secondary exploratory feature is that the wooden knob swivels around the cylinder. The design of the radio offers deliberate constraints that prevent users from making mistakes during the interaction. The wooden knob is locked to the pole and the magnet in the cylinder both guides and limits the positioning. This allows involuntary actions to have less impact on the accuracy.

D. Empirical context and participants

This study was conducted at three local care facilities in Oslo. Each care facility consists of a set of apartments, with the largest holding 90 apartments. The care facilities consist of senior residents residing in independent apartments, but with shared access to a range of facilities, e.g., cafeteria, lounge, fitness center, and 24-hour staffed reception. The limited access to participants with motor challenges in hands and fingers led to three years of data gathering in order to yield an appropriate set of data. The requirement for participation was that the participant suffered from reduced ability or no ability to operate a store-bought radio and thus needed a more customized interface. The three store-bought radios used for participant selection were Pinell Supersound DAB, Pop DAB Radio and Argon DAB Radio, three highly popular brands in Norway. The data for this study was collected in the period 2013-2015. The three radios used in the tests were also built during the same period. 39 participants (M = 82.1 years, SD = 6.31) participated in six tests. For each test, we recruited an independent control group consisting of 13 elderly people with no apparent motor disabilities (M = 80.4 years, SD = 5.29) who were asked to perform the same tasks as the experimental group. The testing involved 52 participants in total. Most people had medical documentation to assess their motor disabilities. The documentation was provided to us by themselves or by the local care home administration with their consent. A few participants unable to operate store-bought radios and in the lack of proper medical documentation of disability were also invited to participate in the experimental group as they showed symptoms similar to those with proper diagnoses. Table 2 gives an overview of the participants and the documented or self-assessed disability or illness.

<table>
<thead>
<tr>
<th>Disability or illness</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cramps</td>
<td>8</td>
</tr>
<tr>
<td>Muscle stiffness</td>
<td>3</td>
</tr>
<tr>
<td>Osteoarthritis</td>
<td>8</td>
</tr>
<tr>
<td>Parkinson’s disease</td>
<td>4</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>3</td>
</tr>
<tr>
<td>Tremor</td>
<td>13</td>
</tr>
<tr>
<td>Control group</td>
<td>13</td>
</tr>
<tr>
<td>Total</td>
<td>52</td>
</tr>
</tbody>
</table>

E. Test procedure

The participants in both groups were asked to interact with the three radios through a series of repeated tasks to measure their psychomotor performance. Three different tables and eight chairs were used to provide all participants with a setup that supported their preferred bodily configuration. Some participants were also sitting in their wheelchairs during the test, specifically three participants from the experimental group and one participant from the control group. For each of the radios, the participants were given a set of tasks that mimicked the context applicable parts of assignments given in standardized tests of psychomotor abilities, e.g., rotary pursuit test, steadiness tester, Minnesota manual dexterity test, Purdue pegboard, tapping board (as seen in [12], as well as O’Connor finger dexterity test, box and block test, Jebsen hand function test, and Moberg pick-up test. As we used our own set of tasks, the results are not meant to demonstrate the external validity and be directly comparable to other test results, but instead provide a set of tasks applicable to the three radios, thereby providing us with a measurement comparable within the study. To eliminate learning effects and bias due to unfamiliarity with novel interaction mechanisms, each participant was given a demonstration of the intended interaction of each radio, and each participant conducted ten trials for each radio (similar to [5]). The task order was randomized for each participant. We relied on randomized
repeated measures to minimize bias due to interpersonal variations between tests. The task set consisted of 12 tasks: gripping, turning, positioning, re-positioning, and resetting the main and secondary interaction element, as well as lifting and moving the radio. Time (seconds), error (count) and precision (position and distance) were observed and measured for each task, and the performance was graded on a normalized scale from 1-10 to make the performance metrics comparable. The computationally-generated normalized score used the four metrics above (seconds, count, position, and distance) to calculate the final score. Thus, the performance scores are not intended to be comparable beyond the scope of our research. In Figure 4, we see two participants from the experimental group testing the positioning and re-positioning of the main interaction element for Radio #2.

Figure 4. Two residents participating in psychomotor measurements

VI. RESULTS AND ANALYSIS

The means and standard deviations for the psychomotor performance on a normalized scale from 1-10 across both groups are shown in Table 3. As expected, the control group had a better performance relatively compared to the experimental group for all three radios. The variation was larger for the control group, and we can read from the table that both groups demonstrated a similar within-group performance for each of the three radios. The average performance score was 7.43 (SD = 0.32) for the control group while it was 4.60 (SD = 0.22) for the experimental group. In Figure 5, we present the estimated marginal means for the control group vs. the regular group for all three radios.

TABLE III. PSYCHOMOTOR PERFORMANCE SCORE

<table>
<thead>
<tr>
<th>Radio #</th>
<th>Group</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Control</td>
<td>7.385</td>
<td>.7372</td>
<td>6.730</td>
<td>8.039</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Experimental</td>
<td>4.517</td>
<td>1.2824</td>
<td>6.471</td>
<td>7.658</td>
<td>39</td>
</tr>
<tr>
<td>2</td>
<td>Control</td>
<td>7.064</td>
<td>.5755</td>
<td>7.156</td>
<td>8.536</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Experimental</td>
<td>4.389</td>
<td>1.1787</td>
<td>4.139</td>
<td>4.895</td>
<td>39</td>
</tr>
<tr>
<td>3</td>
<td>Control</td>
<td>7.846</td>
<td>.4328</td>
<td>4.046</td>
<td>5.732</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Experimental</td>
<td>4.897</td>
<td>1.4000</td>
<td>4.499</td>
<td>5.296</td>
<td>39</td>
</tr>
</tbody>
</table>

A 2 (group: selection or control) x 3 (radio: #1, #2 or #3) between-subjects analysis of variance (ANOVA) was conducted to study the psychomotor performance between the three radios as a function of the performance. We registered significant main effects of group, F(1,150) = 173.6, p < .005, n = .536, and radio, F(2,150) = 3.1, p = .048, n = .040. The main effects were not qualified by an interaction between group and radio, F(2,150) = 0.142, p = 0.867, ηp2 = .002. The participants in the selection group (M = 4.601, SD = .107) had significantly lower performance than the participants in the control group (M = 7.432, SD = .186). The analysis also revealed a slightly lower performance difference between the three radios: (M = 5.951, SD = .186), (M = 5.726, SD = .186), and (M = 6.372, SD = .186). Levene’s test for equality of variances was found to be violated for the present analysis (p = .001), and Bonferroni post-hoc analysis for the radios showed that Radio #2 had significantly lower performance than Radio #3 at the .05 level, while differences between Radios #1 and #2 and Radios #1 and #3 were not significant.

Figure 5. Estimated marginal means of performance for both groups

The results from Figure 5 only demonstrated how the estimated marginal means of the overall performance for all participants in the treatment group compared to the control group. For a post hoc evaluation of the performance within the experimental group, we performed a separate repeated measure analyzes for each level within the grouping factor to study the relationship between performance and psychomotor disability.

We analyzed the data with mixed-design ANOVA using a within-subjects factor of disability (cramp, muscle, osteoarthritis, Parkinson's disease, Rheumatoid Arthritis, Tremor) and a between-subject factor of radio (Radio #1, Radio #2, and Radio #3). Mauchly’s test indicated that the assumption of sphericity had been violated (χ²(2) = 2.681, p = .026). Degrees of freedom were corrected using Huynh-Feldt estimates of sphericity (ε = 1.000) as Greenhouse-Geisser estimates reported an epsilon value above 0.75 (ε = .926) [21]. There were non-significant main effects of
disability, $F(2, 66) = 5.566, p = .006$ and radio, $F = (1, 33) = 8.129, p = .007$. However, the main effects were qualified by a significant interaction between disability and radio, $F(10, 66) = 17.011, p < .001$. In Figure 6, we demonstrate how the interaction between disability and radio yielded a significant variation in the estimated marginal means of performance.

![Figure 6. Performance for each disability group across all three radios](image)

Again, the statistical results of this study do not attempt to provide a medical explanation for the performance but instead demonstrates a significant correlation in order to exemplify the need for various interfaces when addressing elderly people with psychomotor disabilities. The study only claims the presence of a significant difference in performance but does not provide any solutions.

VII. DISCUSSION

A. Psychomotor disabilities as a shift rather than a loss

The analysis presented in the previous section demonstrates some important findings. First and foremost, we see that grouping all elderly people in one common category cannot be considered scientifically justifiable when their needs, capacities, and performances are so different. To group the elderly in one common category is both stigmatizing and improper design practice as it neglects individual needs. Also, we have presented empirical data suggesting that even the specific group of older people suffering from motor deficit in the hands and fingers would highly benefit from designs that paid individual attention to their needs.

At first glance, it might look like Figure 5 illustrates a steady and consistent difference between the control group and the experimental group. However, this was not the case. Irregularities in performance resulted in statistically counteracting mean values, and glancing at Figure 5 one may wrongfully conclude that the older participants yield a seemingly equal performance score for each radio regardless of their motor capacities. However, as presented in the secondary analysis of the relationship between disease and performance (illustrated in Figure 6), we see performance scores with high fluctuation within each group. We can confirm this by looking at the statistical analysis which indicated a significant interaction between disability and radio ($p < .001$).

One way of understanding this phenomenon is to look at average performance score for each group. The participants who suffered from trembling serve as a good illustration. This group, which accounted for a third of the participants in the experimental group, had the lowest performance score on Radio #2 ($M = 4.19, SD = 0.40$), an intermediate performance score on Radio #1 ($M = 5.07, SD = 1.57$), and the highest on Radio #3 ($M = 6.08, SD = 0.98$). These results can be explained by the different types and various symptoms of tremor. Participants reported issues with intention tremor that could affect their aim, specific tremor which influenced goal-oriented action, as well as general stressing tremor. As Radio #2 required participants to raise a cube in midair and place it within a designated area, it was difficult for several participants to operate this radio. With more degrees of freedom compared with the other two radios, there was more room for both intentional and deliberate errors. This group performed best on Radio #3 as involuntary movements would not give adverse effect or hinder progress in solving the task.

A similar pattern can be seen in the group of participants who suffered from Rheumatoid Arthritis. They reported challenges with swelling, decreased sensitivity and reduced mobility, which resulted in problems with the interface of Radio #1 ($M = 2.83, SD = 0.99$). The reduction in sensitivity in particular would mean that they struggled more with sensing moving, clicking, and snapping feedback from the radio. However, they delivered a good average performance score for Radio #2 ($M = 6.28, SD = 1.74$), suggesting that they still had the capacity for interaction.

Thus, loss or reduction in motor capacities does not an automatically reduce or deprive our interaction opportunities; it mainly shifts them. All three of our radios were developed to allow people with motor impairments in their hands and fingers to still use these limbs for interaction. And our results suggest that they are highly capable of doing so if presented the right interface. In their studies of differences in pointing movements between older and younger users, [16] argues that older people maintain the use of residual sensory information (vision and proprioception) and can achieve similar precision levels as younger users. However, the radios in our study do not need to be operated by hands and fingers. There are also opportunities explore new bodily uses and configurations. In certain context, radios are naturally operated through
different interaction mechanisms, for instance in cars. Prior studies have also demonstrated interaction opportunities for people with motor disabilities by the use of other bodily capacities. For instance, [22] use head gesture recognition for wheelchair control for elderly people suffering from Parkinson's disease and other restrictions in limb movement. The authors of [23] study wrist rotation as input mechanisms for mobile devices, and suggest that both hands-free and eyes-free interaction techniques would be feasible with further research. The research of [24] uses a voice-driven drawing application to include users with motor impairments.

We should never exclude any people as potential users just because their capacities prevent them from using a given interface. Incompetence or inability in use should not be tied with technologies, but instead, be a use dimension related to the specific interaction mechanisms that the technology provide. Radio might be considered one piece of technology, but there are limitless opportunities when it comes to the way it is presented to the user. The results in this paper have demonstrated that people can re-establish meaningful relationships with technology by shifting the way of presentation.

B. Extending and re-establishing purposeful interactions

It is important to note that none of the three radios was perceived as uniformly better than the rest. Each radio would yield good scores with one or more groups, but there was always another group that would struggle with the same interface. This supports our claim that radios designed for a specific group of people, and with features that may even fully compensate for the motor deficit, will still not necessarily work for everyone. Hence, the results of this study demonstrate not only the need but also the possibility, to make individual adjustments in the design of interfaces. Even though we developed three radios, they all utilized nearly identical hardware, and the basic electronic components are the same in all three radios. The back of the three radios and how their hardware is enclosed in similar casement taking up roughly the same size is demonstrated in Figure 7. They were developed in three independent processes focusing on various psychomotor challenges, yet we see that only the packaging, i.e., the "outer shell" enclosing technology, is changed. By designing three different interfaces, we have shown that it is possible to re-enable an entire group of elderly people who would otherwise have to abandon interaction with radios. And we achieved this while letting them continue to use their hands and fingers, something which is not a requirement for successful interaction. If we expand the design area to include all other bodily capacities, the potential to re-establish purposeful interaction would be even greater, and the chance is simultaneously greater for technology to remain meaningful longer, even when living through a decline in psychomotor capacities. To offer users a variety of interfaces on top of the technology also provides users the ability to customize the interaction to their capacity levels, even if they were to discover at some point that some of their motor skills develop in a positive sense. Adapting to skill levels is encouraged by [19]. It would also open up more room to address changes in movements, actions and bodily configurations as psychomotor skills among user group changed. The authors of [6] suggest that there is a natural discontinuation in slow movements among older people. This is also supported by [5] who suggest that older participants depend on interfaces that allow for more sub-movements in interaction. In general, it is considered reasonable to spend more time on interface adaptations since the majority of prior research only studied two-factor analysis of the interaction and psychomotor capacity in a context where other conditions such as frequency of use and expertise could have had an impact on the interaction [9].

In our empirical context, this idea of introducing multiple interfaces is particularly important as Norway is facing an infrastructural change where all radios are switching from FM broadcasting to digital audio broadcasting (DAB). This will render all current FM radios unusable as of 2017. People with older radios are forced to buy new devices where the interaction may depend on users properly learning and understanding new interfaces, new terminologies, new frequencies and new mechanisms. However, prior research simultaneously suggests that elderly people are less willing to modify current strategies or adapt new strategies [5, 25]. This forced transition gives us a golden opportunity to introduce a variety of interaction mechanisms that can be incorporated into routines and habits while people are relatively able-bodied and only shows early symptoms. By doing so, the technology could potentially remain with them even if they were to enter a downward phase with reduction of capacities. If someone should not develop symptoms consistent with the expectations, having incorporated these new interaction mechanisms may still have a positive effect as it is often the underlying factors that are to be blamed for reduction of psychomotor skills, e.g., in the performance of tasks aiming [12].

Another important factor is the degree of stigmatization associated with use. Technology tailor-made for a certain group of people often succumbs to design choices so distinctive that other people can interpret the intended users' weaknesses just from the design itself. Our participants claimed that all three radios, but, in particular, Radio #3, had looks that did not suggest being specifically designed
for the target audience. The design did not emit the stigmatizing radiance often found in technology tailored for the elderly [4]. To early expose users interfaces that can have a secondary function ago, will also allow older staple acquaintances interaction mechanisms not yet been vital for their use. Thus, there is less chance that they will experience the design and interface as stigmatizing about it sometime in the future should be such that it was the specific interaction mechanism that allowed interaction; interaction is associated with routines and habits rather than to impose solutions. Early exposure to interfaces that can have a secondary function later will also allow older users to make acquaintances with interaction mechanisms that have not yet become vital for their use. This would mean fewer chances of experiencing the design and interface as stigmatizing, even though it sometime in the future may become the very interaction mechanism allowing interaction; the interaction is associated with routines and habits rather than to imposed solutions.

This discussion of avoiding stigmatizing design further aligns with the idea of universal design. Design tailored for specific disabilities or illnesses does not exclude people without disabilities from using them. On the contrary, we found that the design of our three radios, and, in particular, Radio #3, appealed to participants and stakeholders that were not in the user group such as family members, employees at the care home, and even our self as designers. In future research, it would be interesting to investigate this aspect of the design further. While our results does not provide any significant evidence of one radio fully re-establishing interaction for all types of psychomotor disabilities, we did see examples of radios elevating the interaction performance to the level of the control group for multiple types of disabilities and illness (as demonstrated with Radio #1 and Radio #2 in Figure 6). It is therefore not unreasonable for further research on this topic to generate designs that can reach even more people and help users achieve even better performance scores. Nevertheless, the aesthetics of the three radios demonstrate the important underlying idea that design tailored for a specific user group can very well be fully usable and appealing to everyone. There is no reason that design for elderly people cannot be design for all.

VIII. CONCLUSION

In this paper, we have discussed the opportunities to re-establish interaction through the use of alternative interfaces. We have studied the case of elderly people suffering from a reduction in psychomotor capacities in hands and fingers to demonstrate how three different radio interfaces allowed them to return to the use of radios. Six rounds of tests were conducted with 52 participants in 2013-2015. We demonstrate how none of the three radios were universally acclaimed, and how extending and re-establishing purposeful actions require a more nuanced and adapted interface, even for a specific demographic as the one included in this study. Our main findings suggest that providing interfaces that acknowledge and compensate for psychomotor disabilities can re-enable interaction comparable to the level of fully-functional users.

To investigate our findings further, we aim to conduct a long-term testing with these proposed models that will yield qualitative data better suited for an interpretive analysis; the addition of subjective opinions and experiences from elderly users living alongside our proposed designs will help support the claims presented in this paper. The work presented in this paper encourages further research into opportunities for re-establishing interaction. Our particular case should also only be considered a starting point for similar research with a different or expanded scope. We have studied a limited set of challenges, i.e., psychomotor disabilities in hands and finger, but we would like to advocate further research on similar topics such as discussion of other types of psychomotor abilities or the role of cognitive capacities in re-establishing interaction.
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Abstract— Cognitive impairments, such as memory problems or other thinking problems, are a defining feature of the early stages of Alzheimer’s Disease (AD). Cognitive Stimulation (CS) is a relatively new approach to improve well-being for people with mild to moderate AD. At present only preliminary evidence regarding efficacy is available but it is enough to suggest that this CS has the potential to bring about changes in behavior and maintain involvement in daily life. The main contribution of this work is to evaluate the effectiveness and impact of CS in AD patients using an information and communication technologies (ICT) platform, implemented through a customized Virtual Personal Trainer (VPT) that can allow the patients to perform the CS practice directly at home. The whole system is made up of an embedded PC connected to a TV monitor with internet connection, a low-cost 3d sensor and an optional e-shirt with textile electrodes for clinical signs detection. Moreover, the system provides an audio/visual link with the medical center, so the physician can interact with the patient during the rehabilitation practice, increasing the compliance and the efficacy and making sure that type and intensity of treatment are appropriate. Results obtained after the experimentation stages demonstrate that the use of the aforementioned ICT platform can improve the cognitive and neuropsychiatric state of the patient and its quality of life, confirming that CS could be represent an attractive option in the support of caregivers and patients affected of AD.
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I. INTRODUCTION

In the recent years, there has been significant progress in using Information and Communication Technologies (ICT) in the field of healthcare; in particular, a great effort has been addressed by researchers in order to develop enabling solutions that are cost-effective. Alzheimer’s Disease (AD) is the most common form of dementia, a neurologic disease characterized by loss of mental ability. This kind of deficit interferes frequently with normal activities of daily living (ADLs) and usually occurs in old age. Generally, it is marked by a decline in cognitive functions such as remembering, reasoning and planning.

The importance of Cognitive Stimulation (CS) in the treatment of patients with dementia is underlined by recent scientific publications [1]-[3]. Therefore, a recent study showed that integrated treatment with rivastigmine transdermal patch and CS for six-months significantly improves the cognitive, emotional, behavioral aspects and mortality risk of AD patient [4]. The development of a low-cost platform/home-care service with CS functionalities could be very useful in order to increase the chances of an appropriate medical therapy. Some preliminary studies show that ICT tools are well accepted by elderly people, although education and ICT skills level is often low. Moreover, it is scientifically proven that ICT technologies improving quality of life and increasing the permanence at home.

In the field of healthcare, different kinds of technologies have been developed and used for cognitive training and stimulation in the past years [5]-[7]. For example, virtual reality offers training environments in which human cognitive and functional performance can be accurately assessed and rehabilitated [8][9]. On the other hand, augmented reality provides safer and more intuitive interaction techniques allowing interaction with 3D objects in real world [10][11]. In this scenario, social communication channels (natural speech, para-language, etc.) are not blocked, breaking down mental barriers applying such a technology to specific problems or disabilities. New solutions for cognitive assistance based on touch system have been implemented: in the field of CS, commercial products (Nintendo’s Brain Age, Big Brain Academy, etc.) have been tuned as educational tools helping to slow the decline of AD [12][13]. More recently, the large diffusion of interaction devices enabling body movements to control systems have been investigated, with specific focus on ICT technologies for natural interaction. Microsoft Kinect is the state-of-the-art [14] as 3d device for body movements acquisition and gesture recognition and the effects of this kind of technology for rehabilitation purposes is widely investigated [15][16].

In this work, a Natural User Interface (NUI) platform has been designed with the aim to support different kind of patients during the multi-domain stimulation practice
without the presence of medical staff or caregiver. The remainder of the paper is organized as follows. Section II reports the overview of the platform with specific focus on the hardware devices used for the interaction with the system. In Section III, some details about stimulation practice and environment setup are described. Section IV reports the evaluation of effectiveness and impact of the ICT platform in AD patients. In the Section V the result obtained are reported and finally the conclusions of this paper are presented in Section VI.

II. OVERVIEW OF THE PLATFORM

The developed ICT platform (called AL.TR.U.I.S.M. - Alzheimer patient’s home rehabilitation by a Virtual Personal Trainer-based Unique Information System Monitoring) provides a digital tool for CS through VPT allowing the patients to perform the rehabilitation practice at home. From this perspective, the process is a highly innovative compared to existing systems [17] as the caregiver/physician defines a specific sequence of exercises (the therapeutic session) according to the residual abilities of the patient. From the hardware point of view the platform is made up of a set-top-box (a commercial embedded PC) connected to a TV monitor with Internet connection, a Microsoft Kinect sensor for human body tracking and gesture recognition and a WWS system with textile electrodes for clinical signs monitoring (Figure 1).

Moreover, the platform integrates a software module able to stream visual and audio data acquired during the therapy. This module can record the video streaming for post-verification from a remote architecture by the caregiver or physician. From this perspective, the physician or the psychologist of the reference centre could communicate to the patients through a remote connection and then monitor the progress or trouble in the execution of the different required tasks.

At the end of the rehabilitation session, the central platform collects different kinds of data locally stored on the embedded PC. Finally, an ad-hoc multi-modal messaging procedure (e-mail, SMS, Mobile App for Android devices, etc.) is performed and relevant data are sent to the physician allowing instant verification of the performance through an easy-to-use Graphical User Interface (GUI). In the next sections some details regarding the hardware devices involved in the platform are reported.

A. Microsoft Kinect Sensor

In order to approach the CS practice, the end-user needs a specific hardware device (Microsoft Kinect) which allows to interact intuitively with a GUI using their bodies (Figure 2.a). The Kinect is a motion sensor that can measure three-dimensional motion of a person. From the functioning principle point of view, the Kinect device integrates both a high resolution RGB camera and an infrared depth sensor. Microsoft’s 'Kinect for Windows SDK'[18], was used to provide an Application Programmer’s Interface (API) to the Kinect hardware. The API was used to interface with the Kinect sensor and its skeletal tracking software, providing an estimate for the position of 20 anatomical landmarks at a frequency of 30 Hz and spatial and depth resolution of 640 × 480 pixels.

The space resolution along the x and y axis is 3 mm at a depth of 2 meters, whereas the resolution of z-depth is 1 cm at the same depth. While increasing distance from the sensor, the accuracy decreases remaining within an acceptable range for people body part detection.

B. Wearable Wellness System

Another important feature of the platform is the continuous monitoring of physiological parameters during the execution of the therapy, for the evaluation of psycho-emotive stress of the patient involved in the CS practice. Physiological parameters are collected by a Wearable Wellness System (WWS) produced by Smartex [19]. The system includes a sensorized garment (Figure 2.b) and an electronic device (Figure 2.c). The sensorized garment is equipped with two textile electrodes directly connected to the device (named SEW). A jack connector links the sensorized garment with the electronic device. The e-shirt is available in both male and female version, with size ranging from S to XL. WWS is able to simultaneously acquire ECG, heart rate, breath rate and acceleration values along x-axis, y-axis and z-axis. Data acquired are sampled with different rates (breath-rate@25Hz, heart-rate@0.2Hz, 1-derived ECG channel@ 250Hz) and transmitted to the set-top-box via Bluetooth radio link.
III. STIMULATION PRACTICE DETAILS AND ENVIRONMENT SETUP

A. Multi-Domain CS Practice

The CS program is composed by sequences of exercises appropriately tuned by the physician or psychologist. Each exercise belongs to a category, bringing out specific cognitive activities according to guidelines of the state-of-the-art international evaluation scales for AD (e.g., Mini Mental State Examination - MMSE [20]). An innovative feature of the platform deals with the opportunity to customize each exercise on the basis of the severity of cognitive impairment and residual skills of the target. For this purpose, during the setting procedure, few input parameters need to be defined a-priori (e.g., execution time, maximum numbers of allowed errors, movement sensitivity). From the taxonomic point of view, the following categories of exercises have been implemented: temporal orientation, personnel guidance, topographical memory, visual memory, hearing attention, visual attention, categorization and verbal fluency. Figure 3 shows the GUI of some CS exercises.

The design of the therapy can be remotely performed, thanks to a web application that allows physician to configure all the exercises based on the patient's residual abilities and related performance. As a result, the interface of a specific exercise can be different for each patient. For example, the exercise “Topographical Memory” requires the following parameters: number of rows in the grid, number of columns in the grid, number of red dots (correct answers), whereas the exercise “Categorization” requires only the number of images to display. In addition to the GUI modelling, it is possible to establish the maximum length (in time unit) of every exercise and to set (only for a certain categories of exercises) the number of aids. The specific input required for each category of exercise with the information about the presence or not of aids are reported in the next table:

<table>
<thead>
<tr>
<th>Category</th>
<th>Specific Input</th>
<th>Help?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporal Orientation</td>
<td>Year, month, day, day of the week</td>
<td>Yes</td>
</tr>
<tr>
<td>Personnel Guidance</td>
<td>Body part target</td>
<td>Yes</td>
</tr>
<tr>
<td>Topographical Memory</td>
<td>N° of answers, N° grid rows, N° grid columns</td>
<td>Yes</td>
</tr>
<tr>
<td>Visual Memory</td>
<td>N° of images</td>
<td>Yes</td>
</tr>
<tr>
<td>Hearing Attention</td>
<td>Text/Story, N° of words to identify</td>
<td>No</td>
</tr>
<tr>
<td>Visual Attention</td>
<td>N° of answers, N° grid rows, N° grid columns</td>
<td>No</td>
</tr>
<tr>
<td>Categorization</td>
<td>N° of images</td>
<td>Yes</td>
</tr>
<tr>
<td>Verbal Fluency</td>
<td>Target word, synonym/contrary word</td>
<td>Yes</td>
</tr>
</tbody>
</table>

TABLE I. SPECIFIC INPUT REQUIRED FOR EACH CATEGORY OF EXERCISE
An appropriate display of every exercise and the independence from the specific output device (digital monitor, HD TV, etc.) is obtained thanks to the implementation of a software module for the best video rendering. The definition of graphics objects displayed on the GUI has been designed according to the principles of ergonomics, usability as referred in ISO/IEC 2001a [21] and acceptability through an extensive literature search, user experience and expert opinion.

B. Environment Setup

The setup of the environment can be done without any specific help, but it is important to observe a few simple requirements for proper CS practice execution.

For the best performance during the practice, Kinect must be placed allowing to acquire the whole body (see Figure 4). Some tips on how to place the sensor are listed in the following:

- sensor must be placed near the edge of a flat, stable surface;
- sensor should be within 15 cm above or below a TV monitor, and between 0.6 meters and 1.8 meters from the floor;
- avoid positioning the sensor in direct sunlight or within 0.3 meters of audio speakers.

The end-user must be far from Kinect sensor at least 1.5 meters and never more than 3 meters (Figure 5), assuring the proper functioning of 3d skeletonization procedure provided by Microsoft Kinect SDK. Some categories of exercises can be executed from a seated position; however the user must always respect the specific operative range of the platform. In order to interact with the VPT, the patient must move the hand minimizing occlusion with other body parts. Hand tracking algorithms have been implemented providing a customized level of movement sensitivity which is manually tuned by the physician (three different level of sensitivity have been implemented). For specific exercise (e.g., Personnel Guidance) gesture recognition algorithms have been developed in order to verify the correctness of the hand movement with respect to a previously recorded template.

Figure 4. (a) Kinect position for best performance during CS practice

Figure 5. Spatial position of end-user for proper interaction with the platform

IV. EFFECTIVENESS AND IMPACT OF THE PRACTICE IN AD PATIENTS

The study was conducted according to the Declaration of Helsinki, the guidelines for Good Clinical Practice and following the CONSORT statement. Was approved by our local Ethic Committee. The experimentation stages have begun at September 2013 up to February 2014. Inclusion criteria were: 1) age ≥ 65 years; 2) diagnosis of Dementia according to the National Institute on Aging-Alzheimer's Association (NIAAA) criteria [22]; 3) ability to provide an informed consent or availability of a proxy for informed consent. Exclusion criteria were: presence of serious comorbidity, tumours and other diseases that could be causally related to cognitive impairment (ascertained blood infections, vitamin B12 deficiency, anaemia, disorders of the thyroid, kidneys, or liver), history of alcohol or drug abuse, head trauma, and psychoactive substance use; presence of severe cognitive impairment (MMSE< 10). At the baseline and at the follow-up, performed after experimental stage, the following parameters, explained in details in the text, were collected by a systematic interview, clinical evaluation, and review of records from the patients’ general practitioners: demographic data, clinical and medication history and a complete multidimensional and cognitive-affective assessment.

A. Cognitive evaluation and diagnosis of dementia

In all patients, cognitive status was screened by means of the Mini-Mental State Examination (MMSE) Babcock Story Recall Test (BSRT) [23], Attentional Matrices (AM) [24], Verbal Fluency (VF) [25], and Copying of Geometric Figures (CGF) [26].

Dementia was diagnosed by the Diagnostic and Statistical Manual of Mental Disorders – 5 Edition (DMS 5) criteria [27]. Diagnoses of possible/probable AD were made according to the NIAAAA criteria and supported by neuroimaging evidence (CT scan and/or NMR).

B. Neuropsychiatric and affective assessment

Neuropsychiatric symptoms was evaluated with the Neuropsychiatric Inventory (NPI) [28] including the following 12 domains: delusions, hallucinations, agitation/aggression, depression mood, anxiety, euphoria, apathy, disinhibition, irritability/lability, aberrant motor activity, sleep disturbance and eating disorder. Affective status was evaluated using the Hamilton Rating Scale for Depression (HDRS-21) [29].
C. Comprehensive Geriatric Assessment (CGA)

A CGA was conducted using assessment instruments widely employed in geriatric practice. Functional status was evaluated by activities of daily living (ADL) index [30], and by instrumental activities of daily living (IADL) scale [31]. Cognitive status was screened by the Short Portable Mental Status Questionnaire (SPMSQ) [32]. Comorbidity was examined using the Cumulative Illness Rating Scale (CIRS) [33]. Nutritional status was explored with the Mini Nutritional Assessment (MNA) [34]. The Exton-Smith Scale (ESS) was used to evaluate the risk of developing pressure sores [35]. Medication use was defined according to the Anatomical Therapeutics Chemical Classification code system, and the number of drugs used by patients was recorded. Social aspects included household composition, home service, and institutionalization.

D. Quality of Life and Satisfaction of assessment

The instrument to be used to assess the quality of life and satisfaction will be Quality of Life Enjoyment and Satisfaction Questionnaire (Q-LES-Q) [30]. It’s a self-report measure designed to easily obtain sensitive measures of the degree of enjoyment and satisfaction experienced by subjects in various areas of daily functioning.

V. RESULTS

A. Questionnaire results before experimental period

Between January and April 2013 a survey was conducted at the Alzheimer Evaluation Unit of the “Casa Sollievo della Sofferenza” Research Hospital in San Giovanni Rotondo (FG). The questionnaire included 17 items that explored different areas; the survey included 72 patients and their caregivers. The summary of the results are the following: 51.6% of patients need care in self-hygiene, 15.6% in moving at home, 12.5% in moving out of home and 10.9% in taking drugs. Among the patients with mild AD: 46.9% had a slight deficit in personal care, 37.5% had a mild motor disability, 6.3% sever loco motor disability, 4.7% present a serious lack in personal care, and 4.8% significant sensory deficits. The 48.4% of patients live with a spouse, 26.6% with a child or sibling, 23.4% alone and 1.6% with a private caregiver. Patients are assisted by family members (92.2%, with a mean age of 63.59 years ± 16.50) and private caregiver (7.8%, with a mean age of 48.20 ± 2.78 years). Family members take care for patients for an average of 6.22 ± 1.02 days a week and 6.94 ± 5.44 hours per day; private caregivers caring for patients for 6.00 ± 0.71 days a week and 12.0 ± 7.87 hours per day.

In the sample, 54.7% of patients like to watch TV and 26.6% watch preferably film. The 92.2% of patients are capable to turn on and off the TV, 85.9% is able to choose the programs in autonomy and use the remote control, the 67.2% is able to maintain a level of attention from the beginning to the end of a television program; the 79.7% of patients can use a PC only if helped and 50% cannot use the PC keyboard. Family members/caregivers have reported in their preferences that the AL.TR.U.I.S.M. system could be useful to facilitate communication with the medical center of reference (34.4%) and improve the quality of care through constant monitoring of the exercises performed (32.8%). Moreover, the system could be very useful to improve the quality of life (73.4%) and quality of care and assistance (73.4%). Finally, 62.5% of patients could accept the use of interactive TV and devices to monitor vital signs and gesture recognition at a distance.

B. Pilot Results

The pilot study has included 6 patients enrolled in three different sites. Each patient has an initial program of six exercises for session with parameters established on the basis of the first rehabilitation test. Analysing the user responses, the number of exercises and parameters were increased or reduced respectively. All the patients enrolled showed a similar good acceptability to the use of the platform as measured through the use of subjective feedback. All patients have concluded the study and no drop-out were registered. The sensorized shirt was used to better set-up the system during the first rehabilitation test meanwhile at home these system were’t used.

After experimental period, the end users showed an improvement of 10.4% on the MMSE score, of 1.2% on the BSRT, 1.3% on the Rey-15, 12.64% on the AM, 2.5% on the VF and 1.3% on the CGF. In addition, the end users showed an improvement of 24.5% on the HDRS-21 score, 13.2% on the NPI score and 11.78% on the NPI-D (scale of NPI that assesses the distress of the caregiver) score. They showed a significant improvement of 47.89% on the Q-LES-Q score. The data included the CGA domains showed no differences. Unfortunately the results were not significant different from a statistical point of view for the extremely small sample size but the trend are promising.

VI. CONCLUSION

For elderly people, home is a place of memories where they spend most of their time. Their demands on to stay home will increase and change with growing age, especially when their health status starts to worsen. An important aspect for all people having the need to be supported in their daily-life-activities is to remain integrated in social life, despite of their age and/or existing disabilities.

We demonstrated that the use of the VPT can improve the functional, nutritional, cognitive, affective and neuropsychiatric state. Furthermore, the VPT can improve the customer’s satisfaction and quality of life.

The home cognitive rehabilitation could be represent an attractive option in the support of caregivers and patients affected of AD. VPT is being implemented into more and more homes of the elderly in order to maintain their independence and safety. These VPT allow the elderly to stay in their homes where they feel comfortable, instead of moving to a health care facility. The transition to a health care facility can cause a lot of anxiety and to stay home using the VPT can either prevent or delay this anxiety. Moreover, VPT can provide the elderly with many different types of emergency assistance systems, security features, automated timers, and alerts. These systems allow for the
individual to feel secure in their homes knowing that help is only minutes away. VPT will make it possible for family members to monitor their loved ones from anywhere with an internet connection.
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Abstract—In this paper, we argue that the technology design needs to take a more holistic perspective, well beyond opportunities offered by the technology development alone. This is especially important when developing technologies for complex domains, such as healthcare, and with users who are at risk. We propose a sense-making process that helps human-computer interaction researchers/designers to develop a broader understanding of such complex domains in which they often have no expert knowledge. We exemplify our approach by exploring the complex domain related to the design of technologies that could support youth with Myalgic Encephalomyelitis to cope better with their situation. The approach is based on a combination of user research, Actor-Network Theory adapted to the design context, a complex systems design tool (Giga-mapping) and a literature review. We find that this approach leads researchers to reflect deeper over the domain complexities, and to avoid solving problems that do not untangle complexity or lead to real-life solutions. Our conclusion is that such initial sense-making processes are fundamental when considering the design of new technologies for healthcare, and with vulnerable users.
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I. INTRODUCTION

Diverse self-management applications and technologies that aim to support people in improving and maintaining their quality of life, or helping them through an illness and a recovery process, are increasingly sought after within healthcare and addressed through Human-Computer Interaction (HCI) design and research. However, these applications are frequently developed without sufficient understanding of the complexities of the healthcare and problems within this domain that are often wicked [1]–[3]. Wicked problems have been discussed by Rittel and Webber already in 1973 [4], but have gained more attention lately through the use of design thinking, e.g., [5]. Wicked problems are incomplete, contradictory, changing and interdependent. Working with them is difficult, and is often relinquished too fast in favor of finding a good solution to some problem. Finding real design opportunities and problems to solve may then be lost. The design of healthcare technologies that support users and fit well the context of use require a broader and deeper inquiry into the nature of problems and their relation to the situated design space [6].

In this paper, we discuss the initial sense-making in complex domains, a process that enables this broader and deeper understanding of the context, and design options. As an illustrative case, we use the design of supportive technologies for a particular user group, adolescents suffering from Myalgic Encephalomyelitis (ME), often referred to as the Chronic Fatigue Syndrome (CFS), or ME/CFS. Almost no research results were to be found on this topic. Without a-priory knowing what kind of solution(s) to offer to these users, be it self-management tools, or other systems or services that could be useful in their everyday lives, we propose a framework for sense-making and finding problems that are meaningful to solve in this context.

In recent years, the increase of chronic diseases, in particular among youth, has been significant [7]. Among these diseases, ME/CFS has become a growing concern, not only for those suffering from it and their families, but also for the medical science, governmental health management, and society at large. Tweens and adolescents who are affected by the illness, would be, if healthy, considered to be willing adopters and users of technology [8]. However, even for their healthy peers, intensive use of technology may lead to negative health consequences [9]. Thus, for those with ME/CFS, it is crucial that technology does not introduce a new set of problems or worsens their health condition [10].

From this perspective, we consider youth with ME/CFS to be a group of vulnerable users [11]. Vulnerability is to be understood as a set of risks that these adolescents are exposed to. Understanding these risks, and how to reduce or eliminate them, is a step towards understanding design and technology design spaces when considering designing for and with this user group.

Furthermore, the understanding of the design space in complex contexts may require understanding of several different fields pertinent to the context. Understandings can be at the micro-level (e.g., how a specific solution affects the user) and understandings at the macro-level (such as social, cultural and governmental influences on the design space). In a development of supportive technologies for and with youth with ME/CFS, we have chosen to use Actor-Network Theory (ANT) to produce rich descriptions of the interrelated social and material processes [12][13]. Giga-mapping to represent and communicate our thinking about design, and finally, a firm focus on users and use. We argue that such combined approach helps researchers to develop and communicate growing insights efficiently, become aware of the broader
range of issues and their interconnectedness, engage in more innovative designerly practices and reflect critically on own position and values in the sense-making process. When using Design Thinking (DT), an HCI researcher typically adopts designerly practices when making prototypes. The difference between a research prototype and a product in use is significant [14], as are the implications for knowledge production [15]. When working with wicked problems in complex domains, an HCI researcher needs to work with his/her own mindset and develop an ongoing sensibility and sensitivity to problems inherent to the context.

The paper is structured as follows: we provide the literature review in Section II, followed by the section on ME/CFS and technology design. Section IV combines our findings and discussion around technology for adolescents. Finally, Section V presents our conclusions.

II. The Literature Review

For the case presented in this paper, we started by mapping out our understanding of the context, see Fig. 1. The purple area in the center of the figure represents users for and with whom we aim to find and design solutions that could support them. To do so successfully, understanding what it means to be an adolescent with ME/CFS is crucial. This understanding is often referred to in the literature as an empathy with users [16]. We, however, believe that going beyond empathy, and venturing into the understanding of scientific, in our case medical, results related to the condition is also necessary, even when outside of our field of competence. These medical results, for example, could help to find a broader set of risks those adolescents with ME/CFS experience. Naturally, HCl and designerly thinking, being our own and familiar practices, are a fundamental ingredient in this process. ANT, as it applies to design and designers [13], is chosen to represent cultural, governmental and educational perspectives.

![Giga-mapping fields of concern for design related to ME/CFS.](image)

In what follows, each subsection represents a short summary of literature findings related to areas depicted in Fig. 1 that became the starting point for our sense-making.

A. A medical understanding of adult and paediatric ME/CFS and its effects: the challenging nature of the disease

ME/CFS is a debilitating multisystem illness resulting in a plethora of symptoms that include severe physical and cognitive exhaustion, confusion, difficulties with memory, concentration, sensitivity to light and noise among others, see [17], [18]. What causes the illness remains an enigma, and the condition is presently researched on a broad scale, e.g., [19]. Many theories, ranging from viral infections to psychological stress have been proposed [17]. Some studies suggest that the immune system may be chronically active in CFS sufferers. This might relate to a theory that ME/CFS is caused by an abnormal reaction to common infectious agents. This theory could link ME/CFS to autoimmune diseases such as the Lyme disease and the Epstein-Barr virus.

A review of thirty-four qualitative studies on ME/CFS, see [20], was done and the authors find that “For sufferers, illness development influenced identity, reductions in functioning, and coping. Physician-specific themes described lack of awareness about ME/CFS and recommended improvement in educational resources. Intersecting themes expressed issues with diagnosis creating tensions and fueling the stigmatization of ME/CFS”. Also, some research points in the direction where sufferers themselves help to perpetuate their condition. For example, Afari and Buchwald state that “current knowledge about chronic fatigue syndrome suggests that genetic, physiological, and psychological factors work together to predispose an individual to the condition and to precipitate and perpetuate the illness” and, further, that “sufferers' perceptions, illness attributions, and coping skills may help to perpetuate the illness” [17, p. 230]. Such results, unless verified carefully, may help to perpetuate stigmatization. Other research, such as that of Geelen et al. [21], or Winger et al. [22], offers insight into personality issues relevant for understanding the youth suffering from ME/CFS.

The treatment of those suffering from ME/CFS is highly individualized, frequently symptom-based, and includes both pharmacological [19] and behavioral approaches [23]. The most common form of help to those suffering from the illness in Norway [24] are self-management courses, offering guidance on how to stabilize the symptoms, find a balance between rest and activity, adjust to a life with ME, etc. This is in line with the trend to promote self-management wherever appropriate for sufferer care, and especially so for sufferers with chronic diseases [25]. Self-management often involves the management of medical conditions, behavior or emotions [26], [27]. For users with ME/CFS, self-management also includes the management of so-called energy balance. An ME/CFS sufferer is considered to have a limited amount of energy available for use per day. If an activity takes too much energy, the overuse results in extra exhaustion over a period of time lasting from several hours to several days, leading to increased pain levels, sensitivity and overall worsened physical and cognitive condition. The problem is often that a person with ME/CFS does not know what amount of energy is required for an ordinary activity such as, for example, meeting a friend for a cup of coffee. Therefore, the energy balance management is difficult.

A user study carried out by the Norwegian ME/CFS association [18] found that 40% of people suffering from ME/CFS did not receive medical help with relieving...
symptoms caused by the illness. When sufferers were asked what kind of help they would like to receive from the healthcare sector, the results indicated professional assistance with sleep problems, stress management, stomach problems and general pain relief.

For children and youth, the situation is additionally difficult because it is harder to make their voice on the matter heard:

"Do children and adolescents suffer from ME/CFS? Simple common sense tells most parents, teachers and doctors that they do and often more severely than adults. Yet there remain a sizeable proportion of professionals in Health Care, Education and Social Services who are still prepared to ascribe the numerous, disabling but seemingly unconnected symptoms of this illness in young people to anorexia, depression, school phobia or a dysfunctional family background. All are, at least, agreed that the illness presents a considerable economic, educational and social problem" [28].

Resonating with these findings, and in part, because the illness does not leave visible marks on a person suffering from it, they are often dismissed as suffering from psychological problems, or worse, stigmatized by general population [20].

The sufferers from ME/CFS have to bear the medical uncertainty of what causes the disease and, as a consequence, absence of an effective diagnostic tests and treatment for the illness [29]. Furthermore, ME/CFS social and political uncertainties related to the disease are of undetermined duration, depending most strongly on scientific, medical findings around the condition. The youth is affected by nearly the same rates, from about the age of 11, as adults [30].

For someone to be diagnosed with ME/CFS, the symptoms need to be present to such a degree that they clearly limit a person’s ability to carry out ordinary daily activities [31]. Sufferers are classified into four groups: mild (an approximate 50% reduction in pre-illness activity level), moderate (mostly housebound), severe (mostly bedridden) or very severe (totally bedridden and in need of help with basic functions) [32].

B. Previous research on ME/CFS in adolescence and technology

As mentioned in the introduction, there is very little in the literature on assisting people, including adolescents, suffering from ME/CFS through the use of technology. ME/CFS sufferers, as mentioned above, have multiple challenges, at the physical and cognitive level, coupled with reduced tolerance to light and noise. They, thus, may not be the prime candidates for the use of screens for receiving information, whether they are smartphone screens, tablets or personal computers. All the solutions mentioned here are screen based. While screens may be a good option for adolescents in general, they may have limitations for those with ME/CFS. Thus, before deciding on any new solutions for these adolescents, one needs to make sure that proposed solutions do not introduce new problems and health risks.

From the literature survey, we found that social isolation and access to education are important for these users. Several research efforts point in these directions, studying either the social media or platforms for education. General use of social media in medical care was described in [33], where authors have analyzed and synthesized 76 articles, 44 websites, and 11 policies/reports and presented findings according to 10 different categories of social media such as blogs, micro blogs, social networks, professional networks, thematic networks, wikis, sharing sites and others (represented by the Second Life). Findings, in particular those related to the second life are relevant for adolescents with ME/CFS and have been taken further in the work of Best and Butler [34], [35]. The paper [35] describes how a virtual support center was constructed in the Second Life, featuring meeting areas, relaxation areas, library resources and a gallery of art by and for people with ME/CFS. However, the results of the investigation gave mixed conclusions, possibly reflecting the fact that certain level of mastery of the virtual environment was needed, and that was not possible for all users to accomplish. Also, a physical and cognitive condition of ME/CFS sufferers may affect their willingness to dedicate energy to learning about new virtual environments. The Second life application, in addition to providing information related to the condition, was aiming to address loneliness and social isolation.

Considering the educational platforms for ME/CFS sufferers, the paper on e-learning, [36], can be brought forward. In this study, e-learning platforms were explored as an opportunity for children with ME/CFS to participate in classroom activities even though they are staying at home. As the authors state, this is especially relevant to Scotland, where many live far away from schools. However, the access to school and educational materials is only the first hurdle in receiving regular education and does not address other problems that youth with ME/CFS often have.

C. Design Thinking and Design with and for Vulnerable users

Design Thinking may be defined in many different ways. For example, it may be defined as a process that fosters innovative and creative thinking [37], or as an approach to mitigate complex problems through design [5], [38]. In [39], the authors also include the important discussion on the role of design research and designerly practice, with core concepts that include reflexive practice, meaning making and designerly ways of knowing. When working with vulnerable users, it is important to take into consideration ethical concerns as part of the reflection, and meaning making that ideally includes real users or those who represent them well.

While the screen-based technology can play a supportive role in providing care for many users, the ME/CFS sufferers may have a very limited ability to concentrate, read, or even just look at a screen. ME/CFS adolescent sufferers are perceived as vulnerable also on being at risk of not using technology because of how their diverse illness symptoms limit their capabilities (physical or cognitive). In [10], authors argue that the term ‘vulnerable’ imply a set of risks.
When identified, the risks could be helpful in defining design goals that aim to reduce or eliminate risks. They further argue “the awareness of risks/vulnerabilities in a design situation may be helpful in designing better products for vulnerable people” [10, p. 3]. These and other design concerns in design for and with vulnerable users need to come forth through a sense-making process.

We find Giga-mapping [40], to be a particularly useful tool for sense-making in complex contexts. The Giga-mapping aims to facilitate thinking and communication, at the same time inviting (basically by its large physical space) participation and collective production of understanding of the design context. Giga-mapping can be used to visualize fields of knowledge, as was done in Fig. 1. Furthermore, the complexity of a problem space can be mapped out, for example, in layers (e.g., understandings on micro, mezzo, and macro levels), fostering further understanding of complexity and relatedness of problems.

D. Theorizing technology and Actor-Network Theory (ANT)

As this research aims to understand a larger, holistic picture around ME/CFS sufferers and technologies that could support them in their everyday lives, we propose the use of a pragmatic ANT inspired analysis of design opportunities in the initial, sense-making phases of a design process. To that end, a short overview of ANT is provided.

ANT can be used as a framework to understand a heterogeneous network consisting of diverse human and non-human actors. ANT is different from other social theories applied in information systems research, in how it helps to theorize the technology artefact, by focusing on both the social and the technical [41]. In ANT all the social-technical elements are included in networks of actors/actants. Latour describes the networks by stating “Behind the actors, others appear; behind one set of intentions there are others; between the (variable) goals and the (variable) desires, intermediate goals and implications proliferate, and they all demand to be taken into account” [42, p. 100]. The social-technical focus draws attention to analyzing both the visible (the technical/objects) and the invisible (the social) and identifying the relationships between these. These relationships can be both material and semiotic simultaneously and combined into a network of actors that acts as a whole [43]. Tatnall and Gilding (2005) argue that ANT can be particularly useful for studies in areas that involve a consideration of some of the social and political issues in information systems. They further mention interface design, usability testing, and the use of distributed systems within organizations as examples of areas where ANT could be beneficial [44].

There is an increasing focus on how ANT could be fruitful in a design of information systems [14], [45], [46]. Stuedahl and Smørdal found that “involving ANT concepts in co-design does help to frame co-design processes within the wider context and consequences of emerging knowledge development” [47, p. 204]. Others, focused on ANT in relation to designing visualizations that makes things public, in order to interest and engage people in participatory processes [48]. Storni explored how ANT can be used to offer an alternative perspective to co-designers, focusing on “a convention from Latour’s call for risky descriptions to a call to design things together” [14, p.167]. He further argues that ANT suggests three general turns to rethinking co-design and participatory design practices. The first turn addresses the question of what to design? It also involves the idea to first design actor networks, and then look for ways to map them. He further describes the resulting maps as not only descriptive, but also as supporting participation in the design process. The second turn concerns the question of how to co-design and suggests the idea of designing as actor-networking (in public). The last turn, described as epistemological, involves what Storni describes as “moving from the idea of the designer as a network prince to the idea of the designer as an agnostic Prometheus” [14, p. 167].

III. ME/CFS and Design of Technology Session

As mentioned in the introduction, this study uses a combination of user research, literature review and analysis inspired by ANT and Giga-mapping in order to tease out real problems and design opportunities related to assistive technologies for young people with ME/CFS.

In terms of user research, we have organized a sense-making session with experts on ME/CFS. These experts have a deep knowledge of ME/CFS. They have daily contact with children, youth and adults with ME, as well as their families, and therefore have a broad, personal knowledge of ME and experiences with ME challenges in lives of the sufferers and their families. These people came from 1) the Norwegian ME organization [18], 2) an organization that provides support to families of ME/CFS sufferers, 3) ME/CFS youth organization and 4) a medical doctor. The session lasted for close to three hours. The first part of the meeting was dedicated to getting to know what these organizations do. The results of insights gained are incorporated in Fig. 2.

The second half of the session was used to discuss future technologies that could be useful for ME sufferers. Given the aforementioned deep insight available within the group, many design opportunities for future technologies, as well as novel uses of existing technology, were considered. Some of the suggestions that do not exist today, and are viewed as helpful, are presented bellow.

The first suggestion was related to education, an important area for adolescents. It was an online e-learning solution with streamed lectures, accessible any time. It was brought up that most young people with ME/CFS want to follow up on their studies, but they have to be able to take a break when needed. This addresses the need for a flexible educational system.

The second suggestion was an App designed with a critical design approach with special focus on how the energy levels are different for people with ME/CFS. The App could simulate the amount of energy needed for simple everyday tasks in order to reduce prejudice and increase general understanding of the disease.

The third suggestion was another App that could be designed for self-management of the disease. The App could
provide reminders to rest. It could also give short advice on things that have worked for others, which they could try to reduce illness symptoms. The App could also measure sound levels and give warnings when the levels are too high. Since exposure to high sound levels is known to increase illness symptoms, the App could also help visualize this, by showing sound measurements and giving reminders to use earplugs in spaces with high sound levels, e.g., when using public transportation. General personalized everyday reminders were also seen as valuable, as increase in disease symptoms may lead to memory problems and forgetfulness.

The fourth suggestion was an electronic diary that could be used to register symptoms daily. The knowledge and awareness gained through daily activities, and their effects on illness symptoms were seen as valuable. This diary could also be a tool to explain better the current health status to healthcare professionals and school teachers. For this diary to be used in periods with increased illness symptoms, it would be of outmost importance that the self-rating process is easy to conduct.

The fifth suggestion was related to wearable devices, such as the Fitbit. ME/CFS sufferers experienced the possibility of tracking activity, sleep patterns and energy expenditure as desirable. It was suggested that a similar wearable technologies, tailored to the needs of people with ME/CFS, could be valuable.

The sixth suggestion is a social technology specially designed for people with ME/CFS, to meet and seek support from other people with the illness.

The last one considered novel discussion platforms.

IV. ADOLESCENTS WITH ME AND ANT

Instead of considering any one of mentioned suggestions as a design opportunity, and in isolation, we performed a broad analysis, focusing on all data collected from the sense-making session with experts. At first, the traditional ANT analysis was used, but then, a more pragmatic, design and technology oriented approach was taken, in line with the literature such as [13] and [46]. The result is shown in Fig. 2. The image is a visual representation, a Giga-map at the macro level. All the relations shown are significant for the initial sense-making process. Each relation explicitly or implicitly contributes to discussion around technology that could aid adolescents suffering from ME/CFS in some way. Three large connected areas of the network emerged, related to what we named Personal/family, Educational and Governmental design spaces. At present, these spaces are not strongly connected, and connections within each one of them are sparse. As mentioned earlier, also in the literature, there were very few results to mention.

In Fig. 2, a circle represents an actor and lines represent relations between actors. The number of actors shown is limited to the actors identified in the data analysis from the sense-making session with experts on ME/CFS. Actors in the network are both human (such as the ME/CFS sufferer, family members, hospital doctors and school teachers) and non-human (such as politics, prejudice, economics, and social media). They all have a role in and influence on the network. These roles and influences are not predefined but continuously evolve. For example, a family member may consider himself or herself to be without prejudice in other situations, but in the network representing the youth with ME/CFS they still can think that the adolescent is lazy rather than sick, and so contribute to maintaining the prejudice around the disease.

Adolescents, different people that they interact with, as well as non-human entities, obviously form different heterogeneous networks. This directly relates to the wickedness of problems related to defining technologies that aim to help youth to have a better life, given their condition. Not only adolescents suffer from the condition to varying degrees, but their condition changes from day to day and period-wise as well. This changeability needs to be addressed as part of the sense-making.

Furthermore, the analysis revealed two mediators. Mediators are non-human entities that increase difference among actors and, thus, should be carefully studied [49]. Mediators that we have identified impact how our society currently meets ME/CFS sufferers. Referring to Fig. 2, and the actors (human and non-human) in the network, the two mediators are marked with red circles. They are Understanding of ME/CFS and Prejudice. The first one is seen as a contributing factor that defines relations between ME/CFS sufferers and many other actors in the network. It influences, for example, how the social service caseworkers or physicians handle youth with ME/CFS. The Prejudice seeks to impose its version of reality on ME/CFS sufferers. Prejudice may determine what people see and in turn how they act towards people suffering from ME/CFS. As one person from our expert session said “If one could only eliminate the burden of the shame that many people with ME/CFS live with, and shift the focus to acceptance and to living their lives as best as possible, the quality of their lives would be so much better.” The red edges drawn in Fig. 2 between the Understanding of ME/CFS and other nodes are also relevant for Prejudice as an actor in the network. However, the two are co-dependent: as the knowledge about, and understanding of, the ME/CFS increase, prejudice decreases.

Other concepts from ANT, such as agency and delegation, are also very relevant but will not be further described here.

V. CONCLUSION

The numerous challenges related to ME/CFS are not easy to solve and clearly relate to the main characteristics of wicked problems. We have proposed a holistic approach to sense-making when considering technology design for adolescents with ME/CFS. Using a literature review, a sense-making session with experts, ANT and Gigamapping, we gained insight in what ME/CFS is, developed the empathy with youth suffering from it. ANT provided rich descriptions of the complex design context and Gigamapping visual representations of relations that emerged as relevant. They also helped to define possible areas of interest for design (Personal/family, Educational and Governmental). Our findings align well with the literature related to Personal/family and Educational space. Another...
possible design focus could be relate to the mediators found - understanding of ME/CFS and helping to reduce prejudice and stigmatization through design.

All relations among actors are significant for the initial sense-making process. They all, explicitly or implicitly, contribute to discussion around technology that could aid adolescents suffering from ME/CFS. Jointly, they provide a tool for critical reflection in the early sense-making phase of trying to understand adolescents with ME, and the situated design space related to technology that could be useful in their lives.
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Figure 2. Using a combination of Giga-mapping and ANT to map out design spaces and consider design opportunities.
Do-It-Yourself Health Care:

A Three-Step Approach to Supporting Patient Self-Management in Clinical Practice

Veronica Janssen
Health, Medical and Neuropsychology
Leiden University
Leiden, the Netherlands
e-mail: VJanssen@FSW.leidenuniv.nl

Roderik Kraaijenhagen
Hearts4People Foundation
Amsterdam, The Netherlands
e-mail: roderik.kraaijenhagen@cardiovitaal.nl

Abstract—Implementation issues plague the uptake and effectiveness of self-management programs in clinical practice. Using a participatory design, we developed an innovative three-step approach to support patient self-management in the field. This approach is based on existing evidence-based techniques and is supported by a Web-based patient portal. The focus of this online patient portal is threefold: firstly, patients are taught the skills and helped to build the confidence to adequately self-manage their disease in the home environment. Secondly, professionals are provided with the tools and techniques to guide and monitor this process. Thirdly, the portal allows for data sharing, long-term progress monitoring and efficient communication between different health care providers. The authors are currently in the process of evaluating this approach and assessing the uptake, usability and usefulness in clinical practice.
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I. INTRODUCTION

Support is growing for a new conceptualization of health that views health as ‘the ability to adapt and self-manage’ [1]. This definition is process-oriented and encourages people to take an active role in managing their own health. Self-management programs aim to support patients in coping pro-actively with being (chronically) ill. Such programs focus on building the skills and confidence necessary to make informed decisions, engage in health promoting activities and manage the impact of the illness on life. Research shows that supporting self-management has beneficial effects on people’s health behaviors, quality of life, clinical symptoms and use of health care resources [2]. However, the wide dissemination and uptake of self-management initiatives in clinical practice lags behind [3]-[5]. Next to financial, managerial and technical problems, there are two important reasons for the problematic uptake and implementation of self-management in practice. Firstly, adequate self-management requires behavior change on multiple levels: patients need the skills and confidence to learn how to ‘adapt and self-manage’ their illness, and professionals need the motivation and tools to build a collaborative partnership with their patients and families. Most self-management programs, however, focus on providing skills training for patients, but do not provide any such training for professionals [6]. Secondly, most self-management programs are offered in isolation from the chronic care system, meaning that self-management skills, activities and (electronic) tools for support are not integrated by the multiple partners involved in long-term disease management or embedded in the day-to-day routines of care [6].

In an attempt to address these issues, we have developed an innovative approach to aid self-management in practice that focuses on (a) providing patients with a set of tools and techniques to help them build their confidence, manage the impact of their illness on their lives and engage in healthy behaviors, (b) providing health care professionals with a set of tools and techniques to help them transform the patient-caregiver relationship and (c) aiding collaboration between primary and secondary health care providers using an overarching electronic self-management support system. This approach joins several theories of health behavior change [7]-[9] and is based on existing evidence-based techniques and interventions [7][10]-[12] and is supported by online self-management tools.

This paper is organized as follows. Section II gives the theoretical and conceptual background of the three-step approach to self-management. Part A in Section II goes into finer detail with respect to the development of the Web-based patient portal. Part B addresses the use of the self-management approach and patient portal in clinical practice. Part C describes the evaluation of the approach. The conclusions close the article.

II. A THREE-STEP APPROACH TO SELF-MANAGEMENT

Central to our approach is the idea that self-management is an interactive, ‘staged’ process – rather than a set of skills used in isolation [7]-[12]. Each stage, or step, commands patients to obtain specific knowledge, learn specific skills and form adaptive cognitions. It supports patients to move through these series of stages and requires health care professionals to employ different methods for behavioral change, tailor the mode and level of intensity of communication, and offer varying settings in which to practice self-management skills. We propose that full self-management may be achieved in three distinct steps, the first of which is termed ‘self-confidence’. High levels of
self-efficacy are a prerequisite for behavior change [8]. Thus, in this first phase, self-management support focuses on empowering patients and enhancing self-control by means of education, skills training and by offering patients a safe and controlled environment in which to explore and extend their boundaries. In this stage patients will communicate frequently with health professionals, and practice their newly learned skills mostly in a controlled, face-to-face setting (e.g., rehabilitation or health care center). The second phase, which is termed ‘self-regulation’, focuses on guiding patients in self-regulating their (new) behaviors and learning them to monitor relevant risk factors and parameters for the management of their disease [10]-[12]. Support for behavior change in this phase focuses on learning patients how to set salient and achievable goals, practice the skills they need to achieve these goals in real-life situations, and overcome barriers to change [10]-[12]. Patients will still communicate regularly with health professionals in this stage, but face-to-face contact will be alternated with online and/or telephone contact (e.g., e-coaching). The third and final phase is the ‘self-management’ phase in which patients draw upon their skills and experiences to adequately manage their risk factors and embed their healthy behavior in day-to-day life. Self-management support in this stage focuses on leveraging the skills developed and integrating new behaviors and skills in the home-environment [7]. This means that communication with health care professionals in this stage will be almost solely internet-or telephone-based and that the frequency of contact will gradually fade-out.

A. Development of a Web-Based Patient Portal

As we have a strong background in cardiology and since there is a clear need to help cardiac patients in maintaining adequate self-management over time, we have developed and pilot-tested our three-step approach in close dialogue with patients in cardiac rehabilitation. Using both qualitative and quantitative methods, we first assessed cardiac patients’ as well as health care professionals’ needs and preferences regarding self-management. Such participatory design of (online) self-management programs is thought to increase implementation success and uptake rates in practice [13]. Structured interviews were carried out with 13 patients and 5 health care professionals [14]. Both patients and professionals confirmed the need for a more systematic approach to aiding self-management in practice. Patients indicated that they would appreciate online access to their personal health information in addition to face-to-face contact. Health care professionals valued efficient communication and stressed the importance of being able to track patients’ progress over time. Moreover, they indicated a need for tools and techniques to help them ask motivational questions to aid patients in the process of behavior change. On the basis of this input a mock-up version of a Web-based patient portal to support self-management (MyHealthThePortal) was developed. Using a questionnaire, patients’ needs and preferences as well as factors associated with intention to use this Web-based patient portal were assessed [15]. The questionnaire was filled out by 113 cardiac rehabilitation patients (34% females and 66% males, mean age 63 years). Patients especially valued being able to objectively monitor their progress, and being able to obtain adequate feedback from health care professionals on progress, lifestyle behaviors and relevant risk factors. Furthermore, they indicated a need for low-threshold communication with professionals [15]. The vast majority (97%) of patients used the internet several times a week and 69% indicated that they strongly intended to use the Web-based patient portal [15]. On the basis of this input, the mock-up version was improved. The look and feel and the different functionalities of this updated version were assessed in three patients by means of a qualitative thinking aloud study. The Web-based patient portal was rated as useful, but several design-related problems (e.g., consistency with other systems, error management, visibility of system status) appeared to impact ease-of-use. These problems were addressed and the design was updated accordingly; screenshots of ‘MyHealthThePortal’ are displayed in Fig. 1.

B. Do-It-Yourself Health Care

MyHealthThePortal is currently used in ‘blended’ (i.e., using a combination of online support and face-to-face contact) forms of cardiac rehabilitation. It allows both patients and health care professionals to set salient goals that are linked to patients’ life goals, choose suitable face-to-face treatment modalities that will help support these goals, and monitor progress on both objective (e.g., blood pressure, cholesterol, weight, physical activity etc.) and subjective (e.g., well-being, self-reported goal progress etc.) outcome measures. The patient portal dashboard visually displays the journey through the three steps of behavior change and the actual progress on outcomes. The program is inherently empowering, as the patients themselves – as opposed to the clinician – determine their own curriculum and (learn how to) indicate to health care professionals what it is they need to move from one stage to the next. Progress towards self-set goals is rewarded by bonus points, which can be exchanged for lifestyle-related gadgets. Such elements have been shown to increase adherence to and effectiveness of interventions [16]. The Web-based portal also allows patients to continue with self-monitoring their dietary habits, exercise and smoking behavior, blood pressure, body weight and cholesterol after termination of the program. Not only does continuous monitoring and feedback prevent relapse into old lifestyles [7], the portal also allows electronic input of data from various devices (such as blood pressure monitors, weight scales and activity trackers) and sharing of this data between different levels of the health care system. Thus, the portal smooths the transition from primary to secondary care (and vice-versa), and aids the interoperability of health care providers and systems.

The Web-based portal also acts as a powerful tool to help health care professionals shape the patient-caregiver relationship. The three-step approach to full self-management is reflected in a behavior-change ‘ladder’: a series of small behavior change steps that ultimately lead to full self-management of the behavior. A series of questions
based on motivational interviewing techniques guide health care professionals in their communication with the patient; thus, professionals have the tools to assess the stage the patient is in with regards to a specific behavior, discuss motivation to change with the patient and help the patient determine what their next step might be and what they need in order to take this step. Moreover, the Web-based portal allows health care providers involved in different levels of care to guide and monitor this process in the long-term, share data and communicate efficiently about the patient’s progress.

C. Practice-Based Implementation-Evaluation

The authors are currently in the process of implementing and evaluating our approach in a number of cardiac rehabilitation centers in the Netherlands. We feel that our three-step approach to full self-management and the do-it-yourself patient portal are applicable to other areas in which lifestyle modification plays an important role, such as cardiovascular risk management, diabetes and chronic obstructive pulmonary disease management.

In order to evaluate actual use in the field and to obtain feedback on both the user experience and on clinically relevant outcomes measures, we aim to include several approaches. First of all, Rapid Application Development Processes, such as the Agile methodology, can be used for iterative usability evaluations. Thus, the patient portal can be continuously updated and the user experience improved.

Secondly, in order to evaluate which components of the self-management approach impact upon important outcomes, such as cardiac risk factors and health behaviors, we suggest an alternative to the randomized controlled trial (RCT) design. RCT designs typically evaluate the efficacy of an intervention - which can be defined as the effectiveness of an intervention under ‘ideal conditions’. When a (behavioral) intervention is subsequently implemented in clinical practice, the residual effect may be much smaller as a result of delivery and compliance issues [17]. Therefore, alternatives to RCT-designs have been suggested that have greater ecological validity and greater generalizability as they are intertwined with the process of implementation [18]. So-called ‘multivariate testing’ (or ‘split testing’) methods are widely used to compare which of several versions of a Website performs better in terms of conversion rates [19]. We suggest that the concept of A/B testing may also be applied to comparing different versions of a behavioral intervention. For example, by comparing automated versus human coaching, text-message reminders versus online reminders, automatic registration of behavior versus self-monitoring etc., the content of the intervention can be optimized. Performance indicators would be progress in terms of the three self-management steps (e.g., move from self-confidence to self-regulation), and actual behavior shown (e.g., physical activity, smoking, diet etc.). When carried out in multiple settings and across a large group of participants, A/B testing will be able to project the impact of our approach in real-life situations, as well as allow for ongoing development and innovation. Thus, the ‘optimal intervention’ (for a specific setting) can be determined from a range of evidence-based behavior-change methods and supportive tools. Furthermore, uptake and implementation issues can be tackled whilst they are occurring.

III. Conclusions

This paper argues that adequate self-management requires (1) gaining the self-confidence to change behavior(s), (2) monitoring and self-regulating the new behavior(s), ultimately leading to (3) embedding the new behavior(s) in daily life. In order to support this process, a Web-based patient portal has been developed, which allows progress and outcome monitoring, and personal coaching. The portal provides tools and techniques for the professional to monitor patient-progress and give motivational feedback. The authors are currently implementing and evaluating this approach in cardiac rehabilitation.
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Figure 1. Screenshot of ‘MyHealthePortal’
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Abstract—Telecare is increasingly becoming a part of nursing care, and also in mental health care. In this paper, we study the effects telecare has on nursing care, by showing the first results of research on care by webcam for SMI (severely mentally ill) patients who live at home. Based on ethnographic fieldwork, we show how the nursing practice is altered by the use of technology. New nursing care practices emerge when care is given at a distance, using a webcam. The changes in care practice are noticed by nurses, but not fully recognized. Even more importantly, the new practices are not shared and discussed. Discussing changing practices among nurses is essential, in order to support nurses to name and purposely use the opportunities technology brings.
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I. INTRODUCTION

Nursing care is substantially changing, as it is increasingly performed at a distance with the use of technology. To care at a distance is already commonplace in mental health care; especially Internet therapy is customary for groups of patients [1,2]. The use of webcams is rising as well; for example, for SMI (severely mentally ill) patients who live at home. Where nurses normally visit patients at home [3], the use of the webcam changes routines significantly. Some changes are obvious, as care at a distance first means that patient and care professional are not in the same room. Physical absence means that there is no room for touching, smelling, walking around or observing anything that technology does not cover [4,5]. Some changes might not be so obvious though and alter care into new forms.

When indicating care as changed when technology is used, we draw from Science and Technology Studies, by analyzing the role of the technology. Technology is comprehended as an active participant in the care relationship, besides nurses and patients. Being active means that the technology is not neutral [6,7], but that its design [8] and its (unforeseen) usability [9] influences its environment. In healthcare, this means that the relationships between care professionals and patients changes. Basic examples are technology that takes over the actions of professionals, like a hoist. Other examples show how practices are altered by transferring tasks and responsibilities. Blood pressure can be self-measured for example, by which a patient performs tasks which originally belonged to care professionals [10,11]. Healthcare is redefined by the use of technology [12] as roles, tasks, functions, relationships, places and spaces change.

Last year, in preliminary research [13], focus groups were held in order to find out what experienced telecare users, nurses that is, thought about this new practice. One of the nurses spoke about an experience she had with one of the patients: One client is actually care-avoiding and with him I am text messaging via an iPad. Like last Friday, I worked all day and he was sending me messages all day and then I responded. And at the end of the day he spilled the beans: he texted that he was very stressed! And I thought: well done!

In this case, the use of text messaging was an incidental feature, as the aim of the use of the project’s iPads was telecare by webcam. It turned out to be of extra value as this client was able, by having frequent, but brief contacts during the day through a messaging app, to gain self-insight into his anxiety, supported by the nurse. In this example the use of technology would seem to have added to new forms of care. The technology is intended for one thing, but actually fulfills another function as well. The nurse and patient seem to have uncovered a new, unforeseen care option, which enables new forms of care. We therefore ask the question whether or not healthcare is not only being redefined but even reinvented.

This paper is based on a research project that aims to improve the use of telecare for care professionals in mental health care. In order to do so this ‘Videoconferencing in mental health care’ project will develop several online instruments. With these online instruments, professionals can get familiar with telecare and practice specific situations, in order to bring their professional knowledge and experience in line with the new care practice. Seven mental health care organizations, two universities of applied science, a research institution, a hospital and a university are working together in this project. The project aims to add to knowledge on how telecare changes nursing care by analyzing how frontrunners are using nursing telecare. These insights can support nurses in the use of telecare.

In this paper, we want to answer the following questions: What new nursing care practices emerge when using a webcam? Are professionals aware of these new practices and are they purposefully performed?
II. METHOD

A. The project teams

The mental care organizations mainly participate with FACT teams. FACT stands for Flexible Assertive Community Treatment; its teams are multidisciplinary and consist of case managers (mostly nurses), psychiatrists, psychologist and sometimes social workers [14]. All have their own caseload of patients, but they share responsibility for the total case load. Whenever patients need extra care, for example because of an imminent crisis, they are listed on the so-called FACT board. This board is a tool to follow the patient more closely, a task that is the shared responsibility of the team. All the FACT teams that participate in the project are involved in using telecare to care at a distance with a webcam. The technical systems vary, just as the implementation phases of the teams. Some teams have embraced the new technology fully, in some teams just a few nurses have and there are teams that are still discussing if and how they want to use telecare.

For this article, we drew from material from two teams: team E and team H. Nurses and patients of team E use a dedicated computer with a screen and webcam and in team H an iPad is used. In team H three case managers are forerunners and use a webcam to care at a distance regularly. The web contacts they have are part of planned care. Team E consists of appointed members from several FACT teams. They take turns manning a health care post where from 8 am till 8 pm they are able to receive all unplanned webcam contacts from clients throughout the region.

B. Ethnographic research

In order to understand the daily practice of telecare we, a multi-disciplinary research group (ethics, nursing and user-centered design) use ethnographic research techniques. We assume that new care is in the making as telecare is performed. We use techniques that allow us to become part of the care practice, or at least approach the practice closely, so we can recognize and understand these new practices. We observed and talked with nurses engaged in telecare whilst we were in the room. We took field notes while observing webcam contacts with patients. In between, informal interviews were held, subsequent to the webcam contacts, which were taped and transcribed. We have joined the different teams 32 times, during two to four hours each time. We have observed and talked to 18 nurses, who were in contact with 41 patients, some multiple times. The research group has jointly performed the data analysis. The observations and analysis are led by sensitizing concepts, guiding the notes and the coding process [15]. This is not a neutral process, as neither is the observer. Our observations and analyses were shaped by the theoretical notions used by the researchers. The researchers discussed and articulated these notions during the analytical process. In that way we specified what we have discussed they specify what they have seen and discussed with the nurses, in order to describe the new practices [16]. Patients were informed of our presence beforehand and if they did not consent, the researcher left the room. A letter with extra information for patients was available. The independent ethics committee judged this project to be exempt from review.

III. RESULTS

This section presents our results. We identified three different themes which we will discuss here. In each theme we use examples from the data to clarify our points. These examples may be described or quoted from the data; so called thick descriptions, to support understanding of the results.

A. Several roads to Rome?

We found a large variety of ways in which telecare is used. Even more interesting is the variety in how nurses define this usage of telecare. To illustrate this use, we use three quotes, all of which are about patient Bob, who has an anxiety disorder. Bob ‘calls in’ regularly to the team E. As he contacts them frequently, he sees a lot of different nurses. In the next three quotes, nurses Mary, Daniel and Rudi reflect on the contacts with Bob:

1) Interviewer: What do you think the purpose of telecare is for people like Bob?
Mary: Well, when people get stuck for example. People who are unable to start the day by themselves and then they start calling their case manager every five minutes. With the screen, I feel they can learn to give themselves a signal, like: I get stuck, I have to do five things and I do not know how to start. Structuring your day, that is a perfect way of using it. (20150501OtE)

For nurse Mary, telecare is an excellent way to enable Bob to structure his day. Instead of having to face his doubt all day, he can call in and ask for support when he needs it. Mary feels this helps Bob on a crucial moment and will give room for a better day.

2) Bob calls in. He says: I want to talk a bit.
Daniel: Why?
Bob: I want to get rid of my tension.
Daniel: You always do, but you have to talk to your psychiatrist, I cannot help you.
Bob: I want to know what I can do about it.
Daniel: What do you think?
Bob: I think I will go for a ride on my bike.
Daniel: Good idea!
Bob: I hang up now ... and he immediately terminates the call.

Daniel says that all conversations with Bob take this course. He even thinks that whenever Bob calls in and sees that Daniel is there, he quickly comes up with his own solution, like riding his bike. I try to find out if Daniel intents to give Bob little room to show this behavior, but Daniel doesn’t know, it is just how it goes. (20150423OtE)
Whenever Bob has contact with Daniel, conversations take another course than in the first example. Daniel, unconsciously or so it seems, steers Bob into the direction of a self-found solution. The conversations do not have the atmosphere of a quick relief, even though they still might have that effect on Bob.

3) Bob already called in once this morning. He knows what to do, but needs confirmation. Rudi thinks that Bob should be taught how to handle his thoughts himself, without the continuing intervention of others, for example with the help of cognitive behavior therapy. He does not know if that would be an option for Bob or if anything like that has been tried yet. (20150430OtE)

Rudi, finally, reflects upon why Bob would need such quick reliefs and whether he should be able to do this himself, without the telecare. Mary, Daniel and Rudi differ clearly in their opinion on how Bob should use telecare and if and how he would benefit from it. Different lines of thought on care would probably be the case before telecare as well, but this dispute is on the use of telecare, which makes these differences particular to telecare.

B. Part of the plan?

In team E, where most of the care is unplanned, nurses are aware of changes in their practice, even though they found them difficult to name:

Nurse Taco talks about patient Tobias, who told very dark stories after his last admittance. One example was on how Tobias claimed that one of the nurses at the clinic had instructed him to ‘go grab that borderline bitch’. Taco tells how much he is affected by such contacts and how difficult these conversations are by webcam.

We discuss this for a bit, but do not seem to get to the heart of the matter. Taco says these contacts seem a kind of stopover, like it is not part of the process. I ask him if he would have been different had he been Tobias’ case manager. Taco ponders on the treatment, on how telecare is a part of the care offer and how this is part of the treatment, but that does not seem right to him after all.... It seems clear though that conversations like these with Tobias have a larger effect on Taco because they are by webcam. (20150422OtE)

Nurse Taco is aware of his reaction to intrusive contacts, which he links to the fact that he is not part of the care process of most patients he has contact with by webcam. He finds it difficult to pinpoint the differences with regular care, but he sees it in the context of the treatment plan.

What happens here is that the webcam creates a new form of contact, contact without the context of a treatment plan. And even though the nurses mostly report the contacts they had in the patient’s file, especially the ones they (on a professional basis) diagnose as difficult or important, the fact remains the contacts are incidental instead of part of a professional plan. In one way this fits the mental health care paradigm of ‘recovery’ very well. Patients are the center of care and are encouraged to take charge of their lives and care. Unplanned care fits this seamlessly, but from a professional point of view a new form of care is in the making.

C. Telecare: the intertwining of aid and aim

The cases of how nursing care changes in the above paragraphs are just a few examples of the very rich data we have gathered. Within the data there are many different forms of telecare and many different opinions of nurses on telecare. Apart from the new forms of care that were shown before, another interesting phenomenon has come from the data: the intertwining of aid and aim within care. Nurses talk about telecare as a way of sparing time because they do not have to travel to patients. They also mention how helpful it can be in contact with patients, both care-avoiding and excessively consuming patients, as patients do not have to come to the office for regular appointments anymore:

C [team H]: Well, in that case, I would tell him: we have a deal. I visit you once a week and I could contact you an extra time by telecare at the beginning of the week. This way I try to direct him so to speak and to restrict him in order to make him realize that he has to wait for our planned contacts so he will not keep calling in between.

So, telecare can be very supportive in alleviating logistic obstacles. On the other hand, the nurses mention how telecare enables more frequent, businesslike and concise contacts, which leads to more substantial guidance or supervision of some patients, again both care-avoiding and excessively consuming patients. So sometimes telecare can be used as an aid to solve logistic obstacles and sometimes it is the aim: more frequent contact with patients.

IV. DISCUSSION

We started this paper with the following questions: What new nursing care practices emerge when using a webcam? Are professionals aware of these new practices and are they purposeful performed? We have seen how nursing practice changes when telecare is introduced and we identified three themes within these changes. In the first theme, we saw the different functions of telecare, even for the same patient. Different practices might be common in the everyday practice of mental health care, but these different practices are established with the webcam and not recognized or discussed. The differences we saw between the three nurses is on a new form of care: in what way can nurses offer options for contact to patients with anxiety disorders? And even more important: what do nurses, in their professional opinion, think these options for patient contact should be? The nurses of patient Bob have not discussed his case. They
belong to different teams and in Team E, only set up to man the webcam, no care-meetings are held. So technology changes practices without any necessary extra adjustments are made.

In the second theme, the webcam created a new form of contact, namely contact that was not part of the treatment plan. Nurses find it difficult founding these contacts, as they occur in a different manner and context than regular contacts. It seems as if the new dynamic and opportunities of these kind of contacts are not explored yet.

And thirdly, we saw how an intertwining of aids and aims in care occurs when webcams come in. This might lead to all kind of hindrances, especially when the logistic profits of patients not coming to the office conflict with a care goal that aims at supporting patients intensively, which may require bodily presences of the nurse.

The technology has brought new opportunities and different ways of working. What is remarkable is that the changes the technology brings about in the care practice are not discussed among nurses. This lack of discussion on the content of telecare might also be the reason that telecare does not seem to be a component of the treatment process. Even when telecare is included in the treatment plan as a tool for contact with the patient, the unplanned, incidental contacts can leave nurses with a distinct idea of the purpose of the contact. In the analyses, both these themes are linked to the problem that aim and aid are intertwined within the telecare practice, which makes it quite difficult for nurses to purposefully use telecare.

So, we have seen so far that new nursing care practices emerge when using a webcam. Nurses are aware of changes in their care practice, but do not have the opportunity to fully understand the changes in order to put them to use in care. We therefore conclude that it is very important to facilitate nurses to discuss these changes in order to name the new practices and purposefully use them in care.

As our project is still running, at this moment this research has logically led to first results. Over time, and with possible extra field work, new insights can be gained on other new practices. Other perspectives will be used as well, especially from nursing and care theory. Finally, to name the unsaid is a part of ethnographic research. Observations and reflections on practices do not always cover all that is happening or the unsaid [17]. We will continue to pay attention to this issue.
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Abstract—Blood coagulation self-monitoring is vital in modern day healthcare, in particular supporting patients on anticoagulant therapy. Commercially-available coagulation self-monitoring devices are typically based on conventional end-point-based haemostatic tests and, measuring clotting time within a narrow range of values being connected to specific aspects of clot formation. In the present study, novel optical method combined with a smartphone was applied to measure the clotting time. The method was utilised for analysis of normal whole blood (WB) sample coagulation, activated by various tissue factor (TF) concentrations. The results demonstrated the ability of such a system to measure a wide range of clotting time values with appropriate level of accuracy and precision similar to standard thromboelastography (TEG). Significantly, the use of a smartphone as an optical detector and signal processor potentiates system miniaturisation, pertinent to high levels of functionality, cost-efficiency and user-friendliness.

Keywords—blood coagulation; nephelometry; clotting time; light scattering; smartphone.

I. INTRODUCTION

Oral anticoagulation therapy is prescribed for both prophylactic and therapeutic use for patients at increased risk of thromboembolism including ones with mechanical heart valves [1]. In current practice, the efficacy of anticoagulation therapy is routinely determined by blood coagulation monitoring. This monitoring is typically based on a clotting time value measurement, specifically the time (in seconds) taken by method of blood sample activation to commence the coagulation process. Clotting time has a simple unambiguous interpretation. Its lower value corresponds to high blood coagulability and hence, increased risk of thromboembolism whereas higher clotting time values indicate increased bleeding risk. Furthermore, clotting time depends not only on patients’ blood coagulability but also on the chosen method of coagulation activation. The oral anticoagulation drugs such as warfarin, heparin and many others became commercially available more than 60 years ago and their dosage monitoring was initially carried out in stationary clinical laboratories. More specifically, coagulation monitoring during a therapeutic regime is of critical importance for dosage control, since it provides key information about actual drug efficiency and reduces the risk of potential bleeding as a result of therapeutic overdose. In current practice, compact coagulometry devices for home-based self-monitoring are available [2]. The self-monitoring makes it possible to reduce the number of visits to clinics and optimise the resources of a local health-care system. Here, the patient collects a small volume of a blood sample with a finger-prick at the time agreed with by a clinical specialist, loads it on the device using an appropriate mechanism of transfer and records the clotting time value detected by the device, which is presented as a measurement output. Results are typically obtained in relatively short times, ultimately improving patient care and empowering patients as it allows them to take more responsibility for their own health [3].

There are several blood coagulation self-monitoring devices available on the market [2][4][5]. The absolute majority of these are designed to adapt some of the traditional laboratory assay of coagulation for use in self-monitoring. These conventional assays measure clotting time via the intrinsic and extrinsic pathways of the coagulation cascade, and selected methods of activation include prothrombin time (PT) and activated partial thromboplastin time (aPTT). Each assay measures a different part of the coagulation cascade. For example, PT uses TF as an activator of coagulation via the extrinsic pathway, and is sensitive to the effect of many widely-used anticoagulation drugs such as warfarin. Moreover, the PT is the only coagulation assay which to-date has been effectively standardised via the International Normalisation Ratio (INR), which explains why the PT assay is the most commonly-used in coagulation self-monitoring systems. In contrast, the aPTT assay uses negatively-charged contact activation material such as glass or kaolin in the presence of phospholipids as an activator of coagulation via the intrinsic pathway. This test is sensitive to the effect of anti-coagulants such as heparin. A panel of self-monitoring devices have been developed to essentially automate these assays through the integration of mechanical, optical, and electrochemical detection methodologies. One of the most recognisable device is the Roche CoaugCheck [2][4][5], which combines the PT/INR assay with microfluidics and a sample warming module. In the original device, a blood sample is applied to a disposable test strip containing activation reagents and iron filings. Next, an electromagnetic field moves the fillings, which is detected optically. As clot forms it prevents this movement, and the corresponding time where optical signal decays are returned to the end-user as the clotting time values. The Alere INRatio [5] also uses PT/INR assay and employs...
electrochemical impedance measurements to determine clotting time. However, both systems are not compatible with mobile devices, such as smartphones.

Although blood coagulation self-monitoring devices take a quite strong position on the market, there are at least two critical aspects that need to be addressed. Firstly, current devices typically measure clotting time only within narrow range of values since they are specifically adapted to be used with certain conventional coagulation assays. This is a quite serious limitation for the monitoring of the effect of specific and/or atypical anticoagulants. For instance, a PT/INR-based device is usually tuned to provide effective resolution of clotting time values not exceeding 60 seconds, whereas many current therapeutic strategies require the rate of coagulation monitoring to be decreased to facilitate measurement (see, e.g., [6] where diluted TF activation is used and clotting time exceeds normally 4-5 minutes). Moreover, Siemens Healthcare has recently published a report where the applicability of the standard laboratory assays for the monitoring of the effect of novel drugs is analyzed [7]. The results set forth in the report show that PT, APTT, and other conventional coagulation assays are less sensitive or not sensitive to a number of novel effective anticoagulants such as thrombin inhibitors (e.g., dabigatran, argatroban) and direct factor FXa inhibitors (e.g., rivaroxaban). These novel drugs offer greater advantages over the traditional anticoagulants such as warfarin or unfractionated heparin which present the aforementioned well-documented drawbacks. Therefore, the extension of the dynamic range of measured clotting time values seems to be crucial for the ongoing evolution of self-monitoring devices. In an ideal case scenario, the device should have almost unlimited dynamic range, such as that afforded through thromboelastograph (TEG). TEG offers assays similar to the conventional assays that investigate the intrinsic and the extrinsic pathway of coagulation [8] and is notwithstanding its deficits, is considered as one of the gold standard in coagulation monitoring in clinical laboratories. TEG is not a self-monitor since it is too expensive, is not compact and has a level of operational complexity. Hence, reaching the TEG’s level of performance and functionality but in the form of simple and compact device is an actual challenge for the biomedical diagnostic industry in developing innovative assays monitoring the onset of coagulation.

Other imperfections of the current coagulation self-monitoring devices include their poor compatibility with the modern telecommunication technologies. A simple connection to a smartphone with a specific application (App) on-board may deliver a new level of functionality, communicability and user-friendliness.

A novel optical method for blood coagulation monitoring is presented in this work. The method is based on recording of an optical signal acquired from a whole blood (WB) sample. The physical principle is optical nephelometry [9] where intensity of the light scattered by red blood cells (RBC) during their sedimentation is recorded. The time at which the fibrin clot becomes strong enough to stop the RBC sedimentation process is returned as the clotting time. The method has a wide dynamic range of measured clotting time values and is successfully implemented in the form of a compact device where a smartphone is used as the optical detector and the signal processor.

The paper is organized in four sections. In Section 2, the assay methodology, optical system operation principle and software algorithm are presented. In Section 3, the results are presented and compared to TEG. Finally, in Section 4, the conclusions are evidenced.

II. MATERIALS AND METHODS

A. Preparation of blood samples

Normal healthy controls were recruited at Dublin City University and patients with cardiovascular disease or individuals taking anti-platelet medication (e.g. Aspirin) were excluded from the study. Venous blood was collected from the antecubital vein with minimum stasis, and was citrated to provide a final sodium citrate concentration of 10.5mmol/L. Blood was stored at 37°C for a period no longer than 60 min post-collection. Coagulation was activated by diluted tissue factor reagent (Dade Innovin®) which was obtained from Sysmex. Three types of TF reagent dilution (0.29, 2.9 or 29.0 pM) were used. A 10uL aliquot of TF and 10uL of saline were added to a vial containing 100 uL of whole blood (WB) sample, maintained at 37°C, and incubated for 5 minutes. Pre-warmed (37°C) 10uL of CaCl₂ (100 mM) was added to this vial and 20uL of this mixture was introduced into measurement cuvette and immediately transferred to the measurement chamber of the optical system.

B. Optical System

The system’s optical layout is shown on Figure 1. The measurement chamber consists of a rectangular hole in a black nylon panel body sealed with a transparent plastic window from below. The polycarbonate rectangular cuvette containing the WB sample is loaded vertically to the measurement chamber. The black nylon panel body also contains a rectangular-shape adit with a mirror on its distal end to collect the light scattered by the sample via one of the four cuvette walls. The proximal end of the adit is sealed by a transparent light collection window being in direct optical contact with the lower half of measurement chamber volume. The system also comprises a source of collimated light, a warming module and an optical focusing module. The source of collimated light is a diode laser module with focusing elements (wavelength:650nm, power: 3mW, spot diameter: ~1mm) located directly above the measurement chamber. The focusing module comprises a mirror, apertures and lenses to deliver the light from the adit’s mirror to an optical detector pupil. Finally, a Samsung Galaxy S3 smartphone was used as the optical signal processor with its main camera being used as the optical detector.

The operational principle of the system is very similar to nephelometry. Here, a laser light beam passes through the liquid sample introduced into the measurement chamber. If the chamber is empty or the sample is transparent, the light passes through the chamber with no scattering and minimal loss of intensity. However, when the analytical sample is
turbid, this effects light scattering in a wide range of spatial angles. In this analysis, the scattering indicatrix depends on sample thickness, chamber geometry, and the concentration and shape of the light-scattering particles in the sample of interest. There are numerous examples of technologies with diagnostic applications which are based on interactions of red light with blood cells, and one may find typical scattering indicatrices elsewhere (see, e.g., [10]). The part of the scattered light leaving the measurement chamber through the light collection window is delivered to the smartphone camera pupil. The advanced design of the system could also incorporate a panel of microfluidic channels and additional chambers for blood sample preparation, incubation, mixing with specific reagents. However, the current design does not integrate these features.

The customized software (Android App) driving the camera, recording and processing the optical signal was written in Processing® 2 Java-style language with the use of Android® Development Tools and Ketai© library. The App takes the 640x480 pixel image every 0.25 sec and crops it in order to operate with its central region (100x100 pixel) where the light spot is located. The red colour channel is used only. When 3 images are taken and cropped, the camera signal value, CS, is calculated as follows:

$$CS = \frac{\sum RPI_{i=1,2,3}}{7650000}$$  \hspace{1cm} (1)$$

where $RPI_{i=1,2,3}$ is the red-channel pixel intensity in a format of 8-bit number (0-255 scale) for the first, second and third images taken, respectively. Summation is set for the entire 100x100 pixel array, i.e., for a total of 10,000 pixels. The result of summation is then divided by 7650000=255x3x100x100, i.e., by a product of maximal single pixel intensity value, the number of images taken and the size of the pixel array.

Thus, CS is proposed to be a normalised value characterising a luminosity level in the range from 0 to 1, i.e., from absolute darkness to a camera saturation level respectively. The App generates CS values every 1.0 sec and stores it in a phone memory. Further, the signal time-course, $CS = CS(t)$, alongside with the key diagnostic indices characterising coagulation can be directly seen on the smartphone screen or transferred to a PC via a USB port connection. The App also comprises an interface for the camera adjustment procedure, which is recommended to be completed before every signal recording session in order to provide reproducible results and maximise camera sensitivity. The user-friendly adjustment routine involves firstly switching the laser module off, and subsequently adjusting the camera to its “auto-settings” mode with the focus being set to “infinity”. Auto-adaptation of the camera to absolute darkness makes its sensitivity intensely high, and close to the limit afforded by Android hardware drivers. Next, the “auto-settings” mode is locked following which the laser module can be switched on. At this stage, the camera is ready for the sensitive measurement and reproducible signal recording.

III. RESULTS AND DISCUSSION

Typical time-courses of the camera signal recorded by the system for normal WB samples are presented in Figure 2. For these initial measurements, coagulation was not activated and the observed monotonous increase in camera signal can be explained by the continuous sedimentation of RBCs onto the sensor surface, with haematocrit concentrations directly influencing red light scattering efficiency. During the initial stages of signal recording, WB samples can be identified as a suspension of homogeneously-distributed cells in plasma. As RBCs sediment, there is a proportional increase in the concentration of cells at the bottom of the chamber, and an inverse decrease in cell concentration at the top of the chamber.

![Figure 1. Optical schematics of the blood coagulation monitoring system and its actual implementation based on Samsung Galaxy S3 smartphone.](image1.png)

![Figure 2. Camera signal recorded for not coagulating blood samples collected from 3 normal healthy individuals.](image2.png)
Concomitantly, the camera signal also increases since the light-receiving window is located at the lower half of the measurement chamber volume, and is in proximity to the sedimenting RBCs. The suspension of cells tends to reach its final state where the lower part of the volume is occupied by RBC mass, with the almost transparent plasma layer settling on top of this. It is important to note that the camera signal doesn’t stop increasing during at least 1000 sec of the test when non-coagulating blood samples are selected for analysis. RBC count and sedimentation rate are the physiological parameters which can directly affect the scattered light intensity. The variable normal range is one contributing factor to the differences observed in the signal. A second contributing factor the observed differences in the signal is due to the fact that the liquid sample is housed in the open-top cuvette and, hence, its upper layer forms a meniscus playing the role of a lens with optical characteristics which are challenging to predict. In order to perform an adequate comparative analysis, it seems reasonable to normalise time-course by the signal value corresponding to some point in the beginning of the reading.

Figure 3 represents the camera signal time-courses in the normalised form recorded for a WB sample collected from the same healthy individual and activated by 4 different concentrations of TF, namely 29pM, 2.9pM, 0.29pM and 0pM (non-coagulating). Every time-course is normalized by its value corresponding to 40sec after start of the test. One can see that the profile of the RBC sedimentation curve has deviated (at approximately 80s) from its normal course during coagulation. This point of deviation can be interpreted as the state of a sample where the fibrin clot becomes strong enough to prevent the RBC sedimentation process, and the corresponding time can be measured as the clotting time. Moreover, if TF concentration is higher the deviation is observed earlier, strongly suggesting that it is indeed indicative of the start of the coagulation process. Moreover, the time-course tends to decrease after the breakpoint since the growing fibrin network influences the scattering characteristics of the sample.

Indeed, single fibrin fibres can be presented as thin and long cylinders with a diameter from 50 to 200nm [11], i.e., comparable with the quarter of the light wavelength. Hence, the fibrin network is a quite effective scattering object preventing straight light propagation through the sample and reducing its intensity at the lower half of the measurement chamber where the light collection window is located.

In order to measure actual clotting time based on the above measurement outputs, a simple data processing algorithm was developed. Here, \( \text{TFB}(t) \) is a threshold binary function taking two possible values of -1 or +1 indicating two possible states of a blood sample, namely “coagulating” or “non-coagulating” respectively. The \( CS \) value is being updated every 1.0 sec during the test. Let’s consider the time series, \( CS^{(t)} \), containing 50 \( CS \) values following the current \( CS=CS(t) \) value. Let \( A(t) \) and \( SE_{A}(t) \) be the first coefficient (slope) of linear regression for \( CS^{(t)} \) and its standard error respectively.

\[
\text{TFB}(t) = \text{sign}(A(t) - 2SE_{A}(t)).
\]  

Figure 4. Clotting time determination by the threshold binary function. The results correspond to the camera signal time courses presented on Figure 3.

One can see that the \( \text{TFB}(t) \) function indicates “non-coagulating state” (\( \text{TFB}(t)=+1 \)) only where the slope of the camera signal time-course takes the statistically significant positive value. If the slope cannot be determined by linear regression or its value is negative the \( \text{TFB}(t) \) function indicates “coagulating state” (\( \text{TFB}(t)=-1 \)). Thus, the time where threshold binary function changes its value can be returned as the clotting time (see Figure 4). One obvious weakness of the algorithm is that it requires > 50 seconds to make a decision since the clotting time is detected retrospectively. On the contrary, a strong point of the algorithm is the low risk of false clot detection insofar as \( \text{TFB}(t) \) function value is always equal to +1 for a non-coagulating blood sample. Other strong point is that \( \text{TFB}(t) \) function changes its sign only once and there are no multiple shifts for all three coagulating samples. Therefore, the algorithm provides unambiguous clotting time determination.
As previously mentioned, clotting time depends not only on the blood sample coagulability but also on concentration and type of activation reagent. Coagulation self-monitoring device is supposed to use some standardized assay. If activation assay is based on TF, its concentration should be fixed in order to capture and recognize actual coagulability status of a sample.

In the present study, the real patients with abnormal coagulability and/or taking anticoagulation drugs were not available for examination. Thus, the inverse methodology was applied where 3 different TF concentrations were used for coagulation activation for conventionally normal blood coagulability status. In order to approve the method relevance and estimate the dynamic range of detectable clotting time values 5 normal healthy individuals were examined. The results then were compared to TEG. Scatter-plots for the clotting times evaluated by the presented system versus TEG R-values (clotting time equivalent in terms of TEG) are presented in Figure 5. Total number of data points is equal to 3x5=15, and we demonstrate a strong correlation between the two methods.

The fitting line intercept parameter equal to approximately 5 sec indicates the existence of an offset in the clotting time values measured by the two methods. Figure 6 represents the offset value along the measured clotting times. One may note that the system accuracy tends to be lower for the slower blood coagulation process. The delay in clot detection can be explained in terms of the optical system measurement principles. Here, a clot is detected only when the fibrin network is strong (or mature) enough to stop the RBC sedimentation, i.e., at some time after the actual physical appearance of the first fibrin fibres in the sample volume.

Nonetheless, the agreement between the system presented herein and the gold standard TEG is appropriate, and the offset can be corrected by more advanced data processing algorithms in the future system.

IV. CONCLUSION

Here, a novel optical coagulation monitoring method was developed and implemented in a form of compact system where a commercially-available smartphone is used as the optical detector and the signal processor. The customized Android App was developed to calibrate and drive the smartphone camera, record the optical signal during the test and process the data in order to return clotting time value being the main output parameter of the monitoring. The data processing algorithm provides low risk of false clot detection and precise clotting time measurement.

The method was approved by the series of clotting time measurements with tissue factor activation assay for 5 normal healthy individuals and 3 tissue factor concentrations. The results correlate well with the gold standard thromboelastography method, and demonstrate the ability of the method to measure a wide range of clotting time values with high levels of precision. The use of a smartphone as a part of future self-monitoring system can provide compatibility with modern telecommunication technologies, high level of functionality, cost-efficiency and user-friendliness.
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Abstract—This paper presents a study of the technology needs of young patients with Irritable Bowel Disease, who are in the process of transitioning from pediatricians to adult-centered healthcare. The study is part of a Participatory Design process and is based on the assumption that information and communications technologies can potentially support young patients in achieving increasing independence from parental support and in engaging with their own healthcare. We argue in favor of designing for context-awareness and appropriation in technologies for young patients in transition.
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I. INTRODUCTION

Today, more than 90% of children born with chronic or disabling conditions will survive well beyond their 20th birthday due to the advancements in medicine and treatment [1]. As they mature, young patients’ personal and medical needs change and in their late teens they transition to the adult clinic or ward in order to receive age-appropriate care [2]. Transition in healthcare is being defined as “the purposeful, planned movement of adolescents and young adults with chronic physical and medical conditions from child-centered to adult-oriented healthcare systems” [3] and is triggered by the age of the patient. Before the actual transition, “adolescents are prepared to assume responsibility for their care” [4] because there are important changes in the way care is provided [5]. While pediatric providers rely on input from the young patient’s family and have a more holistic approach to care, adult-centered healthcare providers communicate exclusively with the adult patient and present a more fragmented healthcare system. Applebaum et al. [6] argue that a seamless transition process is critical to the future health of the young patients; flaws in this process may lead to worse health outcomes. Adolescents with medical needs seldom make a smooth transition to adult healthcare [1]. Hence, transition has gained much needed attention during the past decade and has been described as “one of the greatest challenges facing pediatricians” [7].

In a period already characterized by major physical, psychosocial, and social changes, young patients face additional challenges having to deal with changes in the way healthcare is provided [5] and “loose respected and loved carers and are forced to trust new and unknown ones” [8].

Because of their vulnerable position, young patients face a greater risk of dropping out of the healthcare system, which may have adverse health consequences. As a major life stressor, transition may also have direct negative health outcomes especially in case of diagnoses where psychological stress can increase the likelihood of relapse, such as Inflammatory Bowel Disease (hereafter, IBD) [2].

A growing body of evidence suggests that information and communication technology (hereafter, ICT) and technology-mediated methods hold the potential to improve outcomes for people with chronic conditions [9]. ICTs are especially promising in case of young patients who tend to be technology savvy and enjoy using new technologies. In terms of altering behavior, it is especially important to target this population, as it is during adolescence that adult behaviors are established and hence represent an opportunity to promote health oriented behavior and influence the healthcare needs of tomorrow’s adults.

As we will discuss later in this paper, downloading a mobile application is not equivalent to using it. While not problematic in the context of regular apps, this issue presents a considerable challenge in health-oriented solutions, where positive health outcomes are dependent on consistent use.

This paper presents research on mHealth use and preferences for transition-oriented ICTs among a group of young people with IBD. The aim of the paper is to explore young patients’ perspectives on what, when, and how technology can play a supporting role in transition.

The remainder of this paper is organized as follows. In the next section, we briefly present the existing trends in improving the transition process. Section III describes our methodology, methods, and population sample used to obtain the results, which we present in Section IV. In Section V, the main part of this paper, we discuss our results and the implications they might have for the design of technology for transition by using the concepts of context-awareness and appropriation. Finally, in Section V, we present some concluding remarks and opportunities for future work.

II. BACKGROUND

Existing initiatives surrounding transition can be divided into three categories: i) guidelines and recommendations, ii) paper- and form-based tools, and iii) mHealth and eHealth initiatives. Guidelines form a large body of literature,
proposing ways to help patients gain the necessary knowledge and skills to become competent in adult services and make decisions about their care. Important elements of successful transitions are a) cooperation between pediatrics and adult medicine, b) enabling the young patient to be part of the decision-making and management of their healthcare as early as possible, c) balancing parental support with the need for independence, d) continuity of care, and e) health education [6].

The recommendations stress that the barriers to achieving good transitions are not adolescents but the limitations of the healthcare itself. Acknowledging transition as a process rather than a singular event or transfer, Blum [3] was one of the first to suggest that the process should be initiated when the patient is 13 years old. Aiding the patient in planning and initiating the work towards independency in adult medicine, a range of paper-based tools has been developed. A transition checklist has been designed and implemented by The Royal Children's Hospital Melbourne and has been adapted by several Norwegian hospitals. Similar tools, such as health passes and 3 questions (Hospital for Sick Children, SickKids, Toronto) encourage young patients to learn more about their conditions and prepare for doctor’s appointments.

There is a unified consensus that transition is an important challenge for both pediatrics and adult medicine. However, little has been done to implement the abovementioned guidelines and recommendations for transition. The growing demands are met with scarce resources in capacity, budgets, and healthcare professionals. This has contributed to the recent growth in the number of mHealth initiatives or healthcare supported by mobile technologies. Teens and young adults are an especially relevant group of potential users as they are tech savvy and enjoy using mobile technologies, making mHealth suitable and promising in terms of improving healthcare. TransitionMate which offers reminders, self-assessment of health and emotional state, and suggestions for health promoting activities [10], and Healthy Transitions which consists of video training sessions and quizzes [11] are two mobile applications targeting medical transition. As part of their ongoing research, [12] have presented various platform-based considerations for designing a transition app. There is a considerable number of ICTs focusing on IBD. Among these we find myIBD, developed specifically for young patients by SickKids, which focuses on logging and managing symptoms.

III. Methodology

Young patients, especially during their teenage years, tend to separate their identity as a patient from their identity as a teenager [13]. In order to meet them in a context where they felt comfortable to talk from a patient perspective, we conducted our research while they received treatment at the Children and Youth Clinic of Akershus University Hospital (AHUS) and the Medical Gastroenterology Clinic of the Central Hospital in Vestfold (SiV), respectively. The focus of the study was to understand transition from a patient’s perspective and investigate whether, where, and when technology could play a supporting role in this process.

A. Participatory Design

There exists a lack of understanding of the teenage agenda and the challenges they face in transition – both as patients and adolescents [1], [14]. This study has therefore taken a Participatory Design (hereafter, PD) approach as it “takes into consideration the needs, interests and abilities of the youngsters, but also includes a more profound interest in their hopes, fears, dreams, and opportunities to express themselves as someone of importance” [15]. With a focus on understanding knowledge by doing, the study was based upon PD’s principles of having a say, mutual learning between the participants and researchers, and situated action [16].

B. Methods

For the purpose of this study, we used a closed sort [17], card-based method that we have described extensively in [18]. The method, called Transition Cards (TCs), is a qualitative card sorting method that enables participants to express their expectations and experiences surrounding transition. The TCs were used during individual interviews, in which we asked the participants to sort 70 cards representing people, things, skills, and feelings into categories representing pediatric ward (‘BUK’), adult ward (‘Voksen’), and both (‘Begge’), which represented things relevant across these wards (see Figure 1). The cards referred both to the participants’ identity as a patient, as well as to their life outside the hospital, thus providing a holistic approach to understanding transition [18].

Figure 1. A participant’s use of the Transition Cards representing things.

C. Recruitment and participants

Recruitment of the participants was undertaken by the head of research at AHUS and by the staff at the Medical Gastroenterology Clinic at SiV. The participants were recruited while receiving treatment at the clinic and the medical staff decided whether the patients were well enough to participate. The patients received an information sheet, as well as a consent form, which they read before meeting the
researcher. Once they agreed to participate, the researcher would meet them and both the researcher and the participant signed the forms. In the case of patients under the age of 16, a legal guardian also had to sign the consent form.

The research was registered and approved by the ethical board at both hospitals, and the Norwegian Social Science Data Services (NSD).

D. Sample

Participatory Design calls for involvement of future users based on the motivation that they are the sole experts on their needs and practices that the design should support. However, designing for a process that the future users have not undergone yet or know much about, required the involvement of patients who had transitioned. Therefore, the sample consisted of pre- and post transition patients.

An acceptable sample size in qualitative research studies involving participants with impairments or other vulnerabilities is between 5 and 10 [19]. In this study, fifteen young patients participated in this study – 8 pre-transition (ages 13-17) and 7 post-transition (ages 18-25) out of whom six were male and 9 female.

IV. RESULTS

The interviews provided important information for mapping the young patients’ expectations and experiences with transition and the role of ICTs in supporting them in any of the challenges that they presented and discussed using the Transition Cards. It was also important to understand which technologies they were using the most and what they used them for. We therefore started all interviews with asking whether the participants had access to mobile phones, computers/laptops, and tablets. All of the interviewed patients owned smart phones and only one out of fifteen did not own a computer. Majority of the participants had access to tablets, but reported on using mostly laptops and mobile phones. The participants reported that they used their phones for social media, such as Instagram, Facebook, Snapchat, Vine, and mobile applications offering instant messaging. The participants used their computers for schoolwork, gaming, and social media.

When mapping their use of health applications, several participants conveyed that they were advised by their doctors to download the ‘IBD app’ developed by a Norwegian company. Once downloaded, few of them tried to use the app but stopped due to the problem of too many notifications and reminders to log their symptoms or to enter a symptom-free period. Other health apps used by the participants were Endomondo and other training apps, and menstrual calendars. One of the participants reported on using an app to log migraine episodes and headaches.

In addition to ideas for more youth-friendly adult wards, the participants also proposed several areas where they thought that new technology could play a supporting role in their transition and life as a patient. These areas and needs can be categorized as information, medical dictionary, reminders, and health rights and financial support.

A. Paperless Information

Only seven of the patients received information about transition at least a year prior to their transfer. Two of the interviewed teens received the paper-based checklists during what was their last visit at the Child and Youth clinic. Majority of the interviewed patients suggested sites or apps presenting information about the new ward and an explanation of the differences in routines and practices of their old clinic and the new ward. Getting information about what they could expect at the adult wards, such as different specializations, having to engage with different doctors as opposed to their own pediatrician at the pediatric wards, could reduce some of the uncertainty. The pre-transition patients, who were informed about transition, were told that the adult health services were managed by the nurses and not by the doctors. They mentioned that they did not fully comprehend what it meant.

The patients suggested that the information about the adult wards should not only inform the patients about what would be different with regards to the above-mentioned changes, but also with regards to the changes in routines specific to their diagnosis. Conditions related to the digestive system often require endoscopic examinations, which in pediatric wards are performed under anesthesia. Anesthesia is not offered to adult patients, but they can receive temporary sedatives. The participants felt that they should be informed about this prior to the transfer in order to avoid stress and fear. The expressed need for diagnosis-specific information on transition is not the same as need for information about the diagnosis, and in particular the outlooks and life expectancy. Two of the participants expressed that it was too scary to think about the severity of their diagnosis, and that they did not read about the diagnosis online to avoid confrontation with information on this matter.

In addition to information about the different practices, the patients wished to be able to see the wards – ideally in person and accompanied by the personnel from the pediatric ward, but pictures or videos were considered helpful as well. Because the treatment and examinations were offered at different wards and clinics, the patients also thought that a map they could have on their mobile phones would help them in finding their way around the hospital.

We asked the patients about how they wanted to be informed about new health-oriented ICTs. Posters in the pediatric and adult medicine wards were suggested as a good way of spreading the initiatives. Another important factor was confirmation of the legitimacy and origin of the technology by the healthcare professionals.

B. Medical Dictionary-app

Two of the younger participants suggested medical dictionaries containing explanations for difficult words, acronyms, and treatments. When asked whether they would like to learn difficult terms through games, quizzes or textual explanations over time, the patients expressed that they needed information when difficult terms came up during their consultations and stay at the hospital, indicating that the information should be easy to find – even without knowing
the correct spelling and be short enough so they could deal with the information also during the consultations with the medical staff.

One of the post-transition patients shared her experiences with not understanding what a stoma bag was, which affected her treatment decisions. She discussed a possibility of offering images or videos of treatments to show patients what they really looked like in order to reduce fear and uncertainty. As one of the younger participants explained, When they call it ‘blah blah’, you don’t get any of it. It sounds like gibberish or turns out to be something else than you thought. (...) So that it said what it was. It would be easier to understand what they put in your body. (...) I think it’s weird that you get stuff put in your body that you don’t know what it is (girl 13).

C. Reminders for mobile devices

A large part of becoming an adult and being responsible for one’s own healthcare is taking charge of appointments and medications. Today, Norwegian hospitals routinely send out text messages reminding the patients about their appointments at the hospital in addition to a letter. Remembering appointments with general practitioners are still the patients’ responsibility. Several of the participants suggested reminders as desired functions on their mobile devices. The reminders would help them to remember their appointments and to take their medications. Reminders during the holidays and while travelling were highlighted as especially useful as different routines and time zones would often cause the participants to forget their medications especially if they had to be taken at specific times of the day.

D. Information on Health Rights and Financial Support

The Norwegian healthcare system offers free healthcare to persons under the age of 16. Upon turning 16, patients start to pay a deductible when receiving healthcare services, have the right to confidentiality, and can make decisions surrounding their treatment. When patients turn 18, they lose their right to free appointments with a child and youth psychologist. On the other hand, the Norwegian Welfare system offers benefits and financial subsidy for adults with chronic conditions.

Two the interviewed patients voiced a need for ICTs offering information on health rights targeting pre-transition youth. In addition, several post-transition patients reported on suddenly having to learn about health rights during the course of their transition.

E. Platforms

Both websites and apps were suggested as good platforms for information. One of the participants explained that: You can take an app or cell anywhere, but a website is better for information. So both are important (boy 17). The choice of platforms for the suggested tools was closely coupled with the purpose and context of use. While websites were explained as great for learning and reading up on things, apps were preferred where information was supposed to be offered immediately - without the need of internet connection. The participants suggesting the medical dictionary as a technology for transition argued that it would have to necessarily be an app so that they wouldn’t have to rely on an Internet connection, which was often scarce at the hospital. Only one of the participants suggested paper-based brochures containing information, and none of the participants perceived the checklists offered at the hospital as helpful. One of the participants explained: “it sucks more when it’s on paper. I don’t know why but I feel that it more serious and stuff like that when it’s on paper, that you have to read through everything that will happen. It’s certainly easier on a website” (boy, 17).

F. Social networking

To our surprise, none of the participating patients suggested a patient-social network or other means of connecting with other patients in a similar life situation. However, they proposed that especially information sites should have comment fields so that others could discuss the topics or share their experiences. Several participants reported on reading blogs by other patients, but shared their concern about the reliability of the information, and relevance for their own situation – especially in cases of rare or multiple diagnoses, the participants were not able to relate or gain new knowledge from experience-based information found online.

V. Discussion

Transition is situated between the different contexts and stages in life of adolescents. The process involves changes in how healthcare services are provided, different legal rights, and growing economic responsibilities. It also involves responsibilities related to growing up and becoming an adult and, above all – being a young person – not a patient. [20] argues that despite the dominant role of their condition, they do not see themselves as patients. When designing and implementing measures to aid them in aspects connected to their patient identity, it is important to understand their daily life and how technology can fit there.

Powell et al. [21] imagine medical practitioners prescribing apps alongside medications. The patients interviewed in this study reported on their doctors recommending them to download and use the “IBD-app” developed by a Norwegian company. The “IBD-app” can remind the patients to take their medications and recommend booking appointments on the basis of their logged symptoms. The participants downloaded the app, but reported that they didn’t use it because the app sent out too many notifications and urged them to log their symptoms when they were in a symptom-free period. Although they expressed the need for a reminder app, the IBD-app required them to log their symptoms in order to access the rest of the functionalities. The youth participating in this study did not adopt and use the IBD-app over time and hence did not experience the full functionality and benefits of the app. This stands in contrast to the research suggesting that combination of tracking tools, with mobile technologies makes it easier for users to keep track of the different aspects of their health. Based on the participants’ explanations, the prescribed app
did not offer them the experience they were looking for and became intrusive in periods when they did not have the need for its functionality. In other words, the app did not react to the patients’ dynamic life-situation and lost its instrumental value when interfering with their non-patient identity. Dew [22] argues that today’s technologies lack the ability to use and adapt to the situational information, or context, in the same way humans do. Context is defined as “any information that can be used to characterize the situation of an entity” [22, pp.5]. Further, [22] argues that having the ability to access and adapt to context will lead to better usability and usefulness of ICTs. In relation to technologies for transition and managing one’s health, the understanding of context may help in determining what, when, and how we want to support.

A. When to support

The timing, or chronological age context, for introducing different ICTs and functions is crucial for adoption. The majority of patients suggested the timing for introduction of the information regarding transition to be close to the transfer. This is in contrast with what is suggested in the literature, which proposes the introduction of information between the ages of 12 and 14. As one of the teens explained: “When you’re 14, it’s still four years until you’ll move, so it’s not so important to know so much about it then” (girl, 17).

This aversion toward planning and preferences toward instantaneous and relevant ITs can be explained from a biological perspective. The ongoing re-structuring of the brain and development of cognitive abilities is not completed before reaching the mid-twenties, causes notable differences between adults and adolescents in their ability to control impulses, make rational decisions, and affects long-term planning [23]. This bio-developmental perspective combined with the findings in this study affects the overarching context of technologies for transition and indicate a need for technologies that are either context-aware, as defined by [22], and provide relevant information based on for example the user’s age, location, and condition; or technologies developed specially for a relevant period during transition, which excludes the possibility and motivation for persistent use. Developing multiple technologies specifically for relevant periods of transition poses challenges with regards to sustainability and maintenance of these technologies and adds to the already high number of available apps and sites, making the task to find legitimate and relevant technologies harder for the users.

B. How to support

Another approach to this issue is to focus on appropriation. Within the field of PD, appropriation is being described as “the way that users ‘take possession’ of a technology innovation over time” [24]. As PD is concerned with giving users a say, appropriation becomes a way for users to “control and shape technologies to their own ends” [25]. Appropriation becomes especially relevant in the context of ICTs directed toward promoting health and supporting patients in managing their condition and care.

This is due to the claim that appropriation involves mutual adaptation [14], where the users shape technologies and technology shapes the users’ practices. We propose that the process of adaptation holds the potential to produce context-aware technologies through users directly shaping and controlling the technology to fit with their current context, whether it is chronological age, physical and emotional condition, or physical or social environment. The majority of the health-oriented ICTs focus on the condition of the patient. However, when focusing on the context, our design interest should shift towards inclusion of health and wellbeing alongside the chronic condition. When meeting a healthy person, humans don’t tend to inquire about their symptoms – doing so would be unnatural. Similarly, context-aware technologies should be designed to stop collecting data when patients are symptom-free or are within physical or social contexts where they are detached from their identity and responsibilities as a patient.

One of the patients used an app to log migraine episodes and headaches. She reported that she found the app very useful to make sense of what triggered her migraines. Why did then the “IBD-app”, which was recommended by the doctors - a source preferred by the participants, not receive the same response? We believe that the motivation for adaptation and the perceived usefulness affected the non-adaptation of the IBD-app. Combined with the intrusive reminders to log their symptoms, the IBD-app was not perceived as useful even though it offered reminders, which the patients interviewed in this study showed an interest for.

C. What to support

The spaces for initiatives and designs proposed by our participants – the medical dictionary, information on transition and their legal rights, signaled that there is a need for information on the practicalities of transition on mobile and web platforms. When trying to support the informational needs of patients, we need to balance our literature-based knowledge on transition, which focuses on transition as a continuous process [6], with the patients’ perspective on transition as a series of fragmented events with specific and practical implications – such as turning 16 and having to pay a deductible. An example of practical information could be to (One could) write what the routines were in relation to meals and visiting hours (girl 21).

Based on our results, we need to support the information needs of the patients aware of the context in which they want to acquire this information. Turning toward the patients’ perspective allows us to discover that there is also a need to inform young patients about the benefits of transitioning: Treatment is more efficient here (boy, 21). Actually I think that the whole arrangement was more complicated when I was downstairs at the children’s ward because there were so many people around me that I had to deal with – here things are a bit simpler (girl 22).

The requirement for contextual and developmental awareness needs to be balanced with the requirement for privacy. The interviewed patients, as well as the findings from our earlier studies [13], suggest that young patients value their privacy and any technology aimed at health or
extending the reach of healthcare institutions needs to be based on the values of confidentiality, privacy, and patient-centeredness.

VI. CONCLUDING REMARKS

There are no diagnoses with the exact same course for all patients – all diseases affect unique bodies at different points in life, and are triggered by different events in patients’ lives. There is therefore a need for technologies that are aware of and will adapt to these lives and contexts. By designing for appropriation, the technologies may achieve context-awareness and hopefully shape the practices of the users by themselves allowing to be shaped.

In our future research, we aim to work towards understanding how we can implement context-awareness and facilitate appropriation in already existing technologies, as well as in the transition app, which we are currently developing in our ongoing research. We hope that this study will inspire designers, as well as healthcare professionals to work toward understanding the needs and context of young patients and design solutions that support them on their way toward independency.
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Abstract—This paper discusses a methodological approach for the metrological characterization of features in conductive textile. One of the outcomes of this paper is an integrated testing protocol aiming to assess the mechanical and electrical specification of conductive fabric. The protocol has been developed focusing on smart garments; this allows for evaluating the conductive features over elasticity, moisture, temperature and washing. The fine characterization of the fabrics allows to use them both as electrodes, sensors or wired connections. In particular, the paper studies the metrological aspects of conductive textile in order to optimize and verify their usage in sensorized t-shirt (as ECG-Electro-CardioGram electrodes, strain gauge, etc.) for continuous non-invasive monitoring in hospital settings, activity of daily living (ADL), sports and fitness. This study looks at optimizing the conductivity of the yarn that follows in minimizing the movement artifacts; this could increase the general performances and reliability of smart garments.

Keywords-component: conductive yarn characterization, textile sensors, smart t-shirt.

I. INTRODUCTION

The future of healthcare system is based on the development of new and innovative technologies with the purpose of a more accurate, personalized, comfortable and widespread diagnosis and treatment of pathologies [1].

The 2015-2025 decade has been elected the “Wearable Era” for the diffusion and incidence of new miniaturized and wearable products and related services in our life. Most of these systems are related to health and lifestyle. Wearable Biomedical System (WBS) and Wearable Health System (WHS) are probably the most important among these emerging technologies.

The most effective feature of these systems is the non-intrusiveness that is more than non-invasiveness; they can offer solutions for continuous monitoring by measuring non-invasive bio-signal and biomedical parameters without awareness of the user [4]. The non-invasiveness quality of a Wearable Health and Biomedical System is often due to garment embedded sensors. These sensors usually are built on conductive textile sensor. One of the best example for these systems are the smart t-shirts. Smart t-shirts are garments with embedded textile sensors which can record different biomedical signals: ECG (Electro-CardioGram), Heart-rate, Breath-rate, skin temperature and other parameters [5]. All the signals are recorded by means of conductive textiles allowing for several measurements based on different metrological characteristics.

Moreover, this kind of conductive yarns, due to their intrinsic features, could be also used as light wire, antenna or electromagnetic shield. For this reason, the characterization of the yarn and textile becomes mandatory in order to increase the capability of this fabric.

In the last two years, different companies launched different types of sensorized garment, from socks (Sensoria®) [8] to Bra (OM-Signal®) [9]. Despite this, the main purposes of these products are focused on sport monitoring, which is mainly a one-spot measure. These devices/garments are not developed for medical continuous monitoring, which requires to match and respect strict specifications for the medical applications. In order to improve the performance of these smart garments and increase the application field of these conductive tissues, this paper reports a study on the performance and reliability of different fabrics. The metrological characterization and the study of stability over usage, time and washes, allows for developing new sensors, applications and approaches which can be used for sensorized garment. The rest of the paper is structures as follow. In Section II, we defined the system underlying all the features that need to be validated; Section III describes the metrological issues defining the proper measuring. Section IV proposes the experimental setup for each measures. Finally, we conclude with Sessions V and VI which show the experimental results and some considerations on these.

II. MATERIALS

Electrocardiogram (ECG) is one of the most used exams for assessing the health status of the cardiovascular system. Moreover, a few parameters extracted from ECG could also be very useful in sport monitoring to detect the fatigue stages and the athletes’ performances. Usually, these studies are conducted by means of ambulatory ECG with standard Ag-AgCl electrodes or chest belt based heart rate monitors. In the first case, the use of electrodes and conductive gels could modify the results due to the invasiveness of the procedure. In the second case, the use of the chest belt requires the electrodes to be well moistened and the belt fits snugly...
around the chest; this could cause discomfort to the users. Moreover, in some sports, the use of these systems is prevented by continuous impacts and displacements, caused by the athletes’ gestures, which can cause noise and errors on signals detected by the belt.

The study proposed in this paper starts from an already validated sensorized t-shirt for sport [6]. One of the goals of this study is the characterization of conductive textile in order to optimize the capability and the reliability of this fabric developing a new concept of sensorized t-shirt which could be applied for non-invasive continuous medical monitoring. The sensing t-shirt for medical application consists of I-lead embedded ECG electrodes (Figure 1) and a conductive strain gauge for respiratory activity monitoring. Both ECG and respiratory signal are recorded by an ad-hoc device which is connected to the sensing part by means of snap buttons. As visible in Figure 1, snap buttons receive the signal from ECG electrodes via conductive fabric. According to the description, studying the conductivity, mechanical features and reliability of the yarn is mandatory.

Performances of the smart t-shirt depend also on mechanical characteristics of the yarn and the design of the t-shirt [7] and not only on conductive fabric. T-shirt usually is designed as a technical t-shirt developed starting from special yarn which is not only able to constrain electrodes and sensors in the right positions, but it also inserts a certain level of compression and thermoregulation, shaping the body while maintaining the same comfort of a normal t-shirt. The presence of two or more different yarns in the same cloth requires a mechanical study of textures, especially for elasticity which can compromise the stability and the contact of the embedded textile sensors.

Textile electrodes consist into textile containing silver yarn, mixed with cotton, lycra, or other fabric. The composite mixture of conductive and non-conductive yarn changes the features of the textile in elasticity, conductivity, difference of elasticity over length and elongation, etc.

Due to the different composition of the conductive textile, the quality of signals recorded by the t-shirt may differ significantly. For this reason, this work aims to investigate the performances of the different types of conductive textiles in terms of:
- Conductivity;
- Elasticity;
- Measurement repeatability and reproducibility;
- Sensitivity versus disturbances;
- Resistance to washing.

### III. METROLOGICAL ISSUES

There are several works in the literature focused on the identification of performances of textile strain gauges, but only few of them focus on the effect of disturbances on the measurement quality. The first step of the sensor characterization is the identification of the textile strain gauge sensitivity. These tests aim to identify the relationship existing between the electrical resistance and the sensor elongation, and the experimental setup usually pairs a displacement measurement system with a 4-wire resistance measurement circuit. In addition to the sensitivity versus the measurand, sensors should also be characterized in terms of sensitivity versus disturbances [2, 3].

The main issues deserving for investigation are:
1) Measurement repeatability, which provides for an indication of a lower boundary for the measurement uncertainty;
2) Measurement reproducibility, that should assess, at least, the change of electrical conductivity after several washing cycles;
3) Contact resistance: in the classical setup for the identification of the strain gauge sensitivity the fabric is usually clamped at its ends so that it can be stretched for the calibration; however, the electrical resistance measured in this way is the sum of the resistance of the fabric and the electrical resistance between the setup and the fabric. The latter has to be measured before the tests.
4) Sensor creep: the creep results in a progressive and slow modification of the electrical resistance in presence of constant sensor deformation and should be quantified with proper tests if sensors are used for long-term monitoring of posture.

5) Sensors’ dynamic behavior: often the frequency response function of the sensors is far from the ideal one, i.e. the sensitivity depends on the frequency of the stimulus. The dynamic calibration is therefore needed in order to identify the sensor frequency response.

6) Sensitivity versus temperature and humidity: the sensor behavior may depend on the temperature and on the humidity, thus resulting in a decrease in measurement performance in sports, where the sweating and thermoregulation strongly vary.

IV. EXPERIMENTAL SETUP

Different experimental setups for the complete sensor calibration are mandatory. The first setup is obviously the one for the static calibration, i.e. for the identification of the variation of electrical resistance versus the displacement. We have chosen to measure the sensor elongation with a linear variable differential transformer (LVDT) DC/DC; this sensor has a friction-free core and incorporate oscillator, demodulator and filter providing a self-contained unit accepting a DC input and providing a DC output relative to armature position. The electrical resistance of the textile sensor is measured by a four wire (volt-amperometric) circuit: a stabilized current generator creates a current of 100 mA (to reduce the self-heating). The voltage drop across the tensile sensor is measured by a National Instruments data acquisition board and the electrical resistance is derived using the Ohm law. The experimental setup is shown in Figure 2.

This setup cannot be used to impose quick displacements to the sensors; the textile strain gauge was therefore tested with an electrodynamic shaker, as shown in Figure 3. The upper extremity of the strain gauge and the lower one was moved by the shaker head. The tests to identify the effects of temperature and humidity were performed putting the setup of Figure 2 into a climatic chamber, as shown in Figure 4. The temperature range was between 10 and 40 °C and the relative humidity was not constant during the tests. Further tests were performed by spraying the sensor with water. Tests for resistance to washing were conducted comparing four different conductive fabrics. The composition of the textiles makes them different in conductivity, elasticity and on various mechanical aspects including the characteristics decay after washing. The four fabrics were cut in 2x9 cm patches and were washed for 20 times at 30° degrees with mild soap. The textiles were dried in open air at 22° for about 4/5 hours. The conductivity was measured with the setup used for the static tests.
V. EXPERIMENTAL RESULTS

Results of the static calibration on one of the specimens that underwent our tests is shown in Figure 5. The specimen is 24% lycra with 74% silver and 2% polymer. As in many other fabrics of this kind, the sensitivity is not constant and therefore the resistance/length curve is not linear. The approach, in this case, can be the use of a variable sensitivity or the reduction of the useful range (45 to 65 mm) where the linearization is not critical.

The contact resistance was measured by testing two samples of different length; their electrical resistance is proportional to their length and the measured resistance is the sum of the sample resistance and the contact resistance. The contact resistance with our setup was 0.17 Ω; this value has to be subtracted from the raw measurements obtained with the experimental setup.

The creep of one of the sensors that underwent our tests is shown in Figure 6. In this particular case the displacement was constant but resistance of the sensor increased of approximately 6% after 20 hours. The creep may be critical in all the application where the sensor is used to identify the posture; DC reading is important and therefore a correction procedure similar to that described in ref. [3] should be adopted. In dynamic applications (e.g. breath monitoring) the creep might be not relevant and this issue could be ignored.

Also the frequency response function may significantly differ from the ideal (flat) one. Our tests showed that the response to a sinusoidal excitation contains high order harmonics, as shown in Figure 7. This can be due to the lack of preload of the specimen and can lead to biased amplitude estimation in presence of quick subject movements.
The last step to be investigated is the sensor aging: the setup for static tests was used to compare the aging after 20 washing cycles of four different conductive textiles:

- **3D conductive textile**: the silver yarn is mixed with a 3d static filament which give to the fabric a thickness of 2mm. It consists in two different layers (one on the top and one on the bottom) connected in the middle by another more rigid conductive yarn which contributes to thickness.
- **High elasticity textile**: This fabric is composed by 76% of nylon covered silver and 24% of elastic yarn. Thanks to the nylon and elastic yarn, this textile is very elastic in one direction (65% elongation), and less elastic (30% elongation) in the perpendicular one.
- **Low elasticity textile**: It consists in 99.9% silver yarn coupled with a polymer. It is elastic in only one direction (about 20% elongation).
- **Cotton/silver textile**: This last textile is structured into two layers: the first layer is composed by 100% cotton while the second layer consist in 50% silver and 50% cotton. It has an elasticity that is intermediate between the two previous ones.

The results are shown in Table 1 and Figure 9. The measures were not taken in a controlled environment in order to simulate the normal aging of an article of clothing. Results show that the largest resistance variation occurs for cotton and silver textile; this is due to the fact that this yarn is very fragile and rupture of conductive fibers causes a considerable increase of the resistance. Moreover, the result outlining that the percentage of silver yarn in the textile is not directly correlated to the high conductivity of the fabric.

### TABLE I. VARIATION OF ELECTRICAL RESISTANCE OVER WASHING

<table>
<thead>
<tr>
<th>WASHING NO.</th>
<th>3D TEXTILE</th>
<th>LOW ELASTIC TEXTILE</th>
<th>HIGH ELASTIC TEXTILE</th>
<th>COTTON AND SILVER TEXTILE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.553</td>
<td>8.411</td>
<td>1.721</td>
<td>3.130</td>
</tr>
<tr>
<td>1</td>
<td>0.536</td>
<td>8.525</td>
<td>1.917</td>
<td>3.420</td>
</tr>
<tr>
<td>2</td>
<td>0.526</td>
<td>9.873</td>
<td>2.544</td>
<td>4.498</td>
</tr>
<tr>
<td>5</td>
<td>0.526</td>
<td>10.828</td>
<td>3.337</td>
<td>9.943</td>
</tr>
<tr>
<td>10</td>
<td>0.759</td>
<td>19.491</td>
<td>4.942</td>
<td>26.032</td>
</tr>
<tr>
<td>20</td>
<td>0.930</td>
<td>37.040</td>
<td>5.171</td>
<td>46.687</td>
</tr>
</tbody>
</table>

All the measure are in ohms
In this work we have described the tests that should be performed for a complete metrological characterization of a textile sensor. The setup is based on a classic voltamperometric circuit but allows performing static and dynamic tests on the different specimens. The contact resistance was approximately 0.17 \( \Omega \); this value is small, but is of the same order of magnitude of the resistance of specimens that underwent our tests. The static calibration outlined that the behavior of some sensors is not linear, similarly with what was evidenced in studies already published. The creep was also relevant but could be compensated using a first order regression model. Dynamic tests are also mandatory in the sensors’ characterization, given that on different specimen families the frequency response function decreased above 1 Hz, mainly because of the harmonic distortion due to the lack of elastic preload of the sensor. Also the temperature, the humidity and the washing affected the electrical resistance, thus showing that a proper calibration and a pre/washing are mandatory to obtain reliable results. Washing tests shows also that the conductivity is not directly related with the percentage of silver (conductive) yarn, but it is related with the knitting technique.

In order to optimize the performances and the reliability, all these aspects need to be taken into consideration when developing a smart t-shirt for medical purposes. The proposed set of measurements is one of the first proposals to build a “standardized” protocol in this directions. Future work will go in the direction of testing other fabrics and eventually to identify other parameters and a related testing methodology.
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Abstract— This paper presents a system for real time monitoring of users’ postural attitudes with particular focus on children. Maintaining for too long a wrong posture could cause serious problems to children and, in worst cases, they could receive permanent spinal deviations. The system is composed of two different elements: 1) a device equipped with inertial sensors (accelerometer, magnetometer and gyroscope), which are applied to the patient's spine and are able to measure his spinal curvature; 2) a mobile application for smartphone that provides a graphical user interface. Considering the age of the target of this project, we have decided to make use of the system similar to a game, giving the user a score based on his posture and creating a ranking. Our system can also give an alarm when the patient is maintaining a bad posture in order to educate him.

Keywords- Posture; Inertial Measurement Unit; Serious Game for Health.

I. INTRODUCTION

Bad posture attitude is one of the main causes of backache and it can easily degenerate into real pathologies, especially when the patient is in his childhood and his growth is not concluded yet [1]. Thanks to some studies [1], we know that postural interventions, such as reminders about the good posture during a school lesson, significantly reduce the level of pain reported by children at the end of the class.

We also know that users are more willing to use whatever kind of product (in our case a medical device), also improving its effectiveness at maximum, if it is presented in form of a game, especially if it is aimed at children [2]. So that, this system would fall under the category of serious games and, in particular, games for health (games that are designed for a primary purpose other than pure entertainment) which are becoming largely adopted in various health problems for improving the people wellness [3].

The remainder of this paper is organized as follows: in Section 2 we briefly present a study on the state of the art related to posture problems, talking about what is needed to put our project into practice and considering some of the systems already existing focused on the same problem. In Section 3 we present the project itself, analyzing the very elements of which the system is composed and the algorithms we have developed. In Section 4 we examine the benefits deriving from the inclusion in our project of some typical aspects of gamification and we explain the idea we are developing. We conclude our paper in Section 5 by analyzing the results obtained with tests and proposing further experiments in order to verify the real impact of our device.

II. STATE OF THE ART

What is needed to put into practice our project is a system able to monitor postural attitudes suitable for an environment different from a laboratory (e.g., it could be used in a classroom); this should be non-invasive, and finally it should not either restrict or alter in any way user’s motion. Nowadays, many systems have already been proposed but without achieving all our three goals at the same time. The main analysis methods of movement are based on videos and optoelectronics; they offer a good precision but they cannot be employed outside of an environment specifically studied for them [5]. Other interesting techniques perform the analysis by means of electromagnetic tracking systems and potentiometric goniometers, but the first one can be affected by the presence of metallic objects in the work environment and the second one restricts the patient’s movements.

![Figure 1. System components relation](image1.png)

![Figure 2. Graphic User Interface: a) Correct curve; b) Medium curve; c) Wrong curve](image2.png)
with the sensor component using a Bluetooth connection. When it receives data from the sensors, it gives back to the user a real time view of his position, emitting three different kinds of warning in case of a prolonged bad posture: a graphic one (Figure 3), an acoustic one, and a vibrating one. In order to avoid excessive noise from our system, we have set the alarm so that it will sound only after a certain span of time during which the patient is maintaining a wrong position; in this way the system will not measure patient's temporary movements/changes of position.

Another function performed by our app is the possibility to save various information concerning monitoring shifts within a database so that the user can examine them later.

Finally, the software has been designed to be used by more than one user on the same device; when the system is launched, a user authentication is required so each patient can access their own personal data and profile.

IV. POSTURE MONITORING AS A SOCIAL GAME

An important aspect we have considered in developing our system is the great success that social games have been recently achieved. Several studies show that the fact of sharing the results obtained between user and the possibility for them to leave a usually positive feedback, make the system more attractive. This is a feature common to every kind of activities, be they virtual or real, experienced by the user who is nowadays used to share many aspects of his life through social networks.

For all these reasons, while developing our system, we have thought about giving a score to the user based on the time he spends in maintaining the correct position. This score is then inserted within a rank to create a certain sense of competition among users/players and, most importantly, to push them to maintain the correct position. This idea would be of particular effectiveness in case of children or teenagers belonging to the same class.

The score is given accordingly to the framework shown below:

- +1 point every minute spent in the correct position;
- 0 points every minute spent in a position partially incorrect;
- -1 point every minute spent in the wrong position.

The system updates the results of all participants every thirty minutes to highlight children who have kept the position particularly wrong. Besides, we have thought of the possibility to form teams to increase interaction among children. Finally, as mentioned before, users’ scores can be shared on social networks and inserted within a global rank to develop a challenge.

V. CONCLUSIONS

In order to evaluate our system, we have carried out experiments in lab. They showed the validity of the approach both for the precision in measuring the posture and for the feedback given to the user.
The experiments conducted so far left us quite optimistic about the results our system could give but, the real impact of social games have not been completely verified.

In order to verify the real impact of the device we have developed, shaping it as a social game, we suggest working in partnership with a school. In this way, we could test the system on a significant number of subjects. The general idea we propose is to split up the students in two group called Group A and Group B. The first group should use our system in “social game modality”; in the meanwhile Group B should be using the system only with “real time feedback modality”. During the experiment we expect the members of Group A to maintain a correct position for a longer period of time than the one kept by members of Group B.
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Abstract — The Information and Communication Technologies (ICT) support service to the activities of home care has, as its main objective, the creation of a technological tool aimed at improving the operation and the quality of home care services for pediatric palliative care. In particular, it will provide a tool to support the performance of the core activities required to provide assisted home care of excellent quality and, to clinicians, a whole process management system able to ensure simplification and efficiency.
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I. INTRODUCTION

iCARE has been designed and is under development within Health@Home (H@H) project, funded by the Italian Ministry of University and Research (MIUR) as part of the Smart Cities and Communities Call, and whose goal is to create assistance services to citizens based on a network of integrated services in the health, territory, and society filed, through the use and implementation of interoperable devices and systems [1].

The development of information technology solutions for the collection, processing and use of critical data, can provide a very useful support to the young patient, family and clinicians. Furthermore, the telemedicine, so as the m-Health applied to the field of Paediatric Palliative home-care may allow the patient and his family to interact effectively and real-time with the medical team (local and the one of reference center) through a remote control of the different phases of the care process, from diagnosis to treatment.

In this context, iCARE will be a telematics platform for the management of pediatric patients with incurable disease and with high-complexity care needs.

Particularly, iCARE platform firstly aims at the realization of a system able to ensure adequate quality of services by improving and optimizing the situations described previously and the process that characterizes them.

Secondly it aims to avoid unnecessary house calls, reducing the feeling of hospitalization and, while ensuring security in the continuity relief, facilitate the stay of patients at home and reduce improper hospitalizations.

Because the research project is currently in progress, we can here propose a short presentation of the iCARE platform dealing with the main end users’ required functionalities and the first application implemented.

This paper is composed of Section II that describes the clinical context and functionality, and of Section III, in which the two main applications are described: Home Care management system and Mobile Diary.

II. CLINICAL CONTEXT AND FUNCTIONALITY

The context within iCARE platform will be developed for the home-care services and is for the palliative care at home of Giannina Gaslini Institute that treats pediatric patients at their residence or at care facilities (in the case of children coming from outside the region), administering first-line treatments and, if necessary, appropriate palliative care.

In this context, one of the main objectives of the research is the development of a tool based on the so-called Family Centered Care [2].

Since iCARE belongs to the so-called Digital Medicine, the system will provide the following functionalities:

- Communication among patient and Medical Doctor (MD)
  - Doctor’s visit
  - Drug prescription and administration
  - Warning of complicated health status
  - Knowledge exchange about therapy
  - Visit recording with automatic generation of the report
  - Storing and sharing of visits performed

- Communication among MD and MD
III. APPLICATIONS

It is mandatory that iCARE platform must satisfy the following requirements:

- Appropriate interface between the biomedical devices at home and the data transmission systems.
- User friendly system providing clinical information to the young patient & family (taking into account cultural and linguistic differences).
- IT protocols for the storage of data, coming from home devices, in the medical record system belonging to the Reference Palliative Care Center.
- Clinical and Information Technology (IT) protocols to analyze the collected data and to verify their accuracy and quality.

In order to provide the functionalities mentioned in Section II and to satisfy the abovementioned requirements, two applications have been developed: the Home-Care management system and the Mobile Diary.

A. Home-Care management system

The main functional requirements provided by the Home-Care management system are:

- Management and tracking of therapy.
- Management of clinical intervention at home.
- Noninvasive data collection about health status of the young patient.
- Efficient communication among the young patients (young patient & family) and the medical staff (oncologist, pediatrician, nurse, healthcare assistance, etc.).
- Sharing of therapy data among the actors belonging to the medical personnel (MD of Reference Palliative Care Center, specialized MD, MD of palliative care, pediatrician, etc.).

The system is accessible through the family’s device(s) such as personal computer, tablet and smartphone, while data will be processed and managed centrally via cloud technologies. Furthermore, the system is composed by a front-end, dedicated to users, and by an administrative back-end. Back-end access to the different functionalities is regulated through roles and authorizations based on the users’ categories.

B. Mobile Diary

The Mobile Diary is the first application implemented. It is the user’s (patient, family, medical personnel) interface providing the described functionalities. Particularly, it is an application that has been developed to record and monitor the daily clinical and psychophysical status of the patients.

The use of Mobile Diary allows the patient, family and medical staff to answer to ad-hoc questionnaires through a dedicated interface, and to fill information related to the clinical parameters and drug therapies associated with the pathology and the adopted treatment protocol. On the other hand, the Mobile Diary allows the MD staff to create and manage new kinds of questionnaires, to analyze collected data and to export them in different format through a back-end that is accessible by the MD staff only.

Then, the application is composed of two different interfaces: the interface devoted to the patient and the administrative back-end devoted to the MD staff.

The interface for the patient is available in two ways: as a Web application (thus accessible through a common web browser) or as a mobile application itself. Both client types provide the same functionality.

To the contrary, the administrative back-end takes the form of a Web portal for administration and management of both questionnaires and data collected. Its natural means of fruition is the Web browser.

The application is still accessible via the mobile device (smartphone and tablet) so as from any other device equipped with a browser and Internet access.

The data generated and processed by the system will be managed centrally via cloud technologies.

The system provides the following features:

- Interaction with questionnaire (creation, management, publication, response).
- Data analysis.
- Monitoring of physical/psychophysical status of critical events.

IV. CONCLUSIONS

The reduction of the residence times in the hospital and the costs associated with them will result in an improvement of the conditions of patient’s safety and comfort.

Particularly, the home-care service will allow:

- Rationalize and improve the management of clinical and therapeutic data of the patient by ensuring appropriate access to people involved in the various phases and assistance situations.
- Improve the availability of communication between assisted care facilities and patients, ensuring efficiency in communications and non-invasiveness of the same.
- Improve the lifestyle of patients, each actor of the care process will help, according to the tools provided by the system, to provide additional data in support of care activities, sometimes also as a preventive perspective.
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Abstract—This paper provides some considerations and preliminary results on research work for the development and experimentation of a behaviour change system to promote healthy lifestyle in teen-agers and prevent the development of lifestyle related disease. Lifestyle-related illnesses are among the top healthcare challenges in Europe. As an example, the rapidly increasing prevalence of overweight and obesity among children and adolescents reflects a global ‘epidemic’ worldwide. Due to the associated serious medical conditions, it is estimated that obesity already accounts for up to 7% of healthcare costs in the European Union (EU), as well as costs to the wider economy associated with lower productivity, lost output and premature death. Obesity in younger age groups has been recognized as an alarming key predictor for obesity in adulthood, but also entails a number of short-term health complications in juvenile age along with greater risk of social and psychological problems. The rapid development of Information and Communication Technologies (ICT), and in particular mobile technologies, together with their increasing diffusion among the EU populations, offers an important opportunity for facing these issues in an innovative manner introducing the possibility of a new technological framework to re-design the healthcare system model. Starting from and leveraging the work being performed in the course of the EU-funded project “PEGASO”, the research focuses on developing solutions for self-managing lifestyle with specific target on the younger population. More specifically, an important part of the solution is a wearable sensor system for lifestyle monitoring and awareness development, composed of smart garments and bracelets. Due to the core relevance of the system for the overall solution, it is important that their design meets a set of requirements linked to the performance of the system, but also in terms of user requirements. Tapping into the potential of Interactive Virtual Prototyping (IVP) offers the possibility of designing and testing solutions that offer higher user acceptance and market opportunities. This paper briefly examines this potential approach, looking in particular at the fashion sector and how IVP is used, highlighting the additional issues posed by smart garments and accessories.
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I. INTRODUCTION

The research leverages the work in progress of the EU Project PEGASO [1], coordinated by Politecnico di Milano. The project addresses the growing epidemic of obesity in the younger population, with focus on prevention. While there is a general agreement that prevention is the only viable strategy – also in economic terms – for the future of healthcare, prevention is also a vague concept, as the object of prevention is undefined. Strategies are therefore very difficult to define, and they must include the economic model for sustainable prevention. Attempts to put this burden on the public health system will remain unanswered, at least in the present economic situation. It is therefore important to develop a culture of prevention that empowers individuals to become co-creators of their healthcare and wellbeing.

The paper focuses on the issue of how to design a solution that offers a compelling user experience and on the tools that can support the design phase: the case of the PEGASO smart garments is considered.

In particular, Section II provides an overview of the current approach in PEGASO, while Section III illustrates how the use of Interactive Virtual Prototyping tools and techniques can support the design of solution that meet the user requirements and expectations. Section IV briefly highlights potential strands for future work and provides some initial conclusions.

II. OVERVIEW OF PEGASO APPROACH TO LIFESTYLE MANAGEMENT AND OBESITY PREVENTION

As mentioned in the Introduction, the project PEGASO Fit-for-Future aims at developing a comprehensive solution for lifestyle management in order to prevent the risk of obesity and related illnesses, targeting the teen-agers population. In order to address this complex issue, a multidisciplinary approach is required, covering:

- Research on current approaches to prevention (including studies on patients’ empowerment strategies and approaches);
- Research on behaviour change theories and approaches;
- Research on how technologies (and more specifically wearable technologies) can be used to support behaviour change towards healthy lifestyles and develop a culture of prevention in young people.

Objective of the work is the development of a product/service system that supports young people (teen-agers) in becoming aware of their habits, while learning what healthy lifestyles are, so that healthier habits are developed and sustained in time.

Adopting a practice-centred research, the way to proceed is seemingly straightforward: mobile apps, games and gamification together with wearable sensors to support self-monitoring and development of self-awareness. However,
the teen-agers, as target users, add some difficulty to the development of a successful solution. Indeed while wearable sensors (bracelets in particular) are meeting with market success with the adult population, their potential is still not fully expressed with the younger population. In order for teen-agers to understand and accept wearing sensors, they have to be positively engaged; they need to feel involved; the solution needs to make them feel part of a community and not set apart as technology nerds or people in need of care.

The current methodological approach is articulated along the following steps:

- Identification of scenarios: through story telling, teen-agers are involved in the development of different lifestyle scenarios, in order to understand which objects and services may exist or may be imagined that can help them develop self-awareness and improve their lifestyles (a scenario design game such as “The thing from the future” can be adapted to this aim [2]);
- User studies are conducted in parallel: these are based on ethnographic approach, to observe what young people do and like, in different socio-economic sectors (different socio-economic situation have significant influence in lifestyles and on the attention to health and well-being);
- Technology studies and development: focus is on mobile technologies and wearable sensors and actuators, including smart garments, bracelets, etc.;
- Development of case studies, with students from high schools, using also mock-ups.

III. USE OF INTERACTIVE VIRTUAL PROTOTYPING

Using Interactive Virtual Prototyping (IVP) has the potential to improve the overall approach to the research described above; in particular, with regard to the technology studies and development, IVP can be successfully applied to the design and development of smart garments and accessories.

Co-creation has already been applied as a potential approach involving teen-agers in focus groups and making use of questionnaires to understand their lifestyles, their approach to health and wellbeing and also their familiarity with technology and wearable sensors. However, during the first year of the project a full adoption of co-design has proven difficult, due to the limited contact with students in the schools and the consequent difficulty of creating a team able to follow the research, participating in a continuous manner in the design process and therefore championing the project with other students.

In particular with regard to the design on the smart T-shirt, it was clear from the start that “fashion” in a wide sense played an important role in user acceptability. Focus groups were conducted using drawings developed by the designers of the research group; few samples of T-shirts were developed based on the results. However, the samples produced were very costly due to having to set-up the production for such a small number of items. Further the wearability of the T-shirts was not exactly what was expected. The “technical” fabric - which had been selected as very suitable for sports apparels - turned out to be very little stretchable reducing significantly the wearability and comfort. Figure 1 below shows the first set of T-shirts developed within the PEGASO project and shown to the students.

![Figure 1. Initial set of T-shirts developed in the PEGASO project](image)

The further development of the model was abandoned and it became evident that drawing was not sufficient and that there was a need to be able to feel the fabric.

IVP is therefore an interesting approach and provides suitable tools for delivering a comprehensive user experience on the basis on which a product with high user acceptance and market potential can be developed and understood.

Figure 2 provides a representation of the IVP process, showing how all senses can be leveraged to develop a truly engaging user experience with products.

![Figure 2. Interactive Virtual Prototyping (source: KAEMaRT Group – Politecnico di Milano)](image)

Virtual prototyping is a method in the process of product development. A Virtual Prototype is an anticipation of a product Shape & Function that does not exist in reality yet, but that appears and behaves as it were real. Virtual Interactive Prototyping simulates how a product looks like, how it works, how users can manipulate and use it, etc.

Virtual Prototyping has been first developed and applied to the manufacturing sector due to pressure to reduce time to
market. Products are developed in the form of virtual prototypes in which simulation software is used to predict performance prior to constructing physical prototypes. Different design alternatives can be evaluated leading to improvements in performance and design quality.

A. Interactive Virtual Prototyping and Fashion

The user of Interactive Virtual Prototyping in the fashion sector is relatively novel and still presents areas for further study and development. In the course of the project a small search has been performed to understand what is available and which features presents.

Interesting work on IVP for fashion has been carried out at MIRALab – University of Geneva, Switzerland – where many projects have been carried out covering different aspects such as cloth modelling, with the project Virtual Clothing where MIRACloth, a system for building and animating the garments on virtual actors, was developed (see Figure 3), or the projects Fashion Dream (1998) and Dreams of a Model (2004), where real models performed on stage with virtual models, in real time (see Figure 4).

The group has also conducted relevant works in modelling of the human body, as well as in haptic sensing of virtual textile (HAPTEX project, see Figure 5).

[3] and [4] summarise the evolution from modelling clothing to Interactive Fashion Design explaining the different modelling techniques used and how these have been combined.

Politecnico di Milano, with the KAEMaRT group, is also working on applying IVP to the fashion industry [5]. Cooperation with the lab is being investigated to evaluate whether there are tools that can easily be adopted in the project and experimented also with the teen-agers involved.

In the academic environment, many relevant results are available that can be used to develop a user experience in which teen-ager can be engaged in the design of the smart T-shirt, without having to develop costly real prototypes.

On the commercial side tools are available from OPTITEX [6] (Innovative & Easy-to-use 3D Virtual Prototyping + 2D CAD/CAM Pattern & Fashion Design Software), LECTRA [7], TUKATECH [8]. These products are being investigated to see under which conditions they can be used in the academic environment and within the PEGASO project, and its follow up activities, in particular.

With regard to the start garments and accessories, in addition to the issues and characteristics already taken into consideration by the studies and products described above, also the sensing aspect - which are an integral part of the product - needs to be modelled in order to provide the full functionality required for the development of a full user experience.

This means that ideally we would need to model different body shapes in order to position the sensors, so that the body parameters that need to be monitored are correctly acquired. Also the relative position of sensor and data logger as well and the transmission of the sensed signal to the data logger (WES – Wearable Electronic System) may need to be modelled, so that different positions in the clothing could be tested in order to measure how the quality of the signal is affected. This would allow to test different designs of the smart T-shirt, also changing the position of the data logger, creating different designs that are better suited to different
the sports practised by the students at school and also in sports' teams.

Working with teen-agers the appearance is also very important. The smart T-shirts proposed for the tests performed in December (total black as other designs have proven difficult to get an overall agreement) are produced in stretchable material (which is needed to ensure good contact between the skin and the sensors) that is tight on the body. This makes them of difficult acceptance for people that are overweight and prefer loosely fitting apparels. Given the constraint that the sensors have to be in touch with the skin, using flexible tools to try different designs would help to ensure user acceptance by working with the teens to test different options and validate with them wearability and function.

While there are many open points, and also complex modelling issues, Interactive Virtual Prototyping is a very promising approach to use, also as an engaging technology for the target users that can be involved in co-creation session.

IV. CONCLUSIONS AND FUTURE WORK

The work in the project has involved the target users – students in high schools – since the beginning adopting a user-centred co-design approach. However, traditional methods have been used based in focus groups, trying to abstract general user requirements, which have guided the implementation.

It has to be noted that PEGASO is a wide-ranging project, aiming at a solution of which the wearable sensor system is only a subset. In consideration of the wide scope, the focus groups – though specific to the different elements of the overall solution – in the area of smart clothing and accessories have not been able to provide clear user requirements, taking into consideration the restrictions posed by the sensor system. And indeed the first feedbacks are not very positive, both on the design of the T-shirt (too small, and not useful in a hotter period; the suggestion was for a more summer design) and on the WES, which has to be considered an integral part of the garment – needed for the sensing function but otherwise to be considered as a decorative element (the students indicated that they did not like others to see them using the sensors, which is very visible when lights are on).

The need for a more flexible tool that allows trying different designs and shapes while taking into account the constraints of the sensing system has emerged very strongly from the last tests with the students. Interactive Virtual Prototyping is a promising approach and, although the time limits of the PEGASO project will not allow its full use for the development of the solution that will be tested by the students from June 2016 onward, it can be used in parallel to evaluate alternative designs in view of exploitation of project results.

Further studies in this area will consider fancier types of smart clothes, which are based on, e.g., smart fabrics [9] that can change colour or patterns based on sensed environment or body parameters, including reaction of the fabric to people’s skin. Currently we are considering how emotions can be sensed and reflected in clothes appearance. Work has been already performed in this area [10] and can be used for further development that – with an approach based on the Internet of Things philosophy – allows different wearables to connect and communicate with each other. Smart accessories with embedded communication capabilities and smart fabrics are the future of fashion. Designers and virtual prototyping have a very significant role to play in this development. Together with the further evolution of computer graphics and technologies, the capability of modelling the different aspects is the key research issue to be addressed.
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Abstract—Multimodal medical information processing is currently the epicenter of intense interdisciplinary research, as proper data fusion may lead to more accurate diagnoses. Moreover, multimodality may disambiguate cases of co-morbidity. This paper presents a framework for retrieving, analyzing, and storing medical information as a multilayer graph, an abstract format suitable for data fusion and further processing. At the same time, this paper addresses the need for reliable medical information through co-author graph ranking. A use case pertaining to frailty based on Python and Neo4j serves as an illustration of the proposed framework.
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I. INTRODUCTION

Multimodal medical information processing is a technique for providing improved diagnosis by fusing data from heterogeneous sources. This is especially useful when clinical data are scarce or difficult to obtain. Moreover, multimodal processing may provide a solution to co-morbidity cases, namely in cases where individuals suffer from at least two diseases with overlapping symptoms. As a rule, co-morbidity cases are hard to treat since all symptoms can be mistakenly attributed to only a single disease, complicating thus the cure. For instance, a specific brain anomaly may be attributed by medical practitioners to lesions based on EEG readings but functional neuroimaging may reveal additional brain damage. Medical information processing systems are currently expected to handle a multitude of data forms including, among others, research papers, field reports with raw data, medical images, EEG waveforms, and MEG recordings.

In order to support multimodality, a versatile and generic data structure should be used. The framework proposed in this work relies extensively on multilayer graphs, namely graphs whose labeled edges belong to at least two distinct categories. With the advent of large scale graph processing systems such as Apache Giraph, of graph oriented machine learning tools such as GraphLab, and of graph databases such as Neo4j and GraphDB, there is a plethora of high quality, open source, software tools using graphs as the default storage and query format to select from.

The primary contribution of this work is Perseus. The name is a direct reference to the mythological Hellenic hero Perseus. His main achievement was the direct handling of Medusa, a creature whose hair were deadly snakes. In a very abstract representation, snakes can be drawn as simple edges connecting two vertices. Also, in a liberal interpretation, their venom corresponds to an exceedingly degree of complexity. Perseus is a conceptual framework for retrieving, maintaining, querying, and processing medical data from a number of sources. Perseus is strongly based on the explicit assumption that data as well as their interconnection patterns can be expressed as graphs. To demonstrate the potential of Perseus to be tailored to specific application needs, a use case for the frailty index, a significant health indicator for the elderly, is presented.

The remainder of this paper is organized as follows. In section II the scientific literature regarding multimodal medical information processing is overviewed. Subsequently, in section III Perseus is presented and analyzed. The frailty index use case of section IV illustrates the application of multilayer graphs to medical cases with potential co-morbidity. Finally, in section V future research directions are outlined.

II. PREVIOUS WORK

Fully multimodal information processing systems are a relatively new breakthrough. However, there have been notable recent efforts towards a true multimodal system. In [17] document similarity functions are merged with document ranking. Text mining information from medical documents based on the grammatical structure as well as on field reports and possibly text metadata is outlined in [1] and in [3].

The advent of Semantic Web sparked additional interest in multimodality in gene ontology [5][4] as well as in reasoning whether specific genes are related to a given disease [2][14]. Further momentum was gained with the addition of retrieval methods which are based on medical images [19][17], which allowed more targeted and context aware database search. To the best of the authors knowledge, no medical multimodal data mining system currently exists that relies on a graph database at the back end, although [16] describes a graph database implementation for human gene ontology processing.

III. FRAMEWORK

A. Architecture

In figure 1(a) the Perseus architecture is displayed. It is centered around the controller module, which directs data acquisition from a number of heterogeneous sources through the appropriate interfaces. Data collected can be stored either in their original form or after processing in various databases depending on the operational needs.

Multimodality is ensured by obtaining the appropriate APIs for at least two different types of data sources. Besides
locally available clinical results and articles from open access databases such as PubMed, common sources include medical ontologies, statistical aggregations from organizations like WHO, and biosignal repositories.

Notice that the star architecture, which has a single critical point of failure, combined with the nature of a medical processing system calls for a backup controller which is typically shadowing the main controller and replacing it, should the need arise.

Versatile storage is ensured through multilayer graphs. They have been selected as the primary data structure not only because many significant data sources provide data in a tree or graph format, such as PubMed, but also it facilitates information fusion in a space efficient manner [13]. Additionally, graphs allow the easy information localization as well as the easy composition of a summary based on various sources. Finally, the connectivity patterns of an author-to-author collaboration network and of a document-to-document citation network allow the ranking of both the authors and the articles, serving thus as a quality control mechanism.

IV. USE CASE: FRAILTY INDEX

A. Architecture

As a concrete example of its true multimodal nature, Perseus can be tailored to integrate and maintain information about the frailty index, a major health indicator for the elderly. More formally

**Definition 1:** Frailty is a biological syndrome of decreased reserve and resistance to stressors resulting from cumulative declines across multiple physiological systems and causing vulnerability to adverse outcomes.

With the sharp ageing of population globally, frailty index has risen in significance as a factor of social coherence. Moreover, proper elderly monitoring through frailty index can prevent an array of fatal accidents.

The tailored architecture is illustrated in figure 1(b). It integrates information from a wide range of sources, namely field reports from Web forms, EEG and MEG biosignals, PubMed articles, and medical ontologies which have been explicitly developed for frailty. Notice that data source selection is indicative, as an alternative Perseus implementation might as well include sensor readings from mobile devices or smart homes or results from Rorschach tests. Notice that besides the frailty index, its confidence level can be determined from factors listed in table III.

Algorithm 1 shows the information flow for the frailty index case.

**Algorithm 1** Frailty index information flow

**Require:** Quality criteria list $T$

**Ensure:** Frailty index $I$ is computed

**Ensure:** Confidence level $L$ is computed

1: Collect data from Web forms through NLTK
2: Extract a set of frailty related terms $\{\tau_k\}$
3: for all terms $\tau_k$ through Biopython do
4: Retrieve PubMed documents $\{d_i\}$ containing $\tau_k$
5: if $\{d_i\}$ meets the criteria of $\tau_k$ then
6: Retrieve PubMed popularity scores of $\{d_i\}$
7: end if
8: end for
9: Retrieve EEG and MEG waveforms through MNE
10: while unexplained symptoms remain do
11: Retrieve a frailty ontology $O$ through rdflib
12: if $O$ matches symptoms then
13: Store $O$ in Neo4j
14: end if
15: end while
16: return computed $(I, L)$

Python has been selected as the primary language because of its ability to generate glue code, namely code connecting two or more software components without modifying them. Moreover, there are Python interfaces for each of the other tools.

B. Biopython and Entrez

Entrez is a special purpose, federated search engine designed to provide seamless access across a vast array of medical databases. Currently Entrez APIs have been developed for various programming languages and problem solving environments, most notably the Matlab API, the BioGo package for Go, and the Java Entrez Eclipse API.

Entrez stores PubMed documents as XML trees, facilitating thus lexical analysis. At the same time it renders appealing the use of a graph database for local storage and analysis. Table
TABLE I. PUBMED XML DOCUMENT TAGS.

<table>
<thead>
<tr>
<th>FileHeader</th>
<th>ArticleSet</th>
<th>Article</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal</td>
<td>PublisherName</td>
<td>JournalTitle</td>
</tr>
<tr>
<td>Issn</td>
<td>Volume</td>
<td>Issue</td>
</tr>
<tr>
<td>PubDate</td>
<td>Year</td>
<td>Month</td>
</tr>
<tr>
<td>Season</td>
<td>Day</td>
<td>Replaces</td>
</tr>
<tr>
<td>ArticleTitle</td>
<td>VernacularTitle</td>
<td>FirstPage</td>
</tr>
<tr>
<td>ELocationID</td>
<td>Language</td>
<td>AuthorList</td>
</tr>
<tr>
<td>Author</td>
<td>FirstName</td>
<td>MiddleName</td>
</tr>
<tr>
<td>LastName</td>
<td>Suffix</td>
<td>CollectiveName</td>
</tr>
<tr>
<td>Affiliation</td>
<td>Identifier</td>
<td>GroupList</td>
</tr>
<tr>
<td>Group</td>
<td>GroupName</td>
<td>IndividualName</td>
</tr>
<tr>
<td>PublicationType</td>
<td>ArticleIdList</td>
<td>ArticleId</td>
</tr>
<tr>
<td>History</td>
<td>Abstract</td>
<td>OtherAbstract</td>
</tr>
<tr>
<td>CopyrightInfo</td>
<td>ObjectList</td>
<td>Object</td>
</tr>
<tr>
<td>Param</td>
<td>LastPage</td>
<td></td>
</tr>
</tbody>
</table>

I lists the mandatory and optional tags from the Entrez XML schema.

Each API for Entrez should implement as a minimum functionality methods for searching medical documents based either on ID or on search terms, retrieving document abstracts and bodies, and retrieving relevant articles. Usually methods for text parsing are provided by a number of APIs.

Biopython is a Python open source Entrez API. The most common Biopython methods are listed in table II. Furthermore, Python is heavily employed in the NLP field, mainly because of NLTK, the natural language toolkit. Finally, even if certain Perseus components are written in another language, Python is strongly famed for its so called glue code, namely code that provides connection and communication between different applications or modules of the same application, offering thus a unified view of an otherwise segmented software.

TABLE II. BIOPYTHON FUNCTIONS.

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>efetch</td>
<td>Retrieves records from a list of ids in the user environment for future use</td>
</tr>
<tr>
<td>epost</td>
<td>Posts a file containing a list of ids</td>
</tr>
<tr>
<td>esearch</td>
<td>Searches and retrieves ids and term translations and optionally retains results</td>
</tr>
<tr>
<td>elink</td>
<td>Checks for the existence of an external or Related Articles link in a list of ids</td>
</tr>
<tr>
<td>einfo</td>
<td>Provides field index term counts, last update, and available links for each database</td>
</tr>
<tr>
<td>esummary</td>
<td>Retrieves document summaries</td>
</tr>
<tr>
<td>egquery</td>
<td>Provides Entrez database counts in XML for a single search using Global Query</td>
</tr>
<tr>
<td>espell</td>
<td>Retrieves spelling suggestions</td>
</tr>
<tr>
<td>read</td>
<td>Parses the XML results returned by any of the above functions</td>
</tr>
<tr>
<td>parse</td>
<td>Parses the XML results returned by functions. Appropriate for large files.</td>
</tr>
</tbody>
</table>

C. Neo4j

Since the beginning of the current decade there has been a rising interest in four branches of non-relational databases collectively referred to as NoSQL databases. For a brief NoSQL review see [15].

Neo4j is a major graph database supporting queries to large graphs through either Cypher, an ASCII art high level query language, or through APIs for various programming languages, most notably Python, Scala, and Java. It is also possible to query graphs in Neo4j in SPARQL through suitable extensions. Neo4j is currently open source and it is written mostly in Scala.

Property 1: Neo4j is schemaless.

Property 2: The three operational Neo4j requirements are basic availability, soft state, and eventual consistency collectively known as BASE [15]. Compared to relational ACID requirements, the BASE ones are easier to implement and place less strain on the database system, including fewer data duplications and locks. The downside is that the system does not become immediately consistent.

Property 3: The primary conceptual data model supported by Neo4j and offered to a high level user through Cypher is the property graph [15]. For a review of the graph property model see [7][6].

Neopython is a Python interface for Neo4j which allows the formation of dynamic Cypher queries as Python strings. For this reason, Neopython has been included to the proposed implementation.

D. Document Ranking Criteria

But when a rule is extremely complex, what it is in conformity with it passes for irregular.

(Leibniz)

Building T requires care, as it can easily degrade to a nearly all-reject rule. In fact, as a safety valve in real life situations there should be a component evaluating the effectiveness of T by checking the Perseus null return rate. Significant criteria for T are listed in table III.

TABLE III. DOCUMENT RANKING CRITERIA.

<table>
<thead>
<tr>
<th>Article</th>
<th>PubMed popularity</th>
<th>age</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>citation graph ranking</td>
<td>number of authors</td>
</tr>
<tr>
<td></td>
<td>journal impact factor</td>
<td>acceptance rate</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Content</th>
<th>terminology frequency</th>
<th>keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>attached data</td>
<td>reproducible research</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Authors</th>
<th>co-authorship graphs</th>
<th>research continuity</th>
</tr>
</thead>
</table>

The ranking of the article depends on at least three group of factors. First, the article is ranking as a member of a document collection. This can be achieved by examining any scientific citation graph. Then, the actual article contents contribute to article ranking. Finally, the authors are ranked, for instance from any established research collaboration graph, and their reputation affects article ranking. Research continuity means that the authors should have written other articles on the same subject. Reproducible research means that the data are available along with the publication or in a public Web location, giving thus the opportunity to other research teams to process them.
E. Graph Analytics

Perseus relies heavily on graph analytics in order to perform computations. Specifically Perseus

- ranks authors in co-authorship graphs.
- ranks articles in citation graphs.
- parses PubMed XML documents.
- converts EEG and MEG waveforms as graphs.
- reasons on frailty ontologies.
- derives brain regions of interest.

Graph algorithms for performing the above tasks are listed in Table IV.

<table>
<thead>
<tr>
<th>TABLE IV. HIGHER ORDER GRAPH ANALYTICS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure</td>
</tr>
<tr>
<td>Density</td>
</tr>
<tr>
<td>Bridges</td>
</tr>
<tr>
<td>Triangles</td>
</tr>
<tr>
<td>Euler path</td>
</tr>
<tr>
<td>Connected components</td>
</tr>
<tr>
<td>Total connectivity</td>
</tr>
<tr>
<td>Degree</td>
</tr>
<tr>
<td>Delta</td>
</tr>
<tr>
<td>Centrality (PageRank family)</td>
</tr>
<tr>
<td>PageRank</td>
</tr>
<tr>
<td>Gell point</td>
</tr>
<tr>
<td>Resolvent series</td>
</tr>
<tr>
<td>Katz series</td>
</tr>
<tr>
<td>Community detection</td>
</tr>
<tr>
<td>Newman-Girvan</td>
</tr>
<tr>
<td>Walktrap</td>
</tr>
<tr>
<td>Shortest paths</td>
</tr>
<tr>
<td>Dijkstra</td>
</tr>
<tr>
<td>A* algorithm</td>
</tr>
<tr>
<td>Prim</td>
</tr>
</tbody>
</table>

Common metrics for ranking vertex centrality include PageRank, the eigenvector centrality [7], Gell point centrality [18], as well as resolvent centrality [11]. There have also been developed variants of these algorithms for fuzzy graphs [8]. Vertex set sizes can be estimated with techniques similar to those in [9].

NetworkX is an open access Python module for handling and storing in memory graphs and multilayer graphs. NumPy and SciPy are also Python modules implementing advanced mathematical functions for evaluating graph quantities among others.

F. Frailty Ontologies

Frailty ontologies have been developed in order to describe many of the associated actors, events, and entities. Entities related to frailty include brain activity, psychological indicators, as well as basic physical status indicators such as blood pressure. Actors include the elderly, their family, and medical experts and healthcare personnel in general. Rules to validate the relationship between the entities or to discover new entities have been proposed.

G. MEG and EEG waveforms

MNE is an open access Python tool for processing EEG and MEG readings [12]. These readings can be used to represent and analyze brain activity, which is an important factor in assessing frailty. As both modes collect brain data over a time interval, their readings can be stored in a graph representing a brain map. Moreover, they can be used to build a second graph which represents events of interest. These events can be correlated with machine learning methods such as sparse neural networks [10] to events stored in frailty ontologies, facilitating brain activity abnormalities.

V. Future Work

This work can be expanded in a number of ways. A current trend in nearly every retrieval and data mining problem is that of multimodality, namely the combination of heterogeneous information in order to maximize the effectiveness of retrieval procedures. In the particular setting of medical retrieval multimodality translates to boosting text based retrieval with knowledge derived from other sources of medical data such as neuroimaging, EEG, or health statistics. In fact, since both neuroimaging and EEG data can be represented as graphs, they can be expected to be easily incorporated to Perseus.

Another research direction is medical multilingual information retrieval. There are many non-English public medical databases from where significant knowledge can be drawn, facilitating thus cooperation between researchers and allowing better coordination between field teams and practitioners. Moreover, multilingual retrieval allows quicker international response to severe disease outbreaks as incidents as well as potentially related symptoms recorded in non-English medical databases can be retrieved on behalf of an English speaking practitioner without prior translation. Additionally, advanced text semantic analysis can locate specific points of interest or data for such a user and even selectively translate part of the retrieved documents. As a caveat though, term polysemy can be aggravated within a multilingual context, as the same term can have different meanings in different languages.
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Abstract—Behaviours such as diet, sedentariness and how much exercise we do play a major role in influencing health and wellbeing. As a medium, mobile serious games have the potential to educate and foster behaviour change whilst engaging and motivating users. This paper illustrates the user-centred design approach used to develop a mobile serious game to promote healthy lifestyles. In particular, this research, developed in the frame of the PEGASO European project, focuses on teenagers and healthy behaviours linked to the prevention of obesity. In this approach, teenagers from different European countries (Italy, Spain, and United Kingdom) participate to the co-design of the serious game. This activity is still ongoing but first findings show encouraging feedback concerning the generic game mechanics and the designed game.
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I. INTRODUCTION

Making healthy lifestyle choices in terms of diet, physical activity levels and in avoiding unhealthy behaviours such as smoking have the potential to dramatically impact an individual's mental and physical well-being. For this reason, a number of interventions have already been designed and implemented to avoid the wide range of negative outcomes of poor habits and encourage individuals to maintain healthier behaviours. However, one of the main restrictions to the effectiveness of these interventions is a lack of motivation, alongside a lack of time and difficulties in accessing sufficient proportions of the target group [1][2]. These issues, along with a rise in the accessibility of technology, have encouraged the implementation of game-based interventions, which incorporate all the benefits of interventions delivered remotely but with the added advantages of greater enjoyment and in-built intrinsic motivation [3][4].

A number of serious games aimed at improving lifestyle choices in young people have been developed, many of which have reported significant improvements in behaviour change. While likely to be at least partially due to publication bias against studies reporting non-significant findings, it is still noteworthy that only very few studies report a lack of change following game-based interventions (e.g., [5][6]). This highlights the strong potential for positive outcomes in terms of health-related behaviour change.

The PEGASO European project aims at fostering healthy habits concerning physical activity, sedentariness and healthy nutrition in teenagers through a PEGASO ecosystem, composed of different elements and approaches, among which also a serious game for mobile platforms. In particular, PEGASO focuses its behaviour change approach on specifics target healthy behaviours. Target behaviours are those behaviours, pertaining to nutrition, physical activity, sedentary behaviours and sleeping habits, which have been recognised to have impact on overweight/obesity prevention, and are amenable to be changed. It is important to highlight, that each user of the PEGASO platform will focus on one specific target behaviour at a time.

In the next section, Section 2, we motivate the use of serious games as means for healthy lifestyle interventions presenting the state of the art in this field. In Section 3, we present and schematise the approach that we are following to design the PEGASO serious game. Section 4 discusses the first results that we have achieved testing the game with teenagers in three different countries in Europe (Italy, Spain, United Kingdom). Finally, Section 5 concludes this paper highlighting the future work.

II. RELATED WORK

One of the main arguments for the use of serious games over more traditional methods or interventions is how ubiquitous and familiar technology is for young people,
making game-based delivery a comfortable and potentially enjoyable situation [7]. Learning through play encourages faster, more implicit learning [8], and digital games in particular have been argued to be especially motivating, encouraging a greater level of engagement than other activities [9]. Digital games are also enjoyed by a large number of young people, and this expectation of enjoyment can be capitalised in educational contexts; while children may not be interested in participating in traditional interventions, digital games are still seen as a fun activity, and they therefore enter the intervention expecting to enjoy it [10]. As a consequence, in the correct contexts, serious games can prove an ideal medium for the delivery of educational material.

Previous research into game-based interventions in relation to healthy lifestyle adoption also demonstrates this to be largely successful (albeit in relation to different kinds of measures). While the effect sizes tended to be small, they are comparable to other non-game, computer-based interventions (e.g., [11][12]). Moreover, DeSmet et al. [13] argue that coupled with the increased intrinsic motivation inherent serious games compared to other computer based methods, as well as the greater levels of interactivity and visual interest, games may be a better medium. This is in line with other assertions that as long as the games present adequate challenge, participants are willing to spend more time on them than they would on traditional learning methods [14][15].

However, it also worth noting that all reviews on the topic of game based interventions and interventions for health-related behaviours agree that the existing literature base is incredibly diverse in terms of target demographics, game formats and outcome measures, making overall conclusions very difficult [16-28]. Furthermore, a lack of information in many of the articles reviewed regarding game characteristics make it difficult to pin-point what elements are especially effective or successful [29].

III. PEGASO GAME DESIGN

The design of the PEGASO serious game has been structured according to eight different iterative phases of design/development and test. These phases are fundamental steps of a unique iterative process that follows the user-centred design approach. Indeed, in user-centred design, “development proceeds with the user as the centre of focus” [30]. Every phase is performed involving the user many times. The analysis, design and development phases are performed rapidly in order to provide first prototypes to test with actual users in order to understand what is appreciated and what can be improved. Then, the whole process is performed again and again to converge towards the optimal solution. This approach allows responding better to the users’ needs and desires in order to increase the acceptance of the final product.

In PEGASO, the test phases involving users are divided in three short time duration pre-pilots (from one day to two weeks) and one final pilot of about six months.

PEGASO Game design – Iterations:

- Phase 0: User requirements
- Phase 1: First design iteration
- Phase 2: Game acceptability and preliminary usability tests (first pre-pilot)
- Phase 3: Serious game first prototype
- Phase 4: Game mechanics and usability II tests (second pre-pilot)
- Phase 5: Design Iteration and Integration in the PEGASO Companion
- Phase 6: Integrated game test (third pre-pilot)
- Phase 7: Pilot version development
- Phase 8: Pilot study

The full process will take 3 and half years. At the time of writing this paper the “pre-pilot 2” phase is still on-going.

A. Phase 0: User Requirements

The first step before the actual development of the game was aimed at determining the game typologies that are attractive for the target population as long as their knowledge in the domains related to the PEGASO project (healthy habits concerning physical activity, sedentariness and nutrition). Therefore, we conducted a review of the current literature, examining existing game-based interventions to make a list of the evidences that can enable interventions for lifestyle change; a summary of this analysis can be found in [31].

B. Phase 1: First Design Iteration

Behaviour change interventions have been designed in PEGASO following the COM-B model and the Behaviour Change Wheel (BCW) framework [32]. The COM-B model of behaviour is a powerful model to understand behaviour. This model has the great capability of taking into account the context in which a behaviour is taking place and is particularly valuable for PEGASO because it can be used as a starting point for intervention design. On the other hand, the Behaviour Change Wheel (BCW) is a complementary framework (synthesis of 19 frameworks to classify interventions), based on COM-B, facilitating the design of interventions for behaviour change. BCW is a generic framework and can be adapted to different behaviours: the PEGASO target behaviours. Therefore, the goal of this first phase of design was to conceive key game mechanics starting from the requirements defined by the PEGASO objectives and the preliminary study phase to foster behaviour change through the guidelines of behaviour change models. In addition, the serious game has specific objectives within the PEGASO ecosystem: 1) Convey educational material; 2) Keep teenagers engaged in the whole PEGASO ecosystem; 3) Foster healthy habits.

These elements have brought to the design of several game mechanics. In this paper, we present two core game mechanics that are the most specific within the PEGASO project. The first game mechanic is called “research benefits”. Since a major learning outcome of PEGASO is to provide teenagers knowledge about food and aliment we designed an ad hoc mini-game. In this game, food items found in the game have to be combined in order to benefit the character. However, in order to be effective for the game, the combination should be achieved taking into account the
real nutritional parameters of the food item (which are shown to the user). In this way, the user is implicitly learning the composition of the different aliments. The second mechanic concerns the “energy” bar. Playing the game, the player makes use of and consumes “energy”. Without energy some of the character abilities are weakened or disabled. Whilst the user will still be able to continue to play and complete tasks that allow her/him to gain nutritional knowledge. While the character energy is depleted within the game, it is replenished by the behaviours of the user in real world. In particular, more the user behaves close to her/his target behaviour more energy is available to the character in the game. It is important to highlight that the energy game mechanic overcomes the boundaries of the serious games since it needs the integration in the PEGASO ecosystem in order to assess the user activities.

C. Phase 2: Game acceptability and preliminary usability tests

This pre-pilot phase has taken place in three countries: Italy (Lombardy region), Spain (Catalonia region), and UK (England). The teenagers were provided of first mock-ups of the game and have to evaluate the game acceptability and usability. Users had to consider that the game will be developed for a mobile platform.

The results of this phase are reported and explained with more details in [33], in this article we highlight the more interesting findings that had an important impact on the game design and development.

- The teenagers liked the idea that activities in real life will have impact in the game (to spend energy in real life means to gain more energy in the game). They suggested that activities in real life should not be limited to physical activities and exercises but, for instances, calculating their resting and sleeping hours may be reflected in the energy bar as well.
- Both male and females teenagers stated that the zombie theme is appealing. Demonstrating that there is not no clear gender differences for game themes that are typically associated to a male audience.
- Nevertheless, a cartoonish version is slightly preferred if compared to a realistic one (Spanish teenagers are a little exception on that). This allows the game to have a funnier and more casual look to balance the darker atmosphere suggested by the theme.

D. Phase 3: Serious Game First Prototype

The goal of this development and more technical phase is to transform the mock-ups in first functioning and playable applications for mobile platforms (Android OS) taking into account the remarks of the teenagers obtained during phase 2. Figure 1 shows some screenshots of the serious game as developed during this phase: the start-up screen (top); the main character seeing a food item container to be used in the “research” mini-game (middle); during the night the character is attacked by zombies (bottom).

Main outcome: a first, playable prototype of the game available for Android platform. At this phase, the game is a stand-alone application partially integrated in the PEGASO ecosystem.

E. Phase 4: Game Mechanics and Usability II Test

At the time of the writing of this paper, this phase is currently on-going. Four countries are involved in the participation to this phase: Italy, Spain, England and Scotland. The results presented here below are related to 10 Italian teenagers (5 girls and 5 boys). Main results:

- Teenagers involved in the study suggested that the possibility of interacting with peers for collaborative or competitive purposes would enhance the engagement toward the game.
- Rather than multiple characters, it would be interesting to have the possibility to customise the main character.
- Having a more varied environment will facilitate the use of the application over a long period of time.

F. Phase 5: Design Iteration and Integration in the PEGASO Companion

The PEGASO Companion [34] is the Android app that will encompass all the PEGASO services (see Figure 2). The main outcome of this phase will be the integration of the serious game in the PEGASO ecosystem and the PEGASO Companion as well as the integration of the most relevant features demanded by the users in the previous phase. Via this integration it will be possible for the PEGASO user to test the "energy” game mechanic that requires the whole PEGASO ecosystem in order to work.

Expected main outcome: The integration of the serious game within the PEGASO Companion and the related apps.

Figure 1. Screenshots from the PEGASO serious game.
In this way, it will be possible to present to the testers the whole PEGASO ecosystem as a unique and integrated environment and evaluate the user experience in the whole PEGASO.

G. Phase 6: Integrated Game Test

In this phase, the user will test the serious game integrated in the whole PEGASO system. The integration in the PEGASO echo-system will allow the user to test different mechanics that would be impossible to evaluate otherwise. For instance, the users will have the possibility to see how their activities in the real world can affect the game and provide a first feedback about the global motivational mechanisms. Additionally, the expected results will address integrations issues and the usability of the PEGASO platform as a unique entity.

H. Phase 7: Preparation for the Pilot

This last design and development phase will be mainly centred on the release of the serious game stable version. It means that this phase will focus on creating mechanisms, contents and procedural solutions that should guarantee the game a life span covering the 6 months duration of the final pilot. Such solutions have to motivate the users to come back playing the game and, at the same time, to stay engaged with the whole PEGASO system.

I. Phase 8: Final Pilot

The final pilot will include about 300 teenagers coming from the same four regions (Italy, Spain, England, and Scotland) for a duration of more than 6 months. Via this pilot, we will estimate the impact of the serious game (and the whole PEGASO ecosystem) on the user behaviours and habits in the medium-long terms.

IV. Preliminary Results

At the time of the writing of this paper, our work is currently between phases 4 and 5 (Figure 3 shows some of the users testing the serious game during the phase 4). Currently, the overall design of the game situates the player’s character in a modern city (as depicted in Figure 1), where the player must scavenge for food resources during the day and combine them to obtain abilities which she can use to combat waves of creatures that appear during the night.

The backbone of this idea has been already introduced to teenagers during the first pre-pilot in the Italy (n=10), Spain (n=18) and England (n=16) as mock-ups. The activities consisted in focus groups during which the main planned game mechanics and aesthetics of the design were discussed. As we detail in [33], the first results positively evaluated the acceptability of a mock-up prototype and aesthetical options. At the same time, we collected valuable feedback about usability and suitable improvements.

On the other hand, during the second pre-pilot, we provided a functioning alpha version of the serious game as standalone mobile application (not integrated with the PEGASO Companion and the other apps in the PEGASO ecosystem). Currently, only the data from Italian pilot site are available (n=10, 5 females and 5 males, all aged 15-17 years old). In particular, the aim of the second pre-pilot iteration about the PEGASO serious game is:

- Testing the core game play mechanics (exploring the virtual world and finding food, fighting, unlocking benefits);
- Evaluating the usability of the first prototype.

Together with a couple of questionnaires (SUS [35] and a custom questionnaire), it was decided to conduct a focus group to find out participants’ views and overall impressions about the PEGASO serious game.

About the game play mechanics, teenagers provided valuable feedback highlighting the strengths and making suggestions for possible improvements (e.g., add a tutorial the first time that the mini-game about nutrition is played, or make the fight against the enemies more challenging). Similarly, about the game usability they provided suggestions about improvement in the control system and the
feedback to the player. Other suggestions were related to the importance of avatar customisation and the possibility to have a competitive or collaborative game modality with the possibility of playing together with friends. The game needs to be varied if have to keep players engaged.

Although the limited findings from this focus group needs to be validated with the results coming from the other focus groups in the other 3 regions (i.e., Catalonia, England and Scotland), globally, these first results show encouraging feedback concerning the generic game mechanics and the game. In particular, the “energy” game mechanic was highly appreciated. At the same time weak points have been highlighted in order to guide future developments. Comparison with testers in the other countries will also allow highlighting possible cultural differences.

V. CONCLUSION AND FUTURE WORK

This paper presents the iterative approach we are using for designing a serious game in the frame of the on-going PEGASO European project. The goal of this serious game is to convey educational contents, foster healthy habits and keep teenagers engaged in the whole PEGASO ecosystem.

The design process that we adopted is user-centred and consists in 8 phases alternating design/development with tests and evaluations with users. In particular, the design steps involving users consist in three short pre-pilots (from 1 day to 2 weeks) and a six-month pilot study.

Currently, we have realised a first functioning prototype of the serious game and tests are ongoing in Italy, Spain and UK (England and Scotland sites). Whilst now working as a standalone app, the future work consists in integrate the serious game inside the PEGASO ecosystem and evaluate its impact as tool for behaviour change. In particular, our research will focus on the effect on motivation and engagement derived from linking user’s behaviours in the real world with rewards and features in the game world.
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I. INTRODUCTION

The SMARTA project (acronym for the Italian title “Sistema di Monitoraggio Ambientale con Rete di sensori e Telemonitoraggio indossabile a supporto di servizi di salute, prevenzione e sicurezza per l’Active Aging”, i.e., Environmental Monitoring System through a sensors network and wearable tele-monitoring to support health, prevention and security services for Active Aging) explored the validation and exploitation of innovative technologies about future healthcare services dedicated to elderly for Ambient Assisted Living and for a more accurate, personalized and widespread management of geriatric pathologies. In fact, two billion people will be aged 60 and older by 2050 [1]. This represents both challenges and opportunities. Older people make important contributions to society as family members, volunteers and as active participants in the workforce. The wisdom they have gained through life experience makes them a vital social resource. However, along with these benefits come special health challenges for the 21st century. It is important to prepare health providers and societies to meet the specific needs of older populations [2]. This includes: (1) training for health professionals on old-age care, (2) preventing and managing age-associated chronic diseases, (3) designing sustainable policies on long-term and palliative care, and (4) developing age-friendly services and settings.

In this perspective, the SMARTA project aims at developing and testing a system integrating personal and environmental sensors for the realization of healthcare services for monitoring vital signs, sudden adverse events like falls, promoting exercise and active lifestyle, communicating with caregivers, offering safety services at home (e.g., intrusion detection).

The SMARTA system can be classified into the category of Personal Health Systems (PHS): introduced in late 1990s, they are a recent concept as devices and integrated solutions offering distributed health services by exploiting the innovation in science and technology such as the biomedical, micro- and nano-technologies, and the innovation in the Information and Communication Technologies (ICT). In this specific application, PHS empower elderly in their health management together with supporting their safe home living thanks to continuous monitoring of health related signals and parameters, integrated home automation controls and a web-based assistance. In fact, PHS are empowering systems because they have been designed to place the individual citizen/patient in the center of the healthcare delivery process. They allow citizens/patients to have more awareness and responsibility in managing their own health, and they support the interaction with care providers whenever is necessary.

Among PHS, Wearable Biomedical Systems (WBS) are a specific category and they can be defined as integrated systems on a wearable platform (in the sense of clothing or devices attachable to the human body) and can offer solutions for continuous monitoring by measuring non-invasive biomedical, biochemical and physical parameters. Continuous monitoring with early detection of anomalies has likely the potential to provide patients with an increased level of confidence, which in turn may improve the quality of life. If WBS are an ideal platform for multi-parametric non-intrusive monitoring of health status, their user acceptance and reliability have been investigated in research but rarely in a real scenario. In the frame of the SMARTA project, a deployment of the system into real life has been tested: this activity was approved by Fondazione Don Gnocchi ethical
committee and subjects provided and signed the corresponding informed consent. This paper presents the results of the reliability and user compliance. In section II, the SMARTA system is generally described and the setup of the validation test is presented.

Section III introduces the results obtained during the experimental phase, according to overall reliability, wearable ECG reliability and usability, and fall detection system reliability and acceptance. In Section IV, the conclusions of this experimentation are drawn.

Figure 1. The diagram of the SMARTA system architecture.

II. MATERIALS AND METHODS

The SMARTA system is the result of the integration of different components developed by the partners of the project. These parts correspond to specific functions of the overall system and are placed on different levels:

- monitoring of vital signs and lifestyle (e.g., no. of steps inside the house/environment);
- supporting the adoption of active lifestyles (e.g., performance monitoring of motor and physiological fitness exercises/prevention) and/or rehabilitation (exercises driven through video and the system is able to record the performance and movements);
- safety system environment (detection of falls, intrusion detection through detection of footsteps on the floor);
- communication with caregivers for continuous assessment and follow up.

These systems send data to a body/home gateway that redirects them to a center which concentrates the data and implements the above services (figure 1). The biomedical monitoring system is composed by wearable and non-wearable sensors. The considered sensors are: pulse-oximeter, glucometer, sphygmomanometer, thermometer, weighting scale, garment provided with sensors for ECG, fall detectors. The system was settled up at the Smart Home of the “IRCCS S.Maria Nascente” Center, Fondazione Don Gnocchi.

The objectives of the test of the SMARTA system were the following ones. The main goal was the evaluation of the technical reliability of the prototype system in terms of:

- correct recognition and processing of the signals collected through the various system components;
- proper display/data management in the medical record;
- suitable provision or communication to the subject of information related to measures/alarms through the dedicated interface.

This first testing phase was carried out on 10 healthy subjects. Whenever the technical reliability was good, the second set of evaluations was related to the procedure compliance, system usability and acceptance by the different endusers; in particular, the following elements were considered:

- simulation of the real applicability of the SMARTA system, through usability tests carried out in a controlled home environment;
- assessment of the perception of the SMARTA system in terms of patient’s utility, usability, acceptability and attractiveness;
- evaluation of the perception of the SMARTA system in terms of caregiver’s usefulness, usability, acceptability and attractiveness.

Thirteen elderly subjects (mean age 66.5 years) affected by cardiology pathologies were recruited in this second testing phase.
For each trial, a dedicated testing protocol and the related methodology for measuring the proper outcomes and related indexes were defined. This paper is focused on the outcome for (1) the overall system, (2) the wearable monitoring system, and (3) the ground monitoring system.

III. RESULTS AND DISCUSSION

A. Overall SMARTA system reliability

The first phase of testing revealed that the SMARTA system has some improvement fields in term of technological stability. In fact, some failed measurements are still present in the system (Table I).

<table>
<thead>
<tr>
<th>Reliability</th>
<th>GUI</th>
<th>Measured parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% passed</td>
<td>T</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>65%</td>
</tr>
</tbody>
</table>

Parameter legend: T = temperature, W = Weight, AP = Arterial Pressure, SpO2 = Saturation of Peripheral Oxygen, Gl = glycaemia, ECG = ElectroCardioGram, TS = Tinetti Score.

In particular, the user interface (GUI) is the most stable component (100% of positive results) while during the measurement of the physiological parameters a 30-35% of failed test are shown. These problems were due to some intercommunication bugs distributed in the different hierarchical levels of the system. This test highlighted the need for a further step of tuning to increase the stability and the reliability of the system, even if the performance is generally encouraging.

The system underwent the judgement of thirteen patients in terms of utility (Figure 2), usability (Figure 3), and acceptance (Figure 4). A set of subjective assessment was administered through a dedicated questionnaire to the recruited subjects (Table II). The Likert scale with 7 values (from -3 = fully disagree, to 0 = neutral, up to +3 = fully agree) was chosen for ranking the subjective evaluations.

<table>
<thead>
<tr>
<th>Parameter/ question no.</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utility</td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>Better health status monitoring</td>
</tr>
<tr>
<td>Q2</td>
<td>Increased safety at home</td>
</tr>
<tr>
<td>Q3</td>
<td>Reduced stress from continuous medical visits</td>
</tr>
<tr>
<td>Acceptance</td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>Patient privacy compliance</td>
</tr>
<tr>
<td>Q2</td>
<td>Comfort of wearable sensors</td>
</tr>
<tr>
<td>Q3</td>
<td>Easy to use system</td>
</tr>
<tr>
<td>Usability</td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>Clarity and immediate understanding of the SMARTA GUI</td>
</tr>
<tr>
<td>Q2</td>
<td>Pleasantness of the SMARTA GUI</td>
</tr>
<tr>
<td>Q3</td>
<td>Interest in SMARTA system adoption</td>
</tr>
</tbody>
</table>

A similar assessment was carried out on the clinical operators that used the system. A set of subjective assessment was administered through another dedicated questionnaire to the four recruited subjects. The three investigated aspects were utility, acceptance, and usability according to the...
following questions/factors (Table III); the results (Likert scale) are summarized in Table IV.

TABLE III. SMARTA RELIABILITY ANALYSIS - CAREGIVERS

<table>
<thead>
<tr>
<th>Parameter/question no.</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utility</td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>Reduction of visit number</td>
</tr>
<tr>
<td>Q2</td>
<td>Continuous monitoring</td>
</tr>
<tr>
<td>Q3</td>
<td>Efficacy of recorded clinical parameters in the personal healthcare folder</td>
</tr>
<tr>
<td>Acceptance</td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>Patient privacy compliance</td>
</tr>
<tr>
<td>Q2</td>
<td>Easy training to use the system</td>
</tr>
<tr>
<td>Q3</td>
<td>Technical appropriateness and reliability of the SMARTA system</td>
</tr>
<tr>
<td>Usability</td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>Clarity of personal healthcare folder consultation</td>
</tr>
<tr>
<td>Q2</td>
<td>Clarity of personal healthcare folder setup and management</td>
</tr>
<tr>
<td>Q3</td>
<td>Interest in SMARTA system adoption</td>
</tr>
</tbody>
</table>

The results show that the prototype of the SMARTA system has been highly appreciated by its potential users (both patients and clinicians) due to its potential in terms of improving home care and simultaneous decrease of the workload of caregivers.

Patients consider the interface clear and effective, but further developments should include the implementation of the feedback alarm relating to home automation. Also the management of measurements can be optimized in terms of questions and confirmations to the end-users.

Instead, the dedicated interface to clinical services (medical records), should be partially revised to match more effectively the needs of the operators. Further developments should include a general revision of the GUI and, in particular, an improved version of the management of the patient profile (profile creation and management of custom settings) and of the visualization of the results of the ECG (the track is neither readable nor understandable by patient and their relatives as end-users).

B. Wearable ECG system reliability and usability

The wearable system was a system for non-intrusive monitoring of one ECG lead and trunk actigraphy. The ECG signal is acquired at a sample frequency \( f_s = 256 \text{ Hz} \) with 24 bit resolution. The raw signal and the processed data are stored in an internal flash memory then downloaded through Bluetooth connection. The same device has also a three axes accelerometer used for wearable fall detection. Wearable solutions include two sensing components to be used with the same hardware device for ECG recording and transmission: an adhesive patch embedding the standard silver/silver chloride electrodes, and a garment provided with sensors (a t-shirt for the male patients and a belt for the female subjects as shown in Figure 5). These second elements embed conductive yarns to implement textile electrodes. Being not adhesive but simply adopting the t-shirt/belt elasticity to keep the sensors adhering to the skin and to minimize the skin motion artefacts. Specific attention has been paid to their design and the choice of materials.

![Figure 5. Wearable components of the SMARTA system (the patch, the t-shirt, the belt) and an example of acquired signal.](image)

Preliminary design validation was related to recorded ECG tracks quality compared to the actual one. This analysis demonstrated the clinical suitability of the proposed system. Both solutions provided clinical quality ECG tracks. The validation tests showed also that the sensing patch was preferred for its simplicity in putting it on, while the belt and the t-shirt required more demanding operations. Despite this aspect, prolonged t-shirt or belt wearing was comfortable and did not provoked any skin irritation effect, while adhesive patches usually do. No such tests on the SMARTA patches were carried out during this validation phase.

C. Ground fall detection system reliability and usability

The ground fall detection was set-up with tri-axial MEMS accelerometers [3] located on the ground. The signals were acquired by a Raspberry PI based system and it was analyzed in real time by extracting the RMS and the maximum values of the waveform. An example of the vibration time history is shown in Figure 6.

The vibration measured by the accelerometers was used to estimate if the event can be related to a fall or if it is due to the
daily-life activities. The dependence between the measured acceleration and the force generated by the impact was quantified with the ground apparent mass, that was identified with preliminary experiments not described in this work.

The procedure for the fall identification is based on the data fusion at feature level as in [4]. To date, there were no falls and consequently it was not possible to validate the fall detection system. However, results showed that the system are useful to identify the human activities (between 11 and 18.30 in Figure 6) from the period where there was no activity in the room (after 18.30). The vibration spectra evidenced that there were no dominant frequency components up to 50 Hz, coherently with what was evidenced in other kinds of building at the ground floor.

![Figure 6. Vibration measured on the floor during the system usability tests.](image)

Experiments performed in laboratory conditions evidenced that the simultaneous use of at least three accelerometers located on the ground allows identifying the position of the event that generated the vibration. The detection is based on a particular triangulation method that uses the wavelet transform to localize the source position; in our case, the triangulation was not effective given the limited bandwidth of the system. The validation of the source localization procedure is deserved to forthcoming studies.

### IV. Conclusions

The SMARTA system demonstrated not only a good technical reliability but also a more than positive usability and acceptance judgement by the end-users. This is a key point for its deployment into real applications. In parallel, the residual problems of communication between the various hierarchical levels of the system, which in particular cases may introduce errors into the proper recording and data storage, were solved and now the robustness of the system ensures its applicability to the patient's home. About the sensors, further developments should be designed with respect to the design and ergonomics of the sensor-shirt and belt to facilitate their use in full autonomy. In doing so, the exploitation of the SMARTA system will aim to bring benefits to citizens and health authorities alike: first, by improving the quality of care for the individuals themselves; second, by containing the rising healthcare costs through the proper and efficient use of technological capabilities.
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