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The Seventeenth International Conference on Information, Process, and Knowledge Management

(eKNOW 2025), held between May 18th, 2025, and May 22nd, 2025, in Nice, France, continued a series of

events covering the complexity of the current systems, the diversity of the data, and the challenges for

mental representation and understanding of environmental structure and behavior.

Capturing, representing, and manipulating knowledge was and still is a fascinating and extremely

useful challenge from both a theoretical and practical perspective. Using validated knowledge for

information and process management and for decision support mechanisms raised a series of questions

the eKNOW 2025 conference was aimed at.

The event provided a forum where researchers were able to present recent research results and new

research problems and directions related to them. The topics covered aspects from knowledge

fundamentals to more specialized topics such as process analysis and modeling, management systems,

semantics processing and ontology.

We take here the opportunity to warmly thank all the members of the eKNOW 2025 technical

program committee, as well as all the reviewers. The creation of such a high-quality conference program

would not have been possible without their involvement. We also kindly thank all the authors who

dedicated much of their time and effort to contribute to eKNOW 2025. We truly believe that, thanks to

all these efforts, the final conference program consisted of top-quality contributions. We also thank the

members of the eKNOW 2025 organizing committee for their help in handling the logistics of this event.

We hope that eKNOW 2025 was a successful international forum for the exchange of ideas and

results between academia and industry for the promotion of progress in the field of information,

process, and knowledge management.
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Heuristic Search Using Language Models and Reinforcement Learning

Carolina Carvalho , and Paulo Quaresma
Department of Computer Science

University of Évora Évora, Portugal
e-mail: carolina.rcxc@gmail.com|pq@uevora.pt

Abstract—This article extends the applicability domain of
language models to problems where candidate solutions can
be expressed as an encoded integer sequence. Considering this
sequence, language models can operate in the neural machine
translation setting and leverage their optimization power for
heuristic search techniques. Reinforcement Learning (RL) is ap-
plied to Language Models (LM), regardless of whether character-
level or word-level models are used as a basis. To stabilize the
learning, several approaches are explored, including functional
and architectural decoupling. The framework is then applied
to two combinatorial problems, namely the Traveling Salesman
Problem benchmark and Neural Architecture Search, which is
used to generate a hierarchical (tree-based) text classifier where
the blocks are inspired by the InceptionV1 architecture. The
decoupling results are the main contribution of this paper, easing
the RL and LM stabilization requirements while expanding the
resolution domain beyond Markov Decision Processes to non-
causal normative heuristic problems, such as Neural Architecture
Search (NAS).

Keywords-Heuristic Optimization; Reinforcement Leaning; Lan-
guage Model; Task Semantic Segmentation; Artificial Neural
Network.

I. INTRODUCTION

Regarding the Natural Language Processing domain, the
auto-encoder Language Models are typically trained on a large
corpus. To evaluate the language model, the pretrained en-
coder, along with a custom decoder tailored to the downstream
task, is then fine-tuned to address the specific task. The en-
coder part of the language model retains knowledge and maps
semantics to a reduced latent dimension. This learned mapping
keeps, in the encoder’s weights, general type features, such as
how to speak a language. This work explores the language
model’s encoder capability to retain the semantics of other
problems beyond merely speaking a language. Additionally,
the generative capability of language models is examined.

There are instances where the intention is to model the
dataset’s probability density function rather than the data itself;
for example, in generative models, the goal is to generate data
similar to the dataset. To achieve this objective, variational
models come into play, specifically Variational Auto-Encoders
(VAE) [1]–[11] and Generative Adversarial Network (GAN)
architectures [12]–[18]. The GAN architectures use a Genera-
tor and a Discriminator network and employ min-max training.
During training, the generator network produces data samples
of better quality at each time step to trick the discriminator,
which learns to distinguish real data from fake data generated
by the Generator network. In this manner, both networks
engaged in min-max training learn to perform their respective
tasks. The Generator produces more realistic data samples as

the Discriminator becomes increasingly difficult to deceive.
In terms of VAEs, these models approximate the dataset’s
probability density function by modeling its parameters [19]
or by assigning an odds to each output [20], generating
data from the random variable where each output holds the
model’s estimated odds. The resulting binary text classifier
positioning of a dataset, this work posits that any problem for
which the solutions can be encoded in an integer sequence
can also be addressed in a generative manner. It is essential
to assert that the optimization goal is expressible through a
heuristic function, akin to the fitness function in the context
of Genetic Algorithms (GAs) [21]–[30]. Heuristic search using
Language Models suffers from a lack of exploration due to
the well-known difficulty of stabilizing complex neural models
when trained using Reinforcement Learning. Traditional issues
include training convergence and subsequent hyperparameter
tuning. Furthermore, RL is usually applied sequentially to
causal problems. This paper proposes decoupling-based RL
training techniques and network architecture design principles
that enable the application of RL to new problem types, as
well as the incorporation of Language Models’ feature capture
capabilities to address problems beyond linguistic ones. Con-
sidering the sequence encoding of the candidate solutions gen-
erated by the language model, an ontology must be defined to
encode and serialize the candidates, allowing the architectures
to generate data structures and refine them during training,
similar to a GAN training setting. In contrast to traditional
Heuristic Search methods, where the candidate solution can be
an array of various degrees of freedom in the problem (e.g.,
variables in a multivariate optimization problem), language
models can capture the data structure or ontology with the
help of special characters. These characters are used in the
sequence encoding, signaling the evaluation methodology to
build and assess a diversity of data structures. This capability
is referred to in this paper as Semantic Encoding. It is applied
to the Neural Architecture Search downstream problem. The
rest of this paper is organized as follows: II. Related Work,
III. Semantic Encoding, IV. Proposed Architectures, V. Rein-
forcement Learning as a Search Methodology, VI. Decoupled
Asynchronous Advantage Actor-Critic, VII. Decoupled Soft
Q-Learning, VIII. Decoupling’s Mathematical Formalization,
IX. Proposed Training Formulation, X. Accessed Problems,
XI. Results, XII. Error Analysis. Finally, the paper concludes
with XIII. Conclusions and Future Work.

1Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-272-2
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II. RELATED WORK

The proposed heuristic search relates mainly to evolutionary
algorithms, such as Genetic Algorithms. The adopted models
are neural Language Models, and the training is based on Re-
inforcement Learning. In this section, all the aforementioned
methods are detailed. Evolutionary algorithms can be seen
as heuristic search engines in the sense that they generate
candidate solutions, which are evaluated on the fly using a
heuristic function, such as the fitness function in the case
of Genetic Algorithms. Neural Language Models (LMs) are
used for language modeling [31]–[38]. They learn meaningful
features from text data through embedding generation tech-
niques. When an LM is used in the context of Neural Machine
Translation [36], [39]–[44], LMs can be viewed as generative
models because they generate tokens that, when decoded, are
words in the target language domain. This problem can be gen-
eralized into a Sequence2Sequence problem when considering
the same language model architecture generating a sequence
with a different semantic encoding than target language tokens,
always restricted to a differentiable loss function. Neural
Machine Translation (NMT) architectures are generative by
nature because they produce tokens in the model’s target
language, although their training typically requires a differen-
tiable loss function that might not accurately express the train-
ing goals. The same occurs in NAS tasks, where the primary
objective is to increasingly enhance the candidate network’s
performance metric. In [45], a Recurrent Neural Network
(RNN) is trained using Reinforcement Learning (RL) with the
candidate network’s performance almost directly serving as the
reward function, employing various techniques to reduce the
training’s variance and facilitate learning through the described
method. To relax the differentiable metric constraint, a new
type of training is necessary; this is where Reinforcement
Learning (RL) becomes relevant. RL techniques are primarily
based on Markov Decision Processes (MDPs). Several training
approaches attempt to optimize non-differentiable metrics in
a deep model, such as surrogate losses [46], minimum risk
training [47], and reinforcement learning [45]. All these train-
ing methodologies have their limitations: surrogate losses and
reinforcement learning are difficult to stabilize, and minimum
risk training is too computationally expensive when applied to
a language model like an NMT architecture. Focusing on RL
training, this article explores methods to stabilize the training
and establish a robust optimization framework.

III. SEMANTIC ENCODING

Sequence semantic encoding is one of the core subjects
in this proposal. When applied to the sequence generated
by a Neural Machine Translation model, the problem can be
transposed into an optimization problem where the candidates
can be encoded as a sequence of integers [45]. The candidate
solutions’ meta-format can be a single value or a sequence
of values, depending on the downstream problem. Special
characters such as separators or sequence terminators can
also be used to help specify the solution’s evaluator behavior.
The optimization problem structure that this kind of semantic

Figure 1. Heuristic search architecture.

encoding enables is a heuristic search, since the candidate
solution’s quality is evaluated by a reward function that can
be non-differentiable, and its value can be generated during
the search execution.

For example, in order to access the Neural Architecture
Search (NAS) problem using the proposed technique, the
sequence can be the Network Structure Code (NSC), which
encodes the candidate neural network hyperparameters. The
network is then built and trained so that the performance
metric can be extracted and the candidate sequence evaluated.
Figure 1 highlights the proposed heuristic search architecture.

IV. PROPOSED ARCHITECTURES

Depending on the nature of the problem, it can be beneficial
to generate the sequence iteratively or through composition.
As this article’s subject is the usage of language models
in optimization problems, and language models can encode
semantics based on characters or words, both approaches will
be explored further.

With the RL training enabled by the decoupling, based on
unitary and semantically segmented tasks assigned to unitary
model parts, the proposed architectures consist of two models
inspired by character-level and word-level language mod-
els, respectively. With this training possibility, these models’
generalization capability, as well as the proposed modeling
principle, will be assessed.

A. Char-Conv with DeepQNet-Policy Learning

Starting from the model proposed in [48], two output
kernels were used to decouple the tasks into position and
value generation. In this way, one model pair, Q-Network
and Policy-Net, is used to compose the candidate sequence.
Regarding the Traveling Salesman Problem, a benchmark
problem, the proposed training setting works without issues.
When considering the Neural Architecture Search problem,
the reward signal presents high variance and the training
did not converge to zero. In addressing this problem, two
changes were made: entropy regularization was added, and
the output activation function was changed to linear so that
the model output is interpreted as log probabilities for each
output position.

2Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-272-2

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

eKNOW 2025 : The Seventeenth International Conference on Information, Process, and Knowledge Management

                            11 / 73



Figure 2. Vector Quantized Variational Auto-Encoder proposed architecture.
The encoder comes from the Transformer architecture, the quantization layer
from [20], and the decoder is made of stacked dense layers.

B. Transformer-based Vector Quantized Variational Auto-
Encoder with Asynchronous Advantage Actor Critic

The word-level model is based on the Transformer archi-
tecture proposed in [49], which includes both the Transformer
encoder and decoder architectures, along with the vector
quantization layer proposed in [20]. This Vector Quantized
Variational Autoencoder (VQ-VAE) architecture was decou-
pled as well; however, in this case, its outputs correspond to the
actor and the critic. The actor outputs log probabilities for the
possible actions of the RL agent, and the critic rates the inputs.
Maintaining the sequence composition decoupling strategy,
two models are employed to compose the target sequence.
Once again, one model specializes in generating the position,
while the second model generates the value to be assigned.
Figure 2 illustrates the architecture utilized for the VQ-VAE.

V. REINFORCEMENT LEARNING AS A SEARCH
METHODOLOGY

Since the search for optimal solutions is guided by rein-
forcement learning, the model generates multiple candidate
solutions and iteratively improves them based on feedback.
A heuristic evaluation function g : Y → R assigns a quality
score to candidate solutions, serving as a reward signal:

R(y) = g(y). (1)

Given any problem where the solution space Y is structured
as integer sequences, the proposed methodology guarantees:

• Expressibility: The model f̂θ can learn to generate valid
sequences from X using neural networks that are trained
on D.

• Optimization Capability: The reinforcement learning-
based search ensures that generated solutions are itera-
tively improved using g(y).

• Generalization: The auto-regressive nature of the model
allows it to generate variable-length solutions applicable
to different instances of the problem since a special
character can be used as a sequence terminator.

Thus, for any integer-encoded problem, the formulation is
sufficient to obtain high-quality solutions through iterative re-
finement. The proposed formulation applies to a wide range of
problems where solutions are represented as integer sequences,
including:

• Combinatorial optimization problems (e.g., the Traveling
Salesman Problem, Knapsack Problem).

• Scheduling and planning tasks where actions are encoded
as integer sequences.

• Code synthesis and symbolic regression.
• Game strategies with discrete action spaces.
• Non-sequential problems that benefit from value-position

decoupling.

For any such problem, the integer-encoded representation
ensures that the model can map problem instances to structured
sequences and refine them over iterations using reinforcement
learning. The search methodology follows a reinforcement
learning-based approach such as DQN-PL [50], [51], A3C
[52], and SoftQ-Learning [53]. The exploration methodology
is epsilon-greedy for all the approaches. The different training
methodologies are described in the next subsections.

VI. DECOUPLED ASYNCHRONOUS ADVANTAGE ACTOR
CRITIC

The main concept in decoupling is to create a problem fea-
ture extraction core and decoupled output decoders to model
the output value according to the problem’s required output.
For example, in the VQ-VAE with the A3C training case, the
same model generates the action and its corresponding critic
value. To generate a sequence, two models with the specified
decoupling are used: one generates the position of the new
element, and the second generates its value. The resulting
sequence is then updated and iteratively refined. Next, the
formal formulation of this kind of decoupling is provided.

A. Policy and Value Functions

Let S be the state space, A be the action space, and
P (s′|s, a) be the transition probability. The reward function
is defined as R(s, a, p), where p is the selected position.

The policy consists of two independent components:

π(a|s; θa) and π(p|s; θp) (2)

where:

• π(a|s; θa) selects an action based on state s.
• π(p|s; θp) selects a position based on state s.

The value functions are defined as:

Vact(s; θv) = E [R(s, a, p) + γVact(s
′)] (3)

Vpos(s; θp) = E [R(s, a, p) + γVpos(s
′)] (4)

B. Exploration-Exploitation Strategy

The exploration rate for both action and position selection
follows an epsilon-greedy decay:

ϵa(t+ 1) = max(ϵa(t) · d, ϵmin) (5)

ϵp(t) = ϵa(t) (6)

where d is the decay factor and ϵmin is the minimum explo-
ration rate.
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C. Advantage Function and Returns

The advantage function for actions is given by:

Aact(s, a) = r + γVact(s
′)− Vact(s) (7)

The advantage function for positions is:

Apos(s, p) = r + γVpos(s
′)− Vpos(s) (8)

The discounted return at timestep t is:

Gt =

T−t∑
k=0

γkR(st+k, at+k, pt+k) (9)

The returns are then normalized:

Ĝt =
Gt − µ(G)

σ(G) + ϵ
(10)

D. Loss Functions

The critic losses for action and position value networks are:

Lcritic-act =
∑
t

(Aact(st, at))
2 (11)

Lcritic-pos =
∑
t

(Apos(st, pt))
2 (12)

The actor losses are:

Lactor-act = −
∑
t

log π(at|st)Aact(st, at) (13)

Lactor-pos = −
∑
t

log π(pt|st)Apos(st, pt) (14)

The total losses are:

Ltotal-act = Lactor-act + Lcritic-act (15)

Ltotal-pos = Lactor-pos + Lcritic-pos (16)

E. Gradient Updates

Gradients for action and position networks are computed
separately:

∇θaLtotal-act =
∑
t

∇θaLtotal-act (17)

∇θpLtotal-pos =
∑
t

∇θpLtotal-pos (18)

These gradients are applied using an optimizer:

θa ← θa − α∇θaLtotal-act (19)

θp ← θp − α∇θpLtotal-pos (20)

where α is the learning rate.
This content was generated with the help of generative

artificial intelligence [54].

VII. DECOUPLED SOFTQ-LEARNING

Regarding the CharConv model in the NAS problem as-
sessment, it was not possible to stabilize the training using
the traditional DQN-PL approach. In the NAS setting, it was
found beneficial for training stability to use stochastic outputs
followed by a random experiment with the model’s predicted
output odds to generate the predicted action. To help stabilize
the training in a stochastic environment, entropy regularization
was employed.

Concerning the decoupling technique used in this context,
two models were utilized. One model features a CharConv
core and two decoupled outputs: one for value and another
for the position of the new element in sequence generation.
The second model is the target network, which generates the
stochastic SoftQ-values for each output.

Additionally, an epsilon-greedy exploration strategy was
applied in conjunction with an experience replay buffer. The
proposed SoftQ-Learning approach uses a different decoupling
when compared to the method presented in the previous
section. This is specified in the subsequent subsections.

A. State and Action Representation

Let s ∈ S be the state space and a ∈ A be the action space.
Additionally, let p ∈ P denote the position selection space.
The agent selects both an action and a position at each time
step.

B. Soft Q-Function

Define the Q-function as:

Q(s, a, p) = Qaction(s, a) +Qposition(s, p). (21)

This decoupling allows independent learning of action and
position values.

C. Soft Q-Learning Update Rule

The update rule follows the soft Bellman equation:

Qaction(s, a)← (1− α)Qaction(s, a)

+ α

[
r + γτ log

∑
a′

exp

(
Qaction(s

′, a′)

τ

)]
,

(22)
Qposition(s, p)← (1− α)Qposition(s, p)

+ α

r + γτ log
∑
p′

exp

(
Qposition(s

′, p′)

τ

) .

(23)

where:

• α is the learning rate,
• γ is the discount factor,
• τ is the temperature parameter for soft Q-learning,
• r is the received reward,
• s′ is the next state.
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D. Action and Position Selection

The action and position are selected using the softmax
policy:

P (a|s) = exp(Qaction(s, a)/τ)∑
a′ exp(Qaction(s, a′)/τ)

, (24)

P (p|s) =
exp(Qposition(s, p)/τ)∑
p′ exp(Qposition(s, p′)/τ)

. (25)

This formulation [55] allows efficient and structured learn-
ing by decoupling position and value, improving performance
in reinforcement learning tasks that require both action selec-
tion and spatial positioning.

In the next section the position-value decoupling for integer-
based sequences is formalized.

VIII. DECOUPLING’S MATHEMATICAL FORMALIZATION

When considering an iteratively generated sequence, in
which the elements are generated one after another, the po-
sition is fixed and incremental, which implies causality in
the sequence generation. By decoupling the functionality into
position generation and value generation, thereby composing a
single sequence (RL state), it is possible to break the causality
implication and still utilize the reinforcement learning capa-
bility of optimizing heuristic functions. In this article, the
decoupling is achieved at an architectural level; in a multi-
branch architecture, each output branch is responsible for one
single decoupled task in the non-causal sequence generation.
To optimize a single sequence using two models, the state
must be shared, and the RL techniques must still be applied to
each model, utilizing separate optimizers guided by the same
resulting reward.

In incremental sequence generation, this type of sequence
generation allows for imposing causality in the RL agent’s
behavior, leading to a succession of actions generated through-
out the training. Regarding compositional sequence generation,
where the problem focus is to generate a candidate answer
encoded in the sequence rather than a set of actions, decou-
pling can come into play to divide and conquer the generation
problem into two sub-problems, enabling the composition of
the sequence without needing to condition on the previous
actions.

To extend RL beyond causal MDPs, we decompose the Q-
function as follows:

Q(s, a) = P (s) +A(s, a), (26)

where:
• P (s) = E[R|s] is the position value, which captures the

expected reward at state s independent of actions.
• A(s, a) = Q(s, a) − P (s) is the advantage function,

representing the additional benefit of taking action a
beyond merely being in state s.

If actions have no influence (a fully non-causal setting), then
A(s, a) = 0, reducing RL to pure statistical inference:

V (s) = P (s) = E[R|s]. (27)

The objective function is defined as:

J(π) = Es∼D[P (s)], (28)

where D is a dataset of observed states and rewards. If actions
have partial influence, it is optimized as follows:

J(π) = Es,a∼D[P (s) +A(s, a)]. (29)

This formulation bridges RL and supervised learning, enabling
RL in non-causal settings, such as:

• Counterfactual reasoning.
• Offline and batch RL.
• Decision-making in complex, non-Markovian environ-

ments.

IX. PROPOSED TRAINING FORMULATION

In this section, two training algorithms for Heuristic Opti-
mization are proposed: the VQ-VAE model with A3C training
and Char-Conv with DQNet-PL, so both character-level and
word-level language models are explored.

We define the problem as a Markov Decision Process
(MDP) with:

• State space: S
• Action space: A
• Transition dynamics: P
• Reward function: R

The objective is to learn a policy π that maximizes the
cumulative expected reward.

A. State Representation

The state at time t, denoted as st, represents the environment
state:

st ∈ S. (30)

B. Action Selection

A neural network models the probability distribution for
action selection:

at ∼ π(at|st; θ). (31)

The chosen action at is sampled from this distribution.

C. Critic Network (Value Estimation)

A critic network estimates the value function V (st), repre-
senting the expected return from state st:

V (st) = E

[ ∞∑
k=0

γkrt+k

]
. (32)

D. Reward and Return Calculation

The immediate reward rt is received from the environment.
The discounted return is computed as:

Gt = rt + γGt+1. (33)

The returns are then normalized:

Ĝt =
Gt − µ

σ + ϵ
. (34)
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E. Advantage Estimation

The advantage function measures how much better the taken
action was compared to the expected return:

At = Ĝt − V (st). (35)

F. Actor-Critic Loss Functions

The loss for the actor (policy gradient) is:

Lactor = −
∑
t

log π(at|st)At. (36)

The critic is updated using the Huber loss:

Lcritic =
∑
t

Huber(V (st), Ĝt). (37)

The Huber loss is defined as:

Huber(x, y) =

{
1
2 (x− y)2, if |x− y| < δ

δ(|x− y| − 1
2δ), otherwise

(38)

G. Gradient Update

The gradients of the total loss function are computed as:

∇θLtotal = ∇θ(Lactor + Lcritic). (39)

The parameters are updated using the Adam optimizer:

θ ← θ − α∇θLtotal. (40)

H. Termination Criteria

Training stops when the running reward exceeds a threshold:∑
t

rt > Rtarget. (41)

This indicates that the agent has effectively learned an optimal
policy for the given task. In this A3C setting, two models are
used in order to generate the sequence. In each step a new
value and its corresponding position in the sequence (RL state)
are generated. Each model has two outputs: one for the action
and another for the critic score.

I. Char Conv + DQN-PL

1. Q-Function Approximation

We approximate the action-value function (Q-function) by
a neural network with parameters θ:

Q(s, a; θ) ≈ E

[ ∞∑
t=0

γtrt

∣∣∣∣ s0 = s, a0 = a

]
,

where:

• s is the state,
• a is the action,
• rt is the reward at time t,
• γ is the discount factor.

2. Experience Replay

Experiences are stored in a replay buffer as tuples:

(s, a, r, s′, d),

where d is an indicator that equals 1 if s′ is terminal and 0
otherwise.

A mini-batch of N experiences is sampled uniformly at
random from the replay buffer for training.

3. Target Calculation

For each sampled experience (s, a, r, s′, d), the target value
y is computed as:

y = r + γmax
a′

Q(s′, a′; θ−) · (1− d),

where θ− denotes the parameters of the target network,
which are periodically updated to match the primary network
parameters θ.

4. Loss Function

The loss function for a mini-batch is defined as the mean
squared error between the target and the current Q-value
estimate:

L(θ) =
1

N

N∑
i=1

(yi −Q(si, ai; θ))
2
.

This loss is minimized to update the parameters θ of the Q-
network.

5. Gradient Descent Update

The parameters θ are updated via gradient descent:

θ ← θ − α∇θL(θ),

where α is the learning rate.

6. Action Selection (Epsilon-Greedy Policy)

At each step, the action a is chosen according to the epsilon-
greedy strategy:

a =

{
random action, with probability ϵ,

argmaxa′ Q(s, a′; θ), with probability 1− ϵ,

with ϵ decaying over episodes from an initial value ϵstart to a
minimum value ϵmin.

7. Periodic Target Network Update

Every fixed number of episodes (or steps), the target net-
work parameters are updated by copying the weights from the
primary network:

θ− ← θ

X. ACCESSED PROBLEMS

For each of the two described ways to generate sequences,
causal or non-causal, and regarding the Reinforcement Learn-
ing (RL) usage along with the proposed architectures, one
benchmark problem was selected. The Traveling Salesman
Problem (TSP) for causal generation and Neural Architecture
Search (NAS) for non-causal generation.
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A. Traveling Salesman Problem

The TSP consists of generating a tour from a given starting
city that passes through all the other cities while minimizing
the overall path distance. The considered cities have the
following coordinates:

TABLE I. CITIES’ COORDINATES USED IN THE TRAVELING SALESMAN
PROBLEM.

X Y
23 45
57 12
38 78
92 34
45 67
18 90
72 55
66 24
83 62
49 40

A distance matrix is calculated based on the euclidean
distance between all the cities. A boolean array is used to
track the cities already visited. If a generated city is already
visited, the reward function gets the value of -100, in contrary,
if a city is not visited, then the reward function gets the value
given by:

normalized_reward = 100 ·
(
1− distance

max_distance

)
With:

distance = distance_matrix[current_city][action]

The cities road is generated iteratively, one city after another
until the generated city is already visited. When this final
condition is met, the obtained road is evaluated and the current
episode ends.

B. Neural Architecture Search

For the NAS problem, the sequence is interpreted as the
Network Structure Code (NSC), meaning that it encodes an
Artificial Neural Network (ANN). In this case, it is intended
to generate a neural text classifier architecture built by several
InceptionV1 blocks [56]. The NSC is composed by two
decoupled models which contribute to the same RL final state,
also known as NSC. The reward function is the child-network
training accuracy which, in the current problem’s case, is a
classifier network. This classifier is built from an inverted n-
ary tree encoded in Depth-First-Search (DFS).

XI. RESULTS

In this section, the performance plots for the NAS problem
are presented. The adopted search space is an encoded n-ary
tree using Depth First Search (DFS). The tree is encoded using
[0, 1, 2] in a sequence with a maximum of five positions. A
zero encodes a change in the tree branch, a one encodes a

deeper instruction, and the two is interpreted as a padding
character. Each tree element is a Conv1D version of an
InceptionV1 block [56]. When constructed, the tree is inverted
so that the root node represents the classifier’s final decision
kernel. The search focuses on a text classifier, where the
embeddings are provided by a Keras embedding layer. For
evaluation purposes, this layer is replaced by the RoBERTa
large model from Hugging Face [57], achieving state-of-the-
art results with the IMDB sentiment analysis dataset [58]. The
resulting model from the search was trained using a learning
rate scheduler and presents the training curves shown in Figure
3.

Figure 3. Classification accuracy and binary cross-entropy loss when using
the generated NAS classifier and RoBERTa as embedding model.

The resulting binary text classifier positioning in the state
of the art is presented in Table III.

TABLE II. FINAL MODEL RESULTS ON IMDB SENTIMENT ANALYSIS
DATASET.

Test Loss 0.2521449327468872
Test Accuracy 0.9054897427558899

The results presented were obtained by replacing the em-
bedding layer with a pre-trained model from [59].

TABLE III. IMDB SENTIMENT ANALYSIS TEST SET ACCURACY FOR
DIFFERENT MODELS IN THE LITERATURE

Model Accuracy (%) Reference
Naive Bayes (Baseline) 83.5 [60]
LSTM (Long Short-Term Memory) 89.0 [61]
BiLSTM with Attention 91.2 [62]
FastText 88.5 [63]
RoBERTa+NAS Tree-based Classifier 90.5 -
CNN (Convolutional Networks) 90.6 [64]
ULMFiT (Pretrained LSTM) 94.0 [65]
BERT-base (Fine-tuned) 95.2 [66]
RoBERTa (Fine-tuned) 96.3 [67]
DistilBERT 95.1 [68]
GPT-2 (Fine-tuned) 95.0 [69]
XLNet 96.4 [70]
ALBERT 95.8 [71]
ELECTRA 96.6 [72]
T5 (Text-to-Text Transfer) 96.1 [73]
GPT-3 (Few-shot) 94.7 [74]
DeBERTa (Fine-tuned) 96.7 [75]
ChatGPT (Prompting) 96.0* [76]

The neural architecture search task was performed using
both language models: character-level using SoftQLearning
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and word-level using asynchronous advantage actor-critic
training. In both cases, the problem’s probability density
function for each output was predicted by the models, and
the final output is a result of a random experience with
the model-predicted odds. This feature allows the models to
represent more complex problems, such as NAS. This behavior
also enables the model to learn the probabilistic aspects
of a dataset; by fixing a serializable data ontology, it can
generate datasets. Returning to the scope of this article, more
specifically regarding these models’ optimization capability
in the NAS task, the learning and performance curves are
presented below.

Figure 4. Loss function of SoftQ-Leaning using Char-Conv inspired archi-
tecture.

Figure 5. RL reward function, child network’s training accuracy, using SoftQ-
Leaning using Char-Conv inspired architecture.

In the above experiment the model presented in [48],
has two decoupled outputs which are used to compose the
sequence - Network Structure Code. The Soft Q-Learning
training method was adopted instead of DQNet-PL because
the latest presents a very high training variance, making the
training to not converge. Additionally the entropy regulariza-
tion also helped to attain training convergence.

The transformer-based Vector Quantized Variational Auto
Encoder (VQ-VAE) follows the same decoupling logic to
compose the sequence, as described previously. In this case,
the model has two outputs: the actor and the critic. The actor
predicts odds for each possible model action, and the second
output, the critic rates the overall model performance. In terms
of architecture, the actor-critic decoupling is made only in the
model’s last layer to shape the output according to the needs
to generate the critic score and actor’s odds.

Two Transformer-based VQ-VAE models were used to
compose the sequence, one to generate the action and another
to generate the position in the candidate sequence where the
action value will be assigned. Bellow, the obtained training
curves are presented:

Figure 6. Loss function of action sequence composing parameter during the
A3C training using Transformer inspired architecture.

Figure 7. Position loss function of A3C using Transformer inspired architec-
ture.

The observable outliers are due to the epsilon-greedy
technique used to introduce exploration in the algorithm’s
behavior. All the loss function plots in the presented results
converge to zero, and the reward signals reflect the overfitting
tendency of the proposed NAS methodology. The decoupling
strategies are effective in stabilizing the training methodologies
in both character and word-level approaches. Additionally, the
sequence generalization and problem modeling capabilities are

Figure 8. RL reward and child network accuracy as functions of A3C using
a Transformer-inspired architecture.
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verified when observing the obtained training curves; both
approaches exhibit stable behavior.

Next, the Traveling Salesman Problem results are presented.
Experiments with both the architectures are presented bellow.

Starting from the Char-Conv as DQNet and as well as Policy
network, the results were the following:

Figure 9. Char-Conv architecture’s loss function during the DQNet-PL
training, while solving the Traveling Salesman problem.

Figure 10. Reward function of Char-Conv architecture during the DQNet-PL
training, while solving the TSP problem.

Both curves indicate that the RL agent is learning, as
evidenced by the loss function’s convergence to zero and the
reward function’s increasing behavior during training. Next,
the VQ-VAE model is used in conjunction with A3C training
to generate the salesman route:

Figure 11. Loss function during the A3C training using Transformer inspired
architecture in the TSP problem resolution.

The loss function chart exhibits zero convergence; therefore,
training stability is concluded, and the generally increasing re-
ward function reflects the VQ-VAE agent’s learning. Depend-
ing on the problem complexity, generating action odds might

Figure 12. Reward function obtained by the VQ-VAE based agent in A3C.

be preferred rather than generating the agent’s actions directly,
as occurred with the Char-Conv architecture in NAS, where
Soft-Q Learning was used, and in the TSP where DQNet-PL
was utilized. The Transformer-inspired VQ-VAE demonstrates
overall better training behavior compared to the Char-Conv
architecture, as this model can map the search space into
several sub-regions by utilizing the Vector-Quantized layer,
thereby parallelizing the search.

XII. ERROR ANALYSIS

During the experimentation phase of this work, the Trav-
eling Salesman benchmark problem was addressed using
A3C training together with the Transformer-based VQ-VAE
model. Additionally, the Char-Conv model was tested along-
side DQNet-PL training on the same problem. After several
unsuccessful experiments resulted from the usual issues of
high variance in the reward signal and a non-converging loss
function, a functional decoupling methodology was developed
and successfully applied to the TSP problem. The training
results are presented in Figures 9 and 11 for the Char-Conv
and VQ-VAE models, respectively.

In considering the NAS problem, the combination of Char-
Conv with DQN-PL training did not succeed in solving this
issue, as the loss function did not converge to zero. In
contrast, the combination of VQ-VAE, A3C, and the respective
decoupling effectively solved the problem (Figures 6 and
7). To address the limitations of solving the NAS problem
using CharConv, SoftQ Learning with entropy regulation was
employed, as it enables modeling the odds of each output and
reduces the variance of the reward signal.

XIII. CONCLUSIONS AND FUTURE WORK

Many problems are non-sequential and do not require strict
left-to-right order dependency. To handle such cases, a value-
position decoupling strategy is proposed. Considering the
Transformer-based VQ-VAE trained with A3C, the model
has two outputs: an actor output and a critic output. Instead
of using two models, a single model is employed. In this
way, the network weights are updated on both occasions:
when the actor learns and when the critic learns. Two A3C
models with a shared state and reward are used; one generates
the new element’s position, and the other generates the new
element’s values. The VQ-VAE architecture has the capability
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to divide the latent space into quantized subspaces and perform
a parallelized search in each subspace.

The deep convolutional network, which is trained using
Deep Q-Learning for value generation and Soft Q-Learning
for sequence generation, applies similar reasoning to design
the training. One model with two outputs is responsible for
generating the new element’s position, while another model
generates the new element’s value. To make this training
generative, the output odds are modeled, and the outputs are
generated using a random experiment in which each output
odd is defined by the Deep Q-models. Additionally, to reduce
training variance, an entropy term is added to the loss function.
This process is called entropy regularization and promotes
training convergence towards zero.

This study demonstrates that it is possible to generate se-
quences without causality constraints while still using slightly
adapted Reinforcement Learning techniques. Training con-
vergence is improved if the same model with two outputs
is used to perform actions and to critique its performance,
regardless of its architecture. In both cases, Transformer and
Char-Conv, it was the most performant architectural variation
and performed heuristic search in this manner. Complex on-
tologies describing the candidate solutions can be encoded and
serialized into integer sequences. The encoded sequences can
then be optimized by this type of solver when used together
with a performance metric designed as the Reinforcement
Learning reward. Since sufficient decoupling is achieved, the
language models can absorb the problem’s semantics and gen-
erate admissible candidate solutions of increasing quality. The
position-value decoupling must be employed in the NAS sce-
nario to avoid imposing causality in the sequence generation
during the RL training. Additionally, using variational models
in complex RL environments such as NAS is more efficient
since they model the environment’s unknown properties. The
Transformer-based VQ-VAE is also capable of parallelizing
the search due to the vector quantization layer.

Looking toward the future, the models presented, along with
the proposed training techniques, can be used to generate more
than encoded solutions for a given problem. By selecting an
appropriate reward function, the generated sequence can be
utilized in the standard format to produce content, similar to
Generative Adversarial Networks.

A comparison of the proposed solvers, together with other
state-of-the-art heuristic search algorithms, can be made to sys-
tematically explore the limitations of this proposal and extend
its applicability domain. An analysis of the problem’s degrees
of freedom versus processing time will be conducted, focusing
on solver quality analysis based on degrees of freedom, the
solver’s scaling with DoF, and the algorithm’s parallelization.
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Abstract—Resource management is the strategic process of 

efficiently planning, organizing and controlling resources, such 

as: time, money, materials and personnel to achieve 

organizational goals. Different crucial roles are played by it, 

such as waste minimization, cost reduction, time protection, 

energy conservation, and productivity enhancement, while 

sustainability and adaptability in dynamic environments are 

ensured. In summary, it is a process regarded as essential for 

the achievement of long-term success. In addition, optimizing 

resource management is a critical challenge across all fields, 

particularly in the industrial sector, where inefficiencies lead to 

negative impacts. Effective strategies require balancing 

resource allocation, energy consumption and production output 

while maintaining sustainability. Advances in technology, such 

as Artificial Intelligence (AI), Internet of Things (IoT) and 

blockchain offer promising solutions to enhance efficiency and 

revolutionize the whole of the industrial field. In our study, we 

discuss the implementation and local adaptation of a 

Blockchain-driven inventory and production management 

solution, based on a smart contract model that is already 

operational in other countries but not yet adopted in Algeria 

(Batna) uniquely tailored for a traditional brick manufacturing 

industry. Modular Smart Contracts will form part of this system 

(where challenges like inefficiencies, lack of trust, waste, and 

high costs persist), enabling a number of operational needs-from 

the raw material management, production oversight, to 

inventory administration. These Smart Contracts of integration 

in the study measure how Blockchain can enhance 

transparency, efficiency, and reliability in managing the 

resources at different stages of the brick production process. 

Keywords- Optimization; Blockchain; Smart contracts; 

Resource management. 

I.  INTRODUCTION 

The manufacturing industry is a cornerstone of global 
economies, driving innovation, creating jobs and supporting 
economic growth through the production of goods using labor, 
machinery and advanced technology [1]. Resource 
management [2] [3] plays a crucial role in the industrial sector, 
ensuring optimal use of materials, energy, and labor while 
reducing costs and environmental impact [4]. However, 
traditional industrial systems face numerous challenges, 
including inefficiencies in resource allocation and reliance on 
manual processes that are error-prone and time-consuming, 
leading to waste and increased costs. Limited integration 
between departments or supply chain stages creates 
communication gaps and operational silos, while dependence 

on intermediaries and centralized control increases risks, 
delays, and downtime. These systems also lack transparency, 
making it difficult to monitor operations effectively and 
ensure data security. Furthermore, outdated infrastructure 
struggles to scale or adapt to changing market demands or 
technological advancements, hampering growth and 
competitiveness. High operational costs and environmental 
inefficiencies further hinder efforts to achieve sustainability 
and long-term success. Since its emergence in 2008 [5], 
blockchain technology has provided effective scientific 
proposals, some of which have been implemented on the 
ground and some of which are still under development. 
Moreover, reliance on Smart Contracts has led to offer 
innovative solutions by enabling secure, decentralized and 
automated processes that address these limitations [6].  

This paper focuses on developing a blockchain-based 
system for a brick factory, demonstrating how Smart 
Contracts can streamline operations, enhance resource 
utilization and transform industrial practices for greater 
efficiency and transparency. It is organized as follows: 
Section 2 offers an overview about the appearance of 
Blockchain and Smart Contracts in the scientific field and its 
applications in Inventory Management (IM). Section 3 
describes the need for Smart Contracts for brick factories and 
its key features. Section 4 gives us a case study in an Algerian 
factory named New General Society “SNG”. Results and 
discussions appear in Section 6. The final section presents the 
conclusion and future work. 

II. LITERATURE REVIEW 

A. Overview of Blockchain and Smart Contracts  

The fast advancement of technology has resulted in 
revolutionary developments, altering industries and 
reinventing how people communicate [7], trade, and trust in a 
digital environment. Among these innovations, Blockchain 
technology and Smart Contracts stand out as game-changing 
tools that offer unprecedented security, transparency, and 
efficiency in modern processes. Blockchain, often known as 
the backbone of digital trust, provides a decentralized and 
immutable framework for recording transactions and 
managing data. Its distributed structure eliminates the need for 
middlemen [8], resulting in a system that prioritizes 
transparency and security. In addition, Smart Contracts, which 
are self-executing agreements [9] inscribed directly on the 
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blockchain, add a layer of automation that simplifies 
procedures, reduces costs, and maintains reliability. 

This section investigates the foundations of Blockchain 
and Smart Contracts, including their essential characteristics, 
applications and synergies when combined. Understanding 
these technologies enables us to address long-standing 
difficulties in areas such as supply chain management, 
banking, healthcare, and so on. This preamble serves as an 
introduction to a world where technology promotes trust, 
efficiency and creativity, paving the path for a more linked 
and safe future.  

We began browsing for literature relating to Blockchain 
and Smart Contracts and data was acquired from the Scopus 
and Google Scholar databases. We looked at just scientific 
publications published in English since 2024. After the 
screening step, we rated irrelevant publications based on 
duplication, title, abstract substance, etc. To choose the target 
objects, we were quite careful about several key features. 
Table I outlines the main key features of Blockchain (BC) and 
Smart Contracts (SC). 

TABLE I.  SAMPLE OF KEY FEATURES OF BC AND SC. 

             Aspect 
Key  
Features 

Blockchain Smart Contracts 

 
Decentralization 

Data is shared across 
multiple nodes, 
removing reliance on 
a central authority 
[10]. 

Operates on decentralized 
networks, ensuring 
independence from central 
intermediaries [15]. 

 
Immutability 

Data cannot be 
altered or deleted 
once recorded, 
ensuring a tamper-
proof system [11]. 

Contract terms and 
conditions cannot be 
modified after deployment, 
ensuring integrity [16]. 

 
Transparency 

Transactions and 
data are visible to 
authorized 
participants, 
fostering trust [12]. 

Contract terms are 
accessible to all authorized 
participants, enhancing 
transparency [17]. 

 
Security 

Cryptographic 
techniques and 
consensus protocols 
protect data from 
unauthorized access 
[13]. 

Transactions and conditions 
are securely validated 
within the blockchain 
environment [18]. 

 
Automation 

Enables the use of 
Smart Contracts for 
self-executing 
processes  [14]. 

Automatically executes 
predefined actions when 
conditions are met, 
reducing manual 
intervention [18]. 

 
Cost Efficiency 

Reduces 
intermediaries, 
lowering operational 
and transaction costs 
[8] [16]. 

Minimizes the need for 
third-party involvement, 
cutting down costs 
associated with execution 
[18][19]. 

B. Applications of Blockchain in Inventory Management 

Inventory Management (IM) covers a wide range of fields 
that ensure efficient control, tracking, and distribution of 
goods within an organization.  Table II summarizes some 
fields of Inventory Management and their potential 
relationship with Blockchain (BC). 

TABLE II.  RELATIONSHIP BETWEEN IM AND BC. 

Field of IM Blockchain footprint 

Stock Control 

Improves transparency and accuracy in stock levels by 

providing real-time transaction updates and reducing 
human errors or discrepancies in inventory data [20]. 

Inventory 

Tracking 

Enables secure, real-time tracking of goods from 

suppliers to customers, enhancing accuracy and reducing 

fraud or tampering [21]. 

Supply Chain 
Management 

Provides a transparent, auditable, and immutable record 

of all transactions in the supply chain, enhancing 
traceability, efficiency, and reducing delays or fraud 

[22]. 

Order 

Management 

Streamlines order management by recording and 

verifying every step, ensuring accuracy and reducing 

disputes between suppliers, distributors, and customers 
[23]. 

Demand 
Forecasting 

Provides transparent historical sales data and 

transactions, enabling the prediction of future inventory 

needs [24]. 

Warehouse 

Management 

Enhances warehouse management efficiency by 

providing a comprehensive record of goods movements, 
improving operations, and reducing human error [25]. 

Inventory 

Replenishment 

Smart Contracts automate inventory replenishment by 

triggering reorders when stock thresholds are met, 

ensuring timely restocking without human intervention 

[23]. 

Stock Auditing 
and 

Reconciliation 

Ensures that inventory data is unaltered, facilitating 
audits and reconciling discrepancies between physical 

inventory and system records [26]. 

Returns and 
Reverse Logistics 

Records the history of returned items, ensuring their 

proper processing, tracking, and potential re-entry into 

inventory, while minimizing fraudulent returns [27]. 

Risk Management 

Enhances supply chain resilience by providing 

transparent records and mitigating risk through smart 
contract automation [28]. 

C. Research Gaps 

Our analysis highlights a significant gap in the existing 
research on traditional brick factories in our region, largely 
due to the limited adoption of emerging technologies that 
could improve traceability and transparency. To address this 
gap, a comprehensive examination of the specific challenges 
and opportunities within this manufacturing sector is 
necessary. Furthermore, incorporating innovative concepts, 
such as Blockchain technology and Smart Contracts could 
pave the way for new solutions designed to reduce energy 
consumption, enhance the traceability, transparency, 
sustainability of brick IM. 
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III. METHODOLOGY AND CASE STUDY 

A. Description 

SNG (Société Nouvelle Générale) is a private company 

founded by the Spanish firm Equipceramic in 2013. However, 

in 2019, a number of socio-political events took place. The 

facility was nationalized from private ownership in order to 

support the growth of Batna, Algeria's building materials 

sector. The company specializes in manufacturing and 

delivering construction materials. On the ground at the factory 

site, such change in developments did not cease production 

and sales. This plant went into a public auction in April 2024. 

Currently, SNG has 135 employees working in a variety of 

departments and services, all of whom are under general 

management. The location of the factory between 3 provinces 

(Batna, Setif, and Khenchla) puts it in a strategic position to 

take advantage when it comes to logistics and distribution. 

The factory is divided into three zones with an area of 75,000 

m² each (Raw Material Park, Manufacturing Workshop, 

Equipment and Spare Parts Warehouse, and Finished Product 

Storage). The continuity of SNG’s operational ability despite 

ownership changes proves its vital role in Batna’s industrial 

ecosystem. The factory has a daily production capacity of 

around 10,000 bricks; this is positive potential to integrate our 

Smart Contracts. 

B. Manufacturing Process 

Brick production involves several key stages, as 
illustrated in Figure 1.  

 
Figure 1. Manufacturing Process of SNG. 

1. Extraction: Mechanically extract clay from the ground to 
deliver it to the park. 

2. Preparation: The raw clay is homogenized by crushing, 
mixing, refining, and moistening. 

3. Shaping: To get the required characteristic textures 
materials (mixture of clay, sand and water) and formed 
into bricks. 

4. Drying: To ensure sufficient strength for stacking and 
burning, the bricks are dried under regulated conditions, 
bringing the moisture content down to around 2%. 

5. Firing: The bricks are fired in a tunnel kiln, where the 
bricks go through physical and chemical transformations 
at high temperatures. After that, the product will 
gradually be heated with controlled cooling using natural 
gas. This process stabilizes the brick structure. 

6. Storage:  The final product is packed for storage and 
ready for transportation and distribution.  

C. Implemented Model for Local Context  

The Business Process Model and Notation (BPMN) 2.0 is 
a standard graphical representation for business process 
modeling. Figure 2 is a diagram presenting the resource 
management process in SNG in three major steps after 
extraction/procurement and before sales/marketing, namely: 
Parc, Main Manufacturing (Production, Spare Parts 
Warehouse), and Storage. Parc is in charge of providing clay 
and sand to prepare the raw material, resolving shortages, and 
keeping track of such data. Main Manufacturing produces 
products and maintains quality by means of repair and 
inspection using the equipment provided by the Spare Parts 
Warehouse. After the control quality step, the qualified 
products are then forwarded to Storage. This will also enable 
IM levels in storage for sales later. Decision gateways, 
information flows, and data logging ensure synchronized 
communication and efficient workflow. 

The reason why Smart Contracts are excellent for 
designing decentralized applications (DApps) to manage SNG 
resources is their security and automation of the execution of 
the agreement as a computer program. The immutability of the 
Blockchain ledger increases the confidence of every 
transaction of the recorded resources, hence it is tamper-proof 
and dispute-free. Blockchain with Smart Contracts 
revolutionize resource management by forcing accountability, 
cost reduction, and scalability. 
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Figure 2. SNG’s BPMN 2.0 Resource Management Diagram. 

In this paper, we propose a model based on the 

combination of Smart Contracts based Blockchain with the 

goal of enhancing resources management in SNG while 

accounting for the shortcomings of SNG's traditional access 

data system.  First, given the traditional nature of the factory, 

we propose several suggestions that help our DApps platform 

ensure effective and accurate management of resources and 

access data. One suggestion is to install smart sensors of 

different types (from truck weighbridge, to shape sensor, 

temperature and humidity sensors, etc.) that will display IoT 

data in real time at each stage of the process. Also, since the 

financial aspect of BC technology is prohibited in Algeria,  

we aim to overcome these constraints by theorizing solutions 

tailored to the factory’s specific context. The decentralized 

application (DApp) is designed using a blockchain-based 

architecture (Figure 3), such as Ethereum. It employs smart 

contracts written in Solidity to automate various process 

functions [29], serving as the backend. Tools and libraries 

from the Node.js ecosystem, such as npm and Web3.js, are 

used to integrate the smart contracts into SNG’s system. 
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Figure 3. Architecture of our Decentralized Applications (DApps). 

 

The decentralized application (DApp) primarily operates 

on-chain, ensuring transparency and immutability of core 

processes through smart contracts. To enhance scalability, 

efficiency, and reduce costs, we adopt a hybrid architecture 

that combines both on-chain and off-chain components 

(Figure 4). For secure decentralized storage, stakeholders can 

use communication protocols such as IPFS or Swarm. Users 

interact with the smart contracts through development 

environments like Remix IDE or Truffle. Additionally, we 

have developed a user-friendly web interface using HTML 

and JavaScript. All interactions between the blockchain and 

users are securely facilitated by a wallet application, such as 

MetaMask, which serves as a trusted intermediary. 

 

 
Figure 4. Architectures (On-Chain VS Hybrid). 

D. Implementation 

We used the Remix IDE, an online integrated 
development environment, to write, debug, and deploy smart 
contracts for resource management at SNG using Solidity on 
the Ethereum blockchain. Remix offers an intuitive interface 
with built-in tools for compilation, testing, and deployment, 
simplifying smart contract development [30]. 

As illustrated in Figure 5, the system comprises four main 
modules or interfaces: Magasin, Production, Parc, and 
Storage. The first three, Magasin, Parc, and Storage, share 
similar core functionalities, such as adding or removing items, 
updating quantities, and emitting events. However, they differ 
in terms of constructors, input parameters, and capacity 
constraints. Each module can also invoke specific functions, 
for example, the 'panne' function is triggered to indicate a 
malfunction. 
     The Magasin manages the inventory of tools, equipment, 

and spare parts used in the workshop. The Parc module 

handles the supply and tracking of raw materials such as sand 

and clay. Finally, the Storage module is responsible for the 

storage and sale of finished products, including "Brick 8" and 

"Brick 12". Finally, the Production module is dedicated to 

managing the manufacturing process of products such as 

Brick 8 and Brick 12. It utilizes external interfaces, namely 

IParc, IStock, and IMagasin, to interact with the other 

modules. Through these interfaces, it coordinates the 

consumption of raw materials, oversees the creation of 

finished goods, and updates inventory records accordingly. 
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Figure 5. Simplified UML SNG resource management. 

 

IV. DISCUSSION AND CHALLENGES 

Brick production often faces challenges related to 
traceability, cost control, and security. These issues 
underscore the potential advantages of adopting blockchain-
based smart contract technology. In response, we developed a 
decentralized application (DApp) to manage the inventory 
system of the SNG brick factory, aiming to improve 
transparency, automation, and reliability in resource 
management. 

Table III presents a concise comparison, based on our 
overall assessment, between PME Pro, the traditional 
application used at SNG, and the smart contract-based 
decentralized application at the resource management level. 
Traditional brick manufacturing processes typically rely on 
manual and centralized systems, which are time-consuming 
and susceptible to delays caused by intermediaries and 
outdated data. In contrast, our smart contract solution 
streamlines operations by automating workflows, supporting 
real-time decision-making, and minimizing the need for 
intermediaries. While traditional factories may consume less 
energy locally, blockchain networks require significantly 
more global energy due to their infrastructure requirements, 
including nodes and mining operations. However, it is 
important to note that several modern blockchain 
technologies, such as Avalanche and the upgraded Ethereum 
network, have significantly improved energy efficiency 
compared to earlier blockchain implementations. Smart 
contracts further enhance data security through 
decentralization and encryption, while also minimizing waste 
and fraud via precise tracking of assets and resources. 
Additionally, they facilitate seamless integration of 
communication protocols across departments and ensure 
transactional integrity. By eliminating intermediaries and 
reducing the risk of fraud or tampering, smart contracts offer 
a more secure and trustworthy alternative to traditional 
resource management methods. 

 

TABLE III.  COMPARISON PME PRO VS DAPPS 

Resources 
Aspect 

PME Pro (Traditional 
Application's Brick 

Factory) 

DApps with Smart 
Contracts (Solidity) 

Time 
consumption 

High (Manual and 
delayed processes) 

Low (Automated, real-time 
processes) 

Cost 
High (Intermediary 
costs) 

Lower (Fewer 
intermediaries) 

energy 
consumption 

Low (Single factory 
operations) 

High (ex: BC that uses 
Proof of Work, Public BC) 
Low (ex: BC that uses 
Proof of Stake, Privat BC, 
etc.) 

Data Centralized (Vulnerable) Decentralized (Secure) 

Physical waste 
High (Ineffective 
tracking) 

Low (Accurate tracking) 

Communication 
Fragmented 
communication across 
departments 

Integrated and 
decentralized 
communications protocol 

Automation Manual Automated 

Risk 
Management High 

Low 

 

      Transaction history in our local blockchain, as an 

example of a smart contract, is crucial for optimizing 

resource management at brick factories by providing a 

transparent and immutable record of activities. It enables 

precise tracking of raw material purchases, energy 

consumption, and production outputs, leading to better 

resource allocation. Historical data also helps identify 

patterns, which can facilitate process improvements and 

reduce disputes. Additionally, transaction history supports 

compliance with regulations by maintaining a verifiable audit 

trail. It further allows the factory to forecast demand, plan 

inventory effectively, and avoid overstocking or shortages.
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V. CONCLUSION AND FUTURE WORKS 

This study highlights the transformative potential of 
BlockChain (BC) technology and smart contracts in 
addressing inefficiencies in industrial resource management, 
particularly within the brick manufacturing industry. Smart 
contracts add significant value to inventory management (IM) 
operations by automating processes and ensuring 
transparency and traceability in transactions. Consistent with 
previous research, we confirm that integrating both 
technologies can reduce costs and reliance on intermediaries, 
enhance operational efficiency, automate workflows, and 
ensure compliance with quality and safety regulations. The 
potential of smart contracts to optimize resource management 
across industries such as manufacturing is increasingly 
compelling. Furthermore, the use of decentralized 
applications (DApps) can foster improved collaboration 
among stakeholders while streamlining inventory and 
production management processes. To further enhance our 
work, several future directions can be considered: 

• Integrating IoT sensors and real-time data logging to 
improve operational accuracy and synchronization. 

• Exploring the use of green blockchain technologies 
to promote more sustainable industrial practices and 
foster environmentally conscious decision-making 
[31]. 

• Implementing and evaluating the system in other 
manufacturing sectors to assess scalability and 
adaptability. 

• Incorporating Key Performance Indicators (KPIs) to 
support data-driven optimization of resource 
management. 

• Comparing the proposed solution across different 
blockchain platforms, including Hyperledger and 
Solana, to evaluate performance, scalability, and 
suitability. 
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Abstract—The exponential growth of unstructured textual
data in enterprise environments has made automated knowledge
graph generation essential for efficient information management.
Although recent advances in natural language processing have
enabled automated knowledge extraction, organizations face two
critical challenges: maintaining domain specificity in knowledge
representation and ensuring secure, role-based access to sensitive
information. VAULT (Verified Access Control for Large Language
Model (LLM)-Based Knowledge Graph Querying) presents a
novel framework that combines ontology-driven knowledge ex-
traction with dynamic access control mechanisms. The frame-
work introduces three key innovations: (1) a configurable domain-
driven node structure that enforces domain-specific knowledge
organization through semantic validation, (2) a multitiered ac-
cess control mechanism that implements both document-level
restrictions and node-level visibility patterns, and (3) an LLM-
powered inference engine that dynamically filters knowledge
graph traversal based on user authorization levels. We implement
our approach using a prototype system that demonstrates the
automated conversion of natural language text into structured
knowledge graphs while maintaining security constraints. Our ex-
perimental evaluation encompasses comprehensive testing across
16 different open-source LLMs, analyzing their performance
under varying access control conditions and authorization levels.
The results demonstrate the framework’s effectiveness in main-
taining information security while preserving query response
quality across different access tiers. The adaptability of the
framework makes it particularly valuable for industries handling
sensitive information, such as healthcare, finance, and intellec-
tual property management, where both domain specificity and
information security are paramount. This paper contributes to
the field by bridging the gap between generic knowledge graph
generation and domain-specific requirements while providing
empirical evidence for the effectiveness of multilevel access control
in LLM-based knowledge systems.

Keywords-Knowledge Graphs; Verified Roled-Based Access;
LLM; Semantic Interoperability.

I. Introduction

The exponential growth of unstructured textual data in mod-
ern enterprises has created unprecedented challenges in the
management of information and the extraction of knowledge
[1][2][3]. Organizations face the complex task of transform-
ing large amounts of unstructured documents into actionable

structured knowledge while maintaining strict security proto-
cols and access controls [4][5]. This challenge is particularly
acute as enterprises increasingly rely on automated systems
to process and analyze their data repositories [1] or automate
their business processes [6]. In modern enterprises, Enterprise
Resource Planning (ERP) systems usually provide an inte-
grated and continuously updated view of the core business
processes, while Enterprise Knowledge Management (EKM)
systems refer to the systematic handling of an organization’s
information assets, ensuring that employees can efficiently
access, share, and utilize knowledge. With the rise of Natural
Language Processing (NLP), companies are integrating AI-
driven tools into their ERP and EKM systems to improve
knowledge retrieval, automate document processing, support
decision-making, and process automation [6][7][8][9]. How-
ever, maintaining domain and business process specificity, as
well as implementing secure, role-based access, are critical
challenges, which we explore in more detail in the following.

A. Maintaining Domain Specificity
Comprising domain-specific information is especially chal-

lenging for general-purpose NLP models that are trained on
broad, openly available datasets, which may not adequately
capture the nuances, such as distinct terms or abbreviations
of specialized domains [10]. Without proper customization to
local domain-specific data and business process knowledge,
these models risk generating inaccurate, misleading, or overly
generic knowledge representations that do not align with
domain-specific terminology, ontologies, or reasoning frame-
works [11]. Given an enterprise context, context awareness of
NLP-based systems is especially relevant to ensure accurate
interpretation of ERP-specific business processes, data, and
terminology, as generic models may introduce inaccuracies
that could disrupt operations, decision-making, or even lead
to harmful consequences for the business.

Recent works explored various ways to ensure domain
specificity, such as fine-tuning local data, prompt engineering,
and few-shot learning, Knowledge Graph (KG) integration,
or building Retrieval-Augmented-Generation (RAG) pipelines
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[12]. Each technique has its own specific challenges. Although
fine-tuning requires substantial computing resources and can
be costly [13], simple prompt engineering with few-shot learn-
ing may not generalize well and requires careful prompt design
and testing, which need to be revisited when new documents
are introduced to the data repositories [14]. Curating KGs
requires domain experts and may be complex to maintain and
update dynamically [15]. RAG retrieves unstructured text that
may contain conflicting or imprecise domain knowledge and
lacks the reasoning ability to connect concepts.

The choice of the customization approach depends on the
underlying use case, needs, and domain [12]. In our work, we
are focusing on EKM, in which employees require accurate
domain-specific responses from corporate knowledge bases.
Hence, it is crucial to reduce misinformation and systems
need to accommodate fast-changing and growing data reposi-
tories. In the context of EKM, we leverage a combination of
structured KGs and RAG with the rationale of combining the
precision of structured KG-based retrieval with the low-cost,
real-time adaptability of RAG pipelines. To ensure appropriate
knowledge representation across various domains, we present
a novel configurable ontology-driven node structure.

B. Secure, Role-Based Access Control

While recent advances in Large Language Models (LLMs)
have revolutionized knowledge extraction capabilities, they
have simultaneously introduced critical security concerns re-
garding information access and distribution [2][16]. Tradi-
tional RAG systems, while efficient at knowledge extraction,
rarely address the crucial aspects of user permissions and
access restrictions, creating significant security risks and com-
pliance challenges [1][4]. This limitation becomes particularly
problematic in the context of EKM. Given the example in
which a company uses an internal NLP-based search engine
for corporate documents, it is essential to prevent unautho-
rized access and unintentional return of restricted sensitive
information. Restricting information access policies should be
dynamically changeable based on varying roles, since, for
example, an executive should have access to strategic reports
for their responsible domain, while employees usually have
a more restricted view due to compliance or other company
policies. For example, if an employee prompts the internal
NLP-based system to "Show the latest NDA template", the
system should retrieve only the template without showing any
information regarding any related confidential legal disputes.
Hence, to ensure each employee’s access to knowledge relevant
to their role without unnecessary noise, the underlying NLP
systems should integrate predefined enterprise identity and
access management policies to enforce appropriate access
control. To solve this challenge, our aim is to use explicit KG
rules to store the relationships between users, roles, and access
permissions. More specifically, we propose a novel multitiered
access control mechanism with document-level restrictions and
node-level visibility patterns that allows dynamic filtering of
KG traversals based on user authorization levels.

C. Research Contribution
Existing solutions can be categorized into two distinct types:

those that focus on the extraction of generic knowledge without
considering security implications, and those that implement
rigid access control mechanisms that lack the flexibility re-
quired for domain-specific knowledge management. The ab-
sence of a unified framework that combines robust security
measures with sophisticated knowledge extraction capabilities
represents a significant gap in current EKM systems. To
address these challenges, we present VAULT (Verified Access
Control for LLM-Based KG Querying), a novel framework that
integrates three key innovations.

• A configurable domain-driven node structure that en-
forces domain-specific knowledge organization through
semantic validation, ensuring consistent and contextually
appropriate knowledge representation across various en-
terprise domains.

• A sophisticated multi-tiered access control mechanism
that implements both document-level restrictions and
node-level visibility patterns, providing granular control
over information access while maintaining system flexi-
bility.

• An innovative inference engine powered by open-source
LLMs that dynamically filters KG traversal based on
user authorization levels, demonstrating the framework’s
effectiveness across eleven different open-source language
models.

This research addresses the critical gap between automated
knowledge extraction and security requirements by providing a
comprehensive solution that maintains both domain specificity
and information security. The framework particularly addresses
the challenges of managing permissions across multiple in-
tegrated data sources while ensuring zero margin of error
in access control implementation. Empirical validation across
multiple open-source LLMs demonstrates the framework’s ro-
bustness and adaptability, establishing a foundation for secure,
domain-aware knowledge management systems in enterprise
environments.

The remainder of the paper is structured as follows. In
Section II, we present the related work, reviewing approaches
in knowledge graph generation, role-based access control, in-
tegration of large language models in knowledge management,
ontology-driven knowledge extraction, and existing limitations.
Section III describes the system architecture and implementa-
tion of the VAULT framework, covering the knowledge extrac-
tion layer, the access control layer, and the query processing
layer. Section IV provides the results of our experimental eval-
uation, detailing the setup and methodologies used, including
human expert evaluation and automated metrics. Finally, we
conclude our work and discuss future research directions in
Section V.

II. Related Work
Recent advances in knowledge management systems have

highlighted the importance of integrating structured knowl-
edge with flexible access control mechanisms. This section
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examines key approaches across several critical areas relevant
to secure KG generation and management.

A. KG Generation from Unstructured Text
The transformation of unstructured textual data into KGs has

become increasingly vital for enterprise information manage-
ment [2][3][17]. Current approaches typically employ a three-
stage process: entity extraction, relationship identification, and
graph construction. While traditional methods like OpenNRE
[18] achieve only 61.4% accuracy, modern techniques like
REBEL [19] have demonstrated success rates of up to 87%.
A significant challenge remains in verifying whether the
extracted information actually exists in the source documents,
leading to the development of hybrid approaches that combine
traditional extraction methods with LLM capabilities.

B. Role-based Access Control in KGs
Role-Based Access Control (RBAC) has emerged as a

critical component in KG systems, particularly in enterprise
environments [4]. Modern implementations simplify security
management by grouping users into roles based on their tasks
rather than assigning individual permissions. Recent research
has expanded this concept to include multilevel access control
mechanisms that implement document-level restrictions and
node-level visibility patterns [20][21]. A notable advancement
is the development of graph-based access control patterns that
enable both open and closed security policies.

C. LLM Integration in Knowledge Management Systems
The integration of LLMs into knowledge management sys-

tems represents a transformative development in organizational
knowledge management [22][23]. Current approaches focus
on automating content creation, improving knowledge re-
trieval, and improving system efficiency. However, implemen-
tation presents significant challenges, particularly regarding
customization requirements and system integration. Although
LLM integration has shown potential to improve knowledge
discovery and automated summarization capabilities, con-
cerns persist about the reliability and accountability of LLM-
generated content.

D. Ontology-driven Knowledge Extraction
Ontology-driven knowledge extraction has been identified as

a crucial method to maintain domain specificity in knowledge
representation [24]. Current systems employ ontologies as
formal knowledge sources that can unambiguously represent
task specifications and domain knowledge. This approach
has been particularly effective in specialized domains where
maintaining semantic accuracy is paramount.

E. Limitations in Existing Solutions
Several key limitations persist in current approaches:
1) Verification Challenges: Existing systems face difficul-

ties in verifying the accuracy of LLM-extracted infor-
mation, particularly in maintaining the clear provenance
of extracted knowledge [25].

2) Access Control Granularity: Although RBAC systems
provide fundamental security mechanisms, they often
lack the flexibility required for complex organizational
hierarchies and dynamic access requirements [4].

3) Integration Complexity: The integration of LLMs with
existing knowledge management systems often requires
extensive customization, which can disrupt established
workflows [22].

Domain adaptation is another key challenge. Current
ontology-driven approaches often require significant manual
effort to adapt to new domains, limiting their scalability
across different business contexts. These limitations under-
score the need for a more integrated approach that combines
the strengths of LLM-based extraction, robust access control
mechanisms, and domain-specific ontological validation.

III. System Architecture and Implementation

VAULT employs a three-layer architecture designed to en-
sure secure and efficient knowledge extraction and manage-
ment. Each layer serves a specific purpose in the pipeline,
from raw text processing to secure knowledge delivery. An
overview of the architecture is shown in Figure 1.

A. Knowledge Extraction Layer

The knowledge extraction layer implements a sophisticated
pipeline to transform unstructured text into structured KG. The
resulting KG is shown in Figure 3. This process occurs in
several distinct stages:

• Document Processing: Source documents are initially
segmented into manageable text chunks, with an optimal
chunk size of 600 tokens to maximize the extraction
efficiency of the entities.

• Entity and Relationship Extraction: The system per-
forms entity and relationship extraction using LLM-based
processing (either ChatGPT or local Ollama models)
through multiple "gleaning" rounds for comprehensive
coverage. Users can define domain-specific entities for
mapping, ensuring relevance to their application area.
The extraction uses a multipart prompt to identify entities
(with name, type, and description) and their relationships,
which can be customized through few-shot examples for
specialized domains. The summarisation of community
detection results is facilitated by LLM-based abstractive
summarisation, thereby enabling both hierarchical data
exploration and focused querying.

• Community Detection: In contrast with related work that
exploits the structured retrieval and traversal affordances
of graph indexes, the focus here is on a previously
unexplored quality of graphs in this context: their inherent
modularity [26] and the ability of community detection
algorithms to partition graphs into modular communi-
ties of closely-related nodes (e.g., Leiden [27]). LLM-
generated summaries of these community descriptions
provide comprehensive coverage of the underlying graph
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Figure 1. VAULT architecture overview: process from reading the input data, to building the KG, to generating a personalised access-controlled
response to a user query. The user can specify a selection of entities to be used to build the KG.

Figure 2. Overview of access levels: KG structure with predefined entities and Leiden-extracted communities. Responses are filtered based
on user authorization, especially in the DOCUMENT_BASED mode.

index and the input documents it represents. Query-
focused summarisation of an entire corpus is then fa-
cilitated through a map-reduce approach. This approach
involves the use of each community summary to answer
the query independently.

B. Access Control Layer

The Access Control Layer implements a sophisticated four-
tier security system that provides granular control over knowl-
edge access and retrieval. This hierarchical approach ensures
precise information delivery while maintaining security bound-
aries across different user-authorization levels. An overview is
given in Figure 2.

The system implements four distinct access levels:
1) KG_ONLY: Provides access exclusively to authorized

nodes and edges within the KG that match the query
parameters. This most restrictive level ensures visibility
of the basic knowledge structure while maintaining strict
information control.

2) CHUNKS: Extends the KG_ONLY access by including
referenced text chunks from the original documents,
enabling users to verify KG assertions through source
material while maintaining security constraints.

3) FULL: Augments the CHUNKS level by incorporating
community summaries derived from the KG structure.
These summaries provide a contextual understanding of
node clusters while preserving access control bound-
aries.

4) DOCUMENT_BASED: Implements a distinct approach
where document access is determined by node-level
permissions. The system first performs a FULL-level
search, but then filters results based on user authorization
for specific nodes associated with the extracted text.

This multitiered approach operates independently of the
query processing layer, ensuring consistent security enforce-
ment regardless of the underlying LLM implementation. The
system validates access permissions before any content reaches
the query processing stage, effectively creating a security
boundary that prevents unauthorized information disclosure.
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Figure 3. Visualisation of the KG extracted from the nine input
documents and the predetermined entities.

The DOCUMENT_BASED level represents a particularly
innovative approach, as it combines traditional document-level
access control with node-based permissions, enabling fine-
grained control over information flow while maintaining doc-
ument context. This method ensures that users can access only
the information from documents where they have appropriate
authorization for the referenced KG nodes.

Each access level builds upon the previous one, creating
a hierarchical security model that can accommodate various
organizational security requirements while maintaining system
flexibility. This layered approach enables organizations to
implement precise access control policies while maximizing
the utility of knowledge within authorized boundaries.

C. Query Processing Layer
The query processing layer utilizes a flexible LLM integra-

tion architecture that supports multiple open-source models
through Ollama[28]. The implementation includes support for
various models ranging from lightweight (1.5b parameters) to
large-scale (32b parameters) architectures, including:

• DeepSeek models (1.5b and 32b variants)
• Llama3.2 (1b and 3b)
• Mistral-small (24b)
• Phi variants (3.5b and 4b)
• Qwen2.5 variants (0.5b to 7b)
• SmolLM series (135m to 1.7b)

The query processing implements a sophisticated retrieval
and generation pipeline that leverages both the hierarchical

community structure and the underlying KG. The system first
identifies relevant entities through a semantic search, which
serve as entry points for graph traversal. From these entry
points, the system explores connected text chunks, community
reports, and entity relationships, with all retrieved data being
filtered according to the user’s access level. The system em-
ploys a map-reduce approach to handle broad thematic queries.
Retrieval of relevant community node reports from specified
hierarchical levels, which are then shuffled and chunked. Each
segment generates points with associated importance scores
that are subsequently ranked and filtered to maintain the most
significant information. This filtered intermediate response
serves as a context for the final LLM-generated answer.
This approach combines structured KG data with unstructured
document content, enabling comprehensive responses that in-
corporate both specific entity information and broader thematic
understanding. The community-based retrieval strategy has
been shown to be particularly effective in addressing queries
about broad themes and ideas, thus overcoming the limitations
of traditional RAG methodologies in handling corpus-wide
analysis.

The modular design of the system facilitates the seamless
integration of new models while ensuring the consistent ap-
plication of security controls across all configurations. Query
processing is only initiated after access control validation,
ensuring that responses are generated using only authorized
information. This architecture enables VAULT to maintain
strict security boundaries while leveraging the capabilities
of modern LLMs for knowledge extraction and query pro-
cessing. The implementation demonstrates both scalability
and flexibility, accommodating various organizational security
requirements while maintaining efficient knowledge manage-
ment capabilities. The Knowledge Extraction Layer and the
Query Processing Layer have been inspired by the Microsoft
GraphRAG approach [29]. The complete implementation is
available here [30].

IV. Results
This section presents the comprehensive evaluation of

VAULT’s performance across different access control config-
urations and LLM models.

A. Experimental Setup
We conducted an extensive evaluation using a diverse

dataset comprising computer science papers and financial
documents. The experiment included 20 carefully crafted ques-
tions derived from two distinct documents: a computer science
research paper and Apple’s SEC 8K report for 2024. The
evaluation framework encompassed 16 open source language
models deployed through Ollama, tested across four access
control configurations with two different user roles, resulting
in 2,240 unique question-response pairs.

B. Evaluation Methodology
The evaluation process consisted of two complementary

approaches:
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Figure 4. Visualization of the performance comparison across 16 different open-source LLM models with varying parameter sizes (135m to
8b) under different access control configurations. The y-axis represents the manual quality score (0-10), while the x-axis lists the different
LLM models.

Human Expert Evaluation Eight researchers conducted
systematic evaluations of responses, the evaluation corpus
being equally divided between them. Each expert:

• Assigned a quality score (1-10 scale - higher is better)
• Provided qualitative justification for their scoring
• Verified response correctness within access control con-

straints
Automated Metric Analysis We used the OPIK framework

by CometML[31] to calculate six key metrics:
• LevenshteinRatio: Quantifies response validity through

string similarity comparison against reference text, iden-
tifying structural and content deviations

• Answer Relevance: Measures response alignment with
query intent and appropriateness, independent of factual
accuracy

• Context Precision: Evaluates the accuracy of context
usage in responses, identifying information misalignment
with the provided context

• Context Recall: Assesses completeness of context uti-
lization, measuring inclusion of critical information from
available context

• Usefulness: Scores practical value (0.0-1.0) based on
completeness, clarity, and applicability of responses

• Hallucination: Identifies and quantifies information gen-
eration that is not supported by input context or access
permissions.

Automated metrics provided objective measurements, while
human evaluation offered nuanced qualitative insights into
response effectiveness. The following sections present detailed

analyses of the results in these evaluation dimensions, ex-
amining the effectiveness of different levels of access con-
trol and the performance variations among the LLM mod-
els tested. The experimental results in Figure 4 demonstrate
varying performance across different LLM models and access
control configurations. The phi4 model emerges as the top
performer, achieving scores between 6 and 7 across all ac-
cess levels, significantly outperforming other models in the
evaluation. This performance suggests that model size does
not necessarily correlate directly with effectiveness in access-
controlled knowledge retrieval tasks. Across the access control
spectrum, KG_ONLY, CHUNKS, and FULL access levels
exhibit relatively consistent performance patterns within each
model, although with notable variations in absolute scores.
The DOCUMENT_LEVEL access shows a clear differentia-
tion between USER1 and ADMIN permissions, with ADMIN
consistently achieving higher scores. This pattern validates the
effectiveness of the access control mechanisms implemented.
The larger models, including deepseek-rp (1.8b) and mistral-
small (24b), demonstrate more stable performance at different
access levels compared to their smaller counterparts. However,
smaller models like smollm2 variants show more pronounced
variations in performance in different access configurations.
The error bars indicate considerable variance in performance,
particularly in models with larger parameter counts, suggesting
that the size of the model may influence response consistency.
The results also reveal that the DOCUMENT_LEVEL_ADMIN
configuration generally achieves higher scores compared to
USER1 access, particularly evident in models like llama3.2
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TABLE I. PERFORMANCE METRICS BY ACCESS TYPE

Access Type RT Score Hall. Rel. Use. Prec. Rec.
DOCUMENT_LEVEL_ADMIN 1.90 3.14 0.79 0.50 0.47 0.22 0.24
FULL 3.24 3.00 0.91 0.46 0.48 0.17 0.18
KG_ONLY 3.18 2.97 0.90 0.48 0.50 0.19 0.20
CHUNKS 3.16 2.92 0.91 0.46 0.48 0.17 0.18
DOCUMENT_LEVEL_USER1 1.92 2.57 0.89 0.40 0.42 0.14 0.16

(3b) and deepseek-r1, indicating successful implementation
of hierarchical access control mechanisms while maintaining
response quality. A detailed analysis of performance metrics
across access types, as shown in Table I, provides addi-
tional information on the effectiveness of the system. DOC-
UMENT_LEVEL_ADMIN configuration achieves the highest
overall performance with a score of 3.14 and the lowest
hallucination rate (0.79), indicating more reliable information
retrieval. This configuration also demonstrates better precision
(0.22) and recall (0.24) compared to other access levels,
suggesting more accurate and comprehensive information ex-
traction. Notably, while KG_ONLY access shows slightly lower
overall scores (2.97), it achieves the highest usefulness metric
(0.50), indicating that despite restricted access, responses
remain practically valuable. FULL and CHUNKS access levels
show similar performance patterns across the metrics, with
scores of 3.00 and 2.92, respectively, suggesting that additional
context beyond basic fragments may not significantly improve
response quality. DOCUMENT_LEVEL_USER1 consistently
shows lower performance across all metrics, with the lowest
overall score (2.57) and reduced relevance (0.40), confirming
the effectiveness of access control mechanisms in restricting
unauthorized information access. The response time (RT)
metrics indicate that the 𝐷𝑂𝐶𝑈𝑀𝐸𝑁𝑇_𝐿𝐸𝑉𝐸𝐿 configura-
tions (both ADMIN and USER1) process queries significantly
faster (1.90 and 1.92 seconds, respectively) compared to
other types of access, suggesting more efficient information
retrieval when operating at the document level. These findings
demonstrate that, while stricter access controls may limit
overall information availability, they can lead to more precise
and efficient information retrieval when properly implemented.
The results also validate the system’s ability to maintain
security boundaries while preserving response quality within
authorized access levels. Figure 5 presents a detailed analysis
of the performance of the model in two key dimensions.
The upper plot reveals a positive correlation between answer
relevance and usefulness metrics, with most models clustering
in the 0.4−0.7 range for relevance and 0.3−0.6 for usefulness.
Notably, larger models like qwen2.5:14b and mistral-small:24b
achieve higher scores on both metrics, while smaller models
such as deepseek-r1:1.5b show lower performance. The lower
plot examines the precision-recall relationship, where a distinct
cluster of better performing models emerges in the upper
right quadrant (precision: 0.25 − 0.30, recall: 0.22 − 0.32).
This cluster, highlighted in the plot, predominantly consists
of larger parameter models, suggesting that increased model
size contributes to both higher precision and greater recall
in knowledge retrieval tasks. Response times, indicated by

dot sizes, remain relatively consistent across models, with no
significant performance penalties for larger architectures. The
visualization effectively demonstrates that while model size
correlates with improved performance metrics, even smaller
models can achieve competitive results, particularly in the
midrange of the performance spectrum.

The effectiveness of VAULT’s access control mechanisms is
particularly evident when examining specific query responses
- shown in Figure 6. Consider the question "Who is Apple’s
new Chief Financial Officer?" posed to the mistral-small:24b
model under different access levels. When queried with USER1
permissions, the model correctly responded with "I don’t have
the information about who Apple’s new Chief Financial Officer
is," demonstrating appropriate handling of access restrictions,
as the Apple SEC report was restricted to admin access
only. In contrast, under ADMIN privileges, the same model
provided a comprehensive response detailing Kevan Parekh’s
appointment as CFO, including contextual information about
the transition and its implications for corporate governance.
This stark contrast in response quality and content accuracy
directly validates the effectiveness of access control imple-
mentation. Human evaluators noted this distinction, observing
that USER1 responses appropriately acknowledged information
limitations, while ADMIN responses provided accurate and
detailed information about Kevan Parekh’s appointment. The
ADMIN response not only identified the new CFO, but also
provided valuable context about the leadership transition and
its implications for Apple’s financial management structure.
This example effectively demonstrates VAULT’s ability to:

• Maintain strict access control boundaries
• Prevent unauthorized information disclosure
• Provide comprehensive responses when appropriate ac-

cess is granted
• Generate contextually appropriate responses based on

access level
The significant difference in response quality and content
between the USER1 and ADMIN access levels validates the
effectiveness of the framework in implementing secure, role-
based access control while maintaining response quality within
authorized boundaries.

V. Conclusion and Future Work
VAULT demonstrates effective integration of secure access

control mechanisms with LLM-based knowledge graph gen-
eration and querying. The framework successfully addresses
two critical challenges in enterprise knowledge management:
maintaining domain specificity and implementing flexible
access control. Through a comprehensive evaluation across
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Figure 5. Open-Source-LLM Model comparison.

Figure 6. Comparison of VAULT responses across different access levels using the mistral-small:24b model. The figure shows the ground
truth (left), admin-level response with admin access (center), and user1-level response with restricted access (right), demonstrating effective
access control implementation.

16 different open-source LLMs and multiple access control
configurations, we have demonstrated the system’s ability to
maintain information security while preserving query response
quality. Key contributions of this work include the following.

• A configurable ontology-driven architecture that enables
domain-specific knowledge organization

• A multi-tiered access control system that provides gran-
ular information access management

• An LLM-powered inference engine that effectively filters
knowledge graph traversal based on authorization levels

The results show that the DOCUMENT_LEVEL_ADMIN setup
performs best, with the highest score (3.14) and lowest hallu-
cination rate (0.79), effectively balancing response quality and
strict access control.

A. Future Work
Several promising directions for future research emerge

from this work:
• Dynamic Access Control: Developing mechanisms for

real-time adaptation of access control policies based on
user behavior and organizational changes.

• Cross-Domain Integration: Extending the framework to
handle multiple domain ontologies simultaneously, en-
abling more flexible knowledge integration across differ-
ent business units.

• Performance Optimization: Investigating techniques to
reduce response times

These future directions aim to enhance VAULT’s practical
applicability while maintaining its core strengths in secure,
domain-specific knowledge management.
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Abstract—The rapid spread of misinformation on social media
platforms has heightened the need for effective rumor verification
models. Traditional approaches primarily rely on textual content
and transformer-based embeddings, but they often fail to incorpo-
rate conversational dynamics and stance evolution, limiting their
effectiveness. We present a stance-conditioned rumor verification
model that integrates Bidirectional Encoder Representations from
Transformers (BERT) based source post embeddings, reply post
embedding aggregation, and Bidirectional Long Short Term
Memory (BiLSTM) encoding of stance labels to enhance rumor
classification. By explicitly modeling stance progression and
leveraging aggregated stance-conditioned reply embeddings, our
approach captures critical discourse patterns that influence
rumor veracity. Experiments on competitive benchmark tasks
demonstrate that our model outperforms state-of-the-art baselines
in Macro-F1 and accuracy, achieving superior performance across
multiple datasets. Ablation studies confirm the effectiveness of
each constituent model component, with early rumor detection
analysis showcasing our model’s ability to detect misinformation
faster and more accurately than competing methods. Overall,
this work presents a novel stance-conditioned approach to rumor
verification that effectively captures conversational context and
discourse interactions, providing a more robust and interpretable
framework for combating online misinformation.

Keywords-Rumor verification; stance-conditioned modeling; so-
cial media misinformation; embedding aggregation.

I. INTRODUCTION

The exponential rise of social media platforms such as
Twitter (rebranded as X) and Reddit has fueled the rapid spread
of misinformation and rumors [1][2], making rumor verification
a critical challenge. Traditional approaches primarily rely
on transformer-based language models, such as Bidirectional
Encoder Representations from Transformers (BERT) and Gen-
erative Pre-trained Transformer (GPT) [3][4] to analyze textual
representations of posts. However, these methods often truncate
conversational threads due to sequence length constraints and
overlook valuable discourse signals, such as stance labels, that
reflect user perspectives on rumors.

This work presents an enhanced rumor verification frame-
work that effectively integrates the structure and stance
dynamics of online discussions. Our approach builds upon
prior work by incorporating stance labels as additional input
features, embedded using a Bidirectional Long Short-Term
Memory (BiLSTM) [5] network. Specifically, we extract source
post embeddings using BERT [6] and concatenate them with
stance-conditioned reply embeddings, where stance labels
are sequentially modeled based on their temporal order in
the conversation thread. The resulting feature representations

Figure 1. A sample thread C with a false veracity label. SL stands for Stance
Labels.

are processed through a unified feed-forward layer for final
classification.

Unlike prior studies that primarily rely on direct textual
features [7][8], our model explicitly encodes stance signals,
allowing it to capture the argumentative structure within rumor
propagation. By preserving the full conversational context
and avoiding truncation, our model offers a more holistic
understanding of rumor veracity. Empirical results on bench-
mark rumor datasets demonstrate that our method significantly
improves performance distinguishing rumor veracity classes,
setting a new benchmark for rumor detection systems.

Furthermore, this study explores the task of early rumor
detection, that focuses on identifying and assessing the veracity
of emerging rumors in real-time as they propagate online.
By detecting rumors at an early stage, this approach aims to
mitigate the rapid spread of misinformation, enabling timely
interventions and fact-checking before false narratives gain
widespread traction. Figure 1 presents a sample discourse,
showcasing how stances evolve. We leverage the evolution
to model the temporal ordering of stance annotations with
BiLSTM. The major contributions of this work are outlined as
follows:
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• Novel rumor verification framework: Presents a method-
ology that integrates BERT-based post embeddings and
BiLSTM-based stance encoding to enhance rumor verifi-
cation in conversational threads.

• Avoiding sequence truncation: Unlike prior approaches
that truncate long conversation threads due to BERT’s
sequence length constraints, our model effectively aggregates
embeddings without discarding crucial discourse information.

• Leveraging stance labels: Incorporates stance labels as an
additional input feature, embedding them using a BiLSTM
to capture the sequential stance evolution within a thread.

• Early rumor detection: Evaluates the model’s ability
to detect rumors at an early stage of the conversation,
highlighting its real-world applicability for misinformation
mitigation.
The rest of this paper unfolds as follows. Section II reviews

the existing literature on rumor verification, and Section III
delves into a comprehensive description of our approach.
Section IV demonstrates experiments and provides a discussion
of results. Finally, Section V presents the conclusion.

II. RELATED WORK

The proliferation of misinformation on social media has
led to extensive research in rumor verification. Early studies
primarily focused on content-based analysis, utilizing textual
features and user metadata to assess veracity. Nonetheless,
these approaches often overlooked the dynamic nature of
conversations and the valuable insights provided by user stances
within discussion threads.

Recently, Yang et al. [9] introduced a weakly supervised
propagation model that leverages multiple instance learning for
joint rumor verification and stance detection. This approach
models the diffusion of claims through bottom-up and top-down
trees, capturing the propagation structure of rumors. The model
requires only bag-level labels concerning a claim’s veracity,
reducing the need for extensive labeled data. Experiments
demonstrated promising performance in both claim-level rumor
detection and post-level stance classification. Furthermore, Mai
et al. [10] introduces a graph attention mechanism to effectively
capture and process interactions within a conversational thread.

Jami et al. [11] conducted a comprehensive literature review
on rumor stance classification in online social networks. They
highlighted the importance of user viewpoints in predicting
rumor veracity and discussed various approaches, datasets, and
challenges in the field. The study emphasized the need for
models that effectively utilize user stances to improve rumor
verification systems.

Moreover, Khandelwal [12] explored a multi-task learning
framework that jointly predicts rumor stance and veracity. By
fine-tuning the Longformer model, the study addressed the
limitations of sequence length in traditional transformer models,
allowing for the processing of longer conversational threads
without truncation. This approach underscored the benefits of
handling extended contexts in rumor verification tasks.

Despite these advancements, challenges remain in effectively
modeling the temporal dynamics of conversations and fully

Figure 2. The model framework. e(R), e(p), and e(s) represent eR, ep and
es, respectively, in the main text.

leveraging stance information. In addition, most of these
models still suffer from sequence length limitations (since
they rely on pretrained language models), often truncating
crucial replies within a discourse. Our framework aims to
address these gaps by proposing a sequential stance aggregation
mechanism that accounts for the temporal ordering of replies
and embedding stance labels using a BiLSTM [5] network,
preserving the chronological order of replies. This method
seeks to capture the evolution of discussions more effectively,
providing a comprehensive understanding of rumor propagation
and verification.

III. METHODOLOGY

Our model consists of three main components: 1) Post
embedding representation: BERT extracts contextual embed-
dings for the source and reply posts. 2) Stance-aware sequence
encoding: A BiLSTM encodes the sequence of stance labels
in temporal order. 3) Unified feed-forward layer: The post
embeddings and stance representations are concatenated and
fed into a classifier. Figure 2 illustrates our methodology.

A. Task Formulation

Given a conversational thread C (see Figure 1) consisting of
a source post p and a set of reply posts R = {r1, r2, ..., rn},
where n is the total number of reply posts, the goal of rumor
verification is to classify the source post p into one of three
categories: yc ∈ {true rumor, false rumor, unverified rumor}.
Each post (both p and ri) is associated with a stance label si,
where si ∈ {support, deny, query, comment}.
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B. Post Embedding Representation and Aggregation

Each post xi (both p and ri) is tokenized and passed through
a pre-trained BERT model. The mean-pooled hidden states are
used as the post embedding:

ei = BERT(xi) =
1

T

T∑
t=1

ht (1)

where ht represents the hidden state at position t of a given
post, and T is the sequence length.

The source post embedding is:

ep = BERT(p) (2)

The reply post embeddings are:

ER = {er1 , er2 , ..., erN } (3)

To preserve stance information, we aggregate reply embed-
dings based on stance labels:

es =
∑

ri∈Rs

eri (4)

where Rs represents the set of replies with stance s. After
aggregating embeddings for all four stances, these vectors are
concatenated with the embedding of the source post to create
a composite feature vector:

f = [ep; es; ed; eq; ec], (5)

where subscripts (p, s, d, q, c) represent (source, support, deny,
query, comment). Aggregating embeddings by stance allows
the model to capture the distribution of opinions within a
conversation thread. This method emphasizes the collective
influence of each stance category, providing nuanced insights
into the overall sentiment and credibility of the information.
Prior research has highlighted the importance of analyzing
specific stances, such as denial and questioning, in rumor
detection, as they play a crucial role in assessing veracity [13].
On the same note, embedding aggregation addresses the
challenge of thread sequence truncation, a common limitation
in large language model-based approaches. By aggregating
embeddings in this manner, the model can better discern
patterns indicative of true, false, or unverified rumors.

C. Stance Label Encoding Using BiLSTM

Recent studies have demonstrated the efficacy of BiLSTMs in
stance detection tasks. For instance, Jia et al. [14] proposed an
improved BiLSTM approach that integrates external common-
sense knowledge and environmental information to enhance
user stance detection. Their method effectively captures the
temporal progression of user viewpoints, leading to improved
detection performance. Deviating from their approaches, in
this work, each reply’s stance label is first embedded into a
continuous vector space:

si = Embed(si) (6)

These embedded stance vectors are then processed chrono-
logically through a BiLSTM network:

−→
h i,
←−
h i = BiLSTM(si) (7)

The final stance representation is obtained from the last
hidden states:

hS = [
−→
h N ;
←−
h N ] (8)

The utilization of a BiLSTM for encoding stance labels
offers three primary advantages in this study. First, capturing
sequential dependencies: conversations on social media often
exhibit temporal dynamics, where the stance of a reply can
influence and be influenced by preceding and subsequent
replies. A BiLSTM processes the sequence in both forward and
backward directions, effectively capturing these dependencies.
This bidirectional processing ensures that the context from
both past and future replies is considered, leading to a more
comprehensive understanding of the stance dynamics within
a thread. Next, handling variable-length sequences: social
media threads vary in length and complexity. BiLSTMs are
adept at managing such variability, allowing the model to
process each thread appropriately without the need for strict
length constraints. Finally, enhanced contextual representa-
tion: by encoding stance labels through a BiLSTM, the model
generates contextually enriched representations that encapsulate
the interplay between different stances over the course of the
conversation. This enriched representation aids in distinguishing
subtle nuances in stance expressions, that is crucial for accurate
rumor verification.

D. Classification Layer

The final input to the classifier is the concatenation of the
source post embedding, aggregated reply embeddings, and
stance representation:

x = [f ;hS ] (9)

The classification module comprises a fully connected layer
that projects the high-dimensional representation x onto the
output space corresponding to the rumor classes (True, False,
Unverified):

z = Dropout (Wx+ b) , (10)

where W ∈ RC×D is a learnable weight matrix responsible
for transforming the hidden representation x into the output
space of C classes, and b ∈ RC denotes the bias term. Here,
D represents the dimensionality of x, while the number of
classes is given by C = 3. Dropout is used for regularization.
The raw output z is subsequently passed through a softmax
activation function to derive class probabilities:

ŷi = softmax(zi) =
exp(zi)∑C
j=1 exp(zj)

, i = 1, . . . , C, (11)

where ŷi represents the predicted probability for class i.
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E. Training and Optimization Objective

The training process involves computing the discrepancy
between the predicted probabilities ŷ and the true labels using
the cross-entropy loss function:

L = −
C∑
i=1

yi log(ŷi), (12)

where yi corresponds to the one-hot encoded ground truth
label. The objective function for rumor verification aims to
minimize the classification loss L. The overall optimization
seeks to enhance the model’s ability to accurately classify
rumor veracity. The objective function is expressed in detail
as:

J (y, ŷ) = − 1

N

N∑
i=1

C∑
c=1

yi,c log ŷi,c, (13)

where N is the total number of rumor events in a training
batch.

IV. EXPERIMENTS

This section assesses the performance of our model in
comparison to state-of-the-art (SOTA) baselines and conducts a
comprehensive analysis to gain deeper insights into the model’s
effectiveness.

A. Datasets

Experiments are conducted on three widely used and
publicly available challenging benchmark datasets: SemEval-
2017 [15], RumorEval-2019 [2], and PHEME [16]. Among
these, RumorEval-2019 and PHEME extend the SemEval-2017
task, that comprises 325 rumor-related events and 5,568 tweets
collected from eight major breaking news events.

RumorEval-2019 extends SemEval-2017 by incorporating
additional test data and new Reddit-based content while
utilizing all SemEval-2017 rumor events for training. It consists
of 446 rumor-related conversational threads and a total of
8,574 posts. The claims in both SemEval-2017 and RumorEval-
2019 are annotated with three veracity labels: True, False, or
Unverified. Each post within a thread is assigned a stance
label: Support, Deny, Query, or Comment. Conversely, PHEME
enhances RumorEval-2017 by incorporating additional rumor
events and data from nine major breaking news stories on
Twitter. It contains 2,402 conversational threads and 105,354
tweets. Unlike RumorEval-2019, the additional data in PHEME
is annotated solely with rumor veracity labels.

For SemEval-2017 and RumorEval-2019, we adhere to the
standard train/validation/test split as defined in the original
publications. Conversely, since PHEME does not provide an
official dataset split, a conventional evaluation protocol is
adopted, that follows a leave-one-out k-fold validation strategy,
where each event is used as a test set in turn. Table I provides
a detailed summary of the dataset statistics.

B. Data Preprocessing

In addition to standard data preprocessing techniques, such
as the removal of null entries, this work employs hashtag
processing and text normalization following the methodology
proposed by [17]. Furthermore, inspired by the approach
of [18], all hyperlinks in the text are replaced with $url$
and all @user mentions are substituted with $mention$, as
these transformations have been shown to enhance model
performance in the aforementioned studies.

C. Experimental settings

The uncased-BERT-base version is employed to generate
word embeddings for both the claim p and its corresponding
replies R within a thread C. An alternative pre-trained
language model, RoBERTa [19], was also evaluated; still, this
model exhibited inferior performance compared to BERT and
was thus excluded. Extensive experimentation with different
hyperparameter settings was performed to identify the optimal
configuration. The training process is conducted with a batch
size of 16 threads, and the BERT tokenizer is configured with a
maximum sequence length of 128. Optimization is carried out
using the Adam optimizer [20] with a learning rate of 0.001.
Dropout rate was set to 0.35. BiLSTM embedding dimension
is set to (18, 19, 20) for (SemEval-2017, PHEME, RumorEval-
2019), corresponding to the average thread lengths in these
datasets. The experiments were conducted on two Quadro RTX
8000 GPUs, each equipped with 48 GB of VRAM.

Since PHEME contains only partial stance annotations, the
model was initially trained on the stance-labeled RumorEval-
2019 and SemEval-2017, omitting the stance-based embedding
aggregation and the stance label encoding using BiLSTM.
Given that these datasets exhibit a strong bias toward the
Comment stance, we employed SMOTE [21] oversampling
technique to balance the stance distribution and enhance model
generalization. However, SMOTE was not applied to the rumor
verification task to ensure a fair comparison with baseline
approaches. The best-performing model from this pretraining
stage was subsequently utilized to predict stance labels for
PHEME.

D. Evaluation Metrics, Baselines, and Results

Model performance is assessed using macro F1-score and
accuracy, with the best-performing model—determined based
on validation macro F1-score—selected for final evaluation.
All hyperparameters were meticulously fine-tuned using the
development dataset, and the reported results are averaged
over ten experimental runs. The model is compared against
the following rumor detection baselines:
1) eventAI [22]: Securing first place in the RumorEval-2019

competition task [23], eventAI leverages multidimensional
information and employs an ensemble learning strategy to
improve rumor verification performance.

2) Longformer [12]: Introduces a fine-tuned Longformer, that
is a multi-task learning framework with the bottom part
predicting rumor stance and the upper part classifying rumor
veracity.
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TABLE I
DETAILED STATISTICS OF THE DATASETS.

Dataset #Threads #Tweets Stance Distribution Rumor Veracity Labels
#Support #Deny #Query #Comment #True #False #Unverified

SemEval-17 325 5,568 1,004 415 468 3,685 145 74 106
RumorEval-19 446 8,574 1,184 606 608 6,176 185 138 123
PHEME 2,402 105,354 - - - - 1,067 638 697

3) Coupled Hierarchical Transformer (CHT) [24]: This
method partitions conversational threads into multiple
groups based on their hierarchical structure. Each group
is independently processed using BERT to extract contex-
tual features, that are subsequently integrated through a
Transformer network for rumor verification.

4) Joint Rumor and Stance Model (JRSM) [18]: This
approach utilizes a graph transformer to encode input data
and a partition filter network to explicitly model rumor-
specific, stance-specific, and shared interactive features, that
are used for joint rumor and stance classification.

5) SAMGAT [25]: This employs Graph Attention Networks
(GATs) [26] to model contextual relationships between posts.
Although originally designed for binary rumor classification
on the PHEME dataset (excluding the Unverified class), we
adapt and retrain the model for our experimental setting,
extending to three-class classification task.

Table II provides a comparative analysis of the performance
of the models. The findings demonstrate that our model signif-
icantly outperforms the best-competing system, as validated by
McNemar’s test with a p-value < 0.05. Furthermore, our results
exhibit a standard deviation in the range of 0.006–0.02 across
all three datasets over the 10 experimental runs, indicating
robust and consistent performance.

E. Discussion and Evaluation

We analyze why our approach achieves superior performance
in comparison to the listed baselines. eventAI leverages
ensemble learning but primarily relies on multidimensional
handcrafted features, that may not generalize well across
datasets. While Longformer effectively handles long text
sequences, its multi-task learning framework is limited in
capturing the structural relationships between stance and rumor
veracity. CHT processes conversational threads in disjoint
hierarchical groups, that disrupts temporal dependencies. JRSM
treats rumor and stance classification as two separate tasks, but
it does not fully exploit the interplay between them. SAMGAT
relies on GATs to model contextual relationships, but it was
originally designed for binary rumor classification and struggles
with multi-class settings.

Unlike models such as CHT, that process hierarchical groups
separately, our aggregation strategy preserves stance distribution
and reduces information loss, allowing for better contextual
reasoning. Reply posts contain rich contextual signals that
indicate how a rumor is perceived within a conversation thread.
Simply analyzing the source post alone (as some baselines
do) ignores these critical interactions. Our model aggregates

reply post embeddings grouped by stance type, ensuring that
stance-conditioned representations provide a holistic view of
the conversation. Aggregation, in emphasis, also mitigates the
sequence length limitation of BERT by summarizing the impact
of all replies in a stance-specific manner, preventing the loss
of important context and allowing it to dynamically adapt to
unseen data rather than relying on predefined feature extraction.
Compared to SAMGAT, our model is more adaptable to
three-class classification, as demonstrated by the substantial
performance boost. Furthermore, while baselines implicitly
incorporate stance, our model explicitly embeds and encodes
stance labels. BiLSTM preserves the chronological order of
stance evolution, that is critical for understanding how rumors
develop over time and allowing it to capture stance progression
and interactions.

Although only Twitter and Reddit data are used in our
experiments, this work can be customized and extended to any
social media platform actively engaging in fact-checking and
where users participate in the subsequent conversations about
a source claim. Therefore, our stance-conditioned modeling
for rumor verification can also be generalized to Facebook,
Instagram, Threads, etc. This will be incorporated into future
work.

F. Ablation Study

To assess the contribution of each component, ablation
experiments are conducted using the best-performing model
on RumorEval-2017 and RumorEval-2019. The study involves
systematically removing specific components and thus coming
up with the following derivatives: 1) -Replies: Excludes reaction
posts R, encoding only the source post p; 2) -Emb agg: Discards
stance-conditioned embedding aggregation, instead encoding
the entire rumor event as a single BERT embedding, constrained
by the language model’s maximum sequence length; 3) -
Stance-aware: Omits the sequential modeling of stance labels
using BiLSTM. The Ours-whole configuration represents the
complete model.

Table III presents the results of the ablation study. -Replies
leads to a significant drop in performance, indicating that
contextual signals from replies are crucial for rumor verification,
as previously highlighted. -Emb agg also results in lower per-
formance. This highlights the importance of stance-conditioned
embedding aggregation, that ensures that replies are grouped
by stance type rather than processed as isolated inputs. Without
aggregation, crucial stance patterns may be lost due to BERT’s
sequence length limitation, leading to incomplete contextual
understanding. -Stance-aware furthermore negatively impacts
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TABLE II
COMPARISON OF OUR RESULTS WITH BASELINE MODELS.

Model SemEval-2017 RumorEval-2019 PHEME
Macro-F1 Acc Macro-F1 Acc Macro-F1 Acc

eventAI 0.618 0.629 0.577 0.591 0.342 0.357
Longformer 0.662 0.673 0.672 0.684 0.452 0.469
CHT 0.680 0.678 0.579 0.611 0.396 0.466
SAMGAT 0.702 0.709 0.542 0.562 0.409 0.418
JRSM 0.754 0.767 0.598 0.623 0.448 0.479
Ours 0.774 0.781 0.636 0.648 0.641 0.643

TABLE III
ABLATION STUDY RESULTS.

Model RumorEval-2017 RumorEval-2019
Macro-F1 Acc Macro-F1 Acc

-Replies 0.624 0.632 0.540 0.566
-Emb agg 0.642 0.649 0.552 0.579
-Stance-aware 0.647 0.651 0.548 0.564
Ours-whole 0.774 0.781 0.636 0.648

performance. This confirms that modeling stance evolution
sequentially is beneficial, as stance shifts over time can indicate
the credibility of a rumor. The Ours-whole configuration,
that includes all modules, achieves the highest performance,
validating the effectiveness of our stance-conditoned BiLSTM
encoding and reply embedding aggregation.

G. Early Detection

Timely detection of rumors can mitigate their widespread
dissemination. To assess early detection capabilities, we define
detection checkpoints based on the elapsed time, spanning
24 hours, since the initial post. At each checkpoint, only
replies accumulated up to that point are considered for model
evaluation.

Figure 3 illustrates Macro-F1 and accuracy scores over time
for early rumor detection on the SemEval-2017 dataset. Our
model consistently outperforms all baselines throughout the 24-
hour period, demonstrating superior effectiveness in detecting
rumors early. While all models improve as more information
becomes available, our model achieves significantly higher
Macro-F1 scores early on, starting with an advantage at 4
hours and maintaining superior performance throughout. This
suggests that our approach is more responsive to limited initial
data, making it highly effective for early-stage rumor identifi-
cation and particularly valuable in real-world misinformation
scenarios where timely intervention is crucial.

H. Illustrative Example: Debunking a False Rumor

We discuss the modeling and debunking of a rumor event
shown in Figure 1. The claim has a False veracity and a Support
stance; our model accurately debunked it as False rumor. It
can be observed from the diagram that more replies in the
conversation thread contain Comment and Query stances. While
Comment stance entail neutrality of users towards the claim,
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Figure 3. Early Rumor Detection Performance on SemEval-2017.

key insight is that some people who are exposed to a rumor,
before deciding its veracity, will take the step of information
inquiry to seek more information or express skepticism without
specifically asserting whether it is false [13]. Moreover, three
out of nine responses in the discourse are a repetition of the
claim post, further intensifying doubt in the credibility of the
source. These features enhance modeling stance progression
and conversational dynamics, presenting cues for our model to
discern signals that help in debunking a rumor.

V. CONCLUSION

This paper presents a novel stance-conditioned rumor ver-
ification model that integrates BERT-based source post em-
beddings and reply post embedding aggregation and BiLSTM
encoding of stance labels, to enhance the detection of rumors
in online discourse. Our findings highlight several key insights:
the explicit incorporation of stance information significantly
improves rumor verification, demonstrating that user reactions
provide crucial contextual cues; processing stance sequences
chronologically using BiLSTM preserves the natural evolution
of discussions, leading to more context-aware representations;
and leveraging stance-conditioned embedding aggregation
mitigates the sequence length limitations of transformer-
based models, ensuring a more comprehensive understanding
of conversational dynamics. Early rumor detection analysis
demonstrates that our model achieves faster and more accurate
misinformation detection than competing methods, underscor-
ing its practical utility in real-world misinformation detection.
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While the model has shown success, its limitations include a
heavy reliance on accurate stance annotations—which might not
be consistently available—and training on datasets that may not
fully represent real-world misinformation trends across diverse
social media platforms. Additionally, the focus on textual
content ignores the visual aspects (such as images, memes, and
videos) that often accompany online rumors. Future work could
reduce dependence on manually labeled data through weakly
supervised and self-supervised learning, improve generalization
via cross-platform adaptation, incorporate multi-modal data, and
further explore extra structural dynamics like stance distribution,
hierarchical level encoding, and attention mechanisms.

While the work has positive implications, ethical chal-
lenges and risks persist. False negatives and false positives
could respectively suppress credible information or allow
misinformation to spread, so human validation of predictions
is recommended. The system’s success could also enable
misuse, such as censorship or targeting, requiring transparent
deployment and strict ethical guidelines. Additionally, training
data biases might lead to unfair outcomes; hence, evaluating
and mitigating these biases is critical.
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Abstract—To clarify business process completeness, we 

proposed a business process diagram that describes six 

aspects: input, output, accepting conditions, resource 

conditions, exception conditions, and judgement conditions. By 

separating exception conditions from the output, the proposed 

diagram has the advantage of making it possible to detect and 

respond to defects and extract exception handling knowledge. 

The procedure for reviewing the diagram has not been 

specified. In this paper, we define a process relationship matrix 

to demonstrate a step-by-step review procedure for preventing 

defects in business process diagrams. The main output of the 

paper is the business process review method using a process 

relationship matrix. 

Keywords-business process; knowledge management; defect 

prevention; review; process relationship matrix. 

I.  INTRODUCTION  

Ji Koutei Kanketsu (JKK) [1] in Japanese is a word that 
translates to self (Ji), process (Koutei), and completion 
(Kanketsu). Self-process completion (JKK) is a method that 
optimizes the entire production process, not just a specific 
process. 

To introduce JKK, it is necessary to define not only 
business procedures that define the flow of work, but also 
requirements organization sheets that define business 
requirements. The requirements organization sheet consists 
of fields for the necessary items/information, business inputs, 
and business outputs for each business process. The 
necessary item and information field clarifies the input, tools, 
methods, capabilities/authority, and reasons as conditions for 
the quality of product. The input field describes the receiving 
criteria, such as when, where, and what. The output field 
describes where to sink, by when, and what to produce. The 
judgment criteria field describes the criteria to judge that 
“output of the process is good.” 

JKK clarifies the completeness conditions for each 
business process element. The requirement organizing sheet 
is an essential characteristic of JKK. 

Salvadorinhoa and Teixeira [2] pointed that Business 
Process Model can not only help organizations improve their 
Industry 4.0 environment, but also facilitate knowledge 
acquisition and distribution. As long as the digitalization of 
business is promoted, business process documentation 
become vital for business process continuity. The 
digitalization re-construct the traditional business process 
into a new digitalized business process [3]. For example, 

Digital Balanced Scorecard (DBSC) [4] consists of the 
digital business process. 

Leonard and Swap [5] defined deep smarts as expertise 
that allows experts to instantly grasp complex situations and 
make fast and wise decisions to address real-world problems. 
In other words, deep smarts are "powerful expertise formed 
beliefs and social influences that can generate insights based 
on tacit knowledge derived from direct experience." For 
example, in production process design, a challenge is how to 
transfer defect investigation knowledge from an expert to a 
novice. An example of deep smarts is the knowledge of fault 
investigation held by an experienced engineer.  

The business process completeness diagram proposed by 
Yamamoto and Fujimoto [6] is a diagram whose elements 
are hexagonal nodes with six vertices. The vertices have six 
sides: input, output, receiving conditions, resource 
conditions, exception conditions, and decision conditions. 
The receiving, input, resource, and decision sides represent 
the outside-in flow from external elements. The output and 
exception sides represent the inside-out flow to external 
elements. A distinctive feature of the defect prevention 
diagram is that exceptions and outputs are separated by 
separate arrows. 

In this paper, we renamed the business completeness 
diagram as the defect prevention diagram, because business 
completeness is achieved by preventing defects in business 
processes. 

In the following, we propose a procedure for creating a 
defect prevention diagram and a review method in Section II. 
Furthermore, we explain an example of application in 
Section III. We provide a discussion in Section IV, and 
conclude in Section V. 

II. BUSINESS PROCESS DESIGN APPROACH 

A defect prevention diagram consists of business 
processes and flow relationships between business processes. 
In a business process, input, output, receiving conditions, 
resource conditions, judgment conditions, and exception 
conditions are clarified. Flow relationships include flows 
from output to input and flows from exception conditions to 
input, resource conditions, and judgment conditions. 

The Input describes the trigger and information for 
starting an action. The Output describes the response and 
information as a result of the action. Accepting conditions 
describe the conditions for executing an action. Resource 
conditions describe the people, equipment, information, and 
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activities required to output the action results. Judgment 
conditions describe the criteria for outputting the action 
results. Exception conditions describe the conditions under 
which output cannot be generated because the receiving 
conditions, resource conditions, and judgment conditions are 
not met. 

Figure 1 shows the defect prevention diagram process 
element. 

Figure 1.  Defect prevention diagram process. 

A. Defect Prevention Diagram Creation 

The step-by-step procedure for creating a defect 
prevention diagram is shown below. 

[Step 1] Identify the business process and name the 
business action. 

[Step 2] For the business process, connect a flow 
relationship from the output of the preceding business to the 
input of the succeeding business. At this time, the input and 
output for the business process are named. 

[Step 3] For the business process, identify the receiving 
conditions, resource conditions, and judgment conditions. 
For cases where these conditions are not met, extract the 
exception conditions. 

[Step 4] Add an exception flow that connects the 
extracted exception conditions to the input conditions of the 
appropriate business process. At this time, if there is no 
business process to connect the exception flow to, add a new 
business process to the defect prevention diagram. Also, find 
the input that will be the output destination of the added 
business process, and add a flow relationship to the 
corresponding business process. 

[Step 5] Check that the created defect prevention diagram 
is appropriate from the following perspectives. 

- There are no missing business processes 

- There are no missing inputs and outputs 

- There are no missing conditions 

- There are no missing exceptions 

- There are no missing flow relationships 
[Step 6] If there are any missing conditions in step 5, 

repeat the corresponding step. Otherwise, end. 

(End of procedure) 

B. Business relationship analysis 

For the business process set P that constitutes the defect 
prevention diagram D, the business process relationship 
matrix M can be defined as follows. 

TABLE I.  BUSINESS PROCESS RELATIONSHIP MATRIX 

 X Y 

X Goal of X X to S: Y Relationship 

Y Y to T: X Relationship Goal of Y 

 
In Table I, S and T are either the receiving condition A, 

the resource condition R, or the judgment condition J. If S 
and T are omitted, they are taken to be the relationship to the 
input of the target process. 

The diagonal element M (X, X) describes the purpose of 
business process X. The off-diagonal element M (X, Y) 
describes the connection flow from business process X to 
either the input, receiving condition, resource condition, or 
judgment condition of Y. 

The business process relationship matrix can be used to 
comprehensively check the connection flow between 
business processes that make up the defect prevention 
diagram. For example, the transitive closure of the business 
process relationship matrix can define a set of connection 
relationships for business processes. The set of connection 

relationships for X in Table I is Σk=1, n (Rxy・Ryx) k. Rxy is the 

relationship from X to S: Y, and Ryx is the relationship from 
Y to T:X. 

Similarly, the set of connection relationships for Y in 

Table I is Σk=1, n (Ryx・Rxy) k. 

The process relationship matrix is used to identify defects 
caused by the flow relationship among processes.  

The scalability of the matrix approach depends on the 
complexity of the number of relations between processes. 
The approach can be adaptable for any business process 
relationships by using matrix representation. 

C. Process Checklist 

The process review list is defined as issues of concern for 
six aspects, as follows. 

[Process name]  
[Input] issues on input labels 
[Accepting condition] issues on accepting arrow labels 
[Resource condition] issues on resource arrow labels 
[Judgement condition] issues on judgement arrow labels 
[Output] issues on output arrow labels 
[Exception condition] issues on exception arrow labels 
 
By using the checklist, defects on the process aspect can 

be derived. 

III. CASE STUDY 

The Shinkansen bogie crack trouble is said to be a 
problem of the entire system [7]. If we consider the 
Shinkansen bogie crack trouble as a system, the main 
components are (1) the cracked bogie, (2) the maintenance 
staff who confirmed the bogie abnormality, (3) the control 
person who ordered the bogie inspection, and (4) the 

Process

Acceptance Condition Exception Condition

Resource Condition Judgement Condition

Input Output
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supervisor who manages the overall train management 
process.  

The Shinkansen express goes from Okayama to Tokyo, 
through Shin-Osaka, and Nagoya. The maintenance staff 
who boarded the train at Okayama Station confirmed the 
abnormal sound and suggested to the dispatcher by phone 
that the bogie be inspected at Shin-Osaka Station. At this 
time, the control person was receiving an inquiry from the 
supervisor and did not hear this suggestion from 
maintenance staff. As a result, the Shinkansen continued to 
run until JR Central decided to stop it at Nagoya Station.  

This train operation management process includes the 
process in which the maintenance staff confirms the bogie 
abnormality, the process in which the maintenance staff 
proposes to inspect the bogie and asks the dispatcher for a 
decision, and the process in which the dispatcher responds to 
the inquiry from the dispatcher. 

The inspection proposal from the maintenance staff 
conflicted with the inquiry from the dispatcher, resulting in a 
loss of information in that the dispatcher did not hear the 
inspection proposal. This train operation managing process 
includes supervision, command, problem detection, and train 
inspection processes, as shown in Figure 2. 

As shown in the Table II, inputs for the control process 
include status inquiries, inspection requests, and inspection 
reports, and it is clear that there is a possibility that these 
may conflict. For this reason, it is necessary to prevent inputs 
from being lost when there is conflict by prioritizing the 
conditions for receiving these inputs. 

In addition, outputs include status reports and inspection 
instructions, and it is clear that there is a possibility that these 

outputs may conflict. In this case, it is necessary to avoid 
output conflicts by specifying the judgment conditions. 

TABLE II.  PROCESS RELATIONSHIP  MATRIX FOR TRAIN 

MANAGEMENT 

  Supervise Control Detect Inspect 

Supervise Governance 
Status 
inquiry 

    

Control 
Status 
report 

Command 
and Control 

  
Inspection 
instructions 

Detect   
Inspection 
request 

Check for 
abnormalities 

  

Inspect   
Inspection 
report 

  Inspection 

 
This consideration is also clarified in the following 

checklist for the control process. 
 

The Process Checklist for command process is as follows. 
[Process name] Command process 
[Input] Status inquiry, inspection request, inspection 

report 
[Accepting conditions] Are there any conflicts between 

status inquiry, inspection request, and inspection report? 
[Resource conditions] Commander, command procedure 
[Judgment conditions] Are there any conflicts between 

reports and inspection instructions? 
[Output] Status report, inspection instructions 
[Exception conditions] Who should be notified of 

command exceptions? 
 

 

Figure 2.  Train operation management process. 
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IV. DISCUSSION 

A. Novelty 

In this paper, we proposed a procedure for creating 
defect prevention diagrams and a review method. 

In a defect prevention diagram, business process 
knowledge can be organized hierarchically using L1: 
business process knowledge, L2: business flow-related 
knowledge, L3: business process action condition 
knowledge, and L4: business action condition execution 
knowledge. Here, L1, L2, and L3 can be described in a 
defect prevention diagram. However, for L4, the described 
conditions must be evaluated when the actual business 
process is executed. 

In the business process knowledge of a defect prevention 
diagram, L1 can grasp the overall picture of the business 
process by identifying the necessary actions that make up 
the business process. Business flow-related knowledge L2 
can recognize the dependencies between business processes. 
Business process action condition knowledge L3 can 
recognize what conditions are necessary to execute the 
business. The difference between L3 and L4 is the difference 
between knowing the conditions and being able to 
appropriately confirm and evaluate those conditions. 
Condition evaluation knowledge L4 should be specified so 
that the evaluation results do not vary depending on the 
individual for the same conditions. 

In the defect prevention diagram, this type of business 
process knowledge classification is used to organize 
business knowledge that has traditionally been thought to 
vary between individuals, making it possible to clarify 
where the variations in knowledge are occurring. 

B. Applicability  

In this paper, we confirmed the applicability of the 
proposed method by applying it to train operation 
monitoring operations. Because this case is an important 
business process in fields other than operation monitoring 
operations, the proposed method may be applicable to a 
wider range of applicable business processes. 

C. Comparison with Root cause analysis 

In Root Cause Analysis (RCA), when a defect is 
detected in a system, the cause of the defect is identified. 
Once the cause is identified, measures are devised to prevent 
the defect from occurring in the system. 

In contrast, in defect prevention analysis, which is the 
premise of the defect prevention diagram, the success 
conditions and exceptions of the system are first defined. 
Next, measures to deal with exceptions are devised in the 
system. Defects that occur during the operation of the 
system are identified and the planned measures are 
implemented. 

D. Limitation 

In this paper, we proposed a method for reviewing defect 
prevention diagrams. However, we have only applied it to 

one case study. In the future, we need to quantitatively 
evaluate the effectiveness of the method by applying it to 
many cases. 

V. CONCLUSION AND FUTURE WORK 

In this paper, we proposed a procedure for creating a 
defect prevention diagram and a review method. The 
business process review checklist can validate the 
completeness of each of the six aspects of the process that 
constitute the defect prevention diagram. In particular, it can 
detect conflicts between multiple inputs and outputs. In 
addition, the process relationship matrix can analyze the 
comprehensive dependencies between the business 
processes that constitute the defect prevention diagram. 

By defining transition relationships based on the 
elements of the business relationship matrix M, it is possible 
to iteratively track influence relations. In other words, it is 
possible to define a language expression L of the defect 
prevention diagram using M. Since it is believed that the 
equivalence of the defect prevention diagram can be 
formulated using this L, it is possible to minimize the defect 
prevention diagram. 

Since the defect prevention diagram can complement the 
response to exceptions in the business process, it is possible 
to define a business process that can respond to defects as 
exceptions. 

In this paper, the completeness of the defect prevention 
diagram is formulated by its ability to respond to exceptions. 
However, we have not yet discussed whether such an 
exception response is sufficient. Therefore, we plan to 
continue to consider the completeness of the defect 
prevention diagram. Moreover, more case studies and 
technical details shall be provided as future work. 
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Abstract—Organizations like Information Technology (IT) 

consulting firms use knowledge as one of their core 

competencies to gain a competitive edge in the market. These 

firms rely on the tacit knowledge of their employees to gain a 

competitive edge in the industry. These highly competitive 

work environments lend themselves to individuals hiding 

knowledge from each other for a myriad of reasons, including 

helping individuals maintain a competitive edge within the 

firm. Knowledge Hiding (KH), the deliberate hiding of 

knowledge when asked, has negative effects on organizations. 

This research explores if tacit knowledge is being deliberately 

hidden from others when prompted due to this highly 

competitive work environment. Using social exchange theory 

and an experimental design method, this research proposes to 

ask individuals working in the IT consulting sector if they 

would hide different types of knowledge (tacit vs. explicit) 

given the competitiveness of the work environment. This 

research also proposes testing different mediating effects like 

task interdependence and professional commitment to reduce 

tacit knowledge hiding in IT consulting firms. 

Keywords-tacit knowledge; knowledge hiding; competitive 

work environment. 

I.  INTRODUCTION 

The motivation for this research comes from working in a 
highly competitive work environment in the field of 
Information Technology (IT) consulting. A core competency 
of consulting companies is the tacit knowledge (i.e., skills, 
ideas, and experiences that are hard to codify) and explicit 
knowledge (i.e., information that is easy to share, document, 
and understand) gained and created by working with 
multiple clients over multiple industries and documenting 
best practices, common pitfalls, and lessons learned. IT 
consulting companies also create a highly competitive work 
environment where employees compete against each other 
for promotions and merit increases. The highly competitive 
work environment fosters team productivity and 
organizational gains but results in employees hiding 
knowledge from each other to maintain a competitive edge 
for themselves. Literature has shown that the organization is 
negatively impacted when employees hide knowledge from 
each other. Scant research exists examining tacit knowledge 
hiding in highly competitive work environments. Based on a 
literature search, there appears only one article that examines 
tacit and explicit KH in a highly competitive work 
environment, specifically in the field of academics [1]. 
Presumably, the field of academics has a different promotion 
and tenure process than the private sector and may lead to 

different degrees of hiding tacit knowledge. Hence, studying 
other highly competitive work environments (e.g., IT 
consulting) is important. This leads to the following research 
questions. 1) Is tacit knowledge hidden more than explicit 
knowledge in these environments? and, 2) Are there ways to 
encourage employees not to hide tacit knowledge from each 
other while maintaining the organization's competitive 
environment?  

There are both practical and theoretical contributions to 
this research. Findings from this research can help fill the 
gap in tacit knowledge hiding in a competitive work 
environment. Finding ways to ameliorate the negative effects 
of tacit knowledge hiding can help organizations that foster a 
competitive work environment. 

Relevant literature on knowledge hiding, tacit vs. explicit 
knowledge, and highly competitive work environments are 
discussed in Section II. Section III provides a proposed 
methodology that examines tacit knowledge hiding for 
workers in a highly competitive working environment. Next 
steps and future work are discussed in Section IV. 

II. LITERATURE REVIEW 

Knowledge Hiding (KH) is defined as “an intentional 

attempt by an individual to withhold or conceal knowledge 

that has been requested by another person” [2. p 65]. KH is 

unique given that a knowledge seeker (i.e., an individual 

seeking knowledge) must request knowledge from another 

individual, and that individual must intentionally hide 

knowledge, thus being referred to as the knowledge hider. 

KH is a unique construct that is different from other types of 

knowledge-related behaviors, such as knowledge sharing or 

knowledge hoarding. KH can take place at the individual 

level, the team level, and the organizational level. 

According to [2], KH consists of three dimensions: playing 

dumb (the knowledge hider pretends not to know the 

knowledge that is being requested), rationalized hiding (the 

knowledge hider provides reasons for not revealing the 

knowledge), and evasive hiding (the knowledge hider offers 

wrong or incomplete information).  

A competitive work environment, like most IT 

consulting firms, is a workplace culture where employees 

are motivated to outperform their peers, often driven by the 

desire to secure rewards and recognition [3]. Competitive 

environments often foster a climate where employees are 

more likely to engage in knowledge hiding to protect their 

own interests and maintain a competitive edge. A 

competitive psychological climate can exacerbate 
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knowledge hiding, as employees may feel threatened and 

resort to self-protective behaviors [4]. This is particularly 

evident in performance-oriented climates where employees' 

actions are compared against their peers [5].  

Tacit knowledge refers to knowledge that is difficult to 

communicate or convey in words. It is often gained through 

personal experience, context, and practice, making it 

inherently subjective and context-specific. Conversely, 

explicit knowledge can be easily communicated, 

documented, and shared. Research has shown that tacit 

knowledge can enhance firm performance, particularly in 

consulting firms where individual expertise and insights are 

crucial. Consulting firms can leverage tacit knowledge to 

improve decision-making, foster collaboration, and drive 

innovation, ultimately leading to better client outcomes and 

competitive advantage [6].  

Given the difficulty of documenting and sharing tacit 

knowledge, and given that tacit knowledge is crucial for the 

success of consulting firms, and consulting firms operate in 

a highly competitive environment where knowledge hiding 

is heightened, is tacit knowledge hiding more prevalent than 

explicit knowledge hiding in a competitive work 

environment?   If so, are there ways for consulting firms to 

overcome hiding this valuable tacit knowledge? 

III. METHODS 

The nature of the construct makes it hard to measure 

since KH involves specifically asking for information from 

an individual and not receiving it. Much of the research in 

this area involves using a survey instrument. A few studies 

use semi-structured interviews or an experimental design 

[7].  

In this research, the researchers propose using a 2 x 2 

experimental design to ask the participants (i.e., potential 

knowledge hiders) working in IT consulting to share either 

tacit or explicit knowledge in a competitive or non-

competitive work environment. The researchers will 

manipulate the types of knowledge and the competitiveness 

of the environment and then ask the participants to score 

their willingness to share that knowledge with the requestor 

(i.e., knowledge seeker). An experiment, compared to a 

survey, could decrease the reluctance to admit to knowledge 

hiding since the scenarios are fictitious, and they are not 

asking what the participants have done in the past. 

The researchers will use existing measurements of tacit 

and explicit knowledge [8] and competitive work 

environments [2] to guide the development of scenarios for 

the experiment. For example, one scenario would prime the 

participant into a competitive work environment by stating 

that promotions at this company are based on high 

expectations of individual success, and those not promoted 

to the next level will be coached to find another company 

that is a better fit. A pilot study will be used to verify that 

the scenarios meet face validity and are reliable before 

circulating the instrument to a larger sample of IT 

consulting professionals. IT professionals will be recruited 

through existing contacts at IT consulting firms like 

Accenture, E&Y, KMPG, and Slalom Consulting.  

In this same research stream, the researchers would like 

to understand what the organization can do to reduce the 

hiding of valuable tacit knowledge. Reference [1] examined 

tacit and explicit knowledge hiding in academia, which is 

also considered a competitive work environment. They 

found that task interdependence and social support 

moderated explicit KH, but not tacit KH. This research aims 

to investigate whether this also holds true in IT consulting, 

where tacit knowledge may be more beneficial to the 

organization compared to an academic setting. This 

manipulation can be a part of the original experiment based 

on the participants' dependent variable response (i.e., 

willingness to share). 

IV. CONCLUSION AND FUTURE WORK  

This research aims to study valuable tacit knowledge 

using social exchange theory in IT consulting firms to 1) 

determine that it is indeed being hidden and 2) verify if 

researched antecedents work in this context using an 

experimental design. The results from this research could 

help expose the estimated extent of tacit knowledge hiding 

in IT consulting firms. Depending on the results of this 

research, the findings could also assist managers in IT 

consulting firms in finding ways to reduce the tacit 

knowledge hiding problem. 
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Abstract—Despite frequent double-blind review, demo-
graphic biases of authors still disadvantage the under-
represented groups. We present Fair-PaperRec, a Mul-
tiLayer Perceptron (MLP) based model that addresses
demographic disparities in post-review paper acceptance
decisions while maintaining high-quality requirements. Our
methodology penalizes demographic disparities while pre-
serving quality through intersectional criteria (e.g., race,
country) and a customized fairness loss, in contrast to
heuristic approaches. Evaluations using conference data
from ACM Special Interest Group on Computer-Human
Interaction (SIGCHI), Designing Interactive Systems (DIS),
and Intelligent User Interfaces (IUI) indicate a 42.03%
increase in underrepresented group participation and a
3.16% improvement in overall utility, indicating that diver-
sity promotion does not compromise academic rigor and
supports equity-focused peer review solutions.

Keywords-Fairness-aware recommendation; Paper selec-
tion; Demographic bias mitigation

I. INTRODUCTION

Double-blind review often does not eradicate systemic
biases linked to authors’ demographics, reputations, or
institutional affiliations, despite attempts to ensure im-
partiality [1]–[4]. Recent data indicates that even the
most stringent anonymization techniques can be under-
mined by analyzing writing style or cross-referencing
previous articles [5], [6]. This tendency can sustain
biases against particular groups, including women, racial
minorities, and researchers from underrepresented ar-
eas [3], [7]–[9]. Simultaneously, there is a growing
dependence on recommendation algorithms to optimize
processes such as paper selection, grant distribution, and
significant publication identification [10]–[12]. While
these systems can accelerate decision-making, they also
pose a danger of perpetuating biases present in the
training data, particularly if they focus only on predictive
accuracy [13]–[15]. Therefore, it is imperative to devise
novel methodologies that explicitly include demographic
justice, preventing the perpetuation of historical inequal-
ities.

In this paper, we introduce Fair-PaperRec, a fairness-
aware recommendation framework specifically designed
to mitigate post-review bias. Unlike previous heuristic-
based approaches that often handle single-attribute fair-

ness constraints or overlook intersectionality, in our
approach:

• We surpass single-attribute approaches by incorpo-
rating multiple demographic attributes (e.g., race,
country) and constructing multi-dimensional pro-
files that capture underlying biases.

• After a double-blind review, a specialized fairness
penalty is implemented to address demographic
disparities, thereby correcting latent biases without
the need to replace existing processes.

• Our method ensures that the quality of the paper
is maintained throughout by ensuring demographic
parity, thereby obtaining equitable representation
without compromising academic rigor.

Our results demonstrate improved representation in
the participation of underrepresented groups, as well as
an enhancement in overall paper quality, as indicated by
the h-index. Notably, these findings reveal that enhanced
inclusivity need not diminish academic rigor; a fairness-
driven approach can yield greater demographic parity
while simultaneously preserving, and at times even en-
hancing, the quality of accepted papers.

By mitigating biases in paper selection, our strategy
promotes a richer academic discourse and amplifies
the representation of marginalized communities, thereby
paving the way toward more equitable, high-quality
conferences. The paper includes the folling sections,
where in Section 2, we review related work. Section 3
presents the proposed methodology. Section 4 explains
our experimental setup and metrics. Section 5 provides
results and analysis. Finally, the Section 6 concludes the
paper.

II. RELATED WORK

We begin by examining double-blind review and bias
in academic paper selection, then explore fairness in
recommender systems, and finally discuss recent ad-
vancements in neural approaches for fair selection.

A. Double-Blind Review and Bias in Academic Paper
Selection

Although double-blind review conceals identities [1]–
[3], it often fails to eliminate biases in gender, race,
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Figure 1. Overview of the Fair-PaperRec Architecture.

or geography [9], [16]. While authorship-attribution can
rectify advanced anonymization [5], high-prestige insti-
tutions continue to receive favorable reviews [17]. As
a result, underrepresented groups, including women and
racial minorities, continue to be marginalized [18], and
substantial acceptance rate disparities persist [7], [8].

B. Fairness in Recommendation Systems

When optimizing solely for accuracy, recommenders
frequently exacerbate biases [11], [19]. Although some
fairness issues are addressed by multi-objective [13],
adversarial [14], and re-ranking methods [15], the ma-
jority of these methods concentrate on single attributes
or user-item data, leaving intersectional biases in pa-
per acceptance unaccounted for. In academic settings,
provider fairness is equivalent to author fairness, which
protects minority researchers [20]. There are very few
algorithms that resolve post-review bias, not to mention,
multi-attribute fairness [12], [21].

C. Post-Review Bias Mitigation and Neural Approaches

Some heuristic methods attempt to rebalance accepted
papers after reviews [20], but they risk local optima and
often fail to consider multi-attribute fairness. Neural-
based solutions such as DeepFair [11] or Neural Fair
Collaborative Filtering [22] demonstrate that fairness
can align with accuracy, yet they typically target com-
mercial recommendations rather than the nuances of
academic peer review. Meanwhile, multi-stakeholder op-
timization [23], [24] highlights the need for more con-
textual fairness definitions within scholarly publishing.
Although certain approaches (e.g., Bulut et al. [25])
employ text-based features like Term Frequency–Inverse
Document Frequency (TF-IDF) to improve relevance,
they often disregard the imperative of equity for authors
from historically marginalized groups.

III. METHODOLOGY

Our approach tackles demographic biases in confer-
ence data by employing a simple Multilayer Perceptron
(MLP) to enforce fairness post-review. We highlight
two fundamental principles: (1) revealing and alleviating
biases instead of eliminating them, and (2) implementing

a straightforward, yet efficient neural architecture that
harmonizes equality and utility.

A. Data Collection and Pre-processing

Real-world datasets—particularly those drawn from
academic conference submissions—often contain latent
biases that mirror systemic imbalances in the scholarly
community (e.g., underrepresentation of certain demo-
graphics). We utilize datasets from SIGCHI 2017, DIS
2017, and IUI 2017 [20], which naturally reflect systemic
disparities (e.g., skewed demographics). Instead of elim-
inating such biases, our objective is to recognize and
rectify them.

We describe the process of collecting and preparing
the data used in our experiments. The dataset consists
of academic papers submitted to conferences, and we
employ a variety of pre-processing steps to ensure the
data are suitable for training our model.

TABLE I. DEMOGRAPHIC PARTICIPATION FROM PROTECTED
GROUPS IN THREE CONFERENCES.

Conference Gender (%) Race (%) Country (%)

SIGCHI 41.88 6.84 21.94
DIS 65.79 35.09 24.56
IUI 43.75 51.56 39.06

Average 50.47 31.16 28.52

1) Data Description: We gathered detailed informa-
tion at the paper and author levels, resulting in a robust
combined dataset. Every paper record has a title, authors,
and a conference designation (1 = IUI, 2 = DIS, 3
= SIGCHI). Author records encompass demographic
information (gender, race, nationality, career stage), for
detailed analysis. We classify SIGCHI 2017 articles as
a standard for high-impact research, whereby Overall
includes all submissions and Selected refers to those
identified by our algorithms.

2) Data Pre-processing: Several preprocessing steps
were undertaken to prepare the dataset for training:

• Categorical Encoding: Gender, Country, and Race
are subjected to one-hot encoding. Gender is binary
(0 = male, 1 = female), Country is categorized as
developed or underdeveloped, and Race comprises
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{White, Asian, Hispanic, Black}, with Hispanic and
Black designated as protected groups (Table I).

• Normalization: Numerical attributes (e.g., h-index)
employ min-max scaling for consistent magnitude.

• Training and Validation Division: An 80%/20%
stratified division guarantees equitable distribution
of labels and protected attributes in both subsets.

B. Problem Definition

This study develops a fairness-aware paper recom-
mendation system that ensures demographic parity with
respect to authors’ race and country, while preserving
high academic standards. We frame acceptance decisions
as a recommendation task, where conference organizers
(users) seek to select from 530 papers (items) spanning
SIGCHI, DIS, and IUI. Each paper (item) includes an h-
index for quality, demographic data (race, country), and
a conference rating (SIGCHI: 1, DIS: 2, IUI: 3).

Our approach enforces fairness constraints on race
and country independently, excluding gender due to its
relatively balanced distribution (see Table I). By leverag-
ing historical acceptance patterns and explicit diversity
goals, the system balances the need for high-quality
research with the requirement to address demographic
biases in the final recommendation of papers.

Let D represent the dataset of submitted papers, where
each paper p ∈ D is associated with a set of features
Xp (e.g., race, country, h-index) and a target variable
yp indicating acceptance (1) or rejection (0). The race
attribute Rp and country attribute Cp are the protected
attributes.

We aim to optimize a predictive model f : Xp → ŷp
that minimizes the following objective function:

min
f

(L(f(Xp), yp) + λ · Lfairness(f,D)) (1)

Here, L(f(Xp), yp) is the prediction loss (e.g., Binary
Cross-Entropy Loss), Lfairness(f,D) is the fairness loss,
penalizing deviations from demographic parity across
race and country and λ is a hyperparameter that balances
the trade-off between prediction accuracy and fairness.

C. Demographic Parity

We aim to ensure that the probability of a paper being
accepted is independent of the protected attributes:

P (ŷp = 1 | Rp = r) = P (ŷp = 1), ∀r ∈ Race

P (ŷp = 1 | Cp = c) = P (ŷp = 1), ∀c ∈ Country

Utilizing these equations ensures that the papers au-
thored by individuals from different races and countries
have an equal probability of acceptance.

Algorithm 1. FAIR-PAPERREC LOSS FUNCTION.

1: Input: Model M , Epochs E, Batch size B, Data D, Protected
attributes A, Hyperparameter λ

2: Output: Trained Model M
3: Initialize Model M
4: for each e ∈ E do
5: Shuffle Data D
6: for each batch {(X,Y )} ∈ D with size B do
7: Predict Ŷ ←M(X)
8: Calculate Loss:
9: Lprediction ← PredictionLoss(Y, Ŷ )

10: Lfairness ← FairnessLoss(A, Ŷ )
11: Calculate Total Loss:
12: Ltotal ← λ · Lfairness + Lprediction

13: Compute gradients ∇Ltotal ← ∂Ltotal
∂M

14: Update Model parameters: M ←M − α∇Ltotal
15: end for
16: end for

D. Fairness Loss

The fairness loss from the objective function in Equa-
tion 1 is constructed to minimize statistical parity differ-
ences between the protected and non-protected group:

Lfairness = (P (ŷp = 1 | Gp)− P (ŷp = 1 | Gnp))
2 (2)

Here, P (ŷp = 1 | Gp) denotes the acceptance
probability for the protected group and P (ŷp = 1 | Gnp)
is the acceptance probability for the non-protected group.

E. Combined Fairness Loss

Furthermore, we define a combined fairness loss to
minimize statistical parity differences across race and
country attributes between the protected and unprotected
groups, as shown in Equation 3.

Lfairness = Wr

 1

Nr

∑
p∈Gr

ŷp −
1

N

N∑
p=1

ŷp

2

+Wc

 1

Nc

∑
p∈Gc

ŷp −
1

N

N∑
p=1

ŷp

2
(3)

Gr and Gc denote the race and country groups, respec-
tively. Nr and Nc are the number of papers in each group
and weights Wr and Wc reflect group distributions.

F. Total Loss

The total loss is the combination of prediction and
fairness losses:

Ltotal = Lprediction + λ · Lfairness

G. Constraints and Considerations

We assess fairness by training our model separately on
race and country, as well as jointly on both attributes to
evaluate selection fairness across multiple dimensions.
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TABLE II. GAIN CALCULATIONS FOR COUNTRY AND RACE
FEATURES WITH UTILITY GAIN (UGi).

Country Feature Race Feature

λ
Macro

Gain (%)
Micro

Gain (%)
UGi
(%)

Macro
Gain (%)

Micro
Gain (%)

UGi
(%)

1 7.71 8.67 3.16 24.81 31.11 0.35
2 10.77 13.23 1.05 33.54 46.30 1.75
2.5 12.67 22.96 1.75 39.25 54.81 1.40
3 13.60 16.96 0.35 42.03 56.48 3.16
5 14.80 19.97 -0.35 43.04 56.11 -0.70
10 13.86 18.73 2.46 52.91 64.81 -0.70

a) Exclusion of Protected Attributes: Race Rp and
country Cp are excluded from the input feature set
Xp to mitigate direct bias amplification. To achieve
joint fairness, both attributes are omitted during training,
preventing the model from learning acceptance outcomes
influenced by race or country.

b) Indirect Bias Mitigation: A fairness loss pro-
motes demographic parity, addressing indirect biases
associated with features related to race or country. The
model maintains neutrality by penalizing selection dis-
parities, even in the absence of protected attributes.

c) Scalability: Our method supports datasets of
varying scales and complexities, demonstrating strong
performance across various academic fields. This scala-
bility ensures fairness across various use cases.

IV. MODEL OVERVIEW

To achieve demographic parity while preserving qual-
ity in paper selection, we present a MLP-based neural
network (See Figure 1), explicitly engineered to balance
the trade-off between fairness and accuracy. It illustrates
the correlations between input features, like author de-
mographic attributes and paper quality, while alleviating
biases during selection.

A unique fairness loss function was employed to en-
sure equity, imposing penalties on the model for substan-
tial differences in selection rates between protected and
non-protected groups. This loss function is integrated
with the conventional prediction loss to attain a balance
between diversity and accuracy; the algorithm is shown
in Algorithm 1.

The acceptance probabilities for submitted papers are
generated by the MLP, which are subsequently ranked to
guarantee that the final selection meets both quality and
fairness objectives. By selecting top papers according
to these probabilities, we ensure equal representation of
authors from both protected and non-protected groups
while upholding the requisite standard of academic ex-
cellence.

A. Selection Mechanism

The model calculates acceptance probabilities for all
submitted papers after training. After calculating ac-
ceptance odds, the algorithm ranks candidate papers.

Algorithm 2. FAIRNESS-AWARE PAPER SELECTION
MECHANISM.

1: Input: Dataset D, Model M , Number of Accepted Papers Na,
Total Papers Nt

2: Output: Selected Papers Pselected
3: Initialize: Pselected ← ∅
4: Step 1: Apply trained model M to the entire dataset D
5: for each paper p ∈ D do
6: Compute acceptance probability: ŷp ←M(p)
7: end for
8: Step 2: Rank all papers p by acceptance probability ŷp
9: Sort D in descending order of ŷp

10: Step 3: Select top Na papers:
11: Pselected ← {p | ŷp ≥ ŷ(Na)}
12: Step 4: Ensure Fairness Constraints
13: Return Pselected

This rating phase ensures underrepresented groups are
represented in final admission decisions. Representing
this as a suggestion list preserves the peer-review process
and corrects residual biases. Algorithm 2 selects the
best papers based on probability, ensuring fairness and
preserving the desired number of accepted papers.

• Prediction Aggregation: The trained MLP model
is applied to the entire dataset to obtain predicted
acceptance probabilities ŷp for each paper.

• Ranking: Papers are ranked in descending order
based on their predicted probabilities.

• Selection: The papers with the highest predicted
probabilities are selected for acceptance, ensuring
the total number of selected papers matches the
required acceptance quota.

Mathematically, the selection process is represented
as:

Selected Papers =
{
p ∈ D | ŷp ≥ ŷ(Na)

}
Here, ŷ(Na) is the Na-th highest predicted probability

in the set {ŷp | p ∈ D} while Na is the total number of
accepted papers and Nt is the total number of submitted
papers, where Na ≤ Nt.

This approach ensures that the selection process is
both informed by the model’s predictions and con-
strained to uphold demographic parity, fostering an eq-
uitable and meritocratic paper selection environment.

V. EVALUATION AND EXPERIMENTS

This section presents the experimental evaluation
of our proposed Fair-PaperRec model on the chosen
datasets. To guide the exploration of fairness and quality
in our proposed paper recommendation system, we pose
the following research questions:
• RQ1: How do fairness constraints affect the overall

quality (utility) of recommended papers, as measured
by metrics, such as the h-index?

• RQ2: Does handling race and country as separate
protected attributes differ from treating them jointly
in terms of fairness outcomes and selection decisions?
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• RQ3: How do varying weight assignments to multiple
protected attributes (race and country) influence the
trade-off between fairness and utility?

Figure 2. Comparison of Macro and Micro Gains for Country Across
Different Fairness Configurations.

Figure 3. Comparison of Macro and Micro Gains for Race Across
Different Fairness Configurations.

A. Experimental Setting
We evaluate Fair-PaperRec using datasets from promi-

nent academic conferences, contrasting it with baseline
approaches and examining the trade-off between fairness
and selection quality. Each experiment is conducted 5
times individually, with standard deviations provided for
consistency.

TABLE III. DISTRIBUTION OF RECOMMENDED PAPERS
FROM EACH CONFERENCE.

Label Country Race Multi-Fair

SIGCHI 92.02% 92.00% 92.02%
DIS 4.84% 7.69% 7.40%
IUI 3.14% 0.31% 0.56%

# Papers 351 351 351

1) Implementation Details: All experiments use
PyTorch on a high-performance machine with two
NVIDIA Quadro RTX 4000 Graphics Processing Units
(GPUs). Our model is a two-hidden-layer MLP (Recti-
fied Linear Unit (ReLU) activations, Batch Normaliza-
tion), ending in a sigmoid output for acceptance prob-
abilities. We train for 50 epochs using Adam (learning

rate = 0.001), applying early stopping if no improve-
ment occurs over 10 epochs. The fairness regularization
parameter λ is tuned to balance utility and demographic
parity. Each dataset is split 80/20 (training/validation) via
stratified sampling, and each run is repeated five times
with different random seeds to average performance
metrics and capture variance.

2) Baseline: We compare our model against a base-
line Demographic-Blind Model which is a conventional
(MLP) model that prioritizes quality and ignores fairness
constraints. This model selects the original list of papers
chosen by the SIGCHI 2017 program committee.

3) Parameters: A hyperparameter λ is used for con-
trolling the trade-off between prediction accuracy and
fairness. Higher values emphasize fairness more strongly.

The weights Wc, Wr respectively denote the weighting
factors assigned to the country and race attributes in the
fairness loss function, as shown in Equation 3.

B. Evaluation Metrics

Diversity is assessed at both the paper level and the
author level. In particular:

• Macro Gain represents the percentage increase in
the diversity of each feature within the selected
papers compared with the baseline, assessing the
overall representation of protected groups.

• Micro Gain is the percentage increase in the diver-
sity of each feature among authors of the selected
papers, providing more detailed perspective on in-
clusivity.

A Diversity Gain [20] further normalizes these macro-
level changes (Equation 4), capping each feature at
100 to avoid any single attribute skewing the total.
The F - measure [20] (Equation 5) then combines this
diversity improvement with the resulting utility, offering
a harmonic balance between fairness gains and paper
quality.

To ensure that enhancements in diversity do not com-
promise the quality of papers, we assess Utility Gain
(UGi). The utility is represented by the weighted h-index
corresponding to an author’s career stage—Professor,
Associate Professor, Lecturer, Post-Doctoral Researcher,
or Graduate Student—indicating their distribution within
the dataset. Analyzing the values of the h-index in rela-
tion to a baseline determines whether equity initiatives
compromise academic quality.

DG =

∑n
i=1 min(100,Macro GainGi

)

n
(4)

F = 2× DG × (100− UGi)

DG + (100− UGi)
(5)
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(a) Utility Gain. (b) Macro/Micro for Race. (c) Macro/Micro for Country.

Figure 4. Comparison of gains across different fairness configurations.

C. Interpretation of the Results

The fairness regularization parameter (λ) was evalu-
ated using values from 1 to 10 to examine its impact on
fairness, utility, and diversity (see Table II). RQ1, which
investigates how fairness constraints affect the utility of
paper recommendations, was addressed through Figures
2 and 3. For the protected attribute "race," a λ value of
3 achieved an effective balance between diversity (both
micro and macro) and utility. For "country," the optimal
λ value was 2.5, which performed best across metrics.
As λ increased, both micro and macro diversity gain
improved, but utility decreased, indicating a reduction
in the quality of recommended papers. This observation
highlights the trade-off between increasing fairness and
maintaining high utility, providing a clear answer to
RQ1.

The varying optimal λ values for race and coun-
try reflect the different disparity ratios between these
protected groups. This directly addresses RQ2, which
examines how independent consideration of race and
country affects fairness outcomes. The higher disparity
ratio for race, which results from the smaller fraction
of protected racial groups in the initial pool, requires
a higher λ to achieve a balance between fairness and
utility compared to country. Adjusting λ based on the
specific levels of disparity in each protected group is
essential to achieving optimal results. Overall, fairness
interventions led to positive diversity outcomes in both
micro and macro measures compared to the baseline,
indicating the benefit of targeted fairness constraints.

Figure 4 presents three comparisons: (a) Utility Gain,
(b) Race Fairness, and (c) Country Fairness, providing
insights into utility values and diversity indicators across
various λ values. The first graph shows that utility
remained relatively stable for race but fluctuated signif-
icantly for country, especially at higher λ values, with
larger error bars indicating greater uncertainty. Utility
tended to decrease for both attributes as λ increased,
further emphasizing the trade-off between fairness and
utility discussed in RQ1.

The second and third graphs, which illustrate the
protected macro and micro diversity measures for race

and country, reveal that increasing λ consistently im-
proved macro diversity for both attributes, with race
showing more steady growth. In contrast, micro diver-
sity measures, particularly for country, displayed more
variability and less predictable improvement. These re-
sults suggest that macro diversity benefits are easier to
achieve under higher fairness constraints, while micro-
level improvements, especially for country, may require
more targeted interventions. This finding is relevant to
RQ2, as it highlights the differential effects of fairness
interventions across protected attributes and the need for
careful calibration of fairness constraints.

In summary, the results indicate a clear trade-off
between fairness (as measured by micro and macro diver-
sity gains) and utility, with the optimal λ values differing
between race and country. This suggests that fairness
policies should be tailored to the specific characteristics
of each protected group to balance equity and quality
effectively.

Table II presents the percentage of recommended pa-
pers from SIGCHI, DIS, and IUI across various fairness
constraints. Regardless of the application of country-
only, race-only, or multi-attribute fairness, SIGCHI pa-
pers maintain a dominant acceptance rate of approxi-
mately 92%, indicative of their elevated baseline ac-
ceptance rates. DIS and IUI contribute a modest but
significant share of recommendations, suggesting that
while SIGCHI retains prominence, the fairness con-
straints facilitate the inclusion of papers from smaller
conferences without substantially affecting the overall
distribution.

D. Ablation Study: Multi-Demographic Fairness

The objective of our ablation study was to evalu-
ate the model’s performance when optimizing fairness
across multiple demographic attributes simultaneously,
specifically with respect to both country and race. This
ablation was conducted to address RQ3, which explores
the impact of varying fairness weights for each attribute
when multiple fairness attributes are considered together.

To ensure fairness, we removed these attributes from
the input space, preventing the model from learning

48Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-272-2

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

eKNOW 2025 : The Seventeenth International Conference on Information, Process, and Knowledge Management

                            57 / 73



TABLE IV. GAIN CALCULATIONS FOR COUNTRY AND RACE FEATURES WITH UTILITY GAIN.

λ Weights Country Feature Race Feature UGi(%) Avg. DG(%) Avg. F (%)
Macro Gain (%) Micro Gain (%) Macro Gain (%) Micro Gain (%)

Wr = 0.32,Wc = 0.68 6.17 6.34 30.51 46.30 3.16 44.66 53.71
1 Wr = 1,Wc = 2 6.73 9.15 -0.25 0.37 2.81 6.48 13.77

Wr = 2,Wc = 1 7.43 11.43 12.91 16.11 3.16 25.63 40.36

Wr = 0.32,Wc = 0.68 13.60 24.43 30.51 42.22 4.21 55.38 68.47
2 Wr = 1,Wc = 2 5.24 6.88 15.45 17.96 0.70 20.69 21.58

Wr = 2,Wc = 1 8.36 12.86 39.49 54.26 1.75 26.31 21.58

Wr = 0.32,Wc = 0.68 8.63 17.33 36.58 50.37 2.46 56.46 66.31
2.5 Wr = 1,Wc = 2 9.89 14.00 30.63 46.30 2.81 40.52 62.09

Wr = 2,Wc = 1 9.60 17.11 42.53 56.48 1.40 59.25 69.98

Wr = 0.32,Wc = 0.68 7.15 11.42 39.49 53.89 1.40 55.98 63.45
3 Wr = 1,Wc = 2 10.16 21.17 33.29 43.89 0.70 43.45 47.63

Wr = 2,Wc = 1 9.60 18.35 42.53 55.37 2.81 61.90 47.63

Wr = 0.32,Wc = 0.68 10.80 19.38 45.82 58.52 0.70 65.09 72.92
5 Wr = 1,Wc = 2 4.69 3.88 33.92 40.19 0.35 38.61 15.73

Wr = 2,Wc = 1 7.43 11.90 39.49 52.96 5.26 52.26 15.73

Wr = 0.32,Wc = 0.68 9.60 18.34 42.53 55.37 1.40 62.92 70.89
10 Wr = 1,Wc = 2 7.43 13.91 24.94 25.19 4.91 32.37 34.88

Wr = 2,Wc = 1 7.43 11.72 35.44 47.41 -4.21 40.53 34.88

direct associations between them and the paper accep-
tance decisions. Instead, demographic parity loss was
computed for each attribute during training, capturing
deviations from fairness. The parity losses for both
country and race were combined by assigning weights:
Wc for country and Wr for race, with the initial weights
set to Wc = 0.68 and Wr = 0.32, reflecting the
distribution of protected groups.

To further explore the model’s behavior and answer
RQ3, we varied these weights, first increasing Wc while
keeping Wr constant, and then increasing Wr while
keeping Wc fixed. Additionally, we experimented with
different values of the fairness regularization parameter
λ, which controls the trade-off between fairness and
utility. These experiments allowed us to observe how
different weight configurations and fairness constraints
influenced the model’s ability to achieve demographic
fairness while maintaining utility and the quality of
selected papers.

The results of the ablation study, shown in Table IV,
reveal that at λ = 1, assigning equal weights to both race
and country (Wr = 0.32,Wc = 0.68) produced signifi-
cant gains for race, with a Macro Gain of 30.51% and a
Micro Gain of 46.3%, while country showed relatively
smaller improvements (6.17% and 6.34%, respectively).
However, when the weight for country was increased
(Wc = 2 × 0.68), diversity gains for race dropped
sharply, with a negative Macro Gain (-0.25%), while
country experienced slight improvements. Conversely,
increasing the weight for race (Wr = 2×0.32) resulted in
improved diversity for both race and country, indicating
that assigning more weight to race enhances diversity for
both attributes to some degree.

At λ = 2.5, the model achieved the best balance
between diversity and utility. Equal weights for race and
country yielded Macro and Micro Gains of 36.58% and

50.37% for race, and 8.63% and 17.33% for country,
with a low utility loss of 2.46%. This suggests that
λ = 2.5 is optimal for balancing fairness and utility. As
λ increases further, race diversity continues to improve
(reaching 45.82% Macro Gain at λ = 5), but at the
cost of decreasing utility. The different optimal λ values
for race and country suggest that disparity ratios impact
how fairness constraints should be weighted, with race
requiring a higher λ due to its higher disparity ratio. This
leads to greater race diversity gains at higher λ values,
whereas country achieves optimal results at moderate λ
values, such as 2.5.

These findings directly address RQ3, demonstrating
that fairness weights must be carefully calibrated for
each protected attribute. Assigning greater weight to race
tends to improve diversity for both race and country,
whereas increasing the weight for country may result in
reduced fairness for race. The optimal balance between
fairness and utility is achieved when fairness weights
and λ values are adjusted based on the unique disparity
ratios of each attribute.

VI. CONCLUSION AND FUTURE WORK

This study introduces a fairness-oriented paper rec-
ommendation methodology that enhances demographic
parity for race and country while maintaining academic
quality. Our findings indicate that adjusting fairness re-
quirements, including the regularization parameter λ and
demographic weights, improves diversity while main-
taining selection criteria.

Ablation experiments indicate that variations in race
and country necessitate more stringent fairness require-
ments for optimal inclusion. Although beneficial, our
technique lacks explicit causal modeling, which could
enhance bias reduction. Investigating sophisticated de-
signs such as Variational AutoEncoders (VAE) or graph-
based models could enhance fairness and precision.
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Incorporating institutional connections and combining
causal fairness may improve bias mitigation. Confronting
these obstacles will enhance fairness-oriented proposals,
promoting a more inclusive peer review process.
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Abstract—Personalized Information Retrieval (PIR) improves
search relevance by tailoring results to user interests using
query history and browsing patterns. Traditional approaches
to personalization range from feature engineering to the use
of ontologies. Recently, there has been an increase in the
exploration of deep learning models for this purpose. These models,
such as Contextual Late Interaction over Bidirectional Encoder
Representations from Transformers (ColBERT), provide token-
level contextual embeddings that can be leveraged to generate
semantic user profiles. State-of-the-art approaches use ColBERT to
select candidate terms for personalized query expansion from user
profiles. This approach poses challenges in accurately choosing
user’s descriptive keywords, risking the omission of crucial user
preferences and repetitive selection of user terms. This study
proposes a novel PIR approach that fully encodes user profiles
using contextual embeddings and reranks Best Matching 25
(BM25) retrieved documents. Additionally, a frequency-recency
weighting mechanism is tested which adjusts query influence based
on temporal proximity and repetition frequency. Experimental
results on two publicly available datasets demonstrate that our
method improves retrieval performance, providing more accurate
and context-aware search results.

Keywords-Personalized information retrieval; user profile gener-
ation; ColBERT; reranking algorithms.

I. INTRODUCTION

With the exponential growth and complexity of information
on the Web, it has been a daunting task for users to find
relevant and interesting information [1]. Hence, Personalized
Information Retrieval (PIR) was introduced to tailor search
results according to a user’s preferences and context, leveraging
user-specific data such as query history, clicked documents,
and browsing patterns. Unlike traditional retrieval systems that
deliver uniform results, PIR systems dynamically adapt to
user behavior, significantly enhancing relevance and search
efficiency [2]–[4]. This evolution has been driven by advances
in user profile modeling, semantic ontologies, and machine
learning techniques.

The advent of deep learning and pre-trained language
models, such as Bidirectional Encoder Representations from
Transformers (BERT) [5], has revolutionized PIR. Models,
such as Contextual Late Interaction over BERT (ColBERT)
[6], which builds on top of BERT and combines token-level
contextual embeddings with efficient retrieval mechanisms,

have demonstrated superior performance. ColBERT enhances
traditional retrieval methods like Best Matching 25 (BM25) [7]
by reranking search results using token-level BERT embeddings.
This hybrid approach has proven effective, as evidenced by
its application in reranking documents retrieved by BM25
through query expansion [8][9]. On the same note, [9] employs
a clustering-based procedure and uses ColBERT embeddings
to identify the terms most representative of the user interests to
be used for query expansion. Existing methods primarily use
contextual word embeddings to select limited terms from user
profiles for query expansion [9]–[12], as a result, risking the
omission of crucial user preferences and repetitive selection of
user’s descriptive terms.

This work aims to overcome these limitations by integrating
entire user profiles in the personalization approach. The major
contributions of this work are outlined as follows:

1) Full User Profile Representation: Unlike previous methods
which rely on term extraction, this work explores the impact
of representing complete user profiles using contextual
token-level embeddings, preserving all aspects of user
preferences.

2) Frequency-Recency Weighting Mechanism: A novel
weighting strategy is explored that combines the effect of
query recency and frequency. An exponential decay function
models temporal influence, while a logarithmic function
balances frequent queries.

3) Personalized Reranking with ColBERT: ColBERT em-
beddings are leveraged as a second-stage algorithm to rerank
candidate documents retrieved by BM25, ensuring more
effective and context-aware personalization compared to
term-based query expansion techniques.

The remainder of this paper is organized as follows. Sec-
tion II reviews related work in PIR. Section III presents our
proposed methodology, including user profile construction and
our personalization model. Section IV details the experimental
setup, datasets, and evaluation metrics. Finally, Section V
concludes the paper, highlighting key findings and discussing
directions for future work.
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II. RELATED WORK

This section presents related work on PIR. Early work
on PIR employed matching user profile keywords, extracted
from previously visited documents, with document vectors by
adapting the vector space model [2][13][14]. For example, [14]
represents both user profiles and documents as vectors within
the same term space, often derived from tags or keywords. The
user profile vector encapsulates the user’s interests based on
previously interacted tags, while the document vector represents
the content’s tag distribution. This is an easy approach, but
it still has shortfalls, e.g., the same user profile keyword can
have multiple meanings, like bank as a financial institution
vs. bank of a river, and dimensionality inconsistency between
keywords and document vectors, leading to irrelevant retrieved
results.

To address ambiguity issues, other researchers used ontolo-
gies to model user profiles [3][4]. For example, [3] adapts the
navigation of information based on a user profile structured
as a weighted concept hierarchy. Specifically, every web page
visited by a user is classified into this concept hierarchy, and the
resulting ontologies are then used for either reranking search
results or filtering relevant documents. This approach combated
the polysemy problem associated with keywords, still, it lacks
context awareness, as deep semantic relationships among words
in the documents are not encoded by the ontological user
profiles.

Because of their ability to capture words in context, state-
of-the-art approaches to PIR use pre-trained word embeddings
to model documents and user profiles [6][8][15][16]. These
techniques merely leverage contextual word embeddings for
query expansion.

While recent work has employed pre-trained word embed-
dings for PIR, it has not exploited them to fully represent
user profile information. As described in the aforementioned
works, retrospectively, the common practice in incorporating
embeddings is to use them to select terms from the user profile
to expand the user query. While this provides personalization,
some crucial user information may be overlooked by the
selection process, and sometimes, the same terms might
habitually be selected from the user profile as candidates
for query expansion. Our work, on the other hand, deviates
from literature by incorporating the entire user profile into the
retrieval process, instead of using it to extract expansion terms.
It generates an embedding-based representation of the entire
profile, which is used directly to rerank results returned by
BM25.

III. METHODOLOGY

This section describes the methodology employed to develop
and evaluate the proposed approach. The first step was selecting
and preprocessing datasets suitable for testing personalization.
Next, user profiles were generated using user histories and
provided as input for the personalization model. Finally, the
results are reranked by the personalization model. Each of
these steps is detailed in the following subsections.

A. Dataset and Preprocessing

Experiments on personalization require user-specific data,
such as previously issued queries, clicked documents, etc. [3]
Two publicly available datasets suitable for this purpose were
used.

1) AOL4PS : This is a dataset generated from the American
Online (AOL) query logs. The authors [17] processed the origi-
nal query logs to construct a dataset suitable for personalization.
Each query record has an associated user id, timestamp, session
information, the Uniform Resource Locators (URLs) of the
top ten retrieved documents, and the index position of the
clicked document. The original dataset statistics are presented
in Table I.

TABLE I. AOL4PS STATISTICS

Metric Value

Total number of records 1,339,101
Number of users 12,907
Average number of records per user 103.75
Unique records per user (mean) 47.23

The dataset only included URLs for documents - not textual
content - which was required for building user profiles and
computing similarity. Hence, the first step was to download
the textual content of each URL by scraping the web. Given
the dataset’s age, many of the URLs in the dataset were no
longer available. To recover historical content, the Wayback
Machine [18] was used where possible. Each URL was retained
only if it was accessible and had sufficient content to be used
meaningfully for indexing and similarity computation. This
filtering found only 158,235 URLs from the original 951,941
to be valid. Based on these available URLs, we applied the
following record-level filtering:
• Records were removed if the clicked URL was not available.
• Records were removed if none of the 10 retrieved docu-

ments were available.
The statistics of the filtered data are presented in Table II.

The number of records overall and per-user was considerably
reduced post-filtering. Further filtering was done before a
sample of test users could be extracted, the details of which
are presented in Section IV.

TABLE II. DATASET STATISTICS AFTER INITIAL FILTERING

Metric Value

Total number of records 276,459
Number of users 12,493
Average number of records per user 22.13
Unique records per user (mean) 11.04

2) Personalized Results Reranking Benchmark (PRRB):
This is a multi-domain dataset, proposed by [9], used for
personalized search evaluation. It consists of datasets divided
into four domains: Computer Science, Physics, Psychology, and
Political Science. It has a total of 1.9 million queries divided
across these four domains. The PERSON methodology [19]
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was used for the construction of the dataset, using published
papers to develop triplets of users, queries, and documents. In
particular, a paper’s title is considered as a query, one of the
authors is considered as the user, and the referenced papers
are considered as relevant documents. Detailed statistics of the
datasets are presented in Table III.

B. Profile Generation

To create representative profiles, we gathered the available
data from each user’s history. Based on the approaches
previously followed [17], we incorporated relevant documents
and previously issued queries. The queries issued by users
are a direct statement of interest; hence they were included.
Similarly, the title and content of the clicked document were
included, as they were the ones that the user considered relevant
for a particular query.

For a given user u, their profile Pu is constructed by
concatenating their past issued queries and clicked documents:

The user profile Pu is represented as:

Pu = (Qu, Du)

where:
- Qu is the set of past queries issued by the user:

Qu = {q1, q2, . . . , qN}

- Du represents the set of past clicked documents (titles and
content):

Du = {d1, d2, . . . , dM}

where: - N is the number of past queries. - M is the number
of past clicked documents.

Each document di consists of a title ti and content ci:

di = [ti, ci]

Thus, the final profile representation can be expressed as:

Pu =

 N∑
i=1

qi,

M∑
j=1

(tj , cj)


For each dataset, the profile generation process is detailed

below:
1) AOL4PS: As stated in Section III-B above, the associated

information with each user in this dataset includes the text
of previously issued queries and the corresponding clicked
documents for each query.

2) PRRB: For this dataset, each user’s issued queries were
titles of the papers authored by the user. The documents in a
user’s profile were other papers authored by this user. For
consistency with AOL4PS, the papers’ titles and contents
are analogous to user’s past queries and clicked-on retrieved
documents, respectively.

C. Personalization Model

The final content of a user’s profile is represented as
contextual word embeddings. The embedding model used for
this purpose is ColBERT v2 [6].

The personalization approach tested in this work consists of
the following steps:
1) Prior to testing, all documents originally retrieved for each

test query are obtained, represented as embeddings, and
indexed with ColBERT. This happens in an offline stage.

2) When testing, two arguments are passed to ColBERT’s
searcher:
• The ‘query’ against which the documents will be ranked.

In our case, the user profile serves as the query.
• The list of document IDs that were originally retrieved

for the given query. This ensures that the similarity
calculation and reranking is done only for the associated
documents of a query, instead of the entire index.

3) In cases where the user profile exceeds ColBERT’s 32-
token limit, it is split into 32-token chunks. Each chunk
then separately reranks the associated documents.

4) The results of each chunk are aggregated using maximum
pooling, allowing a document to have a high score if it
matches any chunk of the user’s profile. These aggregated
results then become the final reranked document list against
a query.

In addition to this basic approach, the Frequency-Recency
approach is tested which differs in how the profile is used to
rerank the results.

1) Frequency-Recency Approach: This approach incorpo-
rates frequency and recency information of a query into the
reranking process. Each query in the dataset had an associated
timestamp, which is used to calculate the time difference
between it and the currently tested query. In addition, repetitions
of queries are taken into consideration.To adjust the influence
of past queries based on their time of occurrence and repetition,
we define the following weighting functions:

Recency-Based Weighting: We hypothesize that user
queries issued in the past may become less relevant over time.
To model this, we apply an exponential decay function, which
reduces the weight of older queries:

wrecency,i = e−α·∆ti (1)

where:
• wrecency,i is the recency weight assigned to the historical

query i.
• ∆ti is the time difference (in days) between the test query

and the past query.
• α is a decay parameter that controls how quickly the influence

of older queries diminishes.
A higher value of α causes past queries to decay faster,

reducing their contribution to reranking.
Frequency-Based Weighting: Users often repeat queries

when searching for specific information. Queries that appear
frequently in a user’s history likely indicate stronger preferences.
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TABLE III. STATISTICS OF THE DATASETS

PRRB
Computer Science Physics Political Science Psychology

# documents 4 809 684 4 926 753 4 814 084 4 215 384
# users 5 260 279 5 835 016 6 347 092 4 825 578
# train queries 552 798 728 171 162 597 544 882
# validation queries 5 583 7 355 1 642 5 503
# test queries 6 497 6 366 5 715 12 625
# sessions - - - -
# clicked documents - - - -

To account for this, we apply a logarithmic transformation to
query frequency:

wfrequency,i = log(1 + β · fi) (2)

where:

• wfrequency,i is the frequency weight for query i.
• fi is the number of times query i has been issued by the

user.
• β is a scaling factor that controls the influence of frequency

on the final weight.

Using a logarithm ensures that the effect of very high
frequencies is moderated, preventing overly frequent queries
from dominating the reranking.

Final Weighting Function: To combine both recency and
frequency effects, the final query-document pair weight is
computed as:

wi = wrecency,i · wfrequency,i = e−α·∆ti · log(1 + β · fi) (3)

where:

• wi is the overall weight assigned to the query-document pair.
• The recency term e−α·∆ti ensures that older queries have

less influence.
• The frequency term log(1+ β · fi) ensures frequently issued

queries have greater weight.

Prior research has shown the effectiveness of exponential
decay in modeling recency [20] and log-based frequency
weighting in ranking models [21]. The values of α and β
are tuned experimentally to optimize performance. Figure 1
illustrates the entire model framework.

IV. EXPERIMENTS

This section delves into the experimental details of this work.

A. Experimental Setup

To use ColBERT, we utilized the Python RAGatouille [22]
library. This is a framework for easier access and setup of
ColBERT, particularly when using Google Colab, where all
our experiments were conducted. It provides all functionalities
that can be used with barebone ColBERT.

1) AOL4PS: In addition to the process described in Sec-
tion III-B, further filtering was performed to ensure constant
profile size across a set of users. To do so, users were classified
into buckets based on the number of query records available
for profile creation. The distribution of the number of query
records per users was observed, and the following buckets were
chosen 10-15, 16-25, 26-35, 36-45, 46-above records. Each
bucket had an associated profile length, shown in Table IV.
This excluded users with fewer than 10 valid records, which
formed a major proportion of the filtered dataset. The records
of the remaining users were divided into train and test sets.
For this, the records were first sorted by time. The initial n
records were chosen for the train set (to build user profiles),
where n was equal to the profile length of the bucket.

TABLE IV. USER BUCKETS AND ASSOCIATED PROFILE
LENGTHS

Bucket Tested Profile Length

10-15 5
16-25 10
26-35 20
36-45 30
46 and above 40

For the test set, the remaining records for each user after
extracting train set were chosen. From these, only the records
where at least 5 of the URLs originally retrieved against the
query were available were kept. This ensured our ranking of
the clicked document was standardized.

In both sets, to ensure that all records did not consist of
repeated queries, the number of repeated queries was limited
to 1/3rd of the length of the records in the set.

As a result, 349 users remained that satisfied the aforemen-
tioned filtering and bucketing strategy. These were all useed
for testing. and satisfied the filtering criteria and bucketing
strategy described above. The distribution of these 349 users
across each bucket, and other statistics, are shown in Table V.

Each user bucket was tested not only with its assigned
profile length but also with all smaller profile lengths from
lower buckets, enabling analysis of how profile size impacts
personalization performance.

2) PRRB: For this dataset, a random sample of 1000 queries
was selected from each domain and tested with the baseline and
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Figure 1: The model framework.

TABLE V. USER BUCKET STATISTICS

Bucket # Users # Train Records # Test Records

10-15 56 280 295
16-25 157 1570 858
26-35 43 860 229
36-45 18 540 94
46 and above 75 3000 569

personalization model. Statistics for this sample are presented
in Table VI.

TABLE VI. PRRB STATISTICS FOR SAMPLE 1000.

Domain # Users # User Docs # Docs/User (Avg)

Computer Science 881 78 516 104
Physics 803 61 394 104
Psychology 937 70 399 84
Political Science 837 38038 52

B. Evaluation Metrics

To evaluate the performance of the considered models, the
following metrics are employed: (1) Mean Average Precision
(MAP), (2) Mean Reciprocal Rank (MRR), as primary evalua-
tion metrics.

1) MAP: The average precision of the relevant retrieved
documents averaged across a set of queries.

2) MRR: The average of the reciprocal ranks of the first
relevant result for a set of queries.

C. Baselines

This section introduces the baselines employed in the
comparative evaluation. First, our model is compared with
BM25, to assess whether our approach can effectively rerank
retrieved documents. Then we consider personalized query
expansion approaches based on word embeddings, to verify if
our proposed approach is improving over the state-of-the-art
techniques. Similar to our work, personalized query expansion
techniques are second-stage retrieval algorithms, where BM25
is a first-stage retriever.

1) BM25 [7]: A ranking function that scores documents based
on their relevance to a given query. It uses Term Frequency
(tf), Inverse Document Frequency (idf), and document length
normalization.

2) ColBERT-PRF [10]: A query expansion method based
on ColBERT with reliance on Pseudo-Relevance Feedback
(PRF) [23]. Given a query, it first ranks the documents using
ColBERT, then clusters the term embeddings of a certain
number of feedback documents with k-means clustering
algorithm and selects the tokens corresponding to the cluster
centroids with higher idf scores for query expansion.

3) Query Expansion for Email Search (QEES) [11]: A
query expansion approach that begins by calculating the
cosine similarity between each user-related term embedding
and every query term embedding. These similarity scores
are then transformed into a probability distribution using
softmax normalization. Finally, the method aggregates the
log probabilities for each user-related term embedding and
selects the highest-scoring terms to expand the query.

4) Query Expansion with Enriched User Profiles
(QEEUP) [12]: A query expansion technique that com-
putes the cosine similarities among the user-related term
embeddings and the sum of the query term embeddings
and selects the top-scored ones for expanding the query.

5) Personalized Query Expansion with Contextual Word
Embeddings (PQEWC) [15]: A query expansion technique
that builds on ColBERT and devises HDBSCAN [24], a
hierarchical density-based clustering method, to identify the
terms that better represent the user interests.

Since these baselines’ setups are inconsistent with AOL4S,
they are evaluated on PRRB only, while AOL4S is used for
comparing various derivations of our model.

D. Results

Table VII shows PRRB results using MAP@100 and
MRR@10, reflecting the top 100 and 10 reranked results, re-
spectively. Table VIII presents AOL4PS results using MRR@10
and MAP@1. These metrics correspond to previous work in
PIR with these datasets, such as [15], [25]. Best scores per
domain or bucket are shown in bold. Additional testing of
the Personalization Approach with different profile lengths for
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TABLE VII. EXPERIMENTAL RESULTS ON PRRB.

Model Computer Science Physics Psychology Political Science
MAP@100 MRR@10 MAP@100 MRR@10 MAP@100 MRR@10 MAP@100 MRR@10

BM25 0.1511 0.4826 0.1295 0.5551 0.2122 0.6297 0.1713 0.5430
ColBERT-PRF 0.1856 0.5682 0.1877 0.6150 0.2192 0.6253 0.1642 0.5351
QEES 0.1813 0.5632 0.1783 0.6118 0.2142 0.6285 0.1598 0.5305
QEEUP 0.1818 0.5686 0.1805 0.6256 0.2137 0.6276 0.1549 0.5285
PQEWC 0.1903 0.5766 0.1917 0.6381 0.2230 0.6421 0.1724 0.5510
Ours 0.2026 0.5871 0.1919 0.6495 0.2278 0.6493 0.1840 0.5694

TABLE VIII. EXPERIMENTAL RESULTS ON AOL4PS.

Buckets BM25 ColBERT Non Personalized Personalization Approach Recency-Frequency
MRR@10 MAP@1 MRR@10 MAP@1 MRR@10 MAP@1 MRR@10 MAP@1

10-15 0.3311 0.1559 0.3671 0.1322 0.5723 0.2780 0.5285 0.2848
16-25 0.3249 0.1480 0.3789 0.1317 0.5822 0.2984 0.5304 0.2879
26-35 0.3188 0.1222 0.3906 0.1354 0.5921 0.3188 0.5186 0.2751
36-45 0.4160 0.2553 0.3425 0.0957 0.6447 0.3404 0.5111 0.2660
46-above 0.3452 0.1706 0.3684 0.1255 0.6463 0.3667 0.5102 0.2647

TABLE IX. TESTING WITH DIFFERENT PROFILE LENGTHS

Buckets 5 10 20 30 40
MRR@10 MAP@1 MRR@10 MAP@1 MRR@10 MAP@1 MRR@10 MAP@1 MRR@10 MAP@1

10-15 0.5723 0.2780 - - - - - - - -
16-25 0.4433 0.0991 0.5822 0.2984 - - - - - -
26-35 0.4203 0.1004 0.4438 0.1223 0.5921 0.3188 - - - -
36-45 0.4247 0.1064 0.4404 0.1383 0.4679 0.1596 0.6447 0.3404 - -
46-above 0.4718 0.1176 0.4735 0.1255 0.4877 0.1353 0.4918 0.1294 0.6463 0.3667

each bucket are shown in Table IX, allowing for an analysis
on how profile length effects personalization effectiveness.

E. Discussion

It can be observed that the proposed personalization approach
consistently outperforms the baselines in each test setup. In
experiments with the PRRB dataset, the personalization ap-
proach outperforms BM25 and other baseline query-expansion
methods. Most notably, the greatest improvement in MRR@10
is observed in Computer Science and Physics. The query
expansion techniques in Table VII employ pre-trained word
embeddings in selecting terms to expand the query, thus
outperforming the baseline. Still, they struggle against our
method because we use contextual word embeddings to encode
the entire user profile, thereby encoding subtle nuances and
attributes that help in reranking relevant documents for PIR.

For the AOL4PS dataset, the use of contextual embeddings,
with or without personalization, consistently outperforms
the BM25 baseline across all buckets and profile sizes. A
discrepancy is observed in the 36-45 bucket, where the
ColBERT Non Personalized approach’s results are lower than
the BM25 results. This may be due to data limitations or
statistical variance. However, the overall trend indicates that
personalization significantly enhances ranking effectiveness,
particularly as user profile data increases. This is supported
by the fact that greater bucket sizes (which corresponds to

the amount of data used for profile generation) correspond to
higher MRR values.

Furthermore, the results in Table IX show that, for each set
of users, the MRR and MAP values generally increase as the
profile size increases. The best performance is seen when the
greatest number of records are incorporated in the profile.

The recency-frequency weighting approach, while not sur-
passing our base personalization model, does offer improve-
ments against the BM25 and ColBERT Non-Personalized
approaches. An interesting observation is that it performs better
with smaller user profiles. This could imply that, with sufficient
user history, the need to integrate recency and frequency
diminishes and the information needed for personalization
can be obtained from the textual content of the profile itself.

Response Time Analysis:
The indexing of documents and the creation of user profiles
occur offline, before testing. At runtime, similarity calculations
are performed between the user profile chunks with each
document and the results are aggregated. Hence, the response
time for each query depends on the length of the user profile
(number of documents incorporated). The average response
times for each profile length when tested with the proposed
Personalization approach are summarized in Table X. These
times are observed from experimentation done with Google
Colab’s A100 GPU.

Memory Analysis:
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TABLE X. PROFILE LENGTHS AND AVERAGE RESPONSE
TIME PER QUERY

Profile Length Average Response Time (s)

5 3.69
10 7.04
20 14.37
30 22.11
40 29.85

The personalized approach stores the top-k candidate docu-
ments and the user profile in memory to compute similarity
scores. Memory usage thus depends on the number of docu-
ments per profile and the candidate set size.

For AOL4PS, with k = 10 and an average document size
of 9 KB, candidate documents require 90 KB. Including
the profile, total memory ranges from 135 KB (5-document
profile) to 450 KB (40-document profile).

For PRRB, k = 100 and average document size 1 KB,
yielding 100 KB for candidates. Including the profile, total
memory ranges from 105 KB to 140 KB for 5–40 document
profiles.

V. CONCLUSION AND FUTURE WORK

This work presents a novel PIR approach that encodes
entire user profiles using contextual word embeddings and
re-ranks BM25 retrieved documents. Additionally, it tests a
frequency-recency weighting mechanism to study the impact
of temporal proximity and repetition on personalization per-
formance. Through experimentation on two publicly available
datasets, the effectiveness of our approach is confirmed. For the
PRRB dataset, our proposed personalization model consistently
outperforms BM25 ranking and query-expansion baselines.
For the AOL4PS dataset, personalization improves ranking
across all user profile sizes, with larger profiles showing better
results. The recency-frequency approach offers improvements
relative to the baseline, however it benefits users with limited
search history more. Overall, this work reinforces the idea that
utilizing complete user profiles for PIR is an effective approach.
It also highlights the potential of deep learning-based methods
to develop rich representations.

Further work can build on the limitations of our study. Our
testing with AOL4PS involved a small user sample due to
limited valid URLs. Expanding URL scrapping to different
geographic locations could increase access to URLs, allowing
a greater number of valid records and users for testing. Future
work can also study profiling techniques which integrate
session information and provide efficient scaling for real-time
personalization.
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Abstract—YouTube’s recommendation algorithm accounts for
a substantial portion of total video views, influencing what users
see and engage with. This study investigates how the algorithm
may contribute to the formation of content traps, which are
clusters of videos that repeatedly expose users to topically similar
content. We employ Focal Structure Analysis (FSA), a Social Net-
work Analysis (SNA) approach, to identify structurally cohesive
groups of videos within the recommendation network, focusing
on the China–Uyghur dataset as a case study. Topic modeling and
divergence metrics are used to evaluate the thematic composition
of each focal structure, revealing reduced topical diversity in
areas where content traps are present. Building on this, we
characterize each focal structure by its topical dominance,
clustering coefficient, and the relative size of the focal structures,
which allows us to distinguish between structurally dense traps
and large, loosely connected ones. Our results show that content
traps often exhibit strong topical alignment through tightly
interconnected nodes. This study contributes a framework for
identifying and characterizing content traps and offers insights
relevant to understanding algorithmic reinforcement in content
recommendation systems.

Keywords-Content Traps; Characterization; YouTube Recom-
mendation Network; Social Network Analysis.

I. INTRODUCTION

With the increasing influence of social media platforms,
content sharing, news consumption, and community inter-
action have become deeply embedded in everyday digital
behavior. YouTube, as the leading video-sharing platform and
the second-most visited social media site globally, also plays
a central role in this transformation. Operating in over 100
countries and 80 languages [1], YouTube’s recommendation
algorithm is responsible for 70% of the platform’s watch
time [2], making it a key driver of user engagement and
content exposure. While this algorithm effectively suggests
personalized content, it can also lead to the formation of
content traps, which are sets of videos that repeatedly promote
thematically similar material. This effect is especially concern-
ing in sensitive domains, such as the China–Uyghur, where
algorithmic patterns may amplify narrow topical exposure and
limit access to diverse perspectives. Understanding how these
traps form and persist is essential for evaluating the broader
implications of recommendation systems [3].

In this study, we examine the emergence of content traps
within YouTube’s recommendation network by applying FSA
[4], a Social Network Analysis (SNA) technique, to detect
cohesive groups of nodes that may reinforce algorithmic
exposure. We construct a directed graph based on video

recommendation paths and identify focal structures that may
act as attractor sets. To evaluate their thematic consistency,
we apply topic modeling and measure Jensen–Shannon (JS)
[5] and Kullback–Leibler (KL) [6] divergence scores between
topic distributions, allowing us to quantify topical uniformity.
These measures are particularly well-suited for evaluating
topic concentration and distributional shifts in recommenda-
tion networks, where small differences in topic probability
vectors may indicate the presence of algorithmic bias or
thematic redundancy within focal structures. We further char-
acterize each focal structure using structural features, such as
average clustering coefficient and the relative size of the focal
structures, enabling a multi-dimensional analysis of how con-
tent traps differ in form and scale. Thus, combining structural
and semantic metrics contributes to a deeper understanding
of content reinforcement in recommendation networks and its
implications for algorithmic exposure.

To guide our investigation, we address the following re-
search questions:

• RQ1. How can content traps be identified through focal
structures within YouTube’s recommendation network?

• RQ2. How can topic modeling and divergence metrics
(JS/KL) be used to evaluate the topical consistency of
focal structures?

• RQ3. How can content traps be characterized based on
structural properties (e.g., average clustering coefficient,
size) and topical dominance?

The remainder of this paper is structured as follows: Section
II summarizes prior work on influential node detection and
content traps in social media; Section III details our analytical
approach; Section IV presents key findings; and finally Section
V outlines implications and future directions.

II. RELATED WORK

This section is divided into two parts. First, we review
methods for identifying influential nodes or sets of nodes
in social networks. Then, we examine prior work related to
content traps and content homogeneity in recommendation
systems.

A. Identifying Influential Sets in Social Networks

Identifying structurally significant nodes or sets of nodes is
central to Social Network Analysis. Classical methods, such
as HITS [7] and PageRank [8] have measured node influence,
while community detection techniques have aimed to group
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similar or densely connected nodes [9]. Moving beyond in-
dividual influence, recent work has focused on identifying
smaller sets of key players that maximize information flow.
FSA, introduced and extended in later studies [10], which
identifies compact, relevant subgraphs overlooked by global
centrality metrics. Alassad et al. [4] proposed a more com-
prehensive approach by combining user-level centrality with
group-level modularity in a bi-level optimization framework to
detect dense and sparse influential structures. Beyond detec-
tion, resilience and fragmentation metrics have been used to
assess how these structures influence overall network stability
[11].

B. Content Traps and Topical Homogeneity

Recommendation algorithms can create content homogene-
ity, reinforcing user exposure to repetitive themes. This phe-
nomenon, closely related to filter bubbles [12], has been
observed in various platforms, such as Facebook [13], and
during events like the 2018 Brazilian election [14]. Research
has proposed mitigation strategies, including diversification
algorithms and fairness-aware link prediction models [15].
In addition, tools have also been developed to raise user
awareness of algorithmic bias and promote content diversity
[16][17]. Despite these efforts, there remains a gap in sys-
tematically identifying and characterizing content traps which
are defined here as topically consistent clusters of videos
within YouTube’s recommendation network. Prior studies have
focused primarily on conceptual or behavioral dimensions
with limited empirical frameworks. Our study addresses this
gap by applying FSA to detect potential traps and by using
topic modeling and divergence metrics to evaluate their topical
uniformity and diversity. We further assess their structural role
in network connectivity, contributing to a clearer understand-
ing of algorithm-driven content reinforcement on large-scale
platforms.

To the best of our knowledge, no prior work systematically
detects content traps using both structural and topical analyses.
In this study, we aim to fill that gap by applying FSA and
divergence metrics to YouTube’s recommendation network.

III. METHODOLOGY

This section outlines our systematic approach to analyz-
ing the YouTube recommendation network, detecting focal
structures, and evaluating the presence of content traps. We
start by summarizing our approach in collecting data, dataset
background, and building YouTube recommendation networks.
After that, we present the network resiliency approach taken to
rank key focal structures. In addition, we lay the foundation for
the analysis of the topics using the BERTopic model. Lastly,
this section explores several metrics to investigate the topical
consistency across different topics within the focal structures.

A. Data Collection

The data collection process in this study was designed
to systematically capture YouTube’s algorithmic behavior
through its ‘watch-next’ recommendations. In this study, we

analyzed the China–Uyghur. Below, we provide background
details for this context and the motivation for studying them.

1) China–Uyghur Dataset: The situation in Xinjiang cen-
ters on the challenges faced by the Uyghur Muslim mi-
nority, including cultural repression, ethnic marginalization,
and state-driven policies [18]. Scholars have examined the
dataset through multiple perspectives, such as identity politics,
language regulation, interethnic relations, and movements for
greater autonomy [19]. Between 2018 and 2022, the issue
gained increased international attention due to growing con-
cerns over human rights violations.

We selected the China–Uyghur dataset for its geopolitical
and ideological relevance in examining algorithmic content
amplifications and recommendation dynamics within the rec-
ommendation network.

2) Keyword Generation and Crawling: We began by or-
ganizing workshops with subject matter experts to develop a
focused set of keywords associated with the China–Uyghur.
These keywords were used as search queries on YouTube to
collect an initial set of seed videos. Below is a listing that
shows the selected keywords for the collection of our dataset.

• Penindasan/oppression + Uighur/Uyghur
• Kejam/cruel + Uighur/Uyghur
• Saudara muslim/muslim brother + Uighur/Uyghur
• Kalifah/caliph + Uighur/Uyghur
• Khilafah/caliphate + Uighur/Uyghur
• “China is Terrorist”; “Stop Genocide”; “Save Muslim

Uyghur”
• “Get Out China”; “I Love Muslim Uyghur”; “Peduli

Uyghur” / “Care Uyghur”
• “Bebaskan muslim Uyghur dari penindasan China” /

“Free Uyghur Muslims from China’s oppression”
• “Do’a kan saudaramu” / Pray for Muslim Uyghur
• Hizbul Tahrir (HTI) + Uighur/Uyghur; Front Pembela

Islam (FPI) + Uighur/Uyghur
• Nahdlatul Ulama + Uighur/Uyghur; Muhammadiyah +

Uighur/Uyghur
• Hebibulla Tohti + Indonesia; Mohammed Salih Hajim +

Indonesia
• Yusuf Martak + Uighur/Uyghur; Slamet Ma’arif +

Uighur/Uyghur
• Xiao Qian + Uighur/Uyghur; Pendidikan/education +

Uighur/Uyghur
We used a custom crawler to extract YouTube video rec-

ommendations up to five levels recursively, balancing data
depth with computational feasibility [20][21]. Metadata and
engagement statistics were collected via the YouTube Data
API, while transcripts were obtained using an external method
[22][23].

B. Recommendation Network Construction

The China–Uyghur dataset was constructed by initiating a
recursive crawl starting from a curated set of seed videos
that were retrieved using targeted keyword queries. YouTube’s
recommendation system was then used to capture up to four
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additional hops of recommended videos, resulting in a five-
level directed network. This process yielded a graph consisting
of 9,748 unique videos and 14,307 directed edges representing
recommendation pathways. Our analysis was conducted on the
recommendation graph, allowing us to examine how groups
of interconnected videos that had contributed to patterns of
topical consistency could be identified through focal structure
analysis.

C. Focal Structure

Focal Structures (FSs) refer to distinct groups of nodes
within a social network that play a central role in shaping
influence or coordination. In the context of YouTube, we define
focal structures as sets of videos that act as attractor content,
potentially reinforcing specific themes and limiting exposure
to diverse perspectives, thereby contributing to content traps.

We model the recommendation network as a graph G =
(V,E), where V represents videos and E denotes the rec-
ommendation links. Focal structures are defined as subgraphs
G′ = (V ′, E′), with V ′ ⊆ V and E′ ⊆ E, and are grouped
into a collection F = {G′}. To ensure distinctiveness, no
focal structure in F may fully contain another, i.e., for all
Gi, Gj ∈ F , such that i ̸= j, it holds that GiGj and GjGi [4].
This constraint guarantees that each focal structure represents
a unique, non-overlapping attractor set suitable for analysis.

D. Network Resiliency Assessment

We conducted a network resilience analysis to evaluate the
structural importance of focal structures within the recom-
mendation network. Each focal structure was removed from
the graph, and the number of resulting clusters measured
the resulting network fragmentation. A greater number of
disconnected components indicates that the removed struc-
ture played a central role in maintaining network cohesion.
This method highlights the influence of focal structures in
preserving content flow and structural integrity within the
recommendation system [24].

E. Topic Modeling with BERTopic

We applied BERTopic [25] to video transcripts to un-
cover dominant themes associated with each focal structure.
BERTopic was selected over traditional models like Latent
Dirichlet Allocation (LDA) [26] for its ability to capture
semantic and contextual nuances more effectively. Due to
BERTopic’s input size constraint (512 tokens), transcripts
were split into coherent chunks along sentence boundaries.
Topics were then mapped back to videos to analyze thematic
distribution.

To identify content traps, we used a topic dominance
threshold. If a single topic accounted for more than 50% of
the videos in a focal structure, it was classified as a content
trap. This condition is expressed as:

T =
ntopic

ntotal
> 0.5 (1)

where ntopic is the number of videos assigned to the dom-
inant topic, and ntotal is the total number of videos in the

focal structure. This approach allowed us to identify clusters
exhibiting low content diversity systematically.

F. Divergence Metrics

To further evaluate topical uniformity, we used two statisti-
cal measures, namely Kullback-Leibler (KL) Divergence and
Jensen-Shannon (JS) Divergence, to compare topic distribu-
tions.

1) Kullback-Leibler (KL) Divergence: KL Divergence
quantifies how one probability distribution diverges from a
reference distribution:

DKL(P ||Q) =
∑
i

P (i) log
P (i)

Q(i)
(2)

where P is the topic distribution of a focal structure and Q
represents a uniform topical distribution across the topics of
the focal structure. Lower values indicate higher similarity and,
thus, stronger topical concentration.

2) Jensen-Shannon (JS) Divergence: JS Divergence is a
symmetric, bounded variant of KL Divergence, defined as:

DJS(P ||Q) =
1

2
(DKL(P ||M) +DKL(Q||M)) (3)

M =
1

2
(P +Q) (4)

A lower JS Divergence score similarly indicates high topic
uniformity. KL and JS Divergence help quantify the degree of
thematic consistency within focal structures.

In our analysis, low divergence values indicated content
traps, while higher values suggested greater content diversity.
These metrics offer a complementary quantitative basis for
evaluating the presence of content traps in recommendation
networks.

IV. RESULTS

This section presents key factors contributing to content
traps in YouTube’s recommendation network. We begin by
examining focal structures and their impact on network cohe-
sion. We then assess KL and JS divergence metrics to evaluate
topical consistency, and conclude by studying the identification
and characterization of content traps through topic dominance
and structural features.

A. Structural Role of Focal Structures in Network Connectivity

FSA is a network-based method aimed at identifying in-
fluential groups of nodes that collectively shape the structure
and flow of information. In this study, we applied FSA to the
recommendation network built from the China–Uyghur dataset
and identified 105 focal structures. We removed each focal
structure individually to evaluate its structural significance and
analyzed the resulting network fragmentation. An increase in
disconnected components following removal indicated a higher
structural dependency on that focal structure. This process
enabled us to determine the most critical structures supporting
network cohesion, with the top five listed in Table I.
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TABLE I: KEY METRICS FOR FOCAL STRUCTURES IN THE UYGHUR RECOMMENDATION NETWORK, INCLUDING SIZE, DOMINANT TOPIC, TOPIC UNIFORMITY,
AND DIVERGENCE SCORES. STRUCTURES WITH UNIFORMITY ABOVE 50% ARE FLAGGED AS POTENTIAL CONTENT TRAPS.

Datasets Focal Structure (FS) No. Videos in FS No. of Videos in Dominant Topic No. of Clusters Topic Uniformity Content Trap KL Divergence JS Divergence
3 105 64 185 61% YES 0.680 0.158
9 30 17 44 57% YES 0.004 0.001

China-Uyghur 1 25 15 41 60% YES 0.012 0.003
102 13 7 31 54% YES 0.067 0.234
101 13 5 28 38% NO 0.154 0.043

B. Topic Uniformity and Content Trap Identification in Focal
Structures

To examine thematic concentration within the
China–Uyghur recommendation network, we applied
BERTopic to extract topics from video transcripts across the
identified focal structures. Topic uniformity was measured
by calculating the proportion of videos within each structure
that shared the most dominant topic. A focal structure was
classified as a content trap if over 50% of its videos aligned
with a single topic. Focal Structures 3 (FS3) and 9 (FS9)
met this criterion with other focal structures, with most of
their videos associated with one dominant theme, indicating
low topical diversity. This suggests that FS3 and FS9 may
contribute to content traps by repeatedly exposing users to a
narrow range of content. Table I reports the topic distribution
statistics for FS3, FS9, and other key focal structures,
while Figures 1 and 2 visualize the concentration of topics
across the structure. These findings demonstrate how topic
dominance within a focal structure can limit exposure to
diverse content and reinforce algorithmically driven content
loops, directly addressing RQ1.

Figure 1: Network visualization of focal structure 3 in the China–Uyghur dataset, with
red nodes as topics, blue nodes as video IDs, and edges indicating their associations.

C. Divergence Metrics and Their Role in Identifying Content
Traps

In our study, we employed Jensen-Shannon (JS) and
Kullback-Leibler (KL) divergence metrics to assess the topical
consistency within focal structures. These measures quan-
tify the similarity between topic distributions within a focal
structure, which in turn helps us determine the presence of

Figure 2: Network visualization of focal structure 9 in the China–Uyghur dataset, with
red nodes as topics, blue nodes as video IDs, and edges indicating their associations.

content traps. Low divergence values indicate high topical
uniformity, which suggests repetitive content exposure, while
higher values reflect greater topic diversity.

Focal Structures 3 (FS3) and 9 (FS9) in the China–Uyghur
dataset exhibited a relatively low JS divergence value along-
side a moderately low KL divergence, indicating limited the-
matic variation across its constituent videos. This combination
suggests that, although there is some distributional variability,
FS3 and FS9 are still characterized by dominant topics that
reduce content diversity. These metrics, reported in Table I,
reinforce the classification of FS3 and FS9 as content traps,
where algorithmic recommendations predominantly reinforce
a narrow thematic scope. This finding contributes to our
evaluation of RQ2, demonstrating how divergence metrics
can reveal the extent of topic concentration within influential
structures.

D. Characterizing Content Traps in Focal Structures

To understand the structural and topical properties of content
traps within YouTube’s recommendation network, we mapped
each FS along two axes: topical dominance and either (i)
average clustering coefficient or (ii) size, represented by the
number of constituent nodes. This enabled a quadrant-based
interpretation to characterize focal structures according to their
structural cohesion and topical uniformity, both of which
indicate their potential to function as content traps.

In the first analysis, as shown in Figure 3, we observe that
Q1, representing focal structures with high topical dominance
and average clustering coefficient, exhibits a dense aggregation
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Figure 3: Characterization of content traps by dominant topic ratio and average clustering
coefficient, illustrating structural and topical properties of focal structures.

Figure 4: Content trap characterization by topic dominance and focal structure size.

of red-coded nodes. These structures are thematically uniform
and structurally cohesive, forming tight-knit recommendation
loops. Their high clustering suggests redundancy and lim-
ited escape routes for users, reinforcing their potential to
function as strong content traps. Conversely, Q2 (low topical
dominance, high clustering; green) reflects structurally dense
but thematically diverse structures. These may serve as hubs
of varied content but are less likely to trap users within a
single narrative. Additionally, Q4 (high topical dominance, low
clustering; orange) comprises topically consistent but loosely
connected structures. Despite weak cohesion, some of the
largest focal structures appear here, suggesting that scale and
topical uniformity alone can sustain content traps. In other
words, even without dense connectivity, large and uniform

structures can act as broad-reaching traps. These may still
act as traps due to content repetition with less structural
reinforcement.

In the second analysis, as shown in Figure 4, we replace
the clustering coefficient with the size of the focal structure to
assess how node count interacts with topical dominance. Q1
again highlights high-risk traps: large, topically homogeneous
structures dominate this quadrant. Their size and thematic
alignment indicate both reach and reinforcing potential. In
contrast, Q4 reveals numerous small, topically concentrated
clusters, which may act as micro-traps that are limited in
reach but still repetitive in exposure. Q2 is absent in this plot,
reinforcing the rarity of large, thematically diverse structures.
Q3 appears minimally, further supporting that small, diverse
clusters are less likely to retain user attention. Together, these
quadrant analyses suggest that content traps are best charac-
terized by the convergence of structural density and topical
uniformity, particularly in large focal structures. These insights
support the development of targeted mitigation strategies that
disrupt topical alignment (e.g., via content diversification) or
structural reinforcement (e.g., reducing internal clustering).
Furthermore, this structural–topical characterization lays the
groundwork for interpreting how such traps may interact with
user behavior, especially in the context of elevated engagement
observed in high-uniformity structures, thus contributing to our
understanding of RQ3.

V. CONCLUSION AND FUTURE WORK

This study presented a network-based approach for iden-
tifying and characterizing content traps within YouTube’s
recommendation system, with a focus on the China–Uyghur
context. By applying FSA, we extracted cohesive sets of
videos that function as attractor content within the recom-
mendation network. Through topic modeling and information
divergence metrics (JS and KL), we evaluated topical unifor-
mity across focal structures, revealing clusters with limited
thematic variation. Our characterization further incorporated
structural properties, such as clustering coefficient and size,
enabling a nuanced understanding of how content traps differ
in form and intensity. Engagement metrics provided additional
support, highlighting user interactions that may reinforce the
persistence of these traps. Our findings show that content
traps are not solely defined by structural cohesion; even large,
loosely connected focal structures can exhibit strong topical
alignment and influence user navigation. This underscores the
need to consider both network structure and content semantics
in assessing algorithmic influence on content exposure.

Future work will focus on extending our analysis to include
more network structure dimensions and content dimensions,
and more topics/datasets/platforms to evaluate the generaliz-
ability of our findings. Additionally, we aim to compare our
focal structure-based approach with other SNA methods to
effectively identify content traps. We plan to integrate semiotic
analysis [27] to examine how symbols impact the formation
and reinforcement of content traps, and to explore content
infusion strategies as a means of mitigating these effects.
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