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knowledge for information and process management and for decision support mechanisms
raised a series of questions the eKNOW 2021 conference was aimed at.

eKNOW 2021 provided a forum where researchers were able to present recent research results
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knowledge fundamentals to more specialized topics such as process analysis and modeling,
management systems, semantics processing and ontology.
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committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that eKNOW 2021 was a successful international forum for the exchange of ideas and
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Myoko Model for Balancing Infectious Disease
Control and Local Economy

Hideyuki Nagai
Kyoto Arts and Crafts University

Kyoto, Japan
email: nagai-h@g.kyobi.ac.jp

Setsuya Kurahashi
University of Tsukuba

Tokyo, Japan
email: kurahashi.setsuya.gf@u.tsukuba.ac.jp

Abstract—Under the situation where the resolution of 2019
novel coronavirus diseases (COVID-19) cannot be foreseen,
tourism locations have continued to be exposed to the risk
that receive intermittent influxes of people from other regions.
Therefore, it is an urgent issue to establish countermeasures
for accepting tourists. Based on this background, this study
designed an agent-based model that can simulates a spreading
infection process, brought by a continuous influx of tourists,
among regional residents. This study compared the COVID-19
control measures in tourism locations by simulation experiments.
As a result, it was found that certain effects can be expected from
active epidemiological investigation. Greater effects can also be
expected from the regular testing of tourism business employees,
but large-scale testing is currently a major barrier. While the
introduction of contact tracing apps is effective as a counter-
measure therefore, there is a need for further improvement.

Index Terms—COVID-19, agent-based simulation, epidemic
model, tourism, policy science

I. INTRODUCTION

On October 1, 2020, in view of the governmental update
that the situation of COVID-19 infections in Japan was under
control, the ”Go To Travel” campaign was executed in full
with the aim of economic stimulation in tourism areas by
promoting consumption [1]. After that, it was not until the
arrival of the worst third wave ever is clarified at the end
of December that the tourism promotion established by the
directive to ”make Japan better through travel” had been not
completely canceled. Elsewhere, preliminary calculations were
announced stating that the gross domestic product (GDP) for
the full year of 2020 had decreased by 4.8% because of
COVID-19 and that economic losses were expected to reach
30 trillion yen [2]. The impact on the tourism industry, in
particular, is far-reaching, including not only travel agencies
and accommodation businesses but also land, sea, and air
transport; the restaurant industry; and consumer goods busi-
nesses, which are crucial to the economies of many regions.
For example, a preliminary calculation of economic losses in
Okinawa due to the reduction in tourists was 186.7 billion
yen for the February-May period [3]. Total domestic travel
and tourism expenditure in 2019 including inbound tourism
was 27.9 trillion yen [4], so there were serious concerns that
the ”evaporation” of the tourism demand supporting regional
economies would cause critical disruption thereof. Therefore,
this study models the spread of COVID-19 infection in tourism

locations and compares the effects of hypothetical prevention
and control measures to find feasible, effective, astute infection
prevention and control measures with consideration for the
effects both on those directly involved in the target regions
and on others. The purpose of this study is not to discuss
the superiority or inferiority between a bottom-up approach
in terms of personal behavior, such as avoiding the three Cs
(closed spaces, crowded places, and close-contact settings) and
voluntarily restricting movement, and a top-down approach in
terms of strong government restrictions, such as the declaration
of a state of emergency. Rather, this study examines the idea
of infection prevention and control measures that enable the
continuous growth of the entire region, without bound by such
categories.

A. COVID-19 agent-based simulations

Even with the negative impacts of COVID-19 infections
around the world, we have acquired greater expertise. Ac-
cordingly, several researchers are working on modeling social
systems that include non-linear interaction to create simu-
lations for policy-making support toward the prediction of
infection expansion in the future, which is almost impossible
by intuition alone, to resolve the situation. Agent-based models
excel at the manifestation of effects through micro-level behav-
ioral changes among individual citizens as specific intervention
measures against infection, as well as at operability based on
intervention scenario finding. Therefore, they are used with
existing infectious diseases, such as smallpox [5] [6] [7],
measles [8] [9], Zika fever [10], Ebola hemorrhagic fever [10]
[11], and rubella [12]. As for the proposed COVID-19 simu-
lations, most are based on macro-scale mathematical models
including the studies, but there are also some interesting agent-
based models. Ferguson et al. [13] reports that non-medical
intervention, such as wider social distancing, home isolation,
and home quarantine throughout the UK and the United States
may mitigate the spread of the infection to some degree, but
as long as there is no prevention system, such as a vaccine or
antiviral drug, pressure on medical resources is unavoidable,
and large numbers of fatalities are likely. Based on this
report, the UK government shifted immediately from its initial
mass immunization strategy to strict intervention measures to
ensure social distancing. Silva et al. [14] simulated not only
the epidemiological dynamics but also an estimation of the

1Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-874-7
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economic effect of various intervention scenarios with regard
to ensuring social distancing and demonstrated that where
a lockdown is unfeasible because of the scale of economic
impact, a combination of the use of face masks and partial
isolation is more realistic. Aleta et al. [15] constructed an
agent-based model based on census research and movement
data in the greater Boston area and demonstrated that by means
of testing, contact tracing, and home quarantine after a period
of strict social distancing, it was possible to resume economic
activity while protecting the health system. D’Orazio et al.
[16] suggested that a reduction of virus spreading in public
buildings ”emerges” from individuals’ protection measures,
such as facial masking, by using an agent-based model which
can jointly simulate people’s movement and virus transmission
. Then, D’Orazio et al. [17] suggested that such individuals’
protection measures are also keys to sustainable economic
activities in touristic urban areas, by a similar approach.

B. Summary of related studies and positioning of this study

These studies demonstrate that the use of an agent-based
model is possible but do not sufficiently verify the effects
of non-medical interventions with attention to the hetero-
geneity of residents’ daily lives and their close relations
to these interventions when a vaccine or antiviral drug is
not available. Further, there are also not adequate spatial or
temporal estimates of regional characteristics with regard to
countermeasures and their effects on parts of tourism locations,
for instance, that receive intermittent influxes of people from
other regions. Therefore, this study explores feasible, effective
non-medical infection prevention and control measures using a
COVID-19 agent-based model with the assumption of specific
tourism locations. The remainder of this paper is organized
as follows. Section 2 describes the COVID-19 agent-based
experimental model which can evaluate various non-medical
infection prevention and control measures. Section 3 explains
the experimental scenarios assuming the implementation of the
measures to prevent and control infection. Section 4 discusses
the experimental results. Section 5 concludes this paper by
describing the research achievements.

II. COVID-19 INFECTION MODEL FOR TOURISM
LOCATIONS

As an expansion of existing infectious disease studies
in which validity evaluations have been conducted for the
transition of infection—namely an Ebola hemorrhagic fever
model [11] and a rubella model [12] —a COVID-19 model
[18] was constructed for Myoko City in Niigata Prefecture.
The model uses restored population data created with the
household composition restoration method [19], a method
of restoring population data so that it conforms to various
published statistics (e.g., national census, demographics, busi-
ness/industry statistics, etc.), which is optimized using simu-
lated annealing with the errors in the recreated data (restored
data) collation after calculation as the objective function. This
restored population data includes the longitude and latitude
of the location of the household and its members’ gender,

age, employment status, type of industry, scale of business,
etc. Using this data, FIG. 1 shows the population distribution
of the target city. With attention to place names, terrain,
road connections, school district divisions, etc., the town is
divided into nine zones as shown in the figure. The valley-
shaped terrain is traversed by a local railroad, with residential
areas distributed next to the line. Most of the population is
concentrated in the north, forming an urban area integrated
with the center of Joetsu City, where the terminal station
is located. In addition, there are many ski and hot spring
resort areas at the foot of the mountains in the southeast and
southwest.

FIG. 1. POPULATION DISTRIBUTION OF MYOKO CITY

The total population based on the restored population data
is approximately 31,500 people, but for ease of calculation,
it was rounded down to approximately 1/5 in the model.
However, the ratios of household composition, number of
households, population per zone, etc. were set according to
the actual population composition (see TABLE I).

TABLE I. POPUPATION COMPOSITION

actual city model
population 31,560 6,000

number of households 11,854 2,295
average household size 2.66 2.61
0-29 years old (young) 25.3% 25.0%
29-64 years old (adults) 44.6% 45.7%
65- years old (elderly) 30.3% 29.3%

average age 50.4 -

TABLE II shows the model household composition. Ac-
tually, infection spreads through diverse and complex routes,
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based on people’s heterogeneity, such as age and lifestyle.
Therefore, by implementing such demographic information in
the model, it is possible to simulate the complex behavior of
infection.

TABLE II. MODEL HOUSEHOLD COMPOSITION

househould composition households population
single (adult) 200 200

single (elderly) 300 300
couple (adults) 125 250
couple (elderly) 400 800

couple + one child 300 900
couple + two children 250 1,000
one parent + one child 250 500

couple + parents 50 200
couple + onw parent 100 300

couple + one child + parents 40 200
couple + two children + parents 100 600
couple + one child + one parent 150 600

couple + two children + one parent 30 150
total 2,295 6,000

A. Behavior of citizen

Resident agents in the model who commuted to work or
school were set based on restored population data, munic-
ipal public information regarding public facilities, tourism
guides, etc. 66% of young people—that is, 17% of the total
population—attended childcare facilities or school. There were
10 childcare facilities, nine elementary schools, and four junior
high schools in the city, as well as one senior high school
in the city and four outside. 70% of the remaining young
people, 80% of adults, and 20% of the elderly—that is, 48%
of the total population—were workers. This corresponds to a
48.3% total employment ratio in the restored population data.
TABLE III shows the employment locations of workers.

TABLE III. EMPLOYMENT LOCATIONS OF WORKERS

employment locations ratio
hospitality industry 15%

local shop of 11
tourism spot of 5
large hotel of 4
small hotel of 10
night spot of 3

education 3%
childcare facility of 10
elementary school of 9
junior high school of 4
senior high school of 5 (1 in the city and 4 outside)

medical and welfare 3%
large hospital of 2
nursing home of 8

other employment location (in the city) 39%
other employment location (outside city) 39%

The area has many popular tourist locations, and the ratio of
employees at wholesale or retail businesses, accommodation,
or food service businesses and daily life-related services and
entertainment businesses was 26%. Reflecting this, the ratio
of workers in actual customer-facing roles was set at 15%,
just over half. These employees in the hospitality industry are
considered to have contact with tourists, the main topic of this
study. In the hospitality industry, local shops are established

near local railway stations in the model area, with their
employees set as residents of nearby zones. These local shops
refer to retail stores, such as supermarkets and restaurants
that are mainly served to local residents. However, tourists
also use the two in the south, near the resort areas in the
southeast and southwest. Tourism spots, hotels, and night spots
are located in the southeastern and southwestern resort areas,
with the majority of their employees living in nearby zones.
Some of the resident agents other than workers at local shops
and residents of nursing homes go shopping at local stores
neighboring to their residential zones after work or school.
Finally, all resident agents other than hospital inpatients go
home.

FIG. 2 shows the household and facility distribution in the
model space.

B. Progress of infection and symptoms

In each round of simulations, infection was modeled on
localized interaction among resident agents. Resident agents
were activated sequentially in random order; in the case of
contact with other resident agents who were infected on the
model plane, the contact ratio cr was generated probabilisti-
cally because of interaction, with infection occurring in line
with the transmission ratio tr. The infection ratio ir, the
probability of the occurrence of infection, was defined as
follows.

ir = cr ∗ tr (1)

This infection probability defines how much a nearby in-
fected person infects each agent. This probability was set so
that the expected value would be the same based on the basic
reproduction number R0 (2.5) of COVID-19 and the estimated
contact time of the inhabitants per day at each contact scene
such as workplace, school, home, and so on.

Based on reports of detailed analyses of the infection
prevalence of COVID-19 [20] [21], the following process of
the progress of symptoms was defined. The incubation period
is 5 days following infection, but the person can infect others
by the third day even during this period. On the sixth day,
when the incubation period has ended, symptoms, such as
fever, coughing, and diarrhea occur in most infected people.
After the fever, the basic scenario included a 50% probability
of home isolation after visiting a doctor. The remaining 50%
of infected people are either essentially asymptomatic or have
minor symptoms, so they continue to go to work or school
while self-medicating with febrifuges, etc. After the symptoms
have continued for 4 days or more, infected people see a doctor
and undergo a polymerase chain reaction (PCR) test with the
results confirmed the following day, leading to hospitalization
if the results are positive. Regarding the actual number of
fatalities, because the estimated number of infected people
has been drastically reduced, the test supplementary ratio was
set at half (50%). Further, 20 days after infection, 20% of
infected people become seriously ill and are hospitalized even
without having seen a doctor in advance. Also, by 41 days
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FIG. 2. HOUSEHOLD AND FACILITY DISTRIBUTION

after infection of those hospitalized with serious symptoms,
fatalities comprise 0.06% of young people, 0.21% of adults,
and 1.79% of the elderly. The mildly ill recover by 27 days
after infection and the surviving seriously ill by 49 days after
infection, achieving temporary immunity.

III. ESTIMATING EFFECTS OF INFECTION PREVENTION
AND CONTROL MEASURES

For this model, simulation scenarios for infection prevention
and control measures for the entire region were set, including
the hospitality industries that may be used by infected tourists.
Table IV shows the settings of the scenarios. There are a
total of 12 scenarios, defined by whether to accept tourists,
infection control at shops, nightspots, tourist spots, quarantine
facilities for infected people, degree of tracking close contacts,
frequency of PCR tests, and so on.

These infection prevention and control scenarios are roughly
divided into four; social distancing (scenarios S1-S2), contact
tracing (scenarios S3-S4), regular testing for high-risk workers
(scenarios S5-S7), and combination of contact tracing and
regular testing (scenarios S8-S11). In Scenario B0, tourists are
not accepted by the hospitality industry overall, and there is no
influx of infections, but one resident is infected at the initial
point. In Scenario B1, tourists are accepted by the hospitality
industry overall, and one infectious tourist per week enters.
In Scenario S1, local residents’ visit to local shops is reduced

by 75%; in Scenario S2 local residents’ visit to local shops
is reduced by 75% and contact between hospitality industry
workers and tourists is reduced by 75%. In scenarios S3 and
S4, local residents’ visit to local shops is reduced by 75%,
contact between hospitality industry workers and tourists is
reduced by 75%, forward tracking (once) of persons in close
contact and PCR tests are implemented, and those testing
positive are isolated at a treatment accommodation facility.
Here, a forward tracking of persons in close contact with the
objective of preventing further infection expansion is imple-
mented by tracking tests, e.g., via interviews and the contact
app COCOA, [22], etc. for persons in post-infection close
contact with people who have tested positive for infection.
The tracking ratio is defined as the discovery ratio of persons
in close contact and the infection source. In scenarios S5-S7,
local residents’ visit to local shops is reduced by 75%, contact
between hospitality industry workers and tourists is reduced by
75%, workers undergo regular PCR testing, and those testing
positive are isolated at a treatment accommodation facility.
In scenarios S8-S11, local residents’ visit to local shops is
reduced by 75%, contact between hospitality industry workers
and tourists is reduced by 75%, forward tracking of persons in
close contact and PCR tests are implemented, workers undergo
regular PCR testing, and those testing positive are isolated at
a treatment accommodation facility.
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TABLE IV. SIMULATION SCENARIOS FOR INFECTION PREVENTION AND CONTROL MEASURES

scenario tourists influx of infections local shop hotels night spots tourism spots isolation tracking regular testing
B0 not accepted one resident 100% - - - - - -
B1 accepted one per week 100% 100% 100% 100% - - -
S1 accepted one per week 25% 100% 100% 100% - - -
S2 accepted one per week 25% 25% 25% 25% - - -
S3 accepted one per week 25% 25% 25% 25% Yes forward 50% -
S4 accepted one per week 25% 25% 25% 25% Yes forward 80% -
S5 accepted one per week 25% 25% 25% 25% Yes - every 2 wks 50%
S6 accepted one per week 25% 25% 25% 25% Yes - every 2 wks 75%
S7 accepted one per week 25% 25% 25% 25% Yes - every 2 wks 100%
S8 accepted one per week 25% 25% 25% 25% Yes forward 50% every 2 wks 50%
S9 accepted one per week 25% 25% 25% 25% Yes forward 50% every 2 wks 75%
S10 accepted one per week 25% 25% 25% 25% Yes forward 80% every 2 wks 50%
S11 accepted one per week 25% 25% 25% 25% Yes forward 80% every 2 wks 75%

IV. EXPERIMENT RESULTS

Each simulation scenario was implemented 100 times. The
infection prevention and control measures were evaluated by
the average of the peak number of people hospitalized with
serious symptoms, which is the major serious impact on
medical resources. The results are shown in FIG. 3.

The average number of mildly infected persons was 14.3
(B1) at the maximum and 2.4 (B0) at the minimum. The
infection process has an incubation period of 5 days and a
recovery time of 27 days, so the number of new positive cases
per day ranges from 0.65 to 0.11, which is 11 to 2 per 100,000.
In Tokyo, where the infection was spreading at that time, the
number was 14 to 2 per 100,000. Therefore, the average results
of the simulation are almost the same as the actual values of
Tokyo.

The effects of the voluntary infection prevention and control
measures (Scenarios S1 and S2) endorsed as the new normal
and new travel etiquettes were, in comparison with the peak
number of patients hospitalized with serious symptoms with
canceling tourism (Scenario B0), 738% if tourists are accepted
without countermeasures (Scenario B1), 385% with reduction
in residents’ visit to local shops (Scenario S1), and 148% with
thorough reduction in contact between workers and tourists
(Scenario S2).

Scenarios S3 and S4 were 114% with a forward one-time
tracking ratio of 50% (Scenario S3) and 106% with a forward
one-time tracking ratio of 80% (Scenario S4) in comparison
with Scenario B0. These scenarios include reducing a visit to
local shops, thorough reduction in contact, and the isolation
of infected people, the effects of composite prevention and
control measures also including the implementation of tracking
tests for persons in close contact.

On the other hand, the combined spread prevention mea-
sures (scenarios S5 to S7), which carry out regular virus tests
on hospitality employees who may come into contact with
tourists, reduced the number of infected people. The results
are 93% with a 50% test ratio every 2 weeks (Scenario S5),
71% with a 75% test ratio every 2 weeks (Scenario S6), and
63% with a 100% test ratio every 2 weeks (Scenario S7).

Furthermore, the combined spread prevention measures
(scenarios S8 to S11), which carries out both follow-up
inspections of close contacts and regular virus inspections
of hospitality employees, effectively reduced the number of

infected persons. In these scenarios, the results were 67% with
a forward one-time tracking ratio of 50% and a 50% test ratio
every 2 weeks (Scenario S8), 56% with a forward one-time
tracking ratio of 50% and a 75% test ratio every 2 weeks
(Scenario S9), 59% with a forward one-time tracking ratio of
80% and a 50% test ratio every 2 weeks (Scenario S9), and
53% with a forward one-time tracking ratio of 80% and a 75%
test ratio every 2 weeks (Scenario S11).

V. DISCUSSION

The experiment results demonstrate that there are limited
effects even when changes are made to local residents and
tourist lifestyles or to hospitality business service methods in
regions, such as tourism locations that are intermittently visited
by infected people.

As a result of evaluating the effect of active epidemiological
survey, for prospective surveys and tests in persons close con-
tact with those testing positive, it was found that hospitalized
patients can be kept at about the same as that of prohibiting
tourism.

The discovery of infected people by means of substantial
PCR testing at the regional level is expected to have an effect,
but uniform testing for all regional residents is limited. So
the effects of regular PCR tests were evaluated with regard to
workers in contact with tourists in commercial stores, tourism
spots, accommodation facilities, and entertainment districts.
As a result, it was found that infection control effects were
greater than that of prohibiting tourism. However, in Japan,
the maximum testing capacity per day for PCR tests as of
May 2021 is approximately 0.16% (203,477 tests [23] out of
126.5 million people), which is far below the testing standard
of the scenarios where major effects were observed.

Regular PCR tests for just hospitality industry workers have
an effect, but there are various barriers to realize it. So the
effects of the combination of regular PCR tests and active
epidemiological survey were evaluated. As a result, it was
found that major effects on infection control were observed
while reducing number of tests. However, such surveys also
require the construction of systems that enable large-scale
information collection and processing across large areas and
over a long period of time. Therefore, the capacity is limited
when relying only on the efforts of public health center
workers, for example, and if infection expansion continues and
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FIG. 3. COMPARISON OF THE EFFECTIVENESS OF PREVENTIVE MEASURES

the labor required for the survey expands likewise, the survey
system and even the medical system are at risk of collapse.
Therefore, the construction of comprehensive survey systems
that utilize information technology, including tracking persons
in close contact by means of mobile phones, etc., is expected
to have a major effect on the prevention of increased infection.
To this end, in addition to designing a top-down system, the
key is to increase the users of COCOA and other contact
tracing apps to contribute to a bottom-up system. As targets for
infection prevention and control, from now on, the app usage
ratio should be 80% both in the region and among visitors, and
the delays between positive confirmation, app registration, and
notifying persons in close contact should each be shortened as
much as possible.

In Japan, in addition to the continuing low capacity for
PCR testing, there are major barriers to access to tests for
residents, namely decisions made by doctors and the fact
that voluntary testing is not covered by insurance [24], so
sufficient testing systems have not been constructed for the
implementation of any of the infection prevention and control
measures described above. Regardless of whether or not the
region is a characteristic tourism location, for residents who
want to be tested after becoming aware that they may have
been infected or that they may infect others, testing is to
be implemented without delay, allowing for subclinical cases,
to identify infected people. Through the construction of a
system with bottom-up aspects of this kind, for the first
time, it will be possible to accurately grasp the infection
situation, the highest priority for public health. This pandemic
is still full of uncertainties regarding, e.g., the development and
distribution schedule for a vaccine, the mutation of the virus,
and the pathology of after-effects. Therefore, it is desirable to

invest pertinent resources promptly to minimize the damage
to citizens’ health and to the economy to the extent possible.

VI. CONCLUSION

With the objective of evaluating the COVID-19 infection
prevention and control measures in tourism locations, this
study compared 11 types of infection prevention and control
measures by constructing simulation models in imitation of
specific tourism locations. As part of public health policy
to prevent and control infection, analyses of tourist contact
reduction measures, active epidemiological investigation—
prospective tracking tests for people in close contact with
those testing positive for infection, and regular PCR testing
for tourism business employees were conducted. As a result of
the simulated experiments, while there are certain effects from
measures to reduce contact, it was found that the effects are
limited in the case of a continuous influx of infected people
to tourism locations. While certain effects can be expected
from active epidemiological investigation; while greater effects
can also be expected from the regular PCR testing of tourism
business employees, this requires large-scale testing, which is
currently a major barrier. While the introduction of contact
tracing apps is effective as a countermeasure therefore, there
is a need for further improvement in the registration delay
time and the implementation systems for prompt testing after
notification.
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Abstract—In situations where the pandemic of Coronavirus 
Disease 2019 (COVID-19) has been destroying the daily lives of 
global human community, a model that reliably predicts the 
spread of infection within society would be extremely helpful for 
a variety of purposes. This paper presents an agent-based model 
over temporal networks that are fitted to real mobility data 
reported in Tokyo. The parameters of the model are inferred via 
approximate Bayesian computation to ensure that the model 
represents well the observed infection data. Through the 
simulations using this model, we demonstrate a comparison of 
the effectiveness of different vaccination strategies.  

Keywords-agent-based modeling; activity-driven network; 
approximate Bayesian computation; vaccination strategies; 
vaccine passport. 

I.  INTRODUCTION 
Since early in 2020, the pandemic of COVID-19 has been 

devastating both the daily lives and the economic activities in 
human communities globally. For over a year, many 
governmental authorities have taken strong measures such as 
lockdowns of cities, to restrain the spread of infection of 
Severe Acute Respiratory Syndrome CoronaVirus 2 (SARS-
CoV-2) within society. While these measures are effective in 
mitigating the epidemic of infection, their adverse impacts 
toward social and economic activities are significant. It is 
difficult to make political decisions that optimally balance 
reducing the number of infected people and maintaining social 
activity among individuals. Although vaccines can be a 
‘game-changer’ in these circumstances, their supply is 
relatively abundant only in developed countries and has been 
extremely insufficient in developing nations until the middle 
of 2021. A social simulation model that may help predict the 
spread of virus infection under certain conditions would be 
remarkably helpful in this global context. 

Agent-Based Modeling (ABM) is a method which is 
excellent at incorporating the heterogeneity of characteristics 
within agents as well as interactions and feedbacks among 
agents [1]. Because a well-designed ABM can serve as a tool 
to represent nonlinear dynamics emerging from the bottom of 
social system, it allows us to elucidate the mechanisms 
underlying complex macro phenomenon observed in society 
without reducing it to individual micro features. The 

spreading of infectious disease within society is one of the 
phenomena that have received a great deal of attention from 
researchers devoted to this modeling [2]. Many studies have 
already been performed on the COVID-19 pandemic using 
this method for a variety of purposes [3-10]. We have 
developed an agent-based model validated with observed 
infection data to help predict the courses of the COVID-19 
epidemic under various conditions. 

Temporal network is a modeling framework in which we 
explicitly consider the times when edges are active between 
nodes [11].  Because specifying who is connected to whom at 
each time is a significant determinant of how epidemic 
process behave within a society, temporal networks have 
frequently been utilized in models that aim at representing in 
detail the spreading process of infectious disease [12]. The 
present paper focuses on a particular kind of temporal network 
that is called activity-driven network where each node is 
characterized by an activity rate a [13][14]. In activity-driven 
networks, this activity rate a encodes the probability of the 
node to generate links with other nodes at each timestep. 
While the behavioral restrictions have been repeatedly 
imposed on individuals in the pandemic situation, this 
framework of activity-driven network allows us to represent 
the successive changes of people’s real activities in the model. 
To the best of our knowledge, we are the first to have validated 
the modeling of activity-driven networks by fitting agents’ 
activities to actual community mobility data provided by 
Google [15] in order to examine the epidemic of COVID-19 
over temporal networks.  

Since the ABM is an attempt to model complex 
phenomena with a high degree of freedom, it is crucial to 
validate the modeling using observed data so that the 
modeling is considered as reliable. Parameter inference that 
fits the parameters of a model to actual data allows us to 
exploit ABMs for trustworthy analysis. However, ABMs do 
not have explicit forms for their likelihood functions due to 
the intrinsic complexity of ABM [16]. Approximate Bayesian 
Computation (ABC) is a flexible Likelihood-Free Inference 
(LFI) method for posterior and is one of the widely accepted 
approaches to infer the parameters of ABM [17][18]. The 
parameter inference in ABC is to infer the values of 
parameters that yield a simulator’s output that agrees with 
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observed data. The ABC algorithm for parameter inference of 
ABM is typically as follows [16][19],  

1. Sample parameter θi from prior π(θ). 
2. Simulate f(θi) by running simulator f with θi. 
3. Reject θi based on the metrics of comparison between 

f(θi) and the observed data X. 
4. Repeat 1-3 until a sufficiently large number of 

samples are obtained. 
We infer the parameters of our ABM by ABC using the 

observed infection data so that the model is sufficiently 
validated. 

The contributions of this paper are threefold. Firstly, we 
have developed an ABM over activity-driven networks where 
agents’ activities are fitted to actual mobility data, which 
enables us to investigate the effects of governmental 
restrictions imposed on people’s behavior. We also 
incorporate the heterogeneity of immune response to viruses 
among agents, a key factor in the virus spreading process. 
Secondly, we have inferred the posterior distributions of the 
model parameters via approximate Bayesian computation 
using real infection data. Thus, our model with estimated 
parameter values represents the observed data accurately and 
can serve as a reliable tool to predict the spread of infection 
under various conditions. Finally, we have demonstrated 
several promising vaccination strategies through the ‘would-
be’ simulations carried out under virtual conditions, which 
shows a comparison of the effectiveness between those 
strategies. In addition, we investigated the possibility of 
‘vaccine passport’ scenario via simulations that focus on the 
association between social activity and vaccination as well as 
the effects of vaccination on the epidemic.  

The remainder of this paper is constructed as follows. 
Section II describes related work. In Section III, we describe 
our agent-based model in detail. In Section IV, the results of 
simulations by our model are demonstrated using various 
graphs and some implications are derived from the results. In 
Section V, several vaccine strategies are presented and the 
comparison of effectiveness between those strategies is 
provided through simulations. Finally, in Section VI, 
conclusion of this paper and future work are described. 

II. RELATED WORK 
Significant efforts have already been devoted to modeling 

the spreading process of COVID-19 to forecast the epidemic 
of the viruses within community as well as to suggest effective 
measures to prevent the pandemic. Hoertel et al. [3] proposed 
an ABM of the epidemic of COVID-19 in France that is well 
fitted to observed data in order to predict the potential impact 
of certain post-lockdown measures on the spreading of the 
epidemic. Rossetti et al. [4] presented an agent-based 
framework that organizes the population in five statuses and 
incorporates activity-driven networks to simulate the effects 
of public interventions on the unfolding of epidemic. Silva et 
al. [5] developed an ABM of the COVID-19 epidemic to 
assess the social and economic effects of certain scenarios 
with several social-distancing interventions. Aleta et al. [6] 
built a detailed agent-based model of SARS-CoV-2 
transmission in the Boston metropolitan area using mobility 
data to examine the impact of testing, contact tracing, and 

household quarantine on the epidemic. Nishi et al. [7] used 
agent-based simulations of a network-based infection model 
to investigate network intervention strategies for mitigating 
the spread of infection while maintaining economic activities. 
Kano et al. [8] proposed an agent-based model of COVID-19 
that accounts for economic activities and examined the trade-
off between health and economic damage through the 
simulations. Li et al. [9] used large-scale agent-based 
simulations to study the effectiveness of a nationwide vaccine 
campaign under different conditions related to vaccine 
efficacies and other factors. Moghadas et al. [10] developed 
an agent-based model of COVID-19 transmission to compare 
the impact of two different vaccination strategies, i.e., to 
vaccinate more individuals with the first dose and delay the 
second dose, or to continue with the recommended two-dose 
series.  

To the best of our knowledge, few prior studies have 
provided an agent-based model integrated with activity-driven 
networks fitted to both mobility and infection data, which we 
propose in this paper. 

III. MODEL 
We generate an artificial society composed of N agents 

which represent individuals socially associated with others in 
temporal networks, which we describe in detail below. 

A. Agent-based SEIR model 
While the epidemic of virus infection in this society 

spreads over time, each agent belongs to one of four statuses, 
i.e., Susceptible, Exposed, Infectious, or Recovered (SEIR) at 
each timestep t = 1, …, T.  

A susceptible agent linked in a network with an infectious 
agent at timestep t gets infected according to the probability P 
that is obtained by multiplying the transmission rate Tr and 
the susceptibility s of the susceptible agent. P is calculated as, 

 
P = Tr ∙ s.                                   (1)                                         

 
An infected agent does not transmit the viruses to others 
during the incubation period and remains exposed. By the 
probability α, an exposed agent becomes an infectious one 
who may infect others with the viruses. An infectious agent 
recovers by the probability β and acquires continuous 
immunity to COVID-19. A recovered agent no longer 
transmits the viruses to others. 

Since the strength of the immune response to viruses 
varies from person to person [20], our model presumes the 
heterogeneity of susceptibility to viral infection among 
agents. A susceptibility value s is assigned to each agent 
according to the Gaussian distribution, which is supposed 
plausible in this case [20]. 

B. Activity-driven networks fitted to real data 
Activity-driven networks in which agents interact with 

others are created according to the algorithm as follows [14]. 
1. At each time step t, the network starts with N 

disconnected agents. 
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2. Each agent i becomes active with probability ai and 
an active agent creates m links with m other randomly 
selected agents. 

3. At the next time step t + 1, all the links in the network 
are deleted and the process returns to 1.  

As observations in different real-world networks suggest 
[21], the activity value a is heterogeneous within agents and 
approximately follows a power law distribution described as 
 

P(a)=Ba-γ,                                  (2) 
 
where B is a constant and γdenotes a scaling exponent. 

In the present model, the values of activity a of all agents 
are fitted to real mobility data so that activity values change 
over time in accordance with the change of mobility observed 
in real data. The data report the mobility which indicates how 
visitors to or time spent in categorized places change within a 
specific region of a country. Categorized places include ‘retail 
and recreation’, ‘grocery and pharmacy’, ‘parks’, ‘transit 
station’, ‘workplaces’, and ‘residential’. The reported 
mobility is shown as a positive or negative percentage since 
the mobility for the report date is compared with the baseline 
which indicates a normal value for that day of the week [15].  

We have selected three categorized places that are likely 
to be affected by the ‘state of emergency declaration’, i.e., 
‘retail and recreation’, ‘transit station’, and ‘workplaces’, 
because we focus on the period when the declaration was 
enacted. Figure 1 indicates the successive change of mobility 
values observed in the three selected places in Tokyo, Japan 
from February 15th until June 30th (137 days).  

Using the mobility values reported from these three places, 
activity ai,t for agent i at timestep t is calculated as,  

 
ai,t = ai ∙  Mt                                  (3) 

 
where Mt denotes the average of the mobility values reported 
from the three categorized places at timestep t.  

C. Settings and conditions of simulation 
The number of agents N in our model is 100,000, which 

represents approximately one-hundredth of Tokyo’s    
population. One timestep in the model corresponds to one day, 
so the simulation progresses for 137 timesteps, which 
represent the period from February 15th to June 30th. Figure 2 

shows the course of the daily number of positive cases with 
SARS-CoV-2 during the same period in Tokyo [25]. Before 
running simulations, the values of both activity a and 
susceptibility s are allocated to all agents based on the 
distributions described before in this section. The values of the 
parameters to be estimated from the simulation results, i.e., Tr, 
α, and β are initially given by sampling from the prior 
distributions. Table I summarizes the hyperparameters of 
distributions from which the parameter values are sampled. 

A sequence of 137 edge-lists, each of which represents the 
links between agents in the activity-driven network at each 
timestep, is generated in advance following the algorithm 
presented in Section III B. The simulation starts with one 
infectious agent at the first timestep.  

We have encoded all the models using Python Numpy,  
Scikit-learn, and other toolkits. 

IV. RESULTS 
Simulations were carried out 3,500 times in parallel on 30 

CPUs yielding a total of 105,000 results over approximately 
60 hours. A series of numbers showing the course of the 
number of newly infected agents at each timestep was 
obtained as the result of each simulation running with a 
particular set of parameter values.  

We scored the result of each simulation based on the Mean 
Squared Error (MSE) calculated using the observed data in 
Tokyo described in Figure 2. With respect to the observed data, 
we assumed that only 10% of the actual number of daily 
infected individuals was reported officially, i.e., the reporting 
rate is 10% [22]. By using the sets of parameter values taken 
from the top 1,000 simulations scored by MSE (acceptance 
rate = 1%), the posterior distributions of parameters were 
inferred. Figure 3 displays the inferred distributions for 
parameters Tr, α, and β.  

As to β, which is the recovery rate, the inference does not 
appear to have converged sufficiently since the distribution 
seems uniform. However, the mean value of distribution (i.e., 

 
Figure 1.  Change of activity in three categorized places from Feb 15th to 

Jun 30th in Tokyo. 

 
Figure 2. Course of number of daily positive cases from Feb 15th to Jun 

30th in Tokyo. 

TABLE I.  HYPERPARAMETERS OF DISTRIBUTIONS 
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0.25) coincides adequately with the length of infectious period 
that empirical research suggests [23]. The median time of 
infectious period suggested in research is 4.1 days, so it is the 
inverse of the mean value of distribution estimated for 
recovery rate. With respect to α which is the probability of 
becoming infectious, the distribution appears to gradually 
converge around the value 0.27, although the shape of the 
distribution is not evident enough. The mean of the 
distribution could have converged to approximately this 
value, had we carried out far more simulations. The inverse of 
the value 0.27 coincides with the median time of incubation 
period, i.e., 4-5 days, as suggested by empirical research [24]. 
As for Tr, i.e., transmission rate, the distribution seems to 
converge moderately between 0.9 and 1.0, while its shape is 
somewhat ambiguous. If the mean of the prior for Tr had been 
larger and many more simulations had been run, the shape of 
distribution could have been more obvious. 

To validate our model, we compared the simulation results 
with real data, in terms of the 7-day average number and the 
cumulative number of newly infected agents, by calculating 
Pearson correlation coefficient. As for the 7-day average, the 
top 10 simulation results scored by MSE reached 
approximately 0.90 (p<1e-40) in Pearson correlation 
coefficient, as indicated in Figure 4. For the cumulative 
number, the top 10 results evaluated by MSE reached as high 
as 0.993 (p<1e-100) in Pearson correlation coefficient. 
Therefore, we appear to have sufficiently validated our model 
through parameter inference that fits the model to the 
observed data, and we have succeeded in identifying the 
corresponding parameter values. The values identified for 
parameters Tr, α, and β are 0.99, 0.26, and 0.31, respectively. 

With these parameter values identified to represent the 
actual data, we performed additional simulations under 
imaginary conditions. The simulations suggest the results that 
could have been realized when people’s activity had not been 
restricted. Without restriction on people’s activity, the number 
of daily infected cases would have reached over 150,000 and 

more than half of the people could have been infected, leading 
to herd immunity. However, on the other hand, as Figure 5 
shows, the cumulative number of social links in the networks 
fitted to real mobility data is 33% less than that in virtually 
generated activity-driven networks in which the activities of 
agents do not decline. The decrease of links in the networks 
can be considered as the economic and social cost to restrain 
the spread of infection with COVID-19. 

Although it will be extremely difficult to evaluate the 
effectiveness as well as legitimacy for measures like ‘state of 
emergency declaration’, predictions using a well-validated 
simulation model may help do that more rationally. 

V. VACCINE STRATEGIES 
      While vaccines can arguably be a ‘game-changer’ in the 
pandemic, their supply is still inadequate globally. 
Examination of the effectiveness of various vaccine 
strategies using a model well-fitted to the observed data will 
be practically needed in this context. 

A. Comparison between various strategies 
Utilizing virtual activity-driven networks in which agents’ 

activities are not restricted, we demonstrate a comparison of 
the effectiveness of three vaccination strategies through 
simulations of our model with parameter values identified in 
Section IV. 

We examine the following three vaccine strategies: 
1) Random: vaccinating randomly chosen agents at each 

timestep. 
2) Priority for highly susceptible people: preferentially 

vaccinating the most susceptible 30% of agents, e.g., 
elderly, then randomly. 

3) Priority for agents relatively active in networks: 
preferentially vaccinating the most active 30% of 
agents, then randomly.  

 
                                    values                values        values 

Figure 3. Inferred distributions of parameters Tr (left), α (center), and β (right). 

 
Figure 4. Top 10 results (blue, dashed) scored by MSE, observed data (red), 

daily(left), 7-day average(center), cumulative(right). 
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In addition, we run simulations under the following 
different conditions: 

a) Vaccine availability: 1,000 shots (1% of the people) 
or 500 shots (0.5% of the people) at each timestep. 

b) Vaccine efficacy: reducing the viral susceptibility of 
the agents by 80% or 30% (e.g., against variants). 

The availability of vaccines and their efficacy may affect 
the evaluation of the performance of a vaccine strategy, so 
simulations are performed with these different conditions in 
mind. We run simulations over activity-driven networks with 
no governmental restrictions on the agents’ activities. The 
vaccination starts from the 40th timestep in these simulations. 

Figure 6 displays the courses of the number of newly 
infected agents when each of three strategies is performed 
under four different conditions. It is observed that preferential 
vaccination for agents who are more active in the networks is 
the most effective strategy under all conditions. It is also 
apparent that the difference in effectiveness between the three 
strategies is eminent when vaccines are abundant and 
effective. As the speed of vaccination slows down, or the 
effects of vaccines against viruses decline, the three strategies 
differ less evidently in their performance.  

Figure 7 shows the cumulative number of infected agents 
among the highly susceptible group (e.g., elderly) when each 
of the three strategies is undertaken under four different 
conditions. Though it may be counterintuitive, the number of 
infected agents among the highly susceptible ones is lower 
when active agents are prioritized than when highly 
susceptible agents are vaccinated first.  

Taking these observations together, it can be implicated 
that preferentially vaccinating for more active individuals in 
the network is a promising strategy, though it may be 
practically difficult to carry out. 

B. Vaccine passport 
Once people are vaccinated, they will probably be 

enthusiastic to resume their activities they have been forced to 
abandon during the pandemic. ‘Vaccine passport’, which 
allows vaccinated people to restart their business as well as 
leisure activities is practically needed. However, can vaccine 
passport really achieve both restraint of virus spreading and 
stimulation of social activity? It will make sense to give a clue 
to this question by running simulations with a model that 
represents well the observed data.  

Therefore, we compared a vaccine passport scenario with 
other scenarios with respect to the mitigation of infection as 
well as the decrease of social links. We examined the 
following three scenarios. 

1) Vaccine passport: agents are allowed to increase their 
activity by 20% after being vaccinated. 

2) Sustained restriction on activity: agents are forced to 
reduce their activities even after vaccination. 

3) No restriction on activity: no restriction on agents’ 
activities is executed. 

Simulations of our model are carried out over activity-
driven networks where the activities of all agents are initially 
reduced by 5%. The vaccination starts from the 40th timestep. 

In terms of the three scenarios, Figure 8 shows the courses 
of cumulative number of infected agents among the highly 
susceptible group (left) and the comparison of total number of 
social links generated in the networks (right). 

When compared with no restriction scenario, vaccine 
passport scenario reduces the number of infected agents by 
73% while it only loses social links by 4.8%.  Sustained 
restriction scenario reduces the spread of infection more 
efficiently while decreasing social links more significantly. 

 
Figure 6. Comparison of 3 vaccine strategies under 4 different conditions. 

 
Figure 7. Cumulative number of highly susceptible agents who are infected. 
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Based on these observations, it may be suggested that 
vaccine passport definitely helps the activity of society resume 
while mitigating the spread of infection considerably. Thus, 
provided that the vaccine’s efficacy is sufficient as expected 
among individuals and health care system is unlikely to be 
overloaded, vaccine passport could be a promising means to 
improve the situation of COVID-19.  

VI. CONCLUSION AND FUTURE WORK 

We have developed an agent-based model of COVID-
19 infection with activity-driven networks that are fitted to 
actual mobility data. We inferred the parameters of our 
model via approximate Bayesian computation with 
105,000 results of simulations. Through additional 
simulations under certain conditions, we also examined the 
effectiveness of several vaccination strategies and 
suggested promising one. 

In future work, we will attempt to infer posterior of 
parameters more sufficiently by using deep learning [19] 
as summary statistics in approximate Bayesian 
computation. 
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Abstract— The purpose of this study is to propose a serious
game: the Shin-Life Career Game, which allows players to
construct various careers. The name of this game is come
from the most famous classic game: the Life Career Game
developed by Boocock. In the field of career education,
various serious games have been developed as a means for
students to learn about career planning and development in
a practical way. However, in conventional serious games for
career education, the diversity of careers constructed by the
players is low compared to the reality of today’s working
society. We propose a new serious game: the Shin-Life Career
Game which eliminates the restriction on the number of
occupations a player is able to take at the same time. We
plan to use this game to explore the possibilities of various
lifestyles for people.

Keywords—Serious game; career education; gaming
simulation; resource allocation.

I. Introduction

The purpose of this research is to propose a gaming sim-
ulation: the Shin-Life Career Game, which provides players
with the experience of constructing various careers. Gaming
simulation is a simulation in which humans participate
as players in the context of the simulation, and which is
operated through the decisions of those players [1].

In the field of career education, serious games have been
developed to help school students learn about career planning
and development [2] [3]. It has been reported that students
who learn through serious games are motivated to learn,
acquire factual knowledge, and gain confidence in the real-
world application of what they have learned [2].

A variety of serious games have been developed in the
field of career education [2]-[4]. However, these games are

not designed to take into account the diversification of
careers faced by today’s working society [5]. Specifically, in
conventional career education games, players cannot work
in more than one occupation at the same time. In addition,
players is not able to choose the type of work when they
enter a certain occupation. If there were a realistic career
simulator that reflected the diversity of careers, it would be
of use in revealing the lifestyles of various people. Therefore,
we developed a new serious game: the Shin-Life Career Game
in which players are able to work in multiple occupations at
the same time and to choose the type of work (employed or
independent). This game inherits the features of the original
life game [6], as well as the Life Career Game, an early serious
game for career education.
Therefore, we developed a new serious game: the Shin-Life

Career Game in which players are able to work in multiple
occupations at the same time and to choose the type of work
(employed or independent). This game inherits the features of
the original life game [6], as well as the Life Career Game, an
early serious game for career education. Boocock’s the Life
Career Game has been played by students of all ages, from
elementary school to university. Of course, our game can be
used to educate students of all ages as well. On the other
hand, we are considering having adults who have a lot of
life experience play our games. This is because analyzing the
games played by adults who have worked in the society and
gained various experiences may help us to find their unique
wisdom and perspectives on worldly affairs.
In this study, we conducted an experiment to verify the

behavior of the Shin-Life Career Game. The goal of this
experiment is to confirm that the game players experience
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a significant reduction in income when they experience an
economic recession. To achieve this goal, we first prepared a
scenario in which game players experience an economic re-
cession. Next, we created four software agents with decision-
making rules and made them participate in gaming. As a
result of the experiment, we found that (1) the income of
the players temporarily dropped when they experienced an
economic recession in all the strategies, and (2) the strategy
of devoting resources only to the core business (permanent
work) may result in less money resources acquired through
gaming than the strategy of distributing resources to the core
business and other activities.

II. Related Work
To overcome the contradiction between the way secondary

school youth see the career world and the way adults see it,
Boocock developed a life career game that plays much like
the original life game [2]. In the game, players experience a
hypothetical life, playing various roles and spending their re-
sources (money, time, etc.) on various activities with the goal
of maximizing their present satisfaction and the possibility of
a good life in the future. As a result, they acquire knowledge
related to career development and develop understanding
and confidence. These characteristics have been partially
inherited by other serious games for career education that
have been developed since then (e.g. [3], [4]).

In today’s world, many workers have the opportunity to
build a variety of careers [5]. There is a growing population
of workers worldwide who choose non-traditional ways of
earning a living, such as those who work more than one
occupation at the same time, those who are independent
of organizations and earn a living through contract work
using highly specialized skills, and those who earn efficient
rewards from simple labor online [5]. However, in traditional
games, players are expected to make a living from only one
job. In addition, players is not able to choose the type of
work (Players should have a variety of options, such as
working as an employee or as an independent contractor)
when they take a certain occupation. Therefore, we have
developed a new game that takes into account these modern
workers’ circumstances. The features of the game are shown
in Table 1. A career simulator that reflects the realities faced
by today’s workers could be applicated to reveal the lifestyles
of different people.

III. The Shin-Life Career Game
In this section, we describe the features of the Shin-Life

Career Game in detail.

A. Overview

The Shin-Life Career Game is a kind of turn-based life
game. Players experience a virtual worker’s life in the game.
The players are given several kinds of resources by the game
system, and allocate them to various activities according to
the game rules, restrictions, and their own will, resulting in
the gaining or losing of new resources.

Fig. 1. MATH model for agents in the game.

B. Agent model

1) Resource variables: We used MATH model [7] to rep-
resent the activities of agents that gain and lose resources
by allocating resources to various activities (See Figure 1).
Our agent model contains three types of resource variables:
money resources, ability resources, and time resources. The
following sections describe the resource variables and activ-
ities that make up the model.
The variable of money resource corresponds to an asset in

the real life. Human beings use monetary assets to support
their lives. The variable of money resource has extensive
property and does not have an upper limit.
The variable of ability resource corresponds to knowledge

and skills for work in the real life. Human beings use their
skills and knowledge to engage in labor and get paid for it.
The variable of ability resource has intensive property and
does not have an upper limit.
The variable of time resource corresponds to time for real

life. Human beings live their lives by spending their time
in a variety of activities. The variable of time resource has
extensive property and an upper limit.　
2) Activity: Next, we describe the agents’ activities. In this

game, agents allocate their resources to several activities,
”Permanent work (PW),” ”Freelance work (FW),” ”Simple
work (SW),” and ”Learning (LN),” in each turn according to
the constraints of the game and their own will. The features
of each activity are summarized in Table II, and the details
are described below.
PW is a work style in which workers are employed by

an organization until they reach retirement age and receive
remuneration for their labor. The characteristics of PW are
described below. First, the remuneration for PW is stable.
In reality, full-time workers are less likely to experience
unemployment due to the effects of the economy than part-
time workers [8]. Second, the remuneration for PW is higher
than that for SW. In reality, the income of full-time workers
is much higher than that of part-time workers [9]. Third, if a
player’s ability resources increase, the reward for PW will be
higher. In the personnel evaluation system in companies, it is
customary to reflect the medium- to long-term accumulation
of capabilities by regular workers in the increase of their
basic salary and the promotion of their qualification grade
[10]. Fourth, engaging in PW increases the ability resources
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TABLE I
Comparison of features between the Shin-Life Career Game and traditional games for career education

Feature Conventional Gamesa The Shin-Life Career Game
Nomber of occupations a player
can have at the same time. One Multiple

Diversity of labor forms.b Low High
a The target games are ”the Life Career Game [2],” ”the Real Game [3],” and ”MeTycoon [4]”.
b In the real world of labor, workers earn their living not only through traditional full-time employment, but also through freelance work,

part-timejobs, gig work, and many other forms of work. Conventional games do not make a clear distinction between these forms of work.

TABLE II
Features of each activity

Feature Activity
PW FW SW LN

Type of activitya W W W L
Income levelb M H L -

Positive impact of ability level
on income levelc P P N -

Stability of incomeb H L L -
Ability growthc P N N P

a W and LN stand for ”Work” and ”Learning,” respectively.
b H, M, and L stand for ”High level,” ”Middle level,” and ”Low level,”
respectively.

c P and N stand for ”Positive” and ”Negative,” respectively.

of players. Firms provide regular workers with education and
special jobs that encourage their growth [11]. Fifth, a player
has to provide a certain amount of time resources for PW. In
general, the law sets minimum and maximum working hours
for regular employees. Sixth, a player is not able to decide
the amount of time resources to be allocated to PW at will.
In general, in regular employment, workers are obligated to
engage in overtime and holiday work according to the orders
of their supervisors.

FW is a way of working that is independent of a particular
organization and is paid by providing expertise and skills
to a contracted party. FW has the following characteristics.
First, the income of workers who engage in FW is unstable.
The income of real freelancers is also unstable [12]. Second,
as a player’s ability resources increase, the reward for FW
increases. In online job brokerage services used by real
freelancers, workers with high value-added skills have a
chance to get high-paying jobs [13]. Third, a player’s ability
resources do not increase when the player engages in FW.
Employers spend less time training the self-employed than do
employees [14]. Fourth, a player is free to decide the amount
of time resources to be allocated to FW. Since freelancers do
not have an employment contract, they have no obligation
or responsibility to have their working hours controlled by
others [15].

SW is a form of work in which workers provide their time
to their employers or contractors and are paid for it. In this
game, SW is the kind of work that manual workers do in the
real world, such as part-time jobs, day labor, and gig work,
which do not require any special skills or qualifications. SW
has the following characteristics. First, the money resource,
which is the reward for labor, increases in proportion to
the amount of time resource the player allocates to SW.
In general, the wages of part-timers are determined by the

length of time they work. The wages of day laborers and gig
workers are determined by the unit cost and number of jobs
that can be completed in a short period of time. Regardless
of the type of labor engaged in, the longer the time spent in
labor, the more the worker’s income is expected to increase
roughly proportionally. Second, the amount of a player’s
ability resource do not affect the amount of compensation
for SW. In fact, many managers do not require part-time
workers to have special job performance skills [16]. Third,
the income of a player who engages in SW is unstable. If
the economy is strong, the reward of simple workers’ will
be stable, but if the economy worsens, simple workers’ jobs
will be reduced or they will be laid off [17]. Fourth, a player’s
ability resource does not increase when the player engages
in SW. Many companies keep the training costs they pay
for part-timers to a minimum [16]. Finally, a player has the
flexibility to adjust his/her working hours to engage in SW.
Workers who earn money from one-time jobs, such as on-
call work or gig work, and part-time workers can flexibly
manage their working hours [18].
LN is the act of taking extra time to develop competencies

in order to nurture one’s work capacity. People who hold
core positions in organizations or who do business with their
expertise as freelancers engage in lifelong learning to develop
professional competencies that will keep them eligible for
work [19]. Self-employed individuals with unstable incomes
spend more time on work-related learning than employees
of firms [14].
Based on each of the above characteristics, we examined

the structure of resource acquisition by each activity. The
amount of remuneration for regular employment labor is
thought to increase monotonically in proportion to the prod-
uct of working hours and the worker’s ability. The amount
of remuneration for freelance labor increases monotonically
in proportion to the product of working hours and ability,
but there is uncertainty in terms of income. The amount of
compensation for simple labor is expected to increase mono-
tonically with the number of hours worked. The more time
a worker spends in formal labor, the more work experience
he or she will gain and the more education he or she will
benefit from. Therefore, the ability acquired through formal
employment is expected to increase monotonically as total
hours worked increase. However, if a worker works for a
particular company for a long time, the growth potential will
gradually decrease. Finally, the ability of a worker is expected
to increase monotonically in proportion to the product of
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TABLE III
Variables and constants in eqations

Variable/Const Name
IPW (t) Reward for PW in turn t (money resources)）
IFW (t) Reward for FW in turn t (money resources)
ISW (t) Reward for SW in turn t (money resources)
GLN (t) Reward for LN in turn t (ability resource)
A(t) Agent’s ability resources as of turn t

APW (t)
Ability resources that an agent has developed in

PW by turn t
MLN (t) Money resources allocated to LN in turn t
TPW (t) Time resources allocated to PW in turn t
TFW (t) Time resources allocated to FW in turn t
TSW (t) Time resources allocated to SW in turn t
TLN (t) Time resources allocated to LN in turn t
cPW Reward per unit time for PW (constant)
cFW Reward per unit time for FW (constant)
cSW Reward per unit time for SW (constant)
cLN Reward per unit time for LN (constant)
a0 Intercept of equation (2) (constant)

ϵFW (t)

A random number generated according to a
continuous distribution whose probability density
function is constant on a finite interval [α,β] and

zero outside the interval.
TPW TOTAL(t) Total time resources allocated to PW by turn t

working hours, learning fees to the power of 0.5 , and
working capacity. Based on the above, we have prepared
equations (1) through (5). See Table 2 for the variables and
constants that make up each equation.

IPW (t) = CPW ×A(t− 1)× TPW (t) (1)

APW (t) = a0 +
1

1 + exp(r × (TPW TOTAL − d))
(2)

IFW (t) = ϵFW × CFW ×A(t− 1)× TFW (t) (3)

ISW (t) = CSW × TSW (t) (4)

GLN (t) = (CLN × TLN (t)×
√
MLN (t))×A(t− 1) (5)

Equations (1) and (2) are used to determine the money
resources and ability resources that are the rewards of
PW, respectively. Because of the sixth characteristic of PW,
players cannot determine the value of TPW by themselves.
The value of TPW is determined by the system using a
random number generator according to given conditions. The
given condition is the range of values that TPW can take.
This condition reflects the fifth characteristic of PW. Next,
equations (3) and (4) are the equations for calculating the
money resource, the reward for FW, and the money resource,
the reward for SW, respectively. Finally, equation (5) is an
equation for calculating the ability resources gained from LN.

C. Happening
In the real world, events that cannot be avoided by individ-

uals, such as natural disasters and economic recessions, can
occur. Whenever people experience such events, they try to
rebuild their lives by making various decisions. In this game,

Fig. 2. Flowchart for gameplay

an ”economic depression” is implemented, which temporarily
reduces the amount of resources acquired by each activity.
When an economic depression occurs in a given turn, the
rewards for various types of labor are forcibly reduced. At
this time, once a player has allocated resources to labor, he
will eventually only receive the amount of reward he would
have received if he had invested the least amount of resources
in labor. In this game, a player who engages in PW are not
laid off, so he/she is able to secure some income even if an
economic recession occurs. However, workers who engage in
FW and SW experience a significant temporary decrease in
income.

D. Instructions for Gameplay
In this section, we describe the procedure for playing the

game. Figure 2 illustrates the procedure for playing the game.
The player has to make a decision about resource allocation
at each turn. First, when his turn comes, the player gets
a chance to check the game information. Here, the player
is allowed to check the amount of resources he currently
has, the history of his past resource allocation activities, and
information about the game environment. The player decides
the policy of resource allocation based on the information
obtained in this stage. Next, the player allocates resources to
each activity. After the resource allocation is completed, the
game system updates the player’s resource variables. At this
time, if the game system considers that a financial crisis event
has occurred, the effect is reflected in the calculation results.
Finally, the calculation results are fed back to the player, and
the turn ends. When a turn ends, a new turn begins. The
game is repeated for a predetermined number of turns.

IV. Method
In this section, we describe in detail the methodology of

the experiment.

A. Agent
A software agent has a policy for resource allocation,

and allocates resources to various activities according to the
contents of that policy. Software agents allocate resources
to various activities. Each software agent has one policy for
resource allocation. This policy consists of three components
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TABLE IV
Correspondence between policy and resource allocation behavior

Policy Explanation of policy about resource allocation by agents Policya Resource allocation behaviourbc

SI HI AG PW FW SW LN

A Agents with Policy A hope to work in a way that allows them to
earn a stable and high income and to grow in their abilities. ○ ○ ○ Rand. - Rest/2 Rest/2

B Agents with Policy B hope to work in a way that allows them to
earn a stable and high income. ○ ○ Rand. - Rest -

C Agents with Policy C hope to work in a way that allows them to
earn a stable income and to grow in ther abilities. ○ ○ Rand. - - Rest

D Agents with Policy D are satisfied as long as they have a stable
income. ○ Rand. - - -

a SI, HI, and AG stand for ”Stability of income,” ”Higher income,” and ”Ability growth,” respectively.
b Rand represents the amount of resources determined by the random number generator.
c Rest is the amount of resources of time held at the beginning of each turn minus Rand.

TABLE V
Values of the parameters of the MATH model in this experiment

Parameter Value Parameter Value
CPW 5.5 r −2.5× 10−3

CFW 5.5 d 1.5× 103

CSW 3.0 α -1.0
CLN 2.0× 10−4 β 3.0
a0 1.0

(”stable income,” ”high income,” and ”growth”), each of which
can be either ”important” or ”unimportant” (there are eight
policies in total). Each policy is associated with a strategy
and action rules for resource allocation. Each software agent
allocates resources according to the action rule corresponding
to its policy. In this study, we tested the behavior of the
gaming system using only the software agent with the policy
that emphasizes stable income. The test evaluation using the
software agent with the remaining four policies is a future
work. In this study, we tested the behavior of the gaming
system using only the software agent with the policy that
emphasizes stable income. The correspondence between each
policy and the resource allocation behavior is summarized in
Table IV. The following is a description of the behavior of the
software agent with each policy. A software agent with Policy
A allocates resources to PW, FW (or SW), and LN, because he
considers stable income, high income, and ability growth to
be all important. A software agent with Policy B allocates
resources to PW and FW (or SW) because they consider
stable income and high income to be important. A software
agent with Policy D allocates resources to PW only, because
it considers only stable income to be important. A software
agent with Policy A or Policy C is subject to special rules that
do not apply to a software agent with other policies. Because
these policies emphasize ability growth, they allow software
agents to allocate additional time resources to LN that were
not allocated to labor due to the economic recession. In
addition, the money resources spent on LN by a software
agent with Policy A and a software agent with Policy C are
fixed at 50.

B. System

The software for simulation is written in C#. The simula-
tion was carried out using Intel(R) core(TM) 4600U CPU @

2.10GHz PC with 16GB RAM, Windows10 Pro, 64bit OS.

C. Game scenario

In this experiment, we checked the behavior of the system
and the changes in the resources of the software agents when
an economic recession occurs. In our scenario, each software-
agent experiences just one economic recession in a gaming.
The recession occurs on turn 30 (the worker is in his/her
50s).

D. Procedures

We prepared four software agents, each with a different
policy. Each software agent was ordered to play 40 turns
per gaming session. We assumed that one turn of the game
corresponds to one year in the real world. Therefore, 40 turns
corresponds to the period from entry to retirement for a
standard permanent worker. Each software agent played the
game under the aforementioned scenario.

V. Results and Discussion
In this section, we describe and discuss the results of our

experiments.

A. Results

As a result of the experiment, it was observed that the
money resources of each agent gradually increased as the
game progressed (See Figure 3). It was also observed that
the income level of each agent gradually increased as the
game progressed (See Figure 4). Finally, the pace at which the
ability resources of the software agent with Policy B and the
software agent with Policy D increased, gradually accelerated
in the first half of the game and gradually decelerated in the
second half of the game (None of the agents allocated any
resources to the LNs, so their lines overlap on the graph.).
While the ability resources of software agents with the other
policies increased software agents with the other policies did
not decelerate in the second half of the game (See Figure 5).

B. Impact of economic recession on agents’ income

When we check the income of each agent in turns 30 in
Fig.4, we can see that the income of all software agents has
fallen uniformly. The impact on software agents with Policy
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Fig. 3. Figure for time series change in money resource

Fig. 4. Figure for time series change in income

A or Policy B, which allocate resources to FW and SW in
addition to PW, seems to be relatively large. The reason for
the large drop in the income of these software agents is that
their income from labor other than PW was cut off due
to the economic recession. The recent collapse of Lehman
Brothers and the pandemic of the new coronavirus caused
many non-regular workers and freelancers to reduce their
income significantly or lose their jobs. This result may reflect
this reality.

C. A relationship similar to that between ants and grasshoppers

Among the four software agents prepared in this experi-
ment, it can be seen from Figure 3 that the money resources
finally earned by the software agent with Policy D that
considers only income stability to be important are less than
those earned by the software agents who chose other policies.
This software agent allocates resources only to PW, while
other software agents invest resources in various activities in
addition to PW, and succeed in increasing their income. In
particular, software agents with Policy A or Policy B allocated
resources to LN and engaged in skill development. Even as
the speed of ability growth in PW slowed in the second
half of their working lives, They continuously grew their

Fig. 5. Figure for time series change in ability growth

skills (see Figure 5) and increased their income (see Figure
4), The difference between the two groups is similar to the
relationship between the ant and the grasshopper in Aesop’s
fable, ”The Ant and the Grasshopper. The grasshopper (Agent
with Policy D) seems to have widened the gap in income with
the ant (Agent with Policy A, Policy B, or Policy C), which
steadily accumulates resources, over the course of 40 turns.

VI. Conclusion

In this study, we proposed a gaming simulation: the Shin-
Life Career Game, which allowed players to choose various
careers. To test the behavior of the game, we conducted a
gaming experiment using software agents that had different
policies and behaviors regarding resource allocation. As a
result of the experiment, we found that (1) the income of
the players temporarily dropped when they experienced an
economic recession in all the strategies, and (2) the strategy
of devoting resources only to the core business (permanent
work) might result in less money resources acquired through
gaming than the strategy of distributing resources to the core
business and other activities.
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Abstract—In a social simulation of infection control policies
using an epidemic model, it is necessary to consider the latent
perspectives of stakeholders focusing on various costs or effects.
Therefore, we classify the simulation results produced by
various combinations of control policies from the perspective
of latent evaluation. In this paper, we use the data envelopment
analysis (DEA) method to classify the results of epidemic
control simulations. DEA is an analytic method that measures
and compares the efficiency of multiple input multiple output
systems' performance data. From various latent evaluation
perspectives, DEA classification allows us to endogenously
extract knowledge about the superiority of each control policy
over the others from various latent evaluation perspectives.
This approach is a good example of classification and
knowledge extraction for a set of social simulation logs.

Keywords- epidemic model; Data Envelopment Analysis;
DEA classification

I. INTRODUCTION

It is impractical to evaluate the results of a simulation
using only a specific objective function when simulating the
control of a society with various stakeholders. In this paper,
we use an infectious disease model as an example to classify
a set of simulation output logs without assuming a specific
objective function. Furthermore, we extract the knowledge
about which output logs are dominant over others under
which the objective function, and which logs are not
dominant under any objective function.

Since Kermack-McKendrick's proposal of the proposal of
the Susceptible-Infectious-Recovered (SIR) model [1][2],
there have been numerous studies on epidemic modeling and
simulations describing the spread of infectious diseases in
society. The study of infectious disease control using those
epidemiology models has roughly directed two mutually
related directions. One direction is theoretical research,
which refines the social structure and diffusion process of
infectious diseases and discovers ways to control them. The
other direction is empirical research, which uses data on
infectious diseases incidence to estimate key parameters for
the spread and control of infectious diseases.

Many studies that use epidemic models focus on the
number of infected people as the primal state variable and
effective reproduction number as a key parameter. However,
for practical research, we must consider more state variables
as the model sophistication. We should also consider various
control variables such as policy costs for infection control
and economic side effects. For these multiple variables,
various stakeholders may have their objective functions with
different weights from different standpoints.perspectives.
Our problem is to extract the knowledge related to the
superiority or inferiority of simulation results for the various
possible objective functions.

This study does not target for a specific infection, such as
Corona-virus Disease (COVID). However, this methodology
is open to study into the actual control of current and future
infectious diseases.

Our approach is as follows. In Section II, we briefly
outlook data envelopment analysis (DEA), which is a
method for analyzing the efficiency of multiple inputs and
outputs systems, to classify the results of epidemic
simulation runs. In Section III, considering that the epidemic
control simulation has multiple control and state variables,
we consider each run of the simulation as a multiple inputs
and outputs system. In Section IV, DEA allows us to extract
knowledge about which simulation runs are dominant over
others under what objective function, as well as which set of
runs is dominated by which dominant run.

II. DATA ENVELOPMENTANALYSIS

DEA [3][4], proposed by Charnes, Cooper, and Rhodes
in 1978, is a method for efficiency comparison among
decision making units (DMUs) that have multiple inputs and
multiple outputs. In DEA, each DMU is characterized by a
reference set consisting of DMUs with greater optimal
efficiency. The envelopment generated by connecting the
reference sets allows us to compare the relative positions of
DMUs.

A. Concept of Data Envelopment Analysis

Charnes Cooper and Rhodes (CCR) method [3] is the
most basic DEA method, its concept is as follows: a)
weighted efficiency of DMUs with multiple inputs and
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outputs, b) efficiency comparison among DMUs through
optimization of the evaluative weights of the various DMUs,
and c) characterization by a reference set, which is a
collection of DMUs with greater optimal efficiency than the
DMUs under consideration.

Figure 1. DMUs and efficiency Θ

The first step is to use a reference set to characterize the
DMUs. First, we assume that each DMUk (k = 1~K) of the K
DMUs generates an N-component output yk {ykn > 0 | n =
1~N} from an M-component input xk = {xkm > 0 | m = 1~M}.
At this point, the efficiency Θk of each DMUk can be
defined as Θk (ηk, ξk) ≡ (ηk·yk) /(ξk ·xk) = ∑n,m{(ηkn ykn) / (ξkm
xkm)} with the evaluative weights ξk ={ξkm > 0 (m = 1~M)}
and ηk (ηkn > 0 (n = 1~N)) attached to the input xk and output
yk (see Figure 1).

In this case, the evaluative weights ξk and ηk can be
moved as much as desired, changing the efficiency Θk. The
evaluative weights ξk and ηk are optimized so that the
efficiency Θk of each DMUk is the most advantageous while
maximizing the efficiency across all DMUs (Θk ≤ 1).
However, the key point is optimizing the evaluative weights
ξk and ηk so that no efficiency of other DMUh surpasses a
value of 1 (Θh ≤ 1). Therefore, DEA is formulated as the
fractional programming problem shown below (see Figure 2).

Figure 2. Optimization problem to find the efficiency Θk of the kth DMU

If no optimization of the evaluative weights can bring the
efficiency Θk to 1 and it is less than the Θk’ values of other
DMUk’s, then DMUk is inefficient. In this case, the DMUk’
whose optimal efficiency is 1, is referred to as reference set
Ek of DMUk, and it can be used as a reference for improving
the efficiency of DMUk (see Figure 3).

Figure 3. Reference set Ek of DMUk.

In Figure 2, the DEA optimization is formulated as a
fractional programming problem. In practice, it can be solved
by converting it into the equivalent linear programming
problem shown in Figure 4.

Figure 4. The equivalent forms of the optimization (Figure 2) and the
reference set (Figure 3) as linear programming problem

One of the advantages of using DEA is that its
optimization process (described above) automatically solves
the problem of determining weights when measuring the
efficiency of a multiple inputs multiple-outputs system.

In addition to empirical research on organizational
efficiency, DEA is applied to simulation research for
optimization of production systems, etc. [5]-[8].

B. Classification by Data Envelopment Analysis

DEA is also used for data classification.[9] As a data
classification methodology, DEA has a different approach
than other distance-based methodologies such as cluster
analysis.

In DEA, the reference set Ek of a given DMUk is an
object of reference for improving DMUk, the reference set of
an efficient DMU is itself. If we draw a scatter plot of DMUs
in the space of input-output variables, the envelopes of the
DMUs are shaped by all efficient DMUs. The minimal
convex region containing the efficient DMU and the origin
also contains inefficient DMUs whose reference set is the
efficient DMU. Therefore, this set of DMUs can be classified
as sharing the same reference set (see Figure 5).
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Figure 5. Dividing the envelope by efficient DMUs (reference set) allows
classification of inefficient DMUs by common reference sets.

DMUs with the same reference set have similar
weighting to improve efficiency. Those weightings are
generated by DEA. Thus, the advantage of using DEA is that
it allows for endogenous knowledge extraction on the
relationship between the DMUs dominating the others in the
group (the reference set and the optimal weights) and other
subordinated DMUs.

Another advantage of using DEA as a classifier is that it
is simple to consider group similarity. The number of
overlapping elements of two reference sets indicates the
similarity between those groups. The more common
reference sets are shared between two groups, the closer they
are.

DEA is applicable to data classification in fields other
than the social sciences. For example, Hoshino [10] attempts
to apply DEA to the classification of gene expression data.

III. EPIDEMIC CONTROL SIMULATION

Here, we present a simple epidemic control simulation to
demonstrate knowledge extraction using DEA. As an
epidemic model, we use the SIR model for mortal infection
by Kermack-McKendrick [2]. Furthermore, we add input
variables for infection control and medical care, to
implement multiple-input multiple-output decision-making.

A. Epidemic Control Model

As an example, the epidemic control model used is a
system of difference equations (1)–(2). Figure 6 shows the
state transitions. Equation (3) shows the effects of social
infection suppression and medical care on patient survival.

Equation (1) shows the time variation of the state
variable, whereas (2) shows the initial values of the
dependent and state variables. Equation (3) shows the time
variation of the coefficients due to the control variable.

The state variables are S(t) for the uninfected susceptible
population, I(t) for the infected population, R(t) for the
recovered non-susceptible population, and D(t) for the
deceased population, where the dependent variable P(t) is the
surviving population. The infection rate c, healing rate h, and
mortality rate m are variables that can be changed by the
control variables u(t), v(t), and w(t). When there is no control
input, the positive constants c0, h0, and m0 denote the values
of c(t), h(t), and m(t), respectively.

Figure 6. State transitions of the epidemic model

Among the control variable u(t), v(t), and w(t), u(t)
represents control measures to suppress the infection rate c(t).
With increasing u(t), c(t) asymptotically decreases. The
positive constants αu represents the sensitivities of u(t) to c(t).
The larger αu, c(t) steeper decreases with respect to u(t).

The variable v(t) represents control measures to improve
the healing rate h(t), which is an increasing function of v(t).
The positive constants αv is the sensitivities of v(t) to h(t).
The larger αv means steeper increasing h(t) with respect to
v(t).

Furthermore, w(t) represents control measures to
suppress the mortality rate m(t). With increasing w(t), m(t)
asymptotically decreases. The positive sensitivity constants
αw means that the larger αw changes m(t) steeper with respect
to w(t).

Although the costs and effects of these measures differ,
the differences are expressed only in terms of the sensitivities
αu, αv, and αw without losing generality by standardizing on
costs, according to the cost constraint u(t) + v(t) + w(t) ≤ 1.

B. Epidemic Control Simulation

The model is then run to obtain simulation data for
epidemic control. Table 1 shows the common initial
conditions and coefficients for the simulation run. Table 2
shows the simulation execution (RUN) settings following the
10 different control input assignments.
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TABLE I. COMMON SIMULATION SETTING

TABLE II. SIMULATION RUN SETTING(CONTROL VARIABLES)

The simulation summary values of the execution results
obtained from the above settings are shown in Table 3. The
summary values were used because the number of runs in
this example was small. Note that DEA requires that the
output variables be positive, and the larger output variables,
the better the characteristics.

Two control inputs and three outputs are used as
summary variables. The two control inputs are Cs and Cm,
and the three outputs are BtmActP, AvgActP, and AlvPE.
Here, Cs denotes the time average of the contact infection
control measure and its sensitivity (u·αu) for population P(t),
which means the social cost of measures (such as lockdown
or vaccination) to reduce the contact infection rate c(t). Cm
denotes the time average of cures and their sensitivity plus
life-saving measures and their sensitivity (v·αv + w·αw) for
the infected population I(t). It represents the medical cost of
promoting recovery and reducing deaths.

Furthermore, BtmActP is the minimum value of the sum
of the uninfected population S(t) and the recovered
population R(t). It represents the depth of the trough of social
and economic activities. Furthermore, AvgActP is the time
average of the active population (P (t) - I (t)). It represents the
average of social and economic activities over the period.
Finally, AlvPE is the minimum value of the population P(t).
It represents the population that survived in the end.

TABLE III. SIMULATION RESULTS (SUMMARY VALUE DATA)

Figure 7. Clustering of input–output summary values

C. Classification by Clustering

Before applying DEA, the simulation run was classified
by clustering. The results of hierarchical clustering of the
simulation run shown in Table 3 using the Ward method with
Euclidean metric are shown in Figure 7. Intuitively, as shown,
the runs with similar summary value data are clustered
together.

Nowadays, cluster analysis is a commonly used and
convenient method, and it is also used to classify results of
simulation runs [11][12]. However, when defining the
distances between data with multiple variables in cluster
analysis, we require exogenous weights on the variables.
Furthermore, the relationship between data in the same
cluster is explained only by the distance between them.

In empirical research, DEA and cluster analysis are
compared in studies of the efficiency of educational systems
[13].

IV. KNOWLEDGE EXTRACTION BYDATA ENVELOPMENT

ANALYSIS

There are thousands of studies that use DEA. Some of
those DEA studies include optimization with simulation
models and clustering of data. However, in research on
epidemics and infectious diseases, the application of DEA is
limited to several empirical studies [14]-[20].
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TABLE IV. DEARESULTS FOR THE SUMMARY VALUES IN TABLE III

Using DEA, we attempt to extract knowledge from the
results of the previous section’s epidemic control simulation
runs. The knowledge to be extracted here is, first, the
classification, reflecting the characteristics of the simulation
run results, and second, the information on which run results
are better than others under what evaluative weights.

Figure 8. Classification and weight characterization by DEA

Table 4 shows the optimal efficiency Θ (DEA Score),
reference set (reference set), and optimized weights for the
input and output summary values (Input Weight, Output
Weight) obtained by DEA (CCR method) from the
simulation input-output summary value data (Table 3). For
calculation of the CCR method, we used the Python code by
Namiki [21].

The DEA results (Table 4) show that runs {0, 1, 2, 5, 8}
are efficient (Θ = 1) while runs {3, 6, 7} are inefficient (Θ <
1). Because those inefficient runs share runs {5} and {8} as
common reference sets, the weights ξ, η tend to be close in
value.

As for the efficient runs {0, 1, 2, 5, 8}, runs 8 and 5 serve
as reference sets for other classification groups. Runs 0, 1,
and 2 serve as reference sets for one another, indicating that
there is little difference between them. However, a large
difference is evident between runs {8} and runs {0} and {1},
as no common reference set shares between them.

Evaluative weight ξ, η characterize that these reference
sets are efficient under what posture. The runs {0, 1, 2} are
efficient under the posture that focuses on the lowest number
of the uninfected population divided by the medical cost.

However, run {8} is efficient under the posture that focuses
on the number of finally survived population divided by the
infection prevention cost.

These results are summarized in Figure 8. The execution
results are grouped according to their shared reference set.
This also reveals which data can be used as a reference to
improve group efficiency within the group.

This efficiency also characterizes the groups in terms of
what posture is focused on. Thus, by endogenously
determining these evaluative weights without prior
knowledge, DEA enables us to extract knowledge of latent
evaluative weights and the superiority or inferiority of
simulation results under the weights.

V. CONCLUSION

In this paper, we used DEA to extract knowledge from
the results of epidemic control simulation. The DEA
classified epidemic simulation results using a method other
than cluster analysis. Furthermore, DEA endogenously
discovered evaluative weights that define the efficiency of
simulation results and shows the potential evaluative weights
and superiority of epidemic simulation results based on them.
This method was a good example of classification and
knowledge extraction for a set of social simulation results.

As a future research, we are going to apply DEA
classification to simulation log analysis for agent-based
social simulation and business gaming.
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Abstract—This extended abstract focus on a life planning 
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present an overview of the simulation model and its 
applications. 
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I. INTRODUCTION 

Asset formation for the retirement generation is a common 
issue around the world and has been widely discussed in 
various countries. In the U.S., the empirical benchmark is a 
fixed withdrawal rate of 4% of initial assets [1]. On the 
contrary, there are critics who argue that a fixed withdrawal 
rate is inefficient [2] and that "rules" should be set to vary 
the withdrawal rate and amount [3] [4].  

On the other hand, there have been reports of research 
using social simulation to solve problems in social science. 
For example, Yamada et al. [5] have proposed a method that 
utilizes both real data and agent simulation to solve problems 
faced by real businesses and industries. Such a level of 
elaborate analysis that is able to withstand decision-making 
in the field is expected to make a significant contribution to 
efficient decision-making in social and economic activities. 
In addition, there have been many reports of analysis through 
modeling based on real corporate behavior and finance 
theory [6][7]. 

In this study, we focus on a life planning support system 
built based on data and social simulation. In Sections II and 
III, we present an overview of the model and its application. 

II. METHODOLOGY

In this Section, we present an overview of the simulation 
model used in this paper. 

A. Outline 

This system is designed to run simulations based on data 
of customer attributes, and to evaluate and validate measures 
for customers' retirement assets based on the data and 
simulation results (Fig. 1). The social simulation is 
constructed based on finance theory. And machine learning 
is used for the evaluation and verification of the policy 
measures [8]. 

Through these models, it will be possible to effectively 
discuss measures to avoid the depletion of retirement assets 
[9][10]. The proposed methodology is intended to be used by 

financial planners and others who develop life plans for their 
clients. 

Figure 1.  Basic Architecture of Life Planning Support System 

B. Simulation model 

We construct a computer simulation model that expresses 
asset formation and withdrawal before and after retirement 
(Fig. 1). This model is based on a model previously proposed 
by the authors [9][10]. 

Figure 2.  Conceptual Diagram of Simulation Model 

The actors in the model have a specific asset balance at a 
certain age. Actors also have regular income and expenditure 
(cash inflow and outflow) and sudden income and 
expenditure (depending on life events) according to actor’s 
own status (before and after retirement). The attributes of the 
actors can be grounded to statistical data. In addition, by 
manipulating the attributes of the actors, what-if analysis can 
be performed when a policy is implemented．

Next, the assets held by actors include cash, deposits, and 
risk assets. Risk assets are fully invested in a portfolio of 
traditional assets and provide returns according to the risk of 
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the portfolio. In addition, the regular income and expenditure 
fluctuates according to the inflation rate. Here, the risk-return 
of the portfolio, inflation rate, and their variances are given 
as the external environment. 

C. Usefulness and limitation of the proposed system 

Conventional analysis has often focused on people with 
specific attributes to simulate asset depletion situations [11] 
[12]. In those studies, ad hoc analysis was required for each 
person in order to examine possible measures to be taken. 

On the other hand, the proposed system is capable of 
comprehensively and semi-automatically specifying possible 
life planning measures for each person. 

One of the limitations of this analysis is that there is 
arbitrariness on the part of the modeler as to which attributes 
of the targeted individuals are reflected in the simulation 
model. 

III. APPLICATION

In this Section, we show an application of our 
methodology. 

A. Dataset: Individual attributes 

We use the individual questionnaire data from the 
"Awareness Survey on Life in Old Age for Before and After 
Retirement Generations" conducted by the MUFG Financial 
Education Institute [13]. The survey target was men and 
women aged 50 and over. The survey area was Japan, and 
the number of valid responses was 6,192 samples. This 
questionnaire comprehensively investigated the asset status 
of each individual (current asset balance and expected in-
come/expenditure in old age), the planned asset succession 
amount, stance on investment, and outlook for old age, etc. 

B. Sample of Simulation Results 

Based on the above individual questionnaire data, we 
established several patterns of "possible person attributes" 
through segmentation by feature analysis. Based on these 
attributes, the simulation model described in the Section II 
was used to simulate measures for asset formation and 
withdrawal. Then, we estimated the asset depletion status of 
representative people who were typified by the individual 
questionnaire data (TABLE I) [9]. 

TABLE I.  SIMULATION RESULT (SAMPLE): DEPLETION RATES Depletion rates by cluster and inflation scenario

# of cluster Depletion rates by inflation scenario

(1) No inflation (2) Moderate inflation (3) 2% inflation

Age: 90 (%) Age: 100
(%)

Age: 90 (%) Age: 100
(%)

Age: 90 (%) Age: 100
(%)

#4 34 75 60 86 93 98

#1 0 0 0 0 0 0

#3 100 100 100 100 100 100

#2 0 34 0 94 0 100

#5 0 0 0 1 0 5

In addition, we conducted a hypothetical simulation in 
which the actors made various decisions to control asset 
depletion. By calculating feature importance using machine 

learning methods, we examined the effectiveness of these 
decisions (TABLE II) [9]. 

TABLE II.  ASSUMED COUNTERMEASURES FOR EACH CLUSTER Table 24.8 Assumed countermeasures for each cluster

# of cluster Countermeasures (example)

#4 Appropriate risk taking for inflation hedging, increase retirement age

#1 Appropriate and steady asset succession

#3 Curbing expenditure, expanding social security

#2 Curbing expenditure

#5 Avoid excessive risk to prevent price fluctuations
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Abstract—Production processes in Industry 4.0 settings are
usually highly automated. However, many complicated tasks,
such as machine maintenance, must be executed by human
workers. In current smart factories, such tasks can be supported
by Augmented Reality (AR) devices. These AR tasks rely on high
numbers of contextual factors like live data from machines or
work safety conditions and are mostly not well integrated into
the global production process. This can lead to various problems
like suboptimal task assignment, over-exposure of workers to
hazards like noise or heat, or delays in the production process.
Current Business Process Management (BPM) Systems (BPMS)
are not capable of readily taking such factors into account. There-
fore, this contribution proposes a novel approach for context-
integrated modeling and execution of processes with AR tasks.
Our practical evaluations show that our AR Process Framework
can be easily integrated with prevalent BPMS. Furthermore,
we have created a comprehensive simulation scenario and our
findings suggest that the application of this system can lead to
various benefits, like better quality of AR task execution and cost
savings regarding the overall Industry 4.0 processes.

Keywords—Business Process Management Systems; Augmented
Reality; Fuzzy Logic; Business Process Modeling Notation; Re-
source Assignment Automation.

I. INTRODUCTION

Today’s manufacturing industry heavily relies on smart
factories which enable a better customer orientation as well as
more efficient and individual production. In this context, the
term ”Industry 4.0” is used for the fourth industrial revolution
driven by digitalization. Machines with built-in sensors and
information technology form Cyber-Physical Systems (CPS)
[1], enabling comprehensive optimization of production with
regard to criteria, such as costs, resource consumption, quality
or availability. Despite the focus on a high automation level
and autonomous systems, human involvement in complex
processes still plays a crucial part. Human workers often have
to make important decisions or perform complex tasks, like
machine maintenance.

In modern smart factories, such human tasks are often
supported with AR devices. With AR, the worker can receive
additional information for a task, contributing to its quality,
performance, and repeatability. However, the integration of
such activities in the global production process remains a
challenge. A primary reason for this is that human AR tasks
depend on a myriad of factors that are not represented in the
global process. This includes the following factors:

• The AR tasks rely on different contextual data sets, e.g.,
external information sources supporting task execution,
such as maintenance manuals, alternative procedures,
checklist variability, live data from external systems or
sensors of machines, the task executor and their decisions,
and context-sensitive AR data like the relative position of
the worker or the machine.

• For maximal effectivity and efficiency, the task must be
assigned to the best suitable worker. Simple Staff Assign-
ment Rules (SARs) of contemporary BPMS governing the
production processes are only capable of determining if
an agent is able to perform a task, but not their level
of suitability. For AR tasks in complex Industry 4.0
settings, however, many parameters should be taken into
account, like the position of the worker and the task,
the qualification of the worker, or the workload of each
worker. Otherwise, task execution might be suboptimal
or too expensive, e.g., because of overqualification of
the worker or long distances between him and the task.
Furthermore, work safety is usually enforced by legal
regulations and workers’ exposure to hazards like heat
and noise must be strictly limited.

• Usually, workers processing AR tasks are able to com-
municate via the AR device. However, as the AR tasks
are not integrated with the global process, decisions or
information provided by the worker cannot be used in that
process, leading to delays or incorrect activity choices.

Contemporary BPMS lack facilities for representing and
exploiting such data sets and contextual factors. Usually, these
systems utilize standard BPM languages like the Business
Process Modeling Notation (BPMN) [2], which were not de-
signed to integrate such information into the process templates.
Subsequently, live data and situational knowledge cannot be
utilized in the process instances based on these templates.

In prior work [3][4][5], we developed an approach for
contextual process management. However, our prior approach
was tailored towards software engineering processes and did
not involve the complex specifics of Industry 4.0 nor AR
processes. To overcome the aforementioned limitations, this
contribution proposes an integrated framework extending cur-
rent BPMS with the following features:

1) Facilities to model processes that incorporate contextual
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Figure 1. Context data model.

factors crucial for human AR tasks.
2) Incorporating real-time context data in BPM-Processes,

enabling context dependent decision making and execu-
tion support.

3) An AR activity interface that can be used in such pro-
cesses, enabling bi-directional communication between
the process and the AR-supported worker.

4) An intelligent task assignment component capable of uti-
lizing contextual data for fine-grained suitability levels
to be able to match the optimal worker for any task.

5) Easy integration into existing BPMS.
The remainder of this paper is structured as follows: Section

II describes the concept and solution approach, while Section
III provides realization details. Thereafter, Section IV evalu-
ates the feasibility and efficiency of the implemented system.
Section V elaborates the background of the research as well
as related work. Finally, Section VI provides a conclusion and
outlook on future work.

II. SOLUTION APPROACH

This section describes our concept for a context-aware
system with AR support, called AR-Process (ARP) Framework
(ARPF). It is conceived as a generic extension that any BPMS
can readily integrate, providing facilities for representing
contextual and AR information in executable processes in
conjunction with an enactment component.

A. Contextual Processes

To enable the application of the ARPF in both new and
existing processes and enable easy integration in any BPMS,
the contextual information will be integrated into the processes
via a generic BPMN 2.0 extension. Extending the BPMN
standard not only allows an easy integration (requirement 2),
but also allows the reuse of the existing BPMN service and
script activities [6], heavily reducing implementation efforts.
Such activities provide an intuitive interface between the
BPMS and the ARPF. With this approach it is possible to
decouple the ARPF from the process itself and provide it as
a service to any BPMS supporting BPMN 2.0.

In the following, we will elaborate on the context data and
rules or conditions crucial for contextual ARP execution. The
context is separated into three major parts: global, process,
and activity. A model can be seen in Figure 1.

The global context represents a cross-process entity contain-
ing all required global information. This includes information
about different entities external to the BPMS. In particular,

Position
Danger Levels
Qualification Req.

Resource Model

Position
Danger Levels
Qualification Req.
Sensors

Machine Model

Danger Thresholds
Position
Qualification
Assignment Cost
Utilisation

User Model

Figure 2. Actor models.

all machines, resources, and available agents. Further, the
global context should provide facilities for defining conditions
regarding the context that must be verified and fulfilled before
an activity can be executed (requirement 2), e.g., check if
an agent has the required danger clearance for an activity.
This is realized by a global rule set. Another important factor
is external context information that must be provided to the
ARPF, e.g., priority changes for customer orders. Such data is
incorporated via a global event system. in this manner, real-
time context integration into BPM processes on a global level
(requirement 2) can be achieved.

In addition to such global information, each process type
may also have specific contextual conditions, e.g., if a specific
process should only access a subset of the available machinery.
To achieve this, a process context is employed that can overlay
applicable portions of the global context if required. It further
contains an additional process rule set. The latter is similar to
the global rule set, but is limited to the processes of this type.

The third important entities requiring contextual information
are concrete activities. To support these, an activity context is
defined. It contains specific information for a single activity
of a specific activity type and can be further specified during
the ARP execution. As for the process and global context,
an activity rule set is present to enable fine grained con-
ditions on the activity level. On this level, however, a set
of additional contextual information is required to enable an
efficient assignment of the best suitable worker for each task.
This incorporates data like the danger levels the task may
involve, the qualification to successfully complete it (both
defined as a dynamic set of key value pairs, containing values
between 0 to 1), and the position of the activity represented
by a three-dimensional vector X, Y, Z. Machine types can
also be defined, as well as additional resources required for
the activity, allowing the inclusion of machine context data
directly into the process. Finally, the information, which AR-
Component should be displayed to the worker while executing
the activity (requirement 3) must be present. This is achieved
by the AR Template.

B. Data Models

In addition to the contextual information added to the
processes that governs how activities should be executed effi-
ciently, the ARPF also requires information about the physical
entities involved in process execution. In particular, three
entities are crucial: the workers, the machines where activities
(e.g., a maintenance task) are executed and their position, and
resources required for such activities, like materials or tools.
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To provide such information to the ARPF, three models are
created, which can be found in Figure 2.

As simple BPM engines do not provide entries for resources
and machines, new models must be created. Both contain a
position, connected danger levels (e.g., noise with machines or
chemical hazards with resources), and the required qualifica-
tion to safely and efficiently work with the machine/resource.
Machines usually also contain sensors providing real-time
information about important production parameters. These are
also included in the model.

Finally, the BPMS user/agent concept has to be extended,
as current BPMS lack sufficient information to support AR
activities intelligently. In order to assign agents to activities,
the BPMS must possess compatible models. This can be
achieved by extending the agent model of a BPM engine
with values for position, qualification, and danger thresholds.
Further, in most cases, cost-effective activity execution is also
a requirement. Therefore, we incorporate information about
the additional cost of an assignment of this agent (e.g., salary
of an external worker, or weekend surcharge if it is not part of
the contract) and the current utilization of the worker to avoid
unbalanced workloads.

C. Process Modeling

In current BPMS, there are rather limited and generic
facilities to add context data to processes. This concerns the
process modeling tools as well as the processes themselves. To
overcome these limitations, our approach for adding contextual
data for ARP execution is to realize such datasets as an
extension for the most prevalent process language currently,
BPMN 2.0. That way, the integration in a BPMS can be readily
achieved, as any BPMN 2.0 compatible modeling tool can be
easily extended (cf. requirement 1). To show the feasibility of
this approach, we provide a prototype implementation of our
extensions into a prevalent BPM modeling tool.

With an extended modeling tool at hand, a process engineer
can add all contextual information and dependencies crucial
for ARP execution support to new as well as existing process
models without programming knowledge. Users, machines,
and additional resources can be specified, including relevant
parameters like their position. With appropriate data structures
in place, relevant live data (e.g., from machine sensors) can be
incorporated in the processes as they are executed. This data,
in turn, is utilized by the components of the ARPF to provide
more efficient task assignments and more effective support of
the AR activities in the process.

D. AR - Process Enactment

The core architecture of the ARPF for contextual ARP
enactment is depicted in Figure 3.

The core component of ARP process enactment is the As-
signment and Context Engine (ACE). To provide a generalized
and independent solution, this component is decoupled from
the utilized BPMS. This permits a finer engineering of the
ACE independent of the utilized suite. To achieve this, the
ARPF incorporates two language- and platform-neutral generic
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Figure 3. ARPF concept architecture.

communication components. The Assignment Communication
Interface (ACI) enables communication between the ACE and
both the BPMS, as well as the client software on AR devices,
while the Assignment Messaging System (AMS) manages live
data from the ARPF environment. That way, the ACE can be
realized independent of any preexisting programming language
or BPMS limitations. This allows the usage of the ARPF with
a wide range of existing BPMS (requirement 5).

Many BPMS are provided as a standalone BPM engine (e.g.,
Camunda [7], jBPM) and therefore require external software to
build a fully functional BPMS capable of managing all crucial
data sets for contextual process enactment. To overcome these
limitations and provide an easy way to extend BPM engines,
we provide three generic Data Stores (DS): a User-DS, a
Resource-DS, and a Machine-DS. These contain additional
context information as specified by the aforementioned data
models, like a more refined user model, machines used in
the factory, and resources required to complete tasks. This
extended context data is required in the assignment process
and during the activity execution in the AR-Client.

The Assignment Logic Component (ALC) of the BPM en-
gine is used as a bridge between engine and ACE. It aggregates
all required context data for assignments; however, it is also
possible to integrate the assignment request completely in the
process itself via service or script tasks defined in the BPMN
2.0 standard [6] (requirement 5).

If an assignment request is sent to the ACE via the commu-
nication interface, the request is forwarded to the Data Aggre-
gation Component (DAC) and validated for completeness. If
some required context data is missing, the DAC will request
it from the corresponding DS. Afterwards, the assignment
request is forwarded to the Assignment Handler. The handler
can then calculate a specific assignment score for the requested
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activity and agents in the Intelligent Assignment Component
(requirement 4). If required, a presorting can be applied in
a rule engine via the Rule Interface. Further preconditions
of assignments (e.g., only assign the task if a sensor value
is below a certain threshold) can be handled by the rule
interface. To guarantee an optimal fine granular assignment
score calculation fuzzy sets are utilized [8]. In this case,
these are to be preferred to other solutions like Machine
Learning (ML) and chaining. In contrast to ML approaches,
with fuzzy sets no preexisting data sets are required nor is
a training phase required, as weights can be defined directly
and transparently according to the user’s own knowledge and
experience. Further, a fine granular calculated score between
0 and 1 is possible instead of the simple true or false of a
chaining approach.

The final component of the ARPF is the AR-Client. The
latter should be implemented as generic as possible to be
available to a wide range of AR devices, e.g., tablets, goggles
and even smartphones. The client is able to request all relevant
process data via the ACI, and activities can be started, executed
and completed in the AR-Client without the need to change
to another software client e.g., a PC-interface, or web-client
(requirement 3). Thanks to the provided AMS, it is further
possible to consume real-time context changes on multiple
levels (e.g., a global change of activity priorities or sensor data
send from a machine connected to the activity being executed)
(requirement 2).

III. REALIZATION

This section describes the technical realization of the ARPF.
It further details the communication between the components.
While this section describes its integration with Camunda as a
BPM engine and the AristaFlow BPM Suite [9] to demonstrate
its capabilities with two mature and prevalent BPMS, the
framework can be used with all BPM-Engines supporting
REST-calls or external code execution.

Our prototype was implemented using Python. This ap-
proach was chosen for its rapid prototyping capabilities while
still providing a large spectrum of libraries. As a base image

for the ACE, a Django server was used which can be readily
scaled for production deployment. To implement the ACI,
the Django REST framework was integrated, providing a
REST interface on top of the Django service. For the AMS,
handling the real-time machine sensor communication, the
Publish/Subscribe (Pub/Sub) system MQTT [10] was chosen,
utilizing the Eclipse Mosquitto broker as the main component.
As both technologies use well-defined industrial standards, an
easy integration in BPMS is supported.

Figure 4 shows the architecture for the implementation of
the ARPF with Camunda. Compared to the concept from Fig-
ure 3, some minor changes were made and the communication
specified. The implementation of the AristaFlow BPM-Suite
follows the same base architecture, however the full suite
is provided by AristaFlow, removing the need for our own
Data-Stores or an ALC. The communication is symbolized by
colored arrows in Figure 4.

While the AristaFlow Suite does not require extensions,
the Camunda solution requires implementation of a minimal
BPM-Suite around the engine itself. This could either be
realized as a single Java application relying on the Camunda
Java API or using REST. In order to stay consistent with the
general architecture, we use REST for our minimal BPM-Suite
and split it into three sections. The Camunda BPM engine in
its base version, a Camunda Client Django server containing
the Assignment Logic, and the User-DS as well as a final
Django Server containing the Resource and Machine Data
Store. In order to connect the ARPF to a BPMN process
template, it is required to create a service or script task sending
a REST call to the Camunda Client. This call must contain
the process instance id that can be acquired during process
runtime in the same activity. During the process execution,
the Camunda engine then calls the Assignment Logic via
the created activity and triggers the assignment process. The
Assignment Logic confirms the request to the engine and then
spawns a new process handling the request. It then aggregates
all data required for this assignment and sends an assignment
request to ACE.

32Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-874-7

eKNOW 2021 : The Thirteenth International Conference on Information, Process, and Knowledge Management

                            43 / 89



The Django REST Framework based ACI receives the
assignment request and then executes the data aggregation
component, validating that all required data for an assignment
is available. In the Camunda implementation all required
data is already present, in the AristaFlow implementation,
the required data can be received from predefined endpoints.
Afterwards the Assignment Handler is called. If precondi-
tions are implemented (e.g., confirming the temperature of
a machine sensor), the Rule Interface takes action. It first
subscribes to all required machine sensor data endpoints via
the Mosquitto Broker and then calls the connected rule engine
via REST. In the implementation Drools is used for the
Camunda Implementation while AristaFlow provides its own
XPath-based solution. The preconditions can either be run in
a loop (e.g., waiting for a sensor to cool down) until the
condition is fulfilled, or in single-shot mode, aborting the
assignment if the check is negative.

If the assignment is aborted, a response is sent to the
Camunda Client/AristaFlow suite which are then required to
provide a fallback plan, e.g., a retry after some time, a fallback
process, or human intervention.

If the preconditions have been fulfilled, the assignment
request is forwarded to the Intelligent Assignment Compo-
nent (IAC), which itself is detached from the ACE to a
celery worker. Utilizing the Celery Python framework, all
assignment calculations are outsourced from the ACE and
do not bind resources, therefore the I/O operations of the
backend are not affected, even if many concurrent assignments
are calculated. Each fuzzy assignment calculation is assigned
its own processor for optimal execution speed. After the
calculation is finished the IAC sends the assignment to the
Celery Client/AristaFlow Suite handling the assignment update
in the BPM engine.

The AR-Client is implemented using the Unity AR Foun-
dation framework, this allows the creation of a generic AR
frontend usable with a majority of present AR devices like
AR goggles, tables, or phones. Instead of communication with
the BPM-Suite itself, the AR-Client communicates via REST
with the ACE and all requests to other sources are handled by
the ACE. This enables the creation of a truly generic frontend
independent of the BPMS, as all requests are parsed to the
required model in the ACE. With this approach combined
with a powerful AR interface, the user is able to complete
and perform all activities in the AR-Client without the need
to utilize another software solution or device. As the BPM
workflow is still handled solely by the BPMS, it is however
possible to switch at any moment to another solution (e.g.,
the Camunda Tasklist or the AristaFlow Client) if the worker
deems it more beneficial, e.g., filling a long form.

While all process management communication is handled
via REST between the AR-Client and ACE, the client can
also access the Pub/Sub data via the Pub/Sub interface. It is
therefore possible to see all relevant sensor values of a machine
while working on it, or receive global updates (e.g., a change
of priority or information a new assignment).

The final component of the ARPF is the Pub/Sub Interface,

handling all MQTT messages. This contains all machines
sensor data for the Rule Interface or the AR-Client, as well
as global worker specific updates like a new assignment or
priority updates. While the Camunda Client makes no use of
global events via MQTT, the event feature is implemented in
the AristaFlow suite.

In our prototype a Cyber Physical Factory is simulated using
the OPC-UA protocol to connect machines’ sensor data to the
ARPF. As OPC-UA supports MQTT, this can be achieved in
an easy and generic way, further easing the implementation
into existing production environments.

To enable the creation of context-aware processes, a new
BPMN modeler is created as an extension of the open source
Camunda Modeler. While it is possible to create processes
using the ARPF with any BPMN 2.0 modeler, a specific
implementation comes with certain advantages. The modeler is
linked to the different data stores and can therefore display all
available machines, resources, and workers as specific entities
or groups (e.g., CNC mill, maintenance workers, etc.) during
the modeling of processes. This allows the process engineer
to easily include the context during process creation. Further.
it is possible to see available rules of the connected rule
engine, enabling their integration as preconditions to activities.
Moreover, the ARPF specific assignment request is moved to
the background of activities, removing them from the eye of
the user reducing the potential for user interface overload.

IV. EVALUATION

The framework was evaluated using AnyLogic simulation
software instead of a physical factory. This allowed for a more
controlled and reproducible evaluation in a safe environment.
Camunda was integrated as a BPM engine and Drools used as
a rule engine.

The complete framework was deployed on a virtual server
with 90GB main memory. However, the memory consumption
never exceeded 24GB during our evaluation and can easily be
halved by removing the Drools rule engine. The AnyLogic
simulation was run on a Lenovo T495 with 14GB main
memory utilizing Arch Linux as an operating system. To
simulate values for the machine sensor, an OPC-UA server
was hosted, utilizing a common industrial standard for this
use case.

The evaluation was used to compare a BPMS using the
ARPF against a plain BPM engine. To simulate workers and a
realistic workflow, an AnyLogic simulation model was created
and two simulation setups were configured.

As an environment, a factory with 21504m2 and a total
of 29 machines requiring maintenance every 16 hours were
created. The first maintenance was scheduled between 0 to 16
hours after start of the simulation. Further, the machines had an
average breakdown interval of 36 hours. If a machine required
maintenance or repair, a new Camunda process instance with
the required worker qualification and the machine’s position
was started. The activity takes between 1 to 3 hours and
requires an engineering qualification of 4 for maintenance
and 6 for repairs. Other qualifications (electric, computer,
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bio chemical) were not required and set to 0. As most modern
manufacturing environments contain hazards requiring special
training and regulations dangers were implemented in the
simulation represented by values for noise: 0.01, heat: 0.03,
electricity: 0.05, and chemicals: 0.02. While these values are
quite abstract, they can easily be further refined and specified.
A total of 5 workers (the agents in this use case) were available
to complete these activities. Four internal workers, waiting in
a maintenance building in the factory hall and one external
worker, waiting 165 meters away. The external worker is used
to display the need for highly trained personal which often has
to be contracted by external service providers. The internal
workers had engineering qualifications of 4, 5, 6 and 7 while
the external worker had an engineering qualification of 8. The
other qualification values were set to 0 to avoid bias. Their
danger thresholds were set to 0.7 for all values. The usage of
the external worker further was connected to an additional cost
of 25000 (250C/activity), while the usage of internal workers
incurred no additional costs. In their idle state, an worker
checked every 5 minutes if a new activity was available. If
they were working, they immediately checked after completion
of their current activity for another enqueued activity. If no
activity was enqueued, they switched back to the idle state and
moved to their starting position. The simulation was separated
into 5 work-shifts (each 8 hours long) with a break of 4 hours
between shifts. During this break, workers were allowed to
complete their current activity, but could not start new ones
nor was it possible for machines to create a new task during
the break. At the beginning of each work-shift, all tasks are
reassigned and the danger thresholds of workers are reset to
their default.

In the Camunda Setup (called CMD-Setup in the following),
the workers fetched their activities directly from Camunda.
All activities of the simulation were available to all of the
workers and no further verification performed. If an activity
is available to the group, the workers try to claim it and,
if successful, work on it. In the ARPF Setup (further called
ARP-Setup), the workers checked their personal worklist at
the Assignment Engine REST API. If their personal worklist
contains an activity, they start to work on it, otherwise they
remained idle.

The five workdays were simulated for both configurations,
using the same seed for the simulations random number
generator. This process was repeated 10 times with different
seeds to get statistically relevant test data. For the ARPF the
model introduced in Section III was used. The qualification
value was weighted half, to increase utilization of the more
qualified workers and reduce the downtime of the machines.
Further adjustment of the weighting could lead to heavily
deviating results. An optimal weighting has to be configured
according to the needs of the activities.

Table I shows a general comparison between the CMD and
ARP simulation, while Table II shows a detailed comparison
of internal and external worker stats in both simulations. In the
following, values from Table I will be discussed and argued
with the values from Table II.

TABLE I. ANYLOGIC ARP EVALUATION.

ARP Camunda
work time 2103.31 2310.60

idle time 524.49 396.38
avg overqual 0.12 0.08

avg tasks day 3.52 3.62
violations 0.00 5.12

traveled distance 9304.40 9502.27
cost 2000.00C 4600.00C

max avg underqual 0.00 -0.02
downtime maintain 439.83 293.14

downtime repair 218.90 249.32

The average work time and total activities per worker are
lower in the ARP run, while the utilization of the internal
workers (ARP-int) is slightly increased and the external uti-
lization (ARP-ext) is heavily reduced. The average idle time is
increased, which results from the low external utilization. The
heavily reduced average cost of a simulation run, if using the
ARPF instead of a plain BPM engine is due to the preferred
use of internal workers. The increase in overqualification while
using ARP instead of plain Camunda can be explained with
the low weighting of qualification in the algorithms and no
under-qualification, in opposition to the CMD-Setup, where
under-qualification was generally present (to make it more
realistic, under-qualified workers required 60 minutes longer
than qualified workers). Taking a look at Table II, the main
source of overqualification in the ARP simulation comes from
the usage of the external worker, who was mainly used for
activities below their qualification. This happened because the
workload was too high and could be resolved by employing
another internal worker with lower qualification to help out
with these activities. This would lead to reduced costs and
downtime. Optimization in the simulation or company values
is needed rather than an adaptation of the algorithm.

The traveled distance for the internal workers is slightly
increased in the ARP simulation compared to the CMD run.
This correlates with the increased workload, and a stronger
weight regarding the distance could reduce this effect. While
the time for maintenance in the ARP run is around 40% higher
than in the CMD-Setup, the actual down time for repairs
could be reduced. This would increase the overall efficiency,
as machines scheduled for maintenance still function properly
while fast intervention is required on broken down machines.
Further, the cost could be reduced to 43% of the CMD-Setup.

While the ARPF also utilized rules via Drools to validate if
the work on the machine was safe by checking the values of
the machine’s temperature sensor against a max threshold, the
base BPM engine did not provide such features. Violations
against this precondition can be found under violations in
Table II. In a real environment this would either lead to a
safety regulation violation or would require a change of tasks
for the worker, leading to even lower performance.

Finally, the ARPF could support workers more efficiently
with their tasks, as it displays AR-instructions according to the
qualification of the user. This could lead to a further speedup
which has to be evaluated in a real-world setup.

Concluding, the ARPF worked as expected and the IAC
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TABLE II. ANYLOGIC WORKER EVALUATION.

ARP-int ARP-ext CMD-int CMD-ext
work time 2358.93 1080.83 2336.76 2205.95

idle time 324.34 1325.07 381.82 454.65
avg overqual 0.04 0.42 0.05 0.19

cost 0.00 200.00 0.00 460.00
avg tasks day 4.00 1.60 3.60 3.68

violations 0.00 0.00 4.88 6.10
traveled distance 9952.32 6712.70 9386.80 9964.14

max avg
underqual 0.00 0.00 -0.02 0.00

produced comprehensible results. The utilization of ARPF in
the simulations reduced the downtime of machines through
failure and prevented any safety regulation violations.

V. RELATED WORK

Generalized context models are difficult to achieve and
are not prevalent, as a survey on context models conclude
[11]. An example is presented in [12]. The model is heav-
ily tailored towards general pervasive computing scenarios
and lacks several components crucial for industry 4.0 AR
processes. In contrast, the ARPF context model presented
is rather specific and yet readily extensible, due to its three
layer context based on global, process, and activity context.
Furthermore, the integration of context into process languages
is challenging because they are not flexible enough, as stated
in [13]. The contribution also proposes a BPMN extension for
context integration, which is, in turn, tailored heavily towards
mobile processes and not suitable for industry 4.0 production.

Focused on context processing the Java Context Aware
Framework [14] is a technical object- and service-oriented
framework targeting modeling context changes via rules.
However, the processing of such rules is forwarded to the
application layer. In JCOOLS [15], this limitation is overcome
by by integrating JCAF with the Drools rule engine. The
approach taken is rather complicated and generic, lacking
support for both programmers and end users.

Examples of context modeling approaches include Coutaz
and Crowley [16] and Ghiani, Manca, and Paternò [17]. How-
ever, these approaches primarily target the creation of context
rules by the application developer that can later be completed
with concrete values by end users, without providing the
execution infrastructure.

There are also contextual approaches for Industry 4.0 pro-
duction. Giustozzi et al. [18] provides a context model for
industry 4.0 processes. Some of the mentioned entities are sim-
ilar to the ones in the ARPF. However, the model is ontology-
based and the paper primarily deals with logical relations
of the concepts, which makes concrete implementation in an
industry-ready system problematic. Furthermore, only a model
is presented, lacking other components for integration process
enactment. Another model for industry 4.0 production based
on ML is presented in [19]. This model, however, is also not
applicable for enactment of AR processes, as it primarily deals
with predicting the degradation of the state of machines.

Another approach is taken by Tasdemir and Toklu [20]: it
focusses on fuzzy task assignment and integrates BPM con-

cepts. The described system is not suitable for the Industry 4.0
scenario, as it focuses on teams and the social relationships of
the worker in the team. In addition, it lacks other components
like a real-time data context model.

In summary, ARPF provides a unique approach for con-
textual processing for Industry 4.0 processes with human
AR tasks, supporting integration with existing BPMS and
utilizing a BPMN extension to include AR and context in
new and existing process models. Other approaches lack the
inclusion of information needed for representing processes and
their connection to AR devices and workers, machines, and
resources with their specific contextual properties and rules. In
addition, most of these approaches do not present an integrated
framework for comprehensively supporting process enactment
in such complicated domains utilizing real-time data.

VI. CONCLUSION

This contribution described our ARPF approach for incorpo-
rating contextual factors crucial for AR tasks into industry 4.0
production processes. The presented framework incorporates
components for integrating such factors when modeling the
processes and utilizes live data from different sources while
executing them. That way, contextually supported process
enactment becomes possible, providing improved task assign-
ment capabilities and better support for the AR activities.
Furthermore, by providing bi-directional communication in-
terfaces between the process and the AR task, the latter can
be seamlessly integrated into the process.

We further implemented a prototype integrating our ap-
proach with two prevalent BPMS. The prototype shows that
the integration with real BPMS is feasible and achievable with
little effort. Further, we conducted an evaluation executing a
comprehensive simulation scenario with our prototype. Our
findings suggest that our approach can lead to various im-
provements for Industry 4.0 processes with AR tasks. Task
assignments can be improved by incorporating contextual fac-
tors. Further, AR task execution can be better supported with
matching contextual information. Thus, the overall process
execution can be improved, resulting in better resource usage
and cost savings. Moreover, other factors, like worker safety
can also be taken into account and be seamlessly integrated
into the processes.

Future work includes: the optimization of our context-
integrated process editor to improve its appearance and us-
ability; integration of ARPF with further BPMS; application
of ARPF to other domains; further improvements to the BPMN
2.0 extension; and a comprehensive empirical evaluation in a
real production environment.
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Abstract- In recent years, there has been a lot of interest in 

techniques for generating market comments from stock 

prices automatically. However, even today, it is still manually 

generated by analyst. In this paper, we propose a method for 

generating "comments on stock price fluctuations" included 

in market comments in order to reduce the workload of 

analysts. The proposed method learns stock price fluctuations 

and the corresponding expressions, generates comments, and 

completes market conditions comments by assigning them to 

prepared canned sentences. As a result of our experiments, we 

found that the features used to generate them are effective 

and the proposed method can accurately generate market 

comments. 

 

Keywords; Generate market comments; Stock price 

fluctuation;Nikkei Stock Average 

 

I. INTRODUCTION 

In recent years, there has been an increase in the use 

of data in various fields, such as weather, sports, medicine 

and finance. However, when the data is large or complex, 

it is difficult for a person without expert knowledge to 

understand it, and even if he or she is an expert, it takes 

time to understand the data and extract the important 

elements. One way to make effective use of such data is 

the data-to-text technology. This is a technology that 

expresses the outline of data in text to make it easier for 

humans to interpret, and it has been gaining attention due 

to its increased demand in recent years. 

The task of generating market comments from stock 

price data, which is the subject of this research, is also a 

type of data-to-text technology. Currently, market 

commentary is generated by analysts, who are experts in 

researching and analyzing social conditions, etc. They 

analyze stock prices after they are released and generate 

market comment. However, it takes a lot of time and effort 

for analysts to generate full-text market comments from 

stock prices. Therefore, in this paper, we propose a method 

for generating a part of the market comment in order to 

reduce the effort required for analysts to generate market 

comment. Specifically, we extract expressions related to 

the price movements of stock prices and their fluctuation 

ranges, and then generate comments by learning the price 

movements of stock prices and expressions through 

machine learning. By applying the generated comments to 

the pre-prepared format, the system automatically 

generates the quantitative analysis results in the market 

comment, and as a result, analysts can concentrate on their 

core business, such as factor analysis. 

In this paper, we extract various features from the time 

series data and convert them into text based on the task of 

generating market comments on the Nikkei Stock Average. 

First, we form long-term and short-term time series data to 

capture the changes in the time series stock price data. Next, 

we extract 12 important phrases from NQN(Nikkei Quick 

News) so that we can generate a expression in NQN. These 

phrases are frequent occurrences in the first sentence of the 

market comment, and the four main expressions are "続落
(continued to decline)", "続伸(continued to rise)", "反発
(rebound)", and "反落 (reactionary fall)", with "大幅
(large)" and "小幅(small)" added for a total of 12. By 

mapping these expressions to the price movements of stock 

prices, we create a single data set for learning. 

In order to compare our results with those of a 

previous study by Murakami et al [1], we unified the 

similar expressions among the generated ones. In addition, 

we omit sentences that do not need to be generated 

automatically using the neural network. We will verify if 

there is any change in the experimental results. 

 

II. RELATED WORK/METHODS 

In this section, we present a related work and related 

methods that this paper referred to. 

A. Related works 

Various studies have been conducted on data-to-text 

technology, which automatically generates a summary of 

time-series data in text that is easy for humans to interpret. 

For example, research has been conducted to automatically 

generate text about weather forecasts from time-series 

weather information [2], to generate text from clinical data 

to assist doctors and nurses in decision making [3], and to 

generate feedback text for students from time-series data 

that records their learning status within a certain period [4]. 

In the past, the mainstream of data-to-text research has 

been the generation of text using manually created rules. 

However, in recent years, with the development of 

information and communication technology, large-scale 

and complex data has become readily available, and 

interest in machine-learning type methods that generate 
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text based on large-scale correspondence between data and 

text has been increasing. For example, research has been 

conducted on the use of machine learning in various data-

to-text techniques, such as image caption generation [5], 

which generates descriptions from image data, and weather 

forecast text generation from molded weather data [6]. 

B. Related methods 

There are various approaches to the technology of 

generating market comment from various perspectives. 

For example, there are techniques to generate factors of 

change, such as events that are said to have affected the 

price movement of the Nikkei Stock Average and 

information on other stocks [7], to control the generated 

text by inputting topics that represent the content of the 

generated market comment in addition to the Nikkei Stock 

Average data [8], and to generate characteristics, such as 

the history of the price of the stock and time-dependent 

expressions [1].   

In this research, we are working on a technique to 

generate text by appropriately selecting words that 

represent the direction of price movement and the range of 

fluctuation of stock prices. 

 

III. PROPOSED METHOD 

In this section, we present a method for extracting 

words and phrases that represent the price movement and 

fluctuation range of stock prices from the Nikkei Stock 

Average and NQN, and the data used in this paper. 

A. Overview 

Figure 1 below shows the execution procedure of the 

proposed method. 

First, we molded the data in order to create a 

correspondence between stock price data and article data. 

Since the article data contains many noisy expressions, we 

set the conditions to remove the noise and extracted the 

original phrases of the expressions generated from the 

article data. The details will be described later. 

Next is the stock price data, which also contains a lot 

of noise and is inefficient for machine learning, so we 

molded it into a form that is easy to learn. 

We then created a correspondence between three days of 

stock price data and a single expression and used it to start 

learning. For machine learning, we used a Multilayer 

Perceptron (MLP), which is commonly used as an encoder. 

Finally, using the trained data, we input test data 

including stock price data to predict the expression. The 

predicted expressions are then substituted into the prepared 

format, and the market condition comments are completed. 

F value between the predicted expression and the correct 

data is calculated and used as an evaluation criterion. 

B. Dataset 

In this paper, we use the Nikkei Stock Average as 

stock price data and NQN as article data. The data used are 

for the four years from 2014 to 2017. TABLE Ⅰ and TABLE 

Ⅱ show examples of the Nikkei Stock Average and NQN 

used in this study. The Nikkei Stock Average is the five-

minute version, and the NQN is used for the part that can 

extract the expressions to be generated. 

 

Figure 1. Flow of the proposed method 

 

TABLE Ⅰ. PART OF THE NIKKEI STOCK AVERAGE 5-

MINUTE TTIMEFRAME［2017/01/04］ 

Time Opening 

Price 

High price Low price Closing price 

9:00:00 19298.68 19351.47   19277.93 19351.47.1 

9:05:00 19354.42 19362.40 19335.90 19352.44 

9:10:00 19358.04 19390.47 19358.04 19387.76 

 

TABLE Ⅱ. PART OF NQN 

No Headline 

166 <NQN>◇日経平均先物、夜間取引で下落 60 円安の１万

9040 円で終了 

(Nikkei 225 futures fell in overnight trading, closing 60 yen lower at 

19,040 yen.) 

392 <NQN>◆日経平均、反発で始まる 184 円高の１万 9298 円 

(Nikkei 225 begins to rebound, up 184 yen to 19,298 yen) 

411 <NQN>◇日経平均、反発して始まる米株高で市場心理が好転 

(Nikkei 225 starts to rebound, market sentiment improves on high 

US stock prices) 
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C. Pre-processing 

In various fields, such as image processing and natural 

language processing, it is common to perform prepr- 

-ocessing in order to generalize machine learning models 

and to remove noise from data. Also in this paper, 

preprocessing is applied to the Nikkei Stock Average data, 

which is numerical data. We used the standardization and 

the difference from the previous day as the preprocessing 

methods for the numerical data. The equations of the 

processing methods used are shown below. 

                   𝑥𝑠𝑡𝑑 = (𝑥𝑖 − 𝜇)/𝜃                         (1) 

                    𝑥𝑚𝑜𝑣𝑒 = 𝑥𝑖 − 𝑟𝑖             (2) 

𝑥𝑖 represents the stock price. 

In (1), standardization is performed using the data x, 

mean value μ, and standard deviation θ used for learning. 

In (2) calculates the difference between the price 𝑥𝑖 

at each time step from the previous day's closing price 𝑟𝑖 

in order to capture the change in price from the previous 

day's closing price. 

As in the previous study [1], Prepared “XShort”, a one-day 

stock price data consisting of 62-time steps and “XLong”, 

a long-term stock price data using the past closing price as 

an input, as a short-term time series data to capture short-

term and long-term stock price fluctuations. However, it 

was difficult to extract the expression of the short-term 

data from the articles, so this paper mainly deals with the 

long-term stock price data. 

As for the molding of the article data, since there is 

more than one expression extracted from NQN in a day, 

the first expression of the day is treated as the expression 

of the date. 

IV. EXPERIMENT 

TABLE Ⅲ compares the data set used in the previous 

study with the data set used in this study. The comparison 

with the previous paper is made only where the expressions 

are covered. The reason for the difference in the data used 

in the training data is that the data of the Nikkei Stock 

Average for 2013 was in a different format from the data 

of other years, making it difficult to extract the data. 

Although there are some differences between the Nikkei 

225 data of 2013 and 2017, the differences have been 

compensated by increasing the number of train data. In 

addition, the test data are all the same, so the results are 

expected to be fine. 

 

TABLE Ⅲ. DATASET FOR PREVIOUS PAPER AND THIS PAPER 

 Previous paper This paper 

Training data Nikkei Stock 

Average/ Nikkei 

QUICK News in 

2013,2014,2015  

Nikkei Stock 

Average/ Nikkei 

QUICK News in 

2014,2015,2017 

test data Nikkei Stock 

Average / Nikkei 

QUICK News in 

Nikkei Stock 

Average / Nikkei 

QUICK News in 

2016 2016 

Expressions that 

describe changes in 

stock prices 

10/ Four 

expressions were 

used as references 

for comparison with 

this study 

12 

Others/Differences 

from this study 

the previous study 

incorporated 

expressions that 

depend on the time 

of day and where 

the actual stock 

price values are 

calculated in the 

encoder-decoder. 

- 

 

V. RESULT 

In this experiment, we use a combination of time 

series data Xlong and Xshort and preprocessing methods 

std and move, with one time series data as a reference and 

one or both preprocessing methods applied to it.  The 

number of expressions used in the previous study was four, 

and they are shown in TABLE Ⅳ. TABLE Ⅳ includes the 

experimental results.  

TABLE Ⅳ. RESULTS 

Expression Xlon

g_m

ove 

Xlong_

std 

Xlong_

move_

std 

Xsho

rt_m

ove 

Previo

us 

study 

Rebound 0.9 0.85 0.91 0.98 0.803 

Reactionary fall 0.94 0.90 0.90 0.98 0.748 

Large reactionary 

fall 

0.62 0.38 0.60 - - 

Large rebound 0.55 0.60 0.44 - - 

Large, continued 

to decline 

0.00 0.77 0.00 - - 

Large, continued 

to rise 

0.60 0.69 0.63 - - 

Small, rebound 0.00 0.00 0.00 - - 

Small, reactionary 

fall 

0.00 0.00 0.00 - - 

Small. continued 

to rise 

0.00 0.00 0,46 - - 

Small, continued 

to decline 

0.00 0.00 0.50 - - 

Continued to rise 0.90 0.89 0.88 1.00 0.814 
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Continued to 

decline 

0.89 0.87 0.90 1.00 0.753 

Several methods have been used in previous studies 

as well as in this paper, and the results here refer to the 

method that produced the highest F value. The red letters 

represent the best results within Xlong. The blue letters are 

the ones with good results, but without the expression for 

the stock price fluctuation range. This is because when 

generating comments, NQN does not produce expressions 

at five-minute version, so I used a rule base to generate 

expressions without stock price fluctuation ranges. 

Although it is not directly related to the experimental 

results, it is described following the execution results of 

previous studies. 

In this table, we can see that the two types of preprocessing 

give the best results in terms of Xlong alone. 

 

VI. DISCUSSIONS 

In this section, we will discuss the results. 

A. Expressions about stock price fluctuations and 

Xshort. 

NQN does not produce expressions for every 5 

minutes, but only for important time periods (9:00, 12:00, 

15:00). Therefore, in the case of short-term data that deals 

with five-minute data, it is necessary to extract expressions 

mechanically or by using other data as training data and 

extracting expressions by predicting them. In this paper, 

the former method was used. In producing the expressions 

for short-term data, we used the difference from the 

previous day in two steps. Specifically, two steps of the 

previous day's difference are used, with a positive value 

indicating "続伸(continue to rise)" and a negative value 

indicating "続落 (continue to decline)". However, the 

thresholds for large or small at this time are not defined, 

resulting in the results shown in Table3. The NQN shows 

several instances of large and small falls, but the conditions 

for their appearance could not be determined because of 

only two steps of difference from the previous day, so it 

was not possible to set a threshold.     The reason for 

this is that the analysts who write the market commentary 

assign "large" and "small" according to their sensitivity.  

Therefore, the results show a high F value because there 

were only four expressions for three years of data. One of 

the future tasks will be to determine the threshold for 

mechanically generating expressions related to the range 

of fluctuation. 

 

B. Extraction methods considered based on differences 

with previous studies. 

TABLE V shows the comparable areas in this paper and 

previous studies. The present study produced high F values 

for all comparable expressions. This is thought to be due 

to the fact that similar expressions in the previous studies, 

such as "反発(rebound)" and "上げに転じる(start to 

move up)", were treated as the same in this study. In order 

to improve the accuracy of expression generation, we 

unified the expressions in this study. It was found that 

unifying the expressions increased the accuracy by about 

10-20%. 

 

TABLE Ⅴ. COMPARISON OF PREVIOUS STUDIES AND THIS 

STUDY 

Expression This Paper Previous paper 

Continued to decline 0.91 0.803 

Continued to rise 0.90 0.748 

Rebound 0.88 0.814 

Reactionary fall 0.90 0.753 

 

C. Number of expressions and number of data 

References 

The results show, there are some expressions whose 

occurrence rate is 0, and the problem is that the number of 

data is too large for the number of expressions prepared. 

The following is a table of the number of expressions 

that exist in the data (TABLE Ⅵ.) and the occurrence rate 

of the expression that represents the fluctuation range of 

stock prices in the data used (TABLE Ⅶ). The red letters 

in TABLE VI and TABLE VII are the three selected from 

the lowest values. 

Looking at TABLE Ⅶ, we can see that there are 

several expressions that are never generated. As in the case 

of Short, if the training data is biased, the result will be like 

this, so it is desirable to have training data where all 

expressions are generated to some extent. Or it is necessary 

to review the expressions to be extracted. 

 

TABLE Ⅵ. THE NUMBER OF EXPRESSIONS THAT EXIST IN 

THE DATA 

Expression Xlong_move_std F-value 

Continue to rise  184 

Rebound 150 

Reactionary fall 147 

Continue to decline 111 

Lage rebound 24 

Large, continue to decline 24 

Small continue to decline 20 

Large Reactionary fall 17 

Small continue to rise 17 

Small reactionary fall 14 

Large continue to rise 13 

Small rebound 8 

 

TABLE Ⅶ. OCCURRENCE RATE OF THE EXPRESSION THAT 

REPRESENTS THE FLUCTUATION RANGE 

Expression Xlong_move_std F-value 

Large rebound 0.6 

Large reactionary fall 0.44 
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Large continue to rise 0 

Large continue to decline 0.63 

Small rebound 0 

Small reactionary fall 0 

Small continue to rise 0.46 

Small continue to decline 0.5 

 

VII. CONCLUSION 

In this paper, we extracted expressions related to the 

price movements of stock prices and their fluctuation 

ranges using the Nikkei Stock Average and NQN, learned 

the expressions and price movements by machine learning, 

and generated expressions for given stock prices. We 

compared the generated expressions with those extracted 

from the original article and verified which training data 

was superior in terms of correct answer rate and F value. 

In conclusion the results of the training data with two 

types of preprocessing implemented exceeded those of the 

previous study. This is thought to be due to the unification 

of similar expressions in the previous study. 

In addition, when generating expressions related to 

the range of variation of values, such as "大幅(Large)" and 

"小幅(Small)," it turned out to be difficult to generate them 

unless the training data contained this expressions with a 

certain degree of probability. 

Future tasks include setting the threshold for 

generating expressions related to the range of variation 

mechanically, creating better training data, and reviewing 

the expressions. 
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Abstract—This paper uses the meeting minutes of the Tokyo 
Metropolitan Assembly and the Ibaraki Prefectural Assembly 
to create a rule base for predicting the approval or disapproval 
of each faction, and to examine the effectiveness of methods for 
extracting opinions from the meeting minutes and methods for 
estimating when opinions cannot be obtained. In recent years, 
the voter turnout in Japan has been on a downward trend. In 
order to solve this problem, we conducted this research 
because we believe that it is necessary to present materials to 
judge the credibility of politicians' statements by clearly 
indicating in an easy-to-understand manner what kind of 
opinion each faction has on each proposition and the direction 
of its argument. In the Tokyo Metropolitan Assembly, we used 
the meeting minutes of the plenary sessions, and from the 
statements made during the meetings, we assumed that the 
opinion of the faction to which the speaker belonged was the 
opinion of "for" or "against" the proposal. As a method of 
estimating opinions, we created and verified several methods 
of estimating opinions when they could not be read. In 
addition to the method used in the Tokyo Metropolitan 
Assembly, the Ibaraki Prefectural Assembly implemented an 
estimation method that applied the opinions of the Assembly 
Steering Committee and an estimation method that used 
machine learning. As a result, in the Tokyo Metropolitan 
Assembly, the method that applied the opinions of the minority 
group obtained the highest value. For the Ibaraki Prefectural 
Assembly, the method that applied the members of the 
Assembly Steering Committee obtained the highest value. For 
the estimation of the Tokyo Metropolitan Assembly's opinion, 
there are similar studies that have recorded higher values, and 
further improvement in accuracy can be expected by using 
machine learning.  

Keywords- stance classification, Approval or disapproval 
forecast. 

I.  INTRODUCTION 
In this paper, we develop a system that allows each 

party to decide whether to support or oppose each proposal  
in a local assembly. 

In recent years, the voter turnout in Japan has been on a 
downward trend, with 51.28% in the last Tokyo 
Metropolitan Assembly election and only about 40% in the 
lowest years. The low voter turnout rate among people in 
their twenties is particularly noticeable, and in the Tokyo 
Metropolitan Assembly election of 2009, the turnout rate 

was 26.44%, the lowest of any generation. One possible 
reason for this is that it is difficult for young people to judge 
what kind of agenda, what kind of opinions, and what kind 
of discussions are going on in politics itself. It is not easy to 
watch all the meetings of the Diet or to read through the 
minutes, and we think this is the reason why people are not 
interested in politics. For this reason, we think that clearly 
indicating in an easy-to-understand manner what kind of 
opinion each faction has on each agenda item and showing 
the direction of their arguments would be a material for 
judging the credibility of politicians' statements. Looking at 
the minutes of a given meeting, it is not difficult to estimate 
the approval or disapproval of the major political parties, but 
it is difficult to estimate the opinions of the factions with a 
small number of seats, since they rarely make statements 
themselves. The goal of this research is to estimate the 
opinions of the political parties to which the politicians 
belong from their statements, and to calculate the approval 
or disapproval of each proposal.  

In section Ⅱ, we describe the implementation method of 
each experiment we conduct. Section Ⅲ  describes the 
experiments conducted in this paper, and the conclusion of 
this study is given in section Ⅳ. 

II. RULE BASED FOR STANCE CLASSIFICATION 

We talk about the rule based we used in the stance 
classification in this section 

A. Whole picture 

We scan the minutes of each meeting and detect whether 
the speaker agrees or disagrees with the proposal. If we are 
able to detect the approval or disapproval of a proposition, 
we take it as the opinion of the party to which the speaker 
belongs. If we are unable to obtain the approval or 
disapproval of the proposal being discussed, we assign an 
opinion to each group according to the rule base described 
below. We will take the approval or disapproval thus 
obtained as our response. 

B. How to process text and classify agree and disagree 

We input the plenary session minutes data and extract 
the remarks containing the bill number and their speakers. 
We use the minutes of the last day of each plenary session. 
We classify the minutes by speaker and content. We use 
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MeCab(Ver.0.996.2) to morphologically analyze these 
statements and get a list of strings. We scan this list and 
investigate whether there is a word "agree" or "disagree". If 
we find one or the other, we divide the list into two parts 
based on the location of the word. If we find “○○bill” and 
the bill number in the first sentence, we judge the 
proposition to be the opinion of the found phrase. We then 
repeat the same action in the following sentence. 

C. How to judge whether to agree or disagree of a 
proposal in the Tokyo Metropolitan Assembly 

1) Batch processing of bills 

There are some cases where a bill is described as " 
outside 〇〇  bill ".In this case, we convert the Chinese 
numerals in "〇〇" into alphanumeric characters. After that, 
we determine that the number plus one of the bills from the 
beginning of the bills whose Speaker is null in the minutes 
is an objection. For those proposals for which no opinion in 
favor or against was obtained by this method, we give the 
opinion of opposition to the Communist Party, which is 
often the opposition party, and the opinion of approval to 
the other parties provisionally. 

2) Judgment of approval or disapproval by ruling party 
or opposition faction 

In 1), we assigned affirmative opinions to the proposals 
on which no opinion was obtained. We now assign the 
labels of the ruling and opposition parties to the minority 
caucus and assign opinions accordingly. The minority group 
has very little to say during the assembly and it is difficult 
to extract approval or disapproval from the text of the 
meeting. For this reason, we collect the tendency of each 
minority group to agree or disagree with the opinion of the 
ruling party or the opposition party in advance, and assign 
opinions for or against each minority group accordingly. 
We estimated this tendency from Wikipedia's Tokyo 
Metropolitan Assembly page [9] and training data, and then 
we used the following data , a dictionary was created. We 
grant approval or disapproval if no approval or disapproval 
is obtained. For minority parties, we refer to the dictionary 
we created. A faction that is presumed to have "oppositional 
tendencies" is assigned the same opinion as the Communist 
Party, which is often the largest opposition party, as the 
opinion of that faction. This assigns an opinion to the 
minority party. 

3) Decisions for and against by the ruling and opposition 
factions 

We consider, as in 2), the manner in which opinion is 
presumed for the minority group. At the first meeting of 
each year of the meeting minutes, there is a discussion of 
the proposed budget. This budget proposal includes the 
"General Fund" and "Water Utility Account" and often the 
same budget proposal is discussed each year. We also 

estimate that all political parties often have a same opinion 
on this budget proposal every year. We gather from the 
Training data which budget proposals the various factions 
disagree with each year and create a dictionary. Using this 
dictionary, we determine whether the parties in question 
have ever held opposing views on the budget proposal, and 
if so, we assign opposing views to it as well. 

D. How to judge whether to agree or disagree of a 
proposal in  Ibaraki Prefectural Assembly 

1) Judgment of approval or disapproval by ruling party 
or opposition faction 

We use the same method as in 2) to estimate agree or 
disagree. We use the training data to estimate whether the 
various factions tend toward the ruling party or the 
opposition party. We assign the same approval or 
disapproval to parties that are estimated to be "opposition 
leaning" as to the Communist Party, which is often the 
largest opposition party. We thus assign an opinion to the 
minority party. 

2) Judgment using the minutes of the Parliamentary 
Steering Committee 

At the Steering Committee meeting, each faction 
expresses its opinion in favor of or against the proposal. The 
attitude of each faction is described in order to ask the 
faction in favor to raise their hands when the vote is taken in 
the plenary session. We infer approval or disapproval from 
the confirmation of attitudes after the phrase "the vote will 
be taken by division" in the meeting minutes. We first 
extract each part of the agenda that is being voted on.  There 
are cases where many bills are voted on at once, and cases 
where only a few are voted on. When we see the notation 
"Bills No.○○or ○○ .", we handle the whole series of 
propositions from the first to the last one. We assign an 
opinion to each of these proposals. If there is the word 
"abstaining from voting" we label the group in that sentence 
as having no opinion. If it contains the phrase " A summary 
of the decision " we will label all factions in favor. If the 
wording is "rejection " the Communist Party will be labeled 
as in favor, and all other parties will be labeled as against. If 
there is a " showdown vote " we give the label of "remove" 
to the party described before the "except" language, if any, 
and the label of "for" to the other parties. If there is no 
"Remove" language, we give the label "agree" to the faction 
described before the " raising one's hand " and the label 
"disagree" to all others. 

3) Rule base for Predicting Pros and Cons Using BERT 

In this section, we use  Bidirectional Encoder 
Representations from Transformers (BERT) to find the cos 
similarity of the opposing proposals and predict the 
approval or disapproval based on it. BERT(Bidirectional 
Encoder Representations from Transformers))\ is a model 
announced by Google in 2018, in which a learning model 
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pre-trains a large amount of text data and can be applied to 
various tasks such as text understanding and sentiment 
analysis. There are two types of pre-training: one is to use 
the representation vector obtained from the pre-training as 
one of the features, and the other is to use the parameters 
obtained from the pre-training as initial values for the 
weights. In this experiment, we use the BERT(Bidirectional 
Encoder Representations from Transformers) pre-trained 
model [cl-tohoku/bert-base-japanese-whole-word-masking]. 
We first collect the bills that are opposed by each faction. 
We then compare them with the names of the bills in the 
currently estimated assembly. Using a pre-trained model, 
we extract the features of each proposition name. We 
calculate the cos similarity of the extracted features. If the 
similarity is 0.98 and 0.99, we also label the proposition as 
opposed. We collect the opposing bills from the first 
meeting in 2019 to the second meeting in 2020 after the 
election in 2008. We compare the names of the bills by 
deleting the parts of the bills that are not related to the 
contents of the bills, such as "HEISEI ○○ Fiscal year". We 
will compare the opposing bills with the bills submitted by 
the legislative bodies that we are judging. 

4) Rule base for Predicting pros and cons using machine 
learning for BERT with training data. 

In this section, we will build a machine learning/deep 
learning model to train the tendency of dissenting opinions 
of the Communist Party, and estimate it using the training 
results. We first create training data, in order to grasp the 
tendency of opposition to a particular proposition when the 
opposition to that proposition is also opposition to a 
particular proposition. For each opposing proposition, we 
collect related opposing propositions and label them as 
correct, and for unrelated propositions, we label them as 
incorrect. This training data is then used for learning. We 
use BERT(Bidirectional Encoder Representations from 
Transformers) to do the training. We apply this learning 
result to output the probability value of the target 
proposition. We set a threshold value of 0.5, and label the 
proposals whose probability value exceeds this value as the 
opposite. 

III. EXPERIMENTS 
In this section, we describe the experiments we 

performed and their results. 

E. Date 

1) Tokyo Metropolitan Assembly 

The data to be used are the Tokyo Metropolitan Assembly 
meeting minutes (from the fourth regular session in 1999 to 
the first regular session in 2019), the Test data question file 
(4551 questions), and the Training data question file (23321 
questions), as given in the Stance classification task in 
NTCIR15. The question file of Training data (23321 
questions) is used. In this question file, the information of 
the meeting and the name of the agenda are described. 

2) Ibaraki Prefectural Assembly 

The data to be input will be the minutes of the last day of 
each session of the Ibaraki Prefectural Assembly (the 4th 
session of 2011 to the 2nd session of 2020) and the 
Assembly Steering Committee (the 1st session of 2016 to 
the 2nd session of 2020). The training data will be created 
from the period from the 4th session in 2011 to the 2nd 
session in 2020. In addition, a dictionary of opposing bills 
of each group (the 1st session of 2019 to the 2nd session of 
2020) will be used. 

F. Result 

1) Tokyo Metropolitan Assembly 

Four experiments will be conducted. ① When no one 
votes for or against a proposal submitted by the governor, 
the Communist Party is given an opposition opinion and the 
other factions are given an affirmative opinion. ②In the 
case where the opinion of approval or disapproval is not 
obtained for a proposal submitted by the governor, the 
opinion of approval is given to all the factions. ③  In 
addition to ② above, if the process of " outside 〇〇 bill " 
is given. ④ In addition to ③ above, when the minority 
party is given information on the tendency of the ruling and 
opposition parties. ⑤ In addition to ③ above, when the 
minority party is given information on the proposed budget. 

The experimental results are summarized in Table 1. 
 

TABLE I. TOKYO METROPOLITAN ASSEMBLY EXPERIMENT 

accuary total match miss

① 0.9457 4307 4073 234

② 0.8870 4541 4028 513

③ 0.9604 4541 4361 180

④ 0.9639 4541 4377 164

⑤ 0.9604 4541 4361 180  
The method in ① predicted that the Communist Party 

would often take the position of the opposition party and 
oppose proposals submitted by the governor. Comparing the 
results of ① with those of ②, there was an improvement in 
accuracy of 6.15%. This is a result of the fact that the 
Communist Party also often gives its opinion in favor of the 
proposals submitted by the governor. In method ③, there 
was an improvement of 1.19% in accuracy. In method ④, 
we predicted the tendency of minority groups that could not 
speak and assigned an opinion. As a result, the highest 
performance was obtained, with an improvement of 0.35% 
over ③. The accuracy of ⑤ was the same as the accuracy 
of ③. The combined accuracy of the functions of ④ and ⑤ 
was 96.39%. This result confirms that the performance of 
④ and⑤ overlap or the usefulness of the method in ⑤ is 
low. 

2) Ibaraki Prefectural Assembly 
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Seven experiments will be conducted.(1) When the label 
of agree is given when agree or disagree is not obtained. (2) 
When the opinion of the minority group is given. (3) When 
the minutes of the Assembly Steering Committee are used. 
(4) (5) Using BERT (Bidirectional Encoder Representations 
from Transformers), with a threshold of 0.98 and 0.99 to 
predict approval or disapproval. (6) (7) In the case of 
predicting approval or disapproval with the results of 
machine learning with 20 and 100 EPOCs of BERT 
(Bidirectional Encoder Representations from Transformers) 
using training data.The experimental results are summarized 
in Table 2. 

 
TABLE II.  RESULTS OF THE IBARAKI PREFECTURAL ASSEMBLY 

BERTEXPERIMENT 

 
The highest accuracy and precision was obtained in 

experiment 2. It was found that the Parliamentary Steering 
Committee of the Ibaraki Prefectural Assembly could obtain 
the approval or disapproval of a proposal with a high 
probability. Among the methods used to estimate the 
approval or disapproval, the highest accuracy was obtained 
with the method set to 0.99 in (5). Compared to the 
formulation of 0.98, which used the same cos similarity, the 
number of wrong answers decreased by about 21. Since the 
number of correct objections has decreased, but the number 
of wrong objections has also decreased, we believe that 
99% is an effective setting for the decision threshold. 

IV. CONCLUSION 
In this paper, we proposed a method for estimating the 

approval or disapproval of a faction for an agenda item from 
its statements, based on the minutes of the Tokyo 
Metropolitan Assembly and the Ibaraki Prefectural 
Assembly. In the Tokyo Metropolitan Assembly, we tested 
three techniques as estimation methods and compared their 
performance. One was to examine the way opinions were 
given when they were not obtained. The second was the 
estimation of opinions using a dictionary of the ruling and 
opposition parties to the minority party. Finally, we created 
a dictionary of budget proposals for the minority party and 
estimated opinions based on it. We examined the accuracy- 
of each method and investigated which method would result 
in the highest accuracy. As a result, the model with the 
highest accuracy was the one that used the ruling and 
opposition party dictionaries for the minority faction, which 
provided the highest performance with a correct answer rate 
of 96.39%. 

For the Ibaraki Prefectural Assembly, we tested the 
method using our own rules and the method using BERT 
(Bidirectional Encoder Representations from Transformers). 
The method that collects opposing proposals in advance and 
directly asks for similarity to the proposals was effective. 
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Abstract— Word Sense Disambiguation (WSD) aims to find an 
appropriate meaning of ambiguous words in a particular 
context. Traditional supervised WSD methods rarely take into 
account lexical resources, such as WordNet, but recent studies 
have shown the effectiveness of incorporating glosses into neural 
networks for WSD. However, since most of this research is 
based on WSD, such as English, it has not been shown whether 
Japanese gloss information, such as a Japanese dictionary is 
effective for WSD. In this study, we aim to evaluate the 
effectiveness of using glossary information of the Japanese 
dictionary for WSD. As results of experiments, we found it 
effective to use glosses of the Japanese dictionary in WSD. 

Keywords-WSD; Japanese Dictionary; Machine Learning. 

 

I.  INTRODUCTION 

In this section, we present the purpose and background of 
our research. 
A. Research background 

A word may have multiple meanings depending on its 
context. For example, the word "合う" has multiple meanings, 
such as "同じ動作をする" (Do the same action), such as "あ
なたと話し合う"(Talk to you) and "一致する"(Match), 
such as "意見が合う"(To agree in opinion). Thus, there is 
WSD, a basic task of Natural Language Processing (NLP) 
aimed at finding the exact meaning of ambiguous words in a 
particular context. 

WSD has been studied in various ways[1][2] to date, and 
there are several approaches. Knowledge-based techniques [3] 
use lexical knowledge, such as glosses, to infer the correct 
meaning of the meaning of ambiguous words in context. 
However, the biggest drawback of knowledge-based methods 
is that they perform worse than supervised methods. Also, 
supervised methods usually train separate classifiers for words. 
Therefore, we cannot easily extend to the WSD task of words 
which ambiguate all polysemes in the text. In addition, in the 
neural-based method, only the local context of the target word 
is considered, and it becomes impossible to distinguish the 
minority meaning which is not in the training data. 

 In recent years, Huang et al. [4] conducted experiments 
using several English word WSD benchmark datasets with 
glosses using a technique called “GlossBERT” to construct 

context-gloss pairs and showed that this approach 
significantly outperformed state-of-the-art systems. 

 
B. Purpose of research 
In this study, in order to solve the problem of the above 
background, the purpose is to analyze whether the use of the 
gloss of the Japanese dictionary is effective or not by creating 
data in which the gloss of the Japanese dictionary is combined 
with the example sentence whose semantic meaning is known 
in the WSD system. By using glosses in the Japanese 
dictionary, it is possible to capture information about meaning 
that does not exist in the training data, and it is possible to 
capture detailed meaning differences between meanings. 

 In Section 2, we describe the proposed method. In Section 
3, we describe the experiments conducted in this research. In 
Section 4, we discuss the experimental results in Section 3. In 
Section 5, we describe the conclusion and future work of this 
research. 

II. METHODS 

This section describes the proposed WSD using glosses of 
Japanese dictionaries in WSD systems. 

 

A. System overview 

The WSD method proposed in this paper uses glosses of 
Japanese dictionaries in WSD systems. We show the general 
execution order of the proposed method in Figure 1. 

First, training data combining Japanese dictionary glosses 
and example sentences are created. 

Next, the prepared training data and the test data to be 
compared are converted into a context vector by using BERT 
(NWJC-BERT). Therefore, the data was morphemically 
analyzed and converted to a lexeme of Unidic, and then 
converted to a context vector by BERT. 

Then, the cosine similarity between the CLS vector of the 
converted training data and the object word vector of the test 
data, and the cosine similarity between the object word vector 
of the training data and the object word vector of the test data 
are respectively obtained, and their average values are 
obtained, and the values become evaluation values. The 
number of evaluation values obtained in this process is the 
number of training data and the number of combinations of 
test data per target word. 
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Finally, we compare the obtained evaluation values, and 
the meaning of the target word of the training data 
corresponding to the maximum value becomes the meaning of 
the target word of the test data. 

 
 

Figure 1. The general execution order of the proposed method 
 

B. Description of the usage data  

The target words in this study are 50 target words that are 
SemEval 2010 Japanese WSD task data (Okumura, Shirai, 
Komiya, Yokono, 2010). As the use data, 50 pieces of 
example sentence data using the word as training data and test 
data are respectively prepared from the modern Japanese 
written language balanced corpus (BCCWJ), and the Iwanami 
Japanese dictionary is used as the Japanese dictionary. This 
dictionary is the data distributed in SemEval -2010: Japanese 
WSD task. 

 

C. Preparation of training data 

First, when creating training data using the meaning 
glosses of the Japanese dictionary this time, the meaning and 
example sentence are extracted from the meaning definition 
sentence of the Iwanami Japanese dictionary. The format of 
the Iwanami Japanese Dictionary used this time is shown in 
Figure 2. The part enclosed by “「」” in the gloss is an 
example sentence, and the“ - ” part is used as one example 
sentence by complementing with a headword. In addition, the 
parts enclosed by “(())”, “<<>>” and the parts following 
“▽” were judged to be irrelevant and removed. A sentence 
separated by the rest of the punctuation marks is used as one 
meaning. For example, if it is 166 − 0 -2 -3 − 0 in Figure 2, 

the meaning of the word is "物事に出会う。"(Encounter 
things), and the example sentence is "雨に遭う"(Get rain) or 
"ひどい目に合う"(Go through a bitter experience).  Next, 
the definitions extracted from the Japanese dictionary and 
example sentences of example sentences and training data 
extracted from the Japanese dictionary are combined one by 
one to form one data. The format of the data is “gloss
「example sentence」 ” as shown in Figure 3. 

 

 
 

Figure 2. Format of Iwanami Japanese Dictionary 
 

 
 

Figure 3. Format of the created training data 
 

D. Cosine similarity 

 In this study, we use cosine similarity [5] as a method to 
calculate similarity between vectors. We can calculate the 
cosine similarity with the following equation. The closer the 
maximum value is to 1, the more similar the vectors are. 

cos(𝑝, �⃗�) =
𝑝 ∙ �⃗�

|𝑝| ∙ |�⃗�|
 

 
In the present method, a plurality of vectors, such as a CLS 
vector of training data and a target word vector of test data, 
and a target word vector of training data and a target word 
vector of test data are compared by one combination of the 
training data and the test data. Therefore, we determined the 
cosine similarity and used the average value as the evaluation 
value. 

III. EXPERIMENT 

In this section, we present the objectives, methods, and 
results of this experiment. 

 

A. Purpose of the experiment 

In this study, glosses of 50 test data sentences of 50 target 
words (Okumura, Shirai, Komiya, Yokono, 2010), which are 

48Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-874-7

eKNOW 2021 : The Thirteenth International Conference on Information, Process, and Knowledge Management

                            59 / 89



SemEval 2010 Japanese WSD task data, are determined up to 
the middle classification of Iwanami Japanese Dictionary 
using glosses of Japanese dictionaries in WSD systems. By 
doing so, we aim to verify the effective-ness of using glosses 
in Japanese dictionaries compared to when they are not used. 

 

B. Experimental Methods 
An experimental method based on the proposed method is 

presented. 
1) Creating data using glosses 
 In this experiment, we experimented by changing the 

method of separating the example sentences of the training 
data, which was added after the meaning. This is because the 
length of the example sentence in the training data is not 
constant, and it is expected that when the sentence becomes 
long, there will be parts which are not related to the judgment 
of meaning. Table 1 below shows how to separate the example 
sentences used this time.  

 
TABLE I. LIST OF HOW TO SEPARATE EXAMPLE SENTENCES 

 

 
 

2) Target for comparison with test data 
 In this experiment, the average value of the cosine 

similarity between the target word vector of the test data and 
the target of comparison of the training data is used as the 
evaluation value. However, we are experimenting with 
different targets for comparison. In this study, we conducted 
experiments using two patterns: one with CLS vector and the 
other without CLS vector. This is because, since the target 
word is basically in the example sentence, the target word 
vector is considered to be more influenced by words around 
the example sentence, and the CLS vector is considered to 
reflect more the semantic context when it is added to the 
vector comparison object of the whole sentence. 
3) Evaluation Method 
 In this experiment, the test data consists of 50 words as 

de-scribed in Section 2.2, and there are 50 data items per word. 
We compared them with the training data, determined the 
evaluation value, determined the meaning of the training data 
which became the maximum value as the meaning of the test 
data, and obtained the correct answer rate. We then 
determined the average of the correct answers of 50 words. 

 

C. Results 

First, Table 2 below shows the average of the correct 
answer rates of 50 words using training data that does not use 
Japanese dictionary glosses, which is the object of 
comparison with this method. 

 
TABLE II. AVERAGE OF CORRECT ANSWER RATE OF WSD 
WITHOUT GLOSSES OF JAPANESE DICTIONARY  

 

 
 

In order to show the effectiveness of glosses, we compare 
it with the method of supervised learning which does not use 
glosses of Japanese dictionary. We use a Multi-Layer 
Perceptron (MLP) as a classification model to learn training 
data and estimate the glosses of test data. In this method, the 
number of nodes in the middle layer is set to 50, the stochastic 
gradient descent method is used as an optimization method, 
the number of epochs as the number of learning iterations is 
set to 50, and the batch size is set to 200. Since the training 
data was small and the values were unstable with each 
execution, we conducted six tests to find the average value. 
The experimental results are shown in Table 3 below. 

 
TABLE III. SUPERVISED LEARNING WITHOUT GLOSSES（MLP） 

 

 
 

Next, the experimental results based on this experimental 
method are shown in Table 4 below. 

 
TABLE IV. AVERAGE OF THE CORRECT ANSWER RATES OF WSD 
USING GLOSSES OF JAPANESE DICTIONARIES 

 

 
 

case [CLS] vec + target word vec target word vec

A 78.88% 78.32%

B 79.28% 79.16%

C 78.36% 79.24%

D 78.52% 79.16%

E 79.20% 79.68%

F 78.28% 79.44%
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 As a result, the highest percentage of correct answers was 
79.28% for "case B" in the case of “CLS vector and target 
word vector” and 79.68% for “target word vector” in the case 
of “case E”. 

Comparing Table 2, Table 3, and Table 4, it can be seen that 
the method using glosses is more accurate. 

IV. DISCUSSION 

 From the experimental results, the WSD using the gloss 
of the Japanese dictionary was slightly more correct than the 
WSD without the gloss. From this, we believe that it is 
effective to use glosses in WSD. 

 When the division method was changed, the word with 
the highest correct answer rate was "case B" with 79.28% in 
the case of "CLS vector and target word vector," and the word 
with the highest correct answer rate was "case E" with 79.68% 
in the case of "target word vector.". We think that this is 
because not only the gloss but also the example sentence had 
to be established as a sentence to some extent in order to 
consider the CLS vector and the target CLS word vector. In 
addition, in the case of the “target word vector”, since a higher 
rate of correct answers is generally obtained when the words 
are separated by the number of words before and after the 
punctuation mark than when they are separated by the 
punctuation mark, we think that it is effective for example 
sentences to always have the context of words. 

Based on these results, we think that by punctuating with 
the number of preceding and following phrases, we can 
maintain the context of the word to some extent while making 
it possible to maintain the context of the word, and thus we 
can further increase the rate of correct answers. 
This time, the meaning of the word was judged by obtaining 
the cosine similarity of the object word vector. However, we 
expect improvements by using of MLP for semantic analysis. 
In addition, there was a bias in the number of examples 
depending on the meaning of the word. In addition, we expect 
improvements by increasing the amount of data and using 
related words because there are few or short definitions for a 
single meaning. 

V. CONCLUSION AND FUTURE WORK 

 In this study, we conducted experiments to analyze 
whether it is effective to use glosses of Japanese dictionaries 
in WSD systems. In the experiment, we divided the 
comparison object with the object word vector of the test data 
into two types, the case in which the object word vector of 
the training data and CLS vector of the training data are 
included and the case in which it is not included. In addition, 
when combining meaning and example sentences, we 
changed the way of separating example sentences into six 
types. 

 As a result of the experiment, it was possible to obtain a 
higher correct answer rate of the data using the gloss, when 
the object to be compared with the object word vector of the 
test data includes the object word vector of the training data 
and the CLS vector of the training data, and when it does not 
include them. Therefore, we confirmed the effectiveness of 
using glosses of Japanese dictionaries  in WSD systems. 

 Future work will include using other semantic methods, 
such as MLP, scrutinizing the data used, and increasing the 
amount of data. 
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Abstract— One of the most important sources of investment 

decisions in the stock market is the textual data contained in 

securities reports by companies. Investors consider investment 

strategies based on the information. However, since these text 

data are updated and published every day, it takes a great deal 

of time and money to read through and obtain information from 

all of them. In this study, we devised a method for extracting 

causal expressions from multiple sentences in securities reports.  

We extracted candidate causal expressions using clue 

expressions, and trained SVM (Support Vector Machine) by 

combining the similarity with the previous sentence and 

common phrases with the features obtained from a single 

sentence and verified how effective the method is. The 

effectiveness of the newly added features of inter-sentence 

similarity and common usage was confirmed. 

 

Keywords-causal relationship extraction; securities report; 

pattern recognition 

I. INTRODUCTION 

One of the most important sources of investment 
decisions in the stock market is the text data contained in 
news reports, newspaper articles, financial summaries, and 
securities reports released after the end of a company's fiscal 
year. These text data contain important information. The 
information has a significant impact on a company's 
performance, such as past and current business results and 
initiatives, future prospect, development of new products, 
anticipated impact from overseas and political events, and 
measures to deal with scandals that have been discovered. 
This information can be used by investors to formulate 
investment strategies. 

Since these text data are updated and published daily, it 
takes a great deal of time and money for investors to read 
through and obtain all the information. In the past, it was 
difficult to structure such text data, so investors could only 
obtain the content by reading it directly. 

In recent years, there has been a great deal of research in 
the fields of machine learning, artificial intelligence, and 
natural language processing to efficiently extract the desired 
information from text. These include research on 
automatically obtaining expressions that influence business 
performance by focusing on single sentences that indicate 
business performance factors in securities reports and using 
keywords that provide clues to sentence structure and causal 

relationships in Japanese[1], and research on extracting 
causal relationship sentences from newspaper articles by 
focusing on sentence structures that contain causal 
relationships.[2] 

These studies mainly focus on extracting causal 
expressions consisting of single sentences, and when causal 
relationships are described in more than two sentences in 
securities reports, they are often excluded from the analysis, 
and there are few studies that extract causal expressions 
spanning two sentences. Therefore, this study devised a 
method for extracting causal expressions spanning two or 
more sentences from securities reports and verified the 
effectiveness of the inter-sentence similarity and common 
usage used in the features for SVM. 

In Section 2, we introduce the research and related 
methods relevant to this study. In Section 3, we explain the 
flow of the method devised in this study and the features used 
for machine learning. In Section 4, we show the experimental 
method using the research method, and in Section 5, we 
present the results. Section 6 discusses the results, and 
Section 7 concludes the study. 

II. RELATED WORKS AND METHODS 

This section presents the related works and methods related 
to our research. 

 

A. Related works 

In the study by Sato et al. [1], a discriminant model of 
causal sentences for single sentences was constructed using 
text data contained in the securities reports of the companies 
that make up the TOPIX 1000 from 2008 to 2016. Here, for 

example, in the sentence “猛暑日が連続したため、飲料水
の売上が伸びた。” (Sales of drinking water increased due 

to a series of extremely hot days.), “ため” (due to) is used as 

a clue expression as it is an important clue to indicate 
causality and is used to obtain candidate causal sentences 
from the target text data. Also, referring to the study by Sakaji 
et al. [2], we extracted features from candidate causal 
sentences using four features: particle pairs, clue expressions 
in sentences, morphological unigrams, and morphological 
bigrams, and constructed a discriminant model using SVM. 

In the study by Sakaji et al. [2], based on the clue 
expressions obtained from the Nikkei Shimbun newspaper 
from 1990 to 2005, the expression patterns of causal 
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relationships and clue expressions were classified into five 
patterns, and a discriminant model was constructed using 
SVM while filtering the clue expressions (to remove the cases 
where the clue expressions have non-causal relationships).  

In the study by Sato et al. [1], the objective was to extract 
from securities reports, but only single-sentence causal 
relationship was targeted, and causal relationships spanning 
multiple sentences were excluded from the target data. In 
addition, the study by Sakaji et al.[2] included up to two 
sentences in the sentence structure pattern, but the target data 
was the Nikkei Shimbun, not Securities reports and the 
feature extraction was based on the features that can be 
extracted from a single sentence. The results of their 
experiment were a fit rate of 0.68, a recall rate of 0.59, and 
an F-value of 0.63. 

 

B. Morphological analysis 

Methods such as splitting a sentence into words, 
generating a vector based on these words ,and using it as 
input for machine learning is often used in NLP(Natural 
Language Processing). Japanese is not divided into words 
like English. So it needs to be divided to the word level, and 
this is done by a morphological analyzer. 

MeCab is an open source morphological analyzer 
developed through a joint research unit project between the 
Graduate School of Informatics, Kyoto University and the 
Communication Science Laboratories of Nippon Telegraph 
and Telephone Corporation. For example, the morphological 

analysis of” 当社グループにとって過去最高の結果とな
った “(The results were the best for our group.) by MeCab is 

shown in Figure 1. 
 

C. Engagement analysis 

Engagement analysis (syntactic analysis), which is the 
process of analyzing modification relationships at the word 
level and in clauses, is the process of analyzing the structure 
of a sentence. In this study, we used CaboCha, a Japanese 
clause analyzer. CaboCha is based on SVM. 

For example, Figure 2 below shows the result of using 

CaboCha to analyze the phrase “当社グループにとって過
去最高の結果となった” (The results were the best ever for 

our group.”) 
Using CaboCha, the sentences are listed by clause with a 

set of clause IDs that indicate the clauses to be engaged. This 
method is used to obtain the relationships between sentences 
and clauses, which are used as part of the input to SVM. 

To make the list, we used the tree structure obtained by 
analysing sentences with CaboCha.The tree structure is 
shown in Figure 3. From the chunk and its link in the tree 
structure, it is possible to obtain information on Japanese 
clauses and their destinations. 

An example of a list obtained by the above method is 
shown in Figure 4. The "c" represents a clause, and the "to" 
indicates the  ID of the destination. A value of -1 indicates that 
there is no target. 

 

 
 

Figure 1.  Examples of Morphological Analysis 
 
 
 

 
Figure 2.  Example of Engagement Analysis 

 
 
 

 
Figure 3.  The tree structure of Cabocha 
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Figure 4.  Example of list that can be retrieved. 

 
The list obtained by this method is used to extract syntactic 

features of sentences. 
 

III. EXTRACTION OF CAUSAL RELATIONSHIPS USING CLUE 

EXPRESSIONS 

In this paper, after extracting candidate causal sentences 
from securities reports issued by three companies (Nissan, 
Honda, and Toyota) using clue expressions, we propose a 
causal relationship extraction method that adds inter-sentence 
similarity as a feature and common usage as a new feature to 
the features used in existing research and uses them as input 
to SVM. In addition, we show the data used in this study. 

 

A. Overview of the Proposed Method 

The rough execution sequence of the proposed method in 
this study is shown in Figure 5 below. 

The first step is to extract the items “業績等の概要” 

(Summary of business performance), “対処すべき課題” 

(Issues to be addressed), and “事業等のリスク” (Business 

risks) from the securities reports issued by three companies 
(Nissan, Honda, and Toyota), which contain sentences related 
to business performance, and then to extract candidate causal 
sentences containing clue expressions and the sentences 
immediately preceding them. 

 In the related study shown in Section 2, the clue 
expressions for extracting single sentence causal relationship 
candidates were determined, so they cannot be used directly. 
The clue expressions used in this study are those that were 
determined to be possible clue expressions in the case of a 
causal relationship spanning two sentences from the securities 
reports of the three companies mentioned above. Next, the 
obtained candidate causal sentences and the sentences 
immediately before them are assigned positive labels if they 
are causal relationships spanning two sentences, and negative 
labels if they are not. Finally, we obtain particle pairs, 
included clue expressions, morphological unigrams, and 
morphological bigrams from the sentences containing the clue 
expressions, and when all the obtained features are arranged, 
we assign 1 to the features included in the sentence and 0 to 
the features not included. The inter-sentence similarity with 
the immediately preceding sentence and the features of 

common usage are also added to the features and input to 
SVM. 

By comparing the above method with the existing methods, 
we verify the effectiveness of the method for extracting causal 
relations across two sentences from the target securities report. 

 
 

Figure 5.  Flow of the proposed method 

 

B. The data used in this study 

The data used in this study are Nissan's securities reports 
for fiscal years 2000, 2004, 2005, 2007~2019, Honda's 
securities reports for fiscal years 2007~2019, and Toyota's 
securities reports for fiscal years 2003~2020. From these 

reports, the following items were included "業績等の概要
"(Summary of business performance), "対処すべき課
題 ”(Issues to be addressed), and "事業等のリスク
"(Business risks) including text that specifically discusses 
business results. The wording and structure of the securities 
reports of the same company do not change significantly from 
one year to the next. Therefore, the extraction of cause-and-
effect expressions describing factors and results using clues 
is easier than in news articles. 

 

C. Extraction of causal expression candidates 

It is necessary to appropriately extract causal candidate 
sentences securities reports. Considering that clue 
expressions appear especially at the beginning and end of 
sentences in the case of causal candidate sentences that span 
two sentences, we surveyed securities reports and selected 
many expressions that appear at the beginning and end of 
sentences, referring to the clue expressions in the study by 
Sakaji et al.[2] 

Figure 6 below shows the original clue expressions 
selected in this study.Based on these clue expressions, causal 
candidate sentences are extracted from the target part of the 
securities report. 
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Specifically, if a sentence contains a clue expression, the 
sentence and the immediately preceding sentence are 
extracted as causal candidates spanning two sentences. 

 

 
Figure 6.  Selected clue expressions 

 

D. Features used 

In this study, we used particle pairs as syntactic features, 
and cue expressions in sentences, morphological unigrams, 
morphological bigrams, inter-sentence similarity, and 
common usage as other features.To obtain particle pairs, we 
used CaboCha to group morphemes into clauses, and 
extracted particle pairs based on the clause id of the target 
sentence.For morphological unigrams and morphological 
bigrams, those with a frequency of 100 or more were used at 
the stage of arranging the overall features. 

The inter-sentence similarity is the value calculated for 
the similarity between two sentences. The calculation method 
was based on Yamamoto et al's study [3]. In the case of cause-
and-effect sentences that span two sentences, the content 
(result or cause) of the immediately preceding sentence tends 
to be supplementary to the content of the following sentence. 
Therefore, the similarity between the two sentences was 
calculated by focusing on the nouns, adjectives, and verbs 
that appeared in the previous sentence, without considering 
the sentence structure such as particle pairs. 

Common usage are phrases (nouns, adjectives, verbs) that 
are common to the previous sentence. The feature of the 
common usage to be input to the SVM is 1 if the causal 
candidate sentence has that usage as a common usage, and 0 
if it does not. 

For the extraction of nouns, adjectives, and verbs in the 
sentences, we used the part-of-speech information from the 
MeCab analysis results. 

Table 1 below shows an overview of the features. 

 
TABLE I. OVERVIEW OF FEATURES 

Feature name Overview 

Pairs of 

particles 

All pairs of particles (excluding 

redundancies), with the particle in the 

phrase containing the clue expression 

(the core phrase) as the front particle 

and the particle in the phrase 

pertaining to the phrase to which the 

core phrase is applied (the base phrase) 

as the back particle. 

Clue 

expressions in a 

sentence 

Clue expressions contained in the 

target sentence 

Morphologic

al uni-gram 

A unigram obtained by 

decomposing candidate sentences 

containing causal relations with a 

morphological analyzer. 

Morphologic

al bi-gram 

A bigram obtained by decomposing 

candidate sentences containing causal 

relations with a morphological 

analyzer. 

Inter-sentence 

similarity 

The sentence immediately before 

the sentence containing the clue 

expression is 𝑆𝑖 .the sentence 

containing the clue expression is 

𝑆𝑗 .There is a high possibility that 𝑆𝑖 

and 𝑆𝑗  have a common word in the 

cohesion by use. Therefore, the value 

expressed in the following equation is 

the inter-document similarity. 

 

𝑇(𝑆𝑖): Word sets of nouns, verbs, 

and adjectives in sentence 𝑆𝑖. 

Common 

usage 

As with inter-sentence similarity, it 

is a feature related to the usage (noun, 

adjective, verb) that is common to the 

previous sentence. 

Unlike inter-sentence similarity, it 

extracts the usage itself that is common 

to the previous sentence. 

 

 

E. Input to SVM 

For each candidate causal sentence extracted based on the 
clue expressions, the features can be obtained. 

𝑠𝑖𝑚 (𝑇(𝑆𝑖), 𝑇(𝑆𝑗))

=  
|𝑇(𝑆𝑖) ∩ 𝑇(𝑆𝑗)|

√|𝑇(𝑆𝑖)𝑇(𝑆𝑗)|
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For the input to the SVM, the features were arranged 
without overlap, except for the inter-sentence similarity, and 
a vector was created with 1 if the feature obtained from each 
candidate causal sentence was included and 0 if it was not. 

 

IV. EXPERIMENTS 

The experimental procedure based on the proposed 
method is shown. 

A. Data Set 

The data used in this study are Nissan's annual securities 
reports for fiscal years 2000, 2004, 2005, 2007~2019, Honda's 
annual securities reports for fiscal years 2007~2019, and 
Toyota's securities reports for fiscal years 2003~2020. 

B. Settings 

The candidate causal sentences were extracted using the 
clue expressions shown in Figure 6. The extracted text was 
extracted line by line and saved in csv format as sentence1 for 
the sentence immediately before the clue expression if it was 
included, and sentence2 for the sentence including the cue 
expression. After that, we manually assigned labels to the 
saved csv files: 1 if there was a causal relationship between 
sentence1 and sentence2, and 0 if there was not. 

As a result of the extraction, we were able to extract 3879 
sentences from the target securities reports as candidate 
sentences for causal relationships spanning two sentences, of 
which 989 sentences were assigned positive labels and 2890 
sentences were assigned negative labels. The features shown 
in the proposed method 3.4 were used as the features of each 
sentence. 

We used train_testsplit to split the training data and test 
data, and test size was set to 0.3. To avoid data bias, we used 
the stratify parameter. In addition, cross validation was used 
to reduce overtraining. The kernel of the SVM model was 
linear, and the value of the regularization C was 10. 
 

V. RESULTS 

The results of an experiment conducted based on the 
experimental method are shown below. 

 

A. Results of existing methods 

In order to make comparisons, we also conducted 
experiments without the addition of the features we devised 
in this study, and experiments with only one of the two new 
features.The results are shown below in tabular form. 

Table 2 shows the result of existing methods. 
 
 
 
 

TABLE II. RESULTS OF EXISTING METHODS 

 

Count Accuracy Precision Recall F-
measure 

1 0.925 0.860 0.843 0.851 

2 0.925 0.855 0.851 0.852 

3 0.931 0.865 0.867 0.865 

4 0.914 0.832 0.833 0.832 

5 0.921 0.849 0.842 0.845 

Ave 0.923 0.852 0.847 0.849 

 
 

B. Results of the proposal method 

 Table 3 below shows the result of our proposal methods. 

 
TABLE III. RESULTS OF THE PROPOSAL METHODS 

 

Count Accuracy Precision Recall F-
measure 

1 0.934 0.875 0.864 0.869 

2 0.941 0.888 0.880 0.883 

3 0.931 0.862 0.872 0.867 

4 0.931 0.868 0.864 0.866 

5 0.926 0.855 0.856 0.856 

Ave 0.933 0.87 0.867 0.868 
 
 

C. Results of the proposal methods (using only common 
Ftausage as new feature) 

TABLE IV. RESULTS OF THE PROPOSAL METHODS 

(USING ONLY COMMON USAGE AS NEW FEATURE) 

 

Count Accuracy Precision Recall F-
measure 

1 0.932 0.871 0.862 0.866 

2 0.931 0.864 0.869 0.866 

3 0.925 0.850 0.858 0.853 

4 0.926 0.846 0.869 0.857 

5 0.931 0.866 0.866 0.866 

Ave 0.929 0.859 0.865 0.862 
 

D. Results of the proposal methods (using only inter-sentence 
similarity as new feature) 

TABLE V. RESULTS OF THE PROPOSAL METHODS 

(USING ONLY INTER-SENTENCE SIMILARITY AS NEW 

FEATURE) 

Count Accuracy Precision Recall F-
measure 

1 0.926 0.858 0.854 0.855 

2 0.927 0.864 0.846 0.855 

3 0.928 0.859 0.861 0.860 

4 0.931 0.873 0.855 0.863 

5 0.930 0.868 0.858 0.862 

Ave 0.928 0.864 0.855 0.859 

 
The tables from Ⅱ to Ⅴ shows the results of five-times 

classifications  and their average values by the proposed 
method. 
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VI. DISCUSSIONS 

In this section, we discuss the experimental results and 
show the effectiveness and problems of newly devised 
features. 

 

A. Comparison with conventional methods 

As can be seen from Table 2 and 3, Accuracy increased 
by 1%, and Precision increased by 1.8%, Recall increased by 
2%, and F-score increased by 1.9% for the proposed method. 
In addition, as can be seen from Table 2 and Table 4, 
Accuracy increased by 0.6%, Precision increased by 0.7%, 
Recall increased by 1.8%, and the F-measure increased by 
1.3% for the proposed method when only the features of 
common words were added to the existing method. 
Furthermore, as can be seen from Table 2 and Table 5, 
Accuracy increased by 0.5%, Precision increased by 1.2%, 
Recall increased by 0.8%, and the F-measure increased by 
1% for the method that only added the feature of inter-
sentence similarity to the existing method. 

In the above comparisons, the proposed method for 
extracting causal relationships across multiple sentences has 
certain results, as it produces better results than the 
conventional method. However, as shown in Table 2 and 
Table 3, the proposed method is not always better than the 
conventional method in the third and fifth comparisons, 
respectively. The proposed method must be improved by 
increasing the amount of target data, dividing the training 
data, and appropriately adjusting each parameter of SVM. 

 

B. Inter-sentential similarity and its validity as a feature of 

common speech and its problems 

The comparison between the proposed method and the 
existing method with the addition of inter-sentence similarity 
and common usage as features is confirmed that all the 
evaluation indices increased even when each of them was 
added by itself. Therefore, we believe that these two features 
are effective as features for extracting causal relations across 
two sentences. 

The increase in the evaluation index value with the 
addition of these new features was between 0.5 and 1.0, 
which does not necessarily mean that the effectiveness of this 
study on other companies' securities reports data is 
guaranteed, since the learning and evaluation was conducted 
using a limited amount of securities report data. As a 
countermeasure to this problem, an increase in the number of 
securities reports can be considered. 

In addition, when we look at the average of the absolute 
value of the difference from the mean for each evaluation 
value of the proposed method, we can see that the Accuracy 
is 0.4, Precision is 0.9, Recall is 0.7, and the F-score is 0.6. 
This is thought to be due to the influence of the data used for 
training, but to have a stable two-sentence causal relationship 
extraction method, it is necessary to reduce this blur by using 
appropriate training data that reflects the characteristics of all 
data from among all data. 

 

VII. CONCLUSION 

In this study, we used clue expressions that can be used 
as clues for causal sentences spanning two sentences selected 

independently from the ”業績の概要”(Summary of Business 

Results), “対処すべき課題”(Issues to Be Addressed), and 

“業績等のリスク”(Business Risks) where text data can be 

obtained from the securities reports of Nissan, Honda, and 
Toyota, especially for the contents related to business results. 
We then created a model for extracting causal relations 
spanning two sentences using SVM with the features of 
particle pairs, included clue expressions, morphological 
unigrams, and morphological bigrams used in existing 
research, plus inter-sentence similarity and common usage. 

In future research, we aim to extract sentences containing 
causal relationships from a wide range of text data, not 
limited to securities reports. For this purpose, it is necessary 
to consider the extraction of candidate sentences other than 
clue expressions. In addition, we aim to extract the causal part 
and the resultant part from the extracted sentences.

As a result, we were able to obtain a better evaluation 
value compared to the existing methods, and we were able to 
prove the effectiveness of the inter-sentence similarity and 
common terms. 

Future work includes increasing the number of target data, 
re-examining the cue expressions used to extract causal 
candidate sentences spanning two sentences, adjusting the 
data partitioning method and each parameter of machine 
learning, and examining the extraction method when a causal 
sentence exists before the previous sentence. 
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Abstract—Twitter sentiment classification has been widely
investigated in recent years and it is today possible to accurately
determine the class label of a single tweet through various
approaches. Although it could open new horizons for business
or research, Twitter sentiment quantification, which aims to
predict the prevalence of the positive class and the negative
class within a set of tweets, has drawn much less attention. This
paper presents our research on improving lexicon-based Twitter
sentiment quantification. We first introduce a new approach to
building a paired-score sentiment lexicon that is better suited for
sentiment quantification. We then propose a novel feature vector
representation for tweets that incorporates a collection of senti-
ment features. Finally, we investigate and compare several sta-
tistical distance kernels in multivariate Support Vector Machine
for sentiment quantification. Results suggest that optimizing the
Hellinger Distance with a multivariate SVM using our new
sentiment lexicon outperforms current sentiment quantification
approaches, including neural network approaches.

Keywords—sentiment quantification, sentiment lexicon, multi-
variate SVM, statistical distances

I. INTRODUCTION

The amount of user feedback available online has increased
tremendously and it is now possible to read the opinions of
millions of people all over the Internet on movies, restaurants,
hotels, books, products, and professionals. This wealth of
information allows researchers to study the ways in which
individuals express opinions and to mine collections of opin-
ions to identify trends and consensus. Two new research
area have arisen from this phenomenon: sentiment analysis
and sentiment quantification. Namely, sentiment analysis is
the computational analysis of opinions in text; its goal is to
identify the semantic orientation, or polarity, of such textual
data. In contrast, sentiment quantification aims to estimate
the distribution of documents that belong to each polarity
class. Sentiment analysis is widely applicable in various areas,
for example, politics and retail. For example, Wang et al.
[1] applied real-time sentiment analysis to Twitter data to
analyze public sentiment toward presidential candidates in the
U.S elections of 2012. The most prominent and perhaps the
most prevalent utilization of sentiment analysis and sentiment
quantification, however, is in business intelligence, since cus-
tomer’s feedback directly reflects their opinion about a product
or service. Sentiment analysis and sentiment quantification
can be used as a concept testing tool when a new product,

campaign, or logo is launched. It can be used to improve
a company’s own performances by analyzing competitor’s
sentiment data and gain competitive advantage. It can also
be applied to gain insight from the opinions of customers
to diagnose possible problems and make improvement. Addi-
tionally, sentiment analysis and sentiment quantification can
be used to track customer sentiment over time. Although
a lot of work has been conducted in sentiment analysis,
we believe that the last application aforementioned can be
further exploited through sentiment quantification to open
new horizons for businesses and for research. In this paper,
we focus on sentiment quantification over a set of tweets
wherein the goal is to accurately predict the proportion of
tweets that are positive and the proportion of tweets that are
negative. This paper offers three contributions. In particular,
(1) we propose a new statistical method for building sentiment
lexicons from tweets that maps each word to a pair of positive
and negative sentiment scores rather than the usual single
sentiment score. (2) We investigate using this sentiment lexi-
con to derive sentiment features that capture tweets’ positive
aspects and negative aspects. These feature vectors include a
combination of word sentiment features and additional features
that summarize the positive and negative word distributions
within the dataset. (3) Finally, through a multivariate Support
Vector Machine (SVM) we optimize and compare numerous
statistical distance kernels to evaluate which one performs
best in a sentiment quantification task. Our results show that
sentiment features derived from the pair of sentiment scores
improve the performances of the quantifier. Finally, we show
that a multivariate SVM that optimizes the Hellinger Distance
outperform several other statistical distance measures such
as the widely used Kullback-Leibler divergence (KLD), and
therefore is a better approach for sentiment quantification. Our
results outperform recent approaches to sentiment quantifica-
tion, including neural network-based approaches. The paper is
organized as follows, Section 2 will describe research works
that are closely related to ours, Section 3 will detail the
methodology of our approach to extract sentiment from text
and to perform sentiment quantification, Section 4 will present
our experimental evaluation, followed by the results in Section
5. Section 6 will end with a conclusion.
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II. RELATED WORK

With over 500 million tweets shared every day (6,000 tweets
per second), Twitter has become the fastest growing source
of information. Users generally tweet about their feelings or
opinions about what’s happening around the world. This makes
Twitter a valuable source of data for sentiment analysis. How-
ever, tweets differ from regular text in many ways: the length
of a tweets is restricted to 280 characters and, because they
are often posted from cellphones, the language used contains
many spelling mistakes, abbreviations, and slang words. These
characteristics make traditional Natural Language Processing
techniques, language models, and traditional sentiment analy-
sis tasks trickier to apply. Despite these challenges, numerous
projects have investigated Twitter sentiment classification (
[2]–[6]. One of the pioneer works is that of Go et al. [7]
wherein they compared a SVM classifier (with feature vectors
composed of unigrams, bigrams, or unigrams+bigrams), a
Maximum Entropy (MaxEnt) classifier, and a Naive Bayes
classifier. Their results suggest that Part Of Speech (POS)
tags are not useful in Twitter sentiment classification. They
achieved their best accuracy with the MaxEnt classifier and the
lowest accuracy with the Naive Bayes classifier. Mohammad et
al. [8] and [9] tackled the same problem using a SVM classifier
that uses sentiment lexicons as part of the feature vector. They
showed that lexicons-related features were valuable features
that improved the accuracy of the SVM classifier by more
than 8.5%. More recently, a new research focus has emerged
from automated classification: quantification. In contrast to
classification that aims to estimate the class label of individual
instances, the purpose of quantification is to evaluate the
population or prevalence of the different classes within the
dataset. Although the tasks are related, a method with a high
accuracy on the individual level can be biased and achieve poor
performance when estimating the proportion of the different
classes, requiring new approaches. Esuli and Sebastiani [10]
focused on text quantification using multivariate SVM, i.e.,
SVMperf , that uses the Kullback-Leibler divergence as a loss
function (KLD is a measure of the divergence between two
probability distributions). They found that SVM(KLD) outper-
forms all other linear SVM approaches and other quantification
methods and is therefore a more appropriate choice for text
quantification. Gao and Sebastiani [11] apply the approach
from [10] to Twitter data. They concluded that SVM(KLD)
outperforms the traditional SVM(HL). In 2016 and 2017,
the high-impact conference ”International Workshop on Se-
mantic Evaluation”, i.e., SemEval, held a track on sentiment
quantification. The best approach from SemEval 2016 was
by Stojanovski et al. [12]. They used a combination of a
Convolutional Neural Network (CNN) and a Gated Neural
Network (GNN), which was then fed into a softmax layer.
They concluded that the combination of the two neural net-
work is well suited for quantification. In the 2017 edition
Mathieu Cliche [13] achieved first place on the sentiment
quantification task. He used a deep-learning method that uses
both a Convolutional Neural Network (CNN) and a LSTM

(Long Short-Term Memory) neural networks that uses word
embedding. Our work is similar to [10] and [9] but differs
from theirs in several key ways. In particular, we propose
a new statistical method for building sentiment lexicons on
tweets that maps each word to a pair of positive and negative
sentiment score rather than the usual single sentiment score.
Furthermore, although [9] also represents a tweet as a feature
vector that uses a sentiment lexicon, we investigate using our
newly built sentiment lexicon to derive sentiment features that
reflect the words’ positive distribution and negative distribution
of the tweet. In addition, although [10] optimize the Kullback-
Leibler Divergence (KLD) with the multivariate SVM, their
choice of that particular statistical distance is not clearly
motivated. We believe that mathematically stronger statistical
distances could be a better choice in place of KLD. We
therefore extend their approach and compare several other
statistical distances measures and evaluate how they perform
in the sentiment quantification task.

III. QUANTIFYING TWEETS

Our approach to quantify tweets is the following. We first
represent a tweet in the Vector Space Model (VSM) through
a feature vector that captures the sentiment of the tweet. The
feature vectors use the Bag-Of-Words (BOW) representation
augmented with sentiment features that we compute from
a sentiment lexicon. The sentiment lexicon employs a new
format and is built through a new statistical approach that we
describe in this document. We then use a multivariate Support
Vector Machine (SVM) to classify each tweet and count the
number of positively classified instances as well as the number
of negatively classified instances.

A. Paired-score Sentiment Lexicon

From a collection of tweets, we first build a sentiment
lexicon, that is, a list of words with associated sentiment
scores. The sentiment scores are calculated using a probabilis-
tic approach. We define the positivity of a word w as pos(w),
and its negativity as neg(w). While a single sentiment score
gives us information about the polarity strength (its score)
and the polarity orientation (its sign) of a word, it does not
capture the word’s distribution across positive and negative
occurrences. Indeed, let’s assume that we define the score
of a word to be the difference between its positivity and its
negativity. Then, if two words have the same sentiment scores
does not necessarily mean that they have the same positivity
and negativity. For instance, if two words have a score of
−0.6, they could be the results of 0.11 − 0.71 or 0.3 − 0.9.
In other words, we are losing information about the word’s
distribution across the dataset. We believe that using positivity
and negativity values of words separately could improve the
effectiveness of the feature vector in catching the sentiment of
the tweet, since it embeds more information on the distribution
of the words across the different classes. While single-score
lexicons perform well for sentiment analysis, it is our intuition
that paired-score lexicons are more suitable for sentiment
quantification. In addition, such lexicons allows us to compute
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distributional statistics such as the average negativity score or
the average positivity score of a tweet, which could be useful
information in sentiment quantification tasks. We therefore
propose a new type of sentiment lexicon that maps each word
to a pair of scores < pos, neg >, i.e., its positivity and its
negativity.

The positivity of a word is calculated by dividing the
positive document frequency of the word with the aggregated
positive document frequency of every word. To account for
potential unbalanced data, it is then normalized by the overall
frequency of the word. The same calculation is done on the
negative aspect as well. The positivity and negativity scores
of a word are therefore calculated as follows:

Pos(w) =
pdf(w)

Npos
× 1

df(w)

Neg(w) =
ndf(w)

Nneg
× 1

df(w)

(1)

and:

pdf(w) =
∑

t∈Tpos

x

{
x = 1

|tweet| if w ∈ t
x = 0 otherwise

ndf(w) =
∑

t∈Tneg

x

{
x = 1

|tweet| if w ∈ t
x = 0 otherwise

df(w) = pdf(w) + ndf(w)

Npos =
∑

w∈vocab

pdf(w)

Nneg =
∑

w∈vocab

ndf(w)

We first define three terms: pdf(w), ndf(w), and df(w) where
pdf(w) is the positive document frequency of w, i.e., the
number of time w occurs in positive tweets from the tweet
collection T ; ndf(w) is the negative document frequency of
w, i.e., the number of time w occurs in negative tweets from
the tweets collection T ; and df(w) is the total number of
occurrences of w in the tweet collection T . The positive
document frequency . Furthermore, Npos is the proportion of
positive words in the collection of tweets, i.e., it is the sum
of the the positive document frequency pdf of every word in
the dictionary; Likewise, Nneg is the proportion of negative
words in the collection of tweets, i.e., the sum of the negative
document frequency ndf(w) of every word in the dictionary.
Pre-processing is performed similarly on all datasets, that is,
URL, emojis, Tweet mentions, Tweet hashtags, and smileys are
removed. Punctuations and number are further removed and
the remaining is lower-cased. After pre-processing the tweets
from our training dataset, each unique word is extracted from
the remaining text in order to build a dictionary. Using the
above formula, we compute each word’s positive score and
negative score as real values in the range [0, 1].

B. Building a Sentiment Feature Vector

A common way of representing documents in the Vector
Space Model is using the Bag-Of-Words (BOW). In this
approach, each document is represented by a vector wherein
each feature is a word from the dictionary. Therefore, the
size of the vector is equal to the size of the vocabulary.
For the BOW features, we will use the tf-idf (term-frequency
inverse document frequency) value of the word within the
tweet. We do not take into consideration the Part-Of-Speech
(POS) of the words based on results from Go et al. [7] that
demonstrated that POS is not helpful in Twitter data. We
further derive additional numerical features that catch several
sentiment aspects of the tweet using each word’s sentiment
scores extracted from the paired-score lexicons. Our intuition
is that adding sentiment features to the basic tf-idf BOW
could improve the performance by providing crucial sentiment
information. The sentiment features we consider are described
below.

• token found: the number of words in the tweet that were
found in the lexicon

• token total: the number of words in the tweet
• max pos: the maximum positive score in the tweet
• min pos: the minimum positive score in the tweet
• max neg: the maximum negative score in the tweet
• min neg: the minimum negative score in the tweet
• ratio: the ratio of avg pos over avg neg

C. Sentiment Quantifier

A traditional SVM optimizes an univariate loss function, it
classifies each item one by one, independently of each other,
i.e., an item does not impact how another item is classified. A
traditional SVM machine can therefore be used to quantify by
classifying each unlabeled documents and by then counting
how many documents belong to the positive class and how
many documents belong to the negative class.

However, even if the classifier correctly quantifies the pos-
itive and negative class proportions in the training set, there
is no guarantee that the proportion of positive documents and
negative documents will be the same in the test set. In fact, we
are expecting a change in the proportion of the positive class
and negative class ratios in the test set. Thus, such a quantifier
will most likely suffer from statistical bias.

To overcome this problem, we will use a Support Vector
Machine (SVM) for multivariate performance measures. The
key here is that the multivariate SVM allows the optimization
of multivariate performance measures, and particularly all
that can be computed from a contingency table. It works by
considering hypotheses h̄ that maps a set of n feature vectors
x̄ = (x1, x2, ..., xn) ∈ X̄ where X̄ = X × ...×X to a set of
n labels ȳ ∈ Ȳ where Ȳ ⊆ {−1,+1}n, i.e., h̄ : X̄ −→ Ȳ , as
opposed to considering hypotheses h that maps one single
feature vector x ∈ X to one single label y ∈ Y , i.e.,
h : X −→ Y [14]. Since statistical distance measures are used
to evaluate how similar two probability distributions are, and
since they are computable with the contingency table, it makes
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perfect sense to optimize them through a multivariate SVM
to perform quantification. Thorsten Joachims [14] developed
such an SVM machine called SVMperf which was originally
developed to optimize the F1-Score, Prec/Rec Breakeven,
Prec@k, Prec@k, and ROCArea metrics. We perform quan-
tification using SVMperf similarly to our baseline, that is,
by classifying each unlabeled documents and then counting
how many documents belong to the positive class and how
many documents belong to the negative class. Specifically,
we use SVMperf with several statistical distance metrics and
compare them to our baseline univariate SVM. Our results
should confirm that of [10] wherein they concluded that
a multivariate SVM outperforms a univariate SVM in the
quantification task. The Kullback-Leibler Divergence (KLD) is
a loss function that measures how one probability distribution
p diverges from a second predicted distribution q. It is defined
as follows:

KLD(p, q) =
∑
ci∈C

p(ci) · log
p(ci)

q(ci)

SVMperf was extended to optimize KLD in [10]. We com-
pare it to our own approaches described below. The goal is
to compare various measures of statistical distance that have
different mathematical properties and compare their perfor-
mance in a sentiment quantification task. Our first sentiment
quantification machine is a SVMperf that optimizes the
Hellinger Distance instead of KLD. The Hellinger Distance
is a statistical distance used to measure the similarity between
two probability distributions. HD is defined as follows:

HD(p, q) =
1√
(2)
· ‖
√

(p)−√q‖2 (5)

The second SVMperf optimizes the Bhattacharyya distance.
The Bhattacharyya distance is another statistical distance that
measures how similar two probability distributions are. It is
defined as follows:

DB(p, q) = − ln(BC(p, q)) (6)

where:
BC(p, q) =

∑
x∈X

√
p(x)q(x)

is the Bhattacharyya coefficient.
The third statistical distance that we optimize through
SVMperf is the Jensen Shannon Divergence. The Jensen
Shannon Divergence is a smoothed and symmetrized version
of the Kullback-Leibler Divergence. It is defined as follows:

JSD(p, q) =
1

2
KLD(p,m) +

1

2
KLD(q,m) (7)

where:

m =
1

2
(p+ q)

The next statistical distance that we use in the multivariate
SVM machine is the Total Variation Distance. It is yet another

metric used to measure the distance between two probability
distributions and is defined as follows:

TV D(p, q) =
1

2

∑
x∈X
‖p(x)− q(x)‖

The last statistical distance that we use is another symmetrized
version of KLD called Resistor-Average Distance introduced
by Johnson and Sinanović [15]. It is equal to the harmonic
mean of both Kullback-Leibler distances KLD(p, q) and
KLD(q, p) and is formally defined as follows:

RAD(p, q) =

[
1

KLD(p, q)
+

1

KLD(q, p)

]−1
We call these SVM SVMperf (KLD), SVMperf (HD),
SVMperf (BD), SVMperf (JSD), SVMperf (TV D), and
SVMperf (RAD) respectively.

D. Notes on Statistical Distances

From a pure mathematical perspective, a function d in a
space χ is said to be a distance if for any x, y, z ∈ χ the
following three axioms are satisfied:

(i) d(x, y) > 0 when x 6= y and d(x, y) = 0 if and only if
x = y

(ii) d(x, y) = d(y, x)
(iii) d(x, y) + d(x, z) ≥ d(y, z)

The axiom (i) implies that the distance must be non-negative
and respect the identity of indiscernible, axiom (ii) implies
that the distance must be symmetric, i.e., d(x, y) = d(y, x),
and axiom (iii) implies that the distance satisfies the triangular
inequality, i.e., d(x, y)+d(y, z) ≥ d(x, z) (for any x, y, z ∈ χ,
the distance d(x, z) is the shortest distance from x to z in the
space) [16]. We now discuss a few properties of all 6 statistical
measures mentioned in the previous section.

1) Kullback-Leibler Divergence:
The Kullback-Leibler Divergence does not satisfy axiom (ii)
and (iii), KLD is therefore not a distance but a pseudo-distance
or directed divergence measure. It is considered a measure of
divergence because of its ratio p(x)

q(x) , that is, the difference in
the probability distributions is large when the ratio is far from
1. KLD(p, q) is undefined if there exists a q(x) = 0 for which
p(x) 6= 0. KLD(p, q) has no upper bound, that is, KLD’s limit
goes to +∞ when q(x) is infinitely small.

2) Hellinger Distance:
The Hellinger Distance satisfies all three axioms,and is there-
fore a true distance. HD(p, q) is bounded, it has a lower bound
of 0 and an upper bound of 1 (due to the 1/

√
2 term in the

formula). HD(p, q) is also well defined.
3) Bhattacharrya Distance:

The Bhattacharyya Distance does not satisfy axiom (iii), BD
is therefore not a distance in the proper sense but a non-
directional divergence measure. As per its definition that
employs the natural logarithm, BD is undefined is there exists
a q(x) = 0 for which p(x) = 0. BD has an upper bound.
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4) Jensen-Shannon Divergence:
The Jensen-Shannon Divergence does not satisfy axiom (iii),
JSD is therefore not a distance in the proper sense but
a non-directional divergence measure. JSD is a smoothed
and symmetrized version of the Kullback-Leibler Divergence.
JSD(p, q) is bounded, it has a lower bound of 0 and an
upper bound of ln(2). Because it uses the KLD, JSD(p, q) is
undefined if there exists a p(x) = 0 or q(x) = 0.

5) Total Variation Distance:
The Total Variation Distance satisfies all three axioms and is
therefore a true distance. TV D(p, q) is bounded, it has a lower
bound of 0 and an upper bound of 1. Furthermore, TV D(p, q)
is well defined.

6) Resistor-Average Distance:
The Resistor-Average Distance does not satisfy axiom (iii),
and is therefore not a distance in the proper sense but a non-
directional divergence measure. RAD is another symmetrized
version of KLD. It is equal to the harmonic mean of both
KLD(p, q) and KLD(q, p). RAD(p, q) is not defined when
either KLD(p, q) or KLD(q, p) is equal to 0.
Although there exists numerous statistical distance measures
and divergence measures available, for no apparent reason, the
Kullback-Leibler Divergence has become the de facto standard
measure for evaluating the distance between two statistical
distributions. Our intuition is that statistical distances that are
mathematically stronger might be a better choice in place of
KLD. Our work aims at comparing several statistical distance
measures to see which is best for sentiment quantification.

IV. EXPERIMENTAL EVALUATION

A. Datasets

We evaluate our approach over several widely used datasets.
The datasets include collections of tweets annotated with a
class label chosen from positive, negative, neutral. Because
we are dealing with 2-class sentiment quantification, we ignore
tweets that are labeled neutral for both training and testing.
The datasets are publicly available on the Internet and the
tweets contained in each of them were annotated manually to
ensure accurate class labels:
• International Workshop on Semantic Evaluation Task 2

A: Sentiment Analysis in Twitter 2013 [17]
• International Workshop on Semantic Evaluation Task 9

A: Sentiment Analysis in Twitter 2014 [18]
• International Workshop on Semantic Evaluation Task 10

A: Sentiment Analysis in Twitter 2015 [19]
• International Workshop on Semantic Evaluation Task 4

D: Tweet quantification 2016 [20]
• International Workshop on Semantic Evaluation Task 4

D: Tweet quantification 2017 [21]
• Sentiment Strength Twitter (SST) dataset created by [22]

and modified by [23] to have the positive, negative, or
neutral classes

• Sanders
The SemEval2016 datasets is split into 4 subsets: train,

dev, devtest, and test. We combine the train, dev, and devtest

TABLE I
TWEET QUANTIFICATION DATASETS

Dataset Topics Pos Neg Total
SemEval2016-train 60 2,841 582 3,423
SemEval2016-dev 20 778 279 1,057

SemEval2016-devtest 20 893 216 1,109
SemEval2016-test 100 8,212 2,339 10,551
SemEval2017-train 100 8,212 2,339 10,551
SemEval2017-test 125 2,463 3,722 6,185

TABLE II
SENTIMENT ANALYSIS DATASETS

Train(+dev) Test
Dataset # pos # neg Total # pos # neg Total

SemEval2013 4,215 1,798 6,013 1,475 559 2,034
SemEval2014 4,215 1,798 6,013 982 202 1,184
SemEval2015 4,215 1,798 6,013 1,038 365 1,403

SST 989 842 1,831 263 195 458
Sanders 418 54 872 101 118 219

subsets for training and use the remaining test subset for
testing. In addition, both the SemEval2016 and SemEval2017
datasest are composed of tweets that belong to a particular
topic (the Twitter query). The topic is ignored during training,
i.e., all tweets are combined and used for training. However,
during testing, we use each topic from the test set as a
separate test subset. Table I details the size and contents of
each of these two datasets.
Unlike the aforementioned datasets, the sentiment analysis
datasets (Table II) are not split into topics. We therefore
consider the whole dataset as a single topic. Furthermore,
the SemEval-task A (2013-2015) datasets are partitioned into
three subsets (training, dev, test), while the Sanders and the
SST datasets are not. We therefore split those into two subsets
with 80% used for the training set and 20% reserved for the
testing set. The training and dev subsets will be combined
and used for training while the test sets will be used for testing.

B. Metrics

Commonly used metrics used to evaluate quantification will
be used throughout our experiments: the Kullback-Leibler
Divergence (KLD), the Mean Absolute Error (MAE), and the
Relative Absolute Error (RAE). The Kullback-Leibler Diver-
gence measures how one probability distribution p diverges
from a second predicted distribution p̂ and is defined as
follows:

KLD(p̂, p) =
∑
ci∈C

p(ci) · log
p(ci)

p̂(ci)

The Mean Absolute Error and the Relative Absolute Error
are the absolute error between the class prevalence of two
quantities and are defined as follows:

MAE(p̂, p) =
1

|C|
∑
c∈C
|p̂(c)− p(c)|

RAE(p̂, p) =
1

|C|
∑
c∈C

|p̂(c)− p(c)|
p(c)
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TABLE III
RESULTS OF THE QUANTIFICATION USING UNIVARIATE SVM VS MULTIVARIATE SVM

Metrics univariate SVM SVM(perf) SVM(KLD) SVM(HD) SVM(BD) SVM(JSD) SVM(TVD) SVM(RAD)
KLD 0.031 0.011 0.036 0.005 0.044 0.046 0.000 0.030

SST AE 0.124 0.148 0.266 0.100 0.295 0.301 0.028 0.245
RAE 0.254 0.149 0.268 0.101 0.296 0.303 0.029 0.246
KLD 0.000 0.004 0.010 0.001 0.007 0.028 0.000 0.007

Sanders AE 0.005 0.088 0.138 0.037 0.115 0.230 0.005 0.115
RAE 0.010 0.088 0.138 0.037 0.115 0.231 0.005 0.115

SemEval KLD 0.003 0.046 0.019 0.000 0.018 0.024 0.003 0.019
2013 AE 0.032 0.275 0.194 0.006 0.191 0.219 0.080 0.194

RAE 0.081 0.290 0.204 0.006 0.201 0.230 0.084 0.204
SemEval KLD 0.011 0.018 0.022 0.001 0.020 0.026 0.001 0.022

2014 AE 0.059 0.171 0.204 0.040 0.197 0.222 0.045 0.204
RAE 0.208 0.191 0.228 0.045 0.221 0.249 0.050 0.228

SemEval KLD 0.017 0.041 0.032 0.001 0.030 0.036 0.002 0.031
2015 AE 0.085 0.260 0.251 0.047 0.244 0.267 0.058 0.248

RAE 0.220 0.276 0.266 0.050 0.259 0.283 0.061 0.263
SemEval KLD 0.090 0.069 0.010 0.013 0.014 0.011 0.018 0.014

2016 AE 0.130 0.242 0.098 0.111 0.108 0.098 0.136 0.106
RAE 1.378 0.266 0.111 0.125 0.121 0.111 0.156 0.119

SemEval KLD 0.138 0.254 0.024 0.028 0.034 0.025 0.031 0.033
2017 AE 0.188 0.577 0.171 0.182 0.207 0.176 0.192 0.203

RAE 2.559 0.676 0.200 0.213 0.241 0.205 0.225 0.237
KLD 0.041 0.063 0.022 0.007 0.024 0.028 0.008 0.022

Average AE 0.089 0.252 0.189 0.075 0.194 0.216 0.078 0.188
RAE 0.673 0.276 0.202 0.082 0.208 0.230 0.087 0.202

We calculate the macro average KLD, MAE, and RAE, which
is the harmonic mean of each metric. For instance, the macro
average KLD will be defined as follows:

Macro Average KLD =

∑n
i=1KLDi

n

where n is the number of instances, i.e., the number of datasets
in our case.
KLD is not defined in some special cases, namely when the
predicted prevalence p̂ is zero. To circumvent this problem we
smooth both prevalence p and p̂ through additive smoothing
similarly to [20], [21], that is, p(ci) becomes:

ps(ci) =
p(ci) + ε

1 + ε ∗ 2

where ε is the smoothing factor and is defined as follows:

ε =
1

2 ∗ |dataset|

p̂ is be smoothed similarly. We use smoothed KLD throughout
the rest of the paper. The metrics are computed for each run
and then averaged to yield the final score. Similar to [20], [21],
we report three metrics to evaluate the quantification machines
but we mainly focus on the smoothed KLD.

C. Experimental Protocol

Quantification can be performed through univariate SVM by
classifying each unlabeled documents and by then counting
how many documents belong to the positive class and how
many documents belong to the negative class. We use this
approach as our baseline using a univariate SVM [24] with
a linear kernel [8] since it is known to be effective on text
classification.

D. Single score vs paired score lexicons

To support our intuition that paired score sentiment lexicon
are better suited for sentiment quantification than single score
lexicons, we compare their performances using the aforemen-
tioned baseline on the datasets described in Table I and report
our results in Table IV. The (single) score of a word is defined
as the difference between its positivity Pos(w) and negativity
Neg(w) as calculated in Section III-A. We derive sentiment
features that are similar so the features derived from the paired
score lexicon :

• token found: the number of words in the tweet that were
found in the lexicon

• token total: the number of words in the tweet
• max: the maximum score in the tweet
• min: the minimum score in the tweet
• avg: the average of the scores in the tweet
• nb pos: the number of positive words in the tweet
• nb neg: the number of negative words in the tweet

TABLE IV
SINGLE SCORE VS PAIRED SCORE LEXICONS ON SENTIMENT

QUANTIFICATION USING UNIVARIATE SVM

Metrics single score lexicon paired score lexicon
SemEval KLD 0.094 0.090

2016 AE 0.132 0.130
RAE 1.269 1.378

SemEval KLD 0.174 0.138
2017 AE 0.216 0.188

RAE 2.972 2.559
KLD 0.134 0.114

Average AE 0.174 0.159
RAE 2.121 1.969
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TABLE V
KLD OF OUR SVM VS OTHER APPROACHES

SST Sanders SemEval SemEval SemEval SemEval SemEval
2013 2014 2015 2016 2017

SVM(HD) 0.005 0.001 0.000 0.001 0.000 0.013 0.028
SVM(KLD) 0.036 0.010 0.019 0.022 0.032 0.010 0.024

SVM(KLD) [11] 0.011 0.001 0.029 0.033 0.076 - -
Stojanovski et al - - - - - 0.034 -
Mathieu Cliche - - - - - - 0.036

E. Sentiment quantification

We train the various multivariate SVM using the training
subsets and evaluate on the test subsets. Additionally, when
using both SemEval2016 and SemEval2017- datasets we will
train each quantifier on each individual topic (that is a total of
100 topics when combining train, dev, devtest) and evaluate
each quantifier on each of the 100 topics for SemEval2016-
test, and each of the 215 topics for SemEval2017-test. We
compare the baseline univariate SVM to the various multivari-
ate SVM approaches described in Section III-C, and report our
findings in Table III.

V. RESULTS

A. Single score vs paired score lexicons

Table IV shows that the paired score lexicons outperform
the single score lexicon on both datasets. Although the per-
formances of the single score lexicons are close to that of the
paired score lexicons on the SemEval 2016 dataset, the paired
score lexicons achieve a much better KLD on the SemEval
2017 dataset, yielding an average KLD difference of 0.020.
It demonstrates using both the negativity and the positivity
of the words help to derive sentiment features that help to
more accurately catch the distribution of the positive class and
negative class in the dataset.

B. Sentiment quantification

Table III shows that all but one multivariate SVM out-
performs the univariate SVM. Precisely, the multivariate
SVM(perf) (which is the original multivariate SVM) did not
perform better than our baseline univariate SVM. However,
this is not surprising since SVM(perf) optimizes the error
rate which is not a statistical distance and therefore may not
be suitable to perform sentiment quantification. We further
compare our best approach, e.g. SVM(HD), to other published
results. Specifically, we compare our SVM(HD) with the
results published by go et al. [11] whom are the originators
of SVM(KLD). In addition, we compare our feature vectors
to theirs in the SVM(KLD) setting. We also compare with
the work of Stojanovski et al. [12] and Mathieu Cliche [13].
The approach from Stojanovski et al. ranked first on the
SemEval2016 competition, while the approach of Mathieu
Cliche ranked first on the SemEval2017 competition. We
report our results in Table V, due to length constraints, we
only report the KLD.

Our SVM(HD) outperform the SVM(KLD) from Go et
al. [11] on all datasets but the Sanders dataset on which

both approaches perform equivalently. In addition, the feature
vector that we use with SVM(KLD) outperforms the feature
vector used by Go et al. Likewise, our approach outperform
both best approaches from SemEval 2016 and SemEval 2017
competitions. Our results suggest that (1) our feature vector
that uses sentiment features derived from our paired-score
lexicon is a strong model to represent Tweet sentiment in the
VSM, and (2) the multivariate SVM machine that minimizes
the Hellinger Distance is a very strong approach to the
sentiment quantification problem.

Our experimental results show that the best performance
is achieved with our SVM(HD), which outperforms all other
multivariate SVM. We believe that the mathematical properties
of the distances could explain why one would outperform
another. Unlike KLD, BD, JSD, and RAD, both the HD and
the TVD are true distance metrics, which means that they
perfectly capture the notion of distance within a space and
satisfy all three axioms. While property (i) is satisfied by all
six metrics that we compared, property (ii) and (iii) are not
always satisfied. JSD and RAD are both symmetrized version
of KLD and yet provide no improvement upon KLD. Hence,
we can not positively assert that the symmetrical property
(axiom ii) plays a key role in our task. If the triangular
inequality (property iii) is not met, then the distance measured
by a function d between two points is not guaranteed to be
the shortest in that space. This property is one key difference
between a true distance metric. KLD, BD, JSD, and RAD
do not satisfy axiom iii and are therefore pseudo-distance
measure (or divergence measure), whilst both the HD and the
TVD do and are therefore true distance metrics, meaning that
they perfectly capture the notion of distance within a space.
When optimizing a divergence measure through SVM we are
minimizing a distance that is not guaranteed to be the minimal
distance between both points. Our results indicate that HD
and TVD both yield the best results. Therefore, we believe
that a true distance metric is more effective for the sentiment
quantification task.

VI. CONCLUSION

In this paper, we have presented a statistical approach to
build a sentiment lexicon that computes and maps each word to
a pair of score, i.e., its positive weight and its negative weight
rather than a single sentiment score. Such sentiment values
can then be used in a feature vector to represent tweets in the
Vector Space Model. We further confirm previous results that
showed that a Support Vector Machine for multivariate perfor-
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mance measures performs better than a traditional univariate
SVM when dealing with the sentiment quantification problem.
Our experiments compare and optimize several statistical
distance measures through a multivariate SVM machine and
our results suggest that the choice of the statistical distance to
employ when performing sentiment quantification is crucial
and heavily impacts the accuracy. Our experiments show
that the Hellinger Distance outperforms all other statistical
distances that we explored. Finally, we argue that, since it is a
true statistical distance measures, the Hellinger Distance is an
ideal candidate for performing sentiment quantification with a
multivariate SVM.
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Abstract—Automating the detection of fake news is a chal-
lenging problem for the research community due to the various
degrees of falsified information and ways in which it can be
classified. In this work, we present a Bidirectional Encoder
Representations (BERT)-based machine learning model that
captures linguistic and emotional features of a document to
improve the task of classifying misinformation. The different
types of psychological emotions are presented along with the
methods used to capture the emotions of words. We investigate
how different emotional features can augment existing data to
facilitate the detection of fake news and improve upon existing
baseline results. Our work demonstrates the ability for emotional
features, when combined with other word-embedding models,
such as BERT, to improve the performance benchmarks of fake
news detection tasks.

Index Terms—Fake news classification; misinformation; emotion
analysis natural language processing

I. INTRODUCTION

Social media providers and other distributors of online
content are facing increasing pressure to find ways to cur-
tail the spread of falsified information with the intention to
deceive users, while also balancing the legalities and potential
repercussions from actions taken. Furthermore, journalists who
author publications that run contrary to the primary views held
by certain groups find themselves being labeled as fake or mis-
leading, even in situations where content was authored solely
for the purpose of entertainment. This compels organizations
responsible for managing content to differentiate between in-
formation as being factually true, misleading, factually untrue
for the purpose of entertainment, or blatantly false with the
intent to deceive others, often for malicious purposes.

Organizations have been established with the purpose of
investigating content and measuring the accuracy of various
claims. In recent years, the number of companies dedicated to
this task has increased [27]. For example, PolitiFact analyzes
comments that were made and ranks them on a scale with
values between between true and false, rather than strictly true
or false. Small claims are analyzed for the degree of their
truthfulness. The task of evaluating the degree of truthfulness
is challenging as individuals can easily misidentify claims as
being true despite small discrepancies in the way a claim was
worded.

Fake news detection using emotion analysis is a classi-
fication problem, either binary or multi-class, involving the

creation of emotion vectors to augment lexical features and
machine learning algorithms to effectively identify content
that contains misinformation. Emotion analysis involves the
utilization of techniques, mostly derived from lexicons and
machine learning algorithms, to extract the psychological as-
sociations between words and emotions. Research experiments
have been conducted using artificial intelligence and machine
learning algorithms to identify and detect falsified content
[27]. While there have been significant advancements in the
fields of machine learning and natural language processing
to tackle and identify fake news articles, additional work is
necessary to improve our ability to handle different types of
fake news effectively [33]. The identification of smaller text
claims, such as social media posts, have not received the
same amount of coverage as other forms of fake news (i.e.
propaganda, falsified news articles, etc.). Similarly, different
types of fake information, such as satirical publications, may
receive incorrect classifications in spite of the fact that no
malicious intent was assumed.

In this paper, we present an analytic study covering the
emotional content contained within varying types of news
articles. A model is introduced for incorporating emotion
analysis in fake news detection tasks to mitigate the spread
of misinformation intending to deceive users. In doing so, the
efficiency of emotion vectors are demonstrated as a way to
improve existing models. Furthermore, we propose a neural
network model for incorporating emotion analysis with word
embedding vectors produced by through the Bidirectional
Encoder Representations (BERT) model.

II. RELATED WORK

In the following sections, we consider previous work in the
areas of emotion analysis and fake news detection.

A. Emotion Analysis

Numerous fields addressing affective computing [16] have
demonstrated an interest in the study of emotions and the im-
plications it has for human-computer interaction. The emotion
analysis of text allows for the latent emotions and sentiment
of words, phrases, and sentences to be extracted. Emotion
analysis is often analogous to applications of opinion mining
and sentiment analysis [14] and the study of affective lexi-
cons from the field of pyscholinguistics, which evaluates the
relationship between psychological processes and linguistic
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behaviors [4]. In contrast to opinion mining and sentiment
analysis where polarity is often measured, emotion analysis
aims to associate text with a predefined set of psychological
models as determined by the dimensions of valence, activation,
and control [19] [22] [23].

Prior studies in the field of psychology focused on the uni-
versality of emotions [7] [9] [10]. Six emotions were originally
emphasized as being universal: ANGER, DISGUST, FEAR, JOY,
SADNESS, and SURPRISE [11]. In general, these emotions
are represented in models as a discrete set of possibilities
or as a domain-general scale (valence, arousal, etc.). Debate
over the topic of emotion models still persists in research
literature with some researchers proposing categories that are
highly dimensional [6] and others suggesting emotions are
organized along affective dimensions [2]. Studies questioned
the qualitative differences between emotions [26] and the
possibility of an existence of overlapping affective features
between emotion categories [2].

Emotion classification is typically categorized as being 1)
rule-based or 2) machine learning. In earlier implementa-
tions of rule-based techniques, authors build or expand exist-
ing lexicons of varying emotional characteristics to identify
words in data sets evoking emotional features. Techniques
for annotating these lexicons involve either crowdsourcing
or curation by experts. One study was conducted to model
the independent, neurophysiological systems of valence and
arousal of social media posts to produce a data set and model
that measures the affective norms of subjective social media
postings [17]; this served as a departure from prior work
that focused predominantly on valence or sentiment [24] [25].
The model proposed utilized the circumplex model of affect
with emotions being projected into a vector space of valence,
arousal, and dominance [19]. Another study evaluated the
concreteness and abstractness of social networking data while
measuring emotional intensity [12].

Several advancements in the fields of machine learning
and natural language processing have paved the way for new
methods of learning semantic relationships between words
and emotions. The goal these algorithms is to improve upon
dictionary techniques by utilizing supervised machine learning
algorithms over lexical features, such as n-grams, word em-
beddings, and affect lexicons [1]. Machine learning techniques
are then able to categorize and predict the appropriate emotion
category for text. Many state-of-the-art methods utilize pre-
trained word embeddings to extract features using unsuper-
vised machine learning [1] [5] [13] [15] . Through these
embeddings, words can be projected into a space such that
they are represented as function of their context words.

B. Fake News Detection

Fake news is defined broadly as being news articles that
demonstrate the intention of being verifiably false to mislead
consumers of this information for entertainment or deceptive
purposes. Fake news, while not necessarily a new topic,
is one that has received considerable attention from both
the public and academic research communities. Similar to

other terms that are loosely defined, fake news has many
varying definitions between authors and publications. Consider
the situation of satirical publications. Whereas some authors
include these types of articles as fake news, other authors
narrow the definition to news articles as fabrications, hoaxes,
or news that is, otherwise, deliberately false with negative
intentions, despite attempts to convey the entertainment goal
of the articles.

As the aim of each type of fake news differs, we define
each of the following as the distinct categories used for the
classification of fake news: satire, hoax, propaganda, and
clickbait. Satire represents a collection of articles where the
author of the article intends to entertain the reader through
misinformation, sarcasm, or fabrications [27]. It is important
to note that an author of satirical work does not intend to
mislead the reader. Unlike satire, hoaxes are false articles
passed as truth, often with the intent of humorous deception.
Propaganda are articles that are false and meant to deliberately
harm a specific party. Clickbait is a type of article where
the goal is to obtain a reader’s attention through misleading
headlines, images, etc. that do not align with the perceived
goal of the article. It is important to stress that the underlying
motivation of the work to deceive, as demonstrated in satire,
is a component used in distinguishing the type of fake news
a document is classified as being.

The advent of social media, accompanied by the widespread
adoption of these services, has proven to be problematic
for news consumption by users. Information is able to flow
through these social networks rapidly in a manner that is cheap
and easy to access. With few limitations in place, it enables the
dissemination of fake, misleading, or erroneous news through
these same networks, often unabated [28]. Consequently,
deceptive practices of misleading or shifting public opinion
in a particular direction could adversely influence groups of
individuals in social networks based on false pretenses. Fake
news increases the mistrust individuals have in real news as
users express more skepticism in all information.

In general, there are three characteristics demonstrated in
prior work for fake news detection [18]: the content of the
article, response from users as a result of posting the article,
and the source of the article. Automating the detection of fake
news is challenging for several reasons. A number of studies
demonstrate the difficulty users have in discerning whether or
not an article is fake [3] [8] . The intentionally misleading
nature of fake news curtails attempts to categorize documents
as being real and fake by the content alone [21]. This presents
numerous challenges unique to this task [20] [21]. Variations
of the original content is often spread through social media,
thus exacerbating the problem of classifying fake news while
adding additional complexity due to the additional noise. Prior
work has demonstrated that auxiliary information is needed to
facilitate the classification of news.

C. Dataset

The data used for this was the publicly available dataset
from [27], which is comprised of news articles obtained from
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crawling seven different unreliable news sites, including The
Onion, The Borowitz Report, Clickhole, American News, DC
Gazette, The Natural News, and Activist Report.. The types
of news were defined as being satire, hoax, propaganda, or
trusted. For the trusted news source, we include data from
[29] where the authors constructed an approach to building a
supervised reading comprehension dataset with news articles
obtained from convolutional neural networks (n = 90, 266).
We limited the number of documents from the CNN dataset
to a randomly extracted sample of n = 10, 000 documents to
limit the overrepresentation of any specific class.

Fig. 1. The emotion feature frequency is shown for each document type,
normalized by the maximum of each category.

Table II summarizes the type of news articles, document
frequencies, mean document lengths and standard deviations,
and median document lengths. Figure 1 visually represents
this data normalized by the maximum for each category. New
articles from the propaganda class have a higher average
number of tokens than other classes. When considering the
robustness of the statistical measures to control for outliers,
the median of the propaganda class is marginally higher than
the trusted class. All data is preprocessed using standard
natural language preprocessing techniques, including down-
casing, stopword removal, tokenization, etc. We utilize the
NLTK toolkit for computational linguistic analysis. The overall
distribution of the data can be seen in Figure 2.

III. FAKE NEWS DETECTION

The representation of sentiment as a set of psycholinguistic
features has been of interest in prior literature in the field
of natural language processing. We augment this work by

conducting several experiments to determine which combina-
tions of feature sets yield the best predictive capabilities for
the classification of fake news. Our goal is to demonstrate
the efficiency of emotion vectors and prove the efficacy
of augmenting existing feature sets with emotion features
to facilitate classification tasks. To this end, we construct
three baseline models for automated fake news detection and
compare several models that leverage these emotion vectors.
The models, parameters, and configurations are described in
the following sections. The models are evaluated using the
datasets as described below.

A. Overview

In our experimentation tasks, we evaluated multiple
classification algorithms – support vector machines, logistic
regression, etc. – and found neural network models to perform
the best with a word embedding features. Each document is
represented in the training set as a vector of size n = |V |
where V is the lexicon derived from the training data. The
second baseline model constructed uses the word embeddings
formed by extracting fixed-length feature representations from
the words in a variable-length documents [30].

B. Emotion Vectors

Our model E = {E1, E2, E3} leverages emotions from the
discrete and continuous sets of the following emotions and
sentiment. We define the set of emotions E with the following
(|E| = 12):

E1 = { anger, anticipation, disgust, fear, joy, sadness,
surprise, trust }

E2 = { positive, negative }
E3 = { valence, arousal}

For each document, an emotion vector is generated the
aggregation of tagged words in the EmoLex emotional re-
source [31]. We investigated variations of the vector as seen in
Table 2. The first approach, EMOSUM , is an emotion vector
produced by aggregating the sum of each emotion for each
word tagged in the document. EMOZS represents the vector
of z-scores for each emotion, such that every emotion ei is
calculated as:

zi =
ei − ēi
σei

Finally, we consider normalizing the vectors using a relative
maximum EMORM for each emotion feature ei as:

RM(ei) =
ei

arg max
d∈D

(ei)

Our next task was to determine how to incorporate the
number of matching tokens with the emotion scores produced.
EMORM1 represents relative maximum of the emotion scores
multiplied by the number of matching tokens, whereas
EMORM2 is the relative maximum of the emotion scores
divided by the number of matching tokens. After testing
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TABLE I
NEWS ARTICLES AND MEAN EMOTION TOKENS PER DOCUMENT AND STANDARD DEVIATION

Type Anger Anticipation Disgust Fear Joy Negative Positive Sadness Surprise Trust

Satire 5.3± 6.8 8.8± 8.5 3.5± 4.6 7.2± 9.3 6.4± 7.0 11.6± 12.5 18.5± 17.2 5.5± 6.6 3.8± 4.2 12.0± 11.8

Hoax 5.1± 5.4 6.2± 5.8 2.7± 3.2 6.9± 7.6 4.1± 4.8 9.5± 9.0 13.2± 12.1 4.4± 5.0 3.2± 3.3 9.6± 8.7

Prop. 20.5± 33.5 23.1± 31.3 12.0± 23.7 31.1± 48.6 15.2± 22.3 44.0± 71.8 57.0± 74.7 18.0± 31.4 10.0± 15.7 38.9± 50.0

Trusted 12.7± 11.0 17.3± 11.2 6.3± 6.2 19.0± 15.1 11.5± 9.4 25.1± 17.4 37.6± 22.0 12.1± 9.6 7.3± 5.5 26.3± 16.0

TABLE II
NEWS ARTICLES WITH NUMBER OF DOCUMENTS, AVERAGE DOCUMENT

LENGTHS, AND MEDIAN DOCUMENT LENGTHS

Doc. Type # of Docs Avg. Tokens Med. Tokens

Satire 13, 942 206± 177 105

Hoax 6, 892 141± 122 109

Propaganda 15, 061 587± 808 458

Trusted 9, 681 428± 205 401

both techniques, we constructed each emotion vector for its
corresponding document using word frequencies normalized
by the number of matching tokens (EMORM2).

C. Baseline Models

We investigate the impact of both the emotion and extended
emotion feature vectors due to their efficiency for the fake
news detection task . The first model is constructed by utilizing
emotion features obtained from the input documents. We
construct a feed forward neural network architecture with two
fully connected layers with 512 neurons using the rectified
linear unit (ReLU) activation function. Following each fully
connected layer, we implement a Dropout layer with dropout
rates of 0.5 and 0.3, respectively. We add a final dense layer
as the output using the softmax activation function with the
number of units corresponding to the number of ŷ target
classes. In previous sections, we introduced the methods by
which we encode news articles and construct emotion vectors
for each article. We define ŷ as the predicted probability of
the target class being fake or real news. The procedure would
be similar in a multi-class classification problem for detecting
hoaxes, propganda, clickbait, satire, or legitimate news. We
define d and e as the learned features for news documents
and emotion vectors, respectively. Furthermore, b is defined
as the bias term and W represents the learned weights.

ŷ = softmax([d̂, ê]W + b)

The batch size was set to 64 and we implemented early
stopping criteria to limit potential overfitting. We utilize the
Adam optimization algorithm and a categorical cross-entropy
loss function for this multi-class classification task. A learning
rate of 0.001 was used.

The second model is constructed by forming document-
level word embeddings from BERT for each of the input
documents [32]. The BERT embeddings were formed from
L = 12 hidden layers (transformer blocks), with a hidden size
of H = 128 and A = 2 attention heads. After the BERT layers,
we implement the same feed forward network architecture as
described above. The final model architecture was formed by
using bag of words feature vectors using TF-IDF weights. To
measure the impact and effectiveness of emotion vectors, we
consider the top k features for the BOW model. We established
k = 128 for comparison to the BERT model. The feature
vectors were normalized using min-max scale.

All documents containing a low number of tokens or
convey no emotional content such that the magnitude of the
vector ‖e‖ = 0 were removed from the document corpus.
Each experiment was conducted from training, testing, and
validation splits of sizes 0.7, 0.2, and 0.1, respectively. The
mean performance metric from each experiment conducted 10
times from random shuffles of the data is reported.

IV. EVALUATION

Having presented models for the task of identifying fake
news, we evaluate the models using the data described in
earlier sections. Our hypothesis is that emotion vectors can
improve the detection of fake news detection by augmenting
existing models with additional information. Given the com-
plexity of fake news detection, we expect that emotion analysis
alone may not be suitable to compress the information needed
correctly identify falsified information. The experiments are
therefore designed to evaluate the effectiveness of emotion
analysis in the classification of fake news. First, we want
to establish whether or not emotion features can be used in
fake news detection. Second, we compare our baseline models
to those where features have been augmented with emotions.
Third, we want to measure the efficiency of emotion features
by evaluating the gains achieved through adding emotional
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TABLE III
FAKE NEWS CLASSIFICATION METHODS WITH EACH OF THE PROPOSED MODELS

Type Method Accuracy Precision Recall F1

BASELINE
EMO+NN 0.569 0.692 0.308 0.423

BERT+NN 0.763 0.798 0.721 0.757

WORD EMBED

EMOEX+NN 0.593 0.704 0.369 0.482

EMO+BERT+NN 0.792 0.824 0.753 0.786

EMOEX+BERT+NN 0.794 0.823 0.754 0.786

BAG OF WORDS

BOW+NN 0.793 0.795 0.792 0.794

BOWEX+NN 0.798 0.799 0.797 0.798

EMO+BOW+NN 0.861 0.863 0.857 0.861

Fig. 2. The distribution of the dataset used for classification is presented by
the news article type.

context to existing models in comparison to other lexical
feature additions.

TABLE IV
BASELINE MODEL EVALUATION

Method Accuracy Precision Recall F1

EMO+NN 0.569 0.692 0.308 0.423

EMOEX+NN 0.593 0.704 0.369 0.482

BERT+NN 0.763 0.798 0.721 0.757

The results presented in Table III demonstrate that emotional
features can enhance existing models to improve the classifi-
cation of fake news. For our baseline models as seen in Table
IV, we consider the emotional features baseline EMO+NN or
word embeddings baseline BERT+NN produced from BERT

to use for training. The EMO+NN model using emotion
vectors reported a baseline accuracy of 0.569, whereas the
BERT+NN word embeddings model produced 0.763 for the
same task. For our experimental models, we augment the exist-
ing feature vectors with our emotion vectors EMO+BERT+NN
or the extended emotion vector EMOEX+BERT+NN for
the document. The concatenation of emotion vectors and
BERT word embeddings for neural network classifier im-
proved the accuracy and F1 metrics by 2.9%. This can be
observed in Table V. Similarly, the extended emotion vectors
EMOEX+BERT+NN improved the accuracy performance by
3.1% and the F1 score by 2.9%. When considered individually,
EMOEX+BERT+NN had an overall accuracy improvement
over the baseline EMO+BERT+NN by 2.4% and 5.9% for
the F1 score.

TABLE V
EVALUATION OF WORD EMBEDDINGS AND EMOTION FEATURE MODELS

Method Accuracy Precision Recall F1

BERT+NN 0.763 0.798 0.721 0.757

EMO+BERT+NN 0.792 0.824 0.753 0.785

EMOEX+BERT+NN 0.794 0.823 0.754 0.786

To demonstrate the application of emotion vectors to other
tasks, we consider a model trained with TF-IDF weighted bag
of words feature vectors BOW with k = 128 features. The
model achieves an accuracy performance of 0.793 and F1
score of 0.794. The impact from adding the emotion vectors
to the model is demonstrated in EMO+BOW+NN. The model
achieves an accuracy and F1 score of 0.861, which is a 6.8%
improvement over the BOW model for comparison. Similarly,
we consider the impact of adding |EMO| = 18 features to
the k = 128 top features selected for the BOW model. An
additional 18 features are added to the top k features to
produce an expanded bag of words feature vector of length
k = 146 to produce model BOWEX+NN. By increasing the
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BOW model by the same number of features as the emotion
lexicon, we obtain an accuracy of 0.798, which is a marginal
improvement of 0.5%. The improvements from increasing the
feature vectors with additional word features did not have
the same measurable impact as adding the same number of
emotion features as seen in Table VI.

TABLE VI
COMPARISON OF BAG OF WORDS MODELS AND EMOTION FEATURES

Method Accuracy Precision Recall F1

BOW+NN 0.793 0.795 0.792 0.794

BOWEX+NN 0.798 0.799 0.797 0.798

EMO+BOW+NN 0.861 0.863 0.857 0.861

The experiments presented here demonstrate the ability of
emotion features to facilitate the classification of fake news
in a multiclass environment. The stronger improvements to
bag of words models over word embedding models suggests
that word embeddings capture additional semantics in lexical
meanings that are otherwise not present in bag of words
models. Gains were similarly observed in word embedding
models, and subsequently demonstrating the ability for emo-
tion features to improve existing models.

V. CONCLUSION

The utilization of emotion analysis and features for improv-
ing existing machine learning tasks in the detection of fake
news provides a promising track for building systems capable
of understanding the patterns of information with intentions
of deceiving the user. The effectiveness of applying emotion
features to fake news detection and existing frameworks or
models was demonstrated. The incorporation of other sources
of data into models may be necessary to expand beyond
the tasks described here. Given the ability of emotions to
distinguish between targets in a multiclass setting, further
experimentation will need to be conducted to better understand
how to improve upon existing techniques for extracting emo-
tional context through a combination of lexicon and machine-
learning based techniques.
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[12] Maximilian Köper, Evgeny Kim, and Roman Klinger. IMS at EmoInt-
2017: Emotion intensity prediction with affective norms, automatically
extended resources and deep learning. In Proceedings of the 8th
Workshop on Computational Approaches to Subjectivity, Sentiment and
Social Media Analysis, pages 50–57, Copenhagen, Denmark, September
2017. Association for Computational Linguistics.

[13] Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean. Efficient
estimation of word representations in vector space. arXiv preprint
arXiv:1301.3781, 2013.

[14] Bo Pang and Lillian Lee. Opinion mining and sentiment analysis. Found.
Trends Inf. Retr., 2(1–2):1–135, January 2008.

[15] Jeffrey Pennington, Richard Socher, and Christopher D Manning. Glove:
Global vectors for word representation. In Proceedings of the 2014 con-
ference on empirical methods in natural language processing (EMNLP),
pages 1532–1543, 2014.

[16] Rosalind W Picard. Affective computing. MIT press, 2000.
[17] Daniel Preoţiuc-Pietro, H Andrew Schwartz, Gregory Park, Johannes

Eichstaedt, Margaret Kern, Lyle Ungar, and Elisabeth Shulman. Mod-
elling valence and arousal in facebook posts. In Proceedings of the 7th
workshop on computational approaches to subjectivity, sentiment and
social media analysis, pages 9–15, 2016.

[18] Natali Ruchansky, Sungyong Seo, and Yan Liu. Csi: A hybrid deep
model for fake news detection. In Proceedings of the 2017 ACM on
Conference on Information and Knowledge Management, pages 797–
806, 2017.

[19] James A Russell. A circumplex model of affect. Journal of personality
and social psychology, 39(6):1161, 1980.

[20] Kai Shu, Limeng Cui, Suhang Wang, Dongwon Lee, and Huan Liu.
defend: Explainable fake news detection. In Proceedings of the 25th
ACM SIGKDD International Conference on Knowledge Discovery &
Data Mining, pages 395–405, 2019.

[21] Kai Shu, Amy Sliva, Suhang Wang, Jiliang Tang, and Huan Liu. Fake
news detection on social media: A data mining perspective. ACM
SIGKDD explorations newsletter, 19(1):22–36, 2017.

[22] Carlo Strapparava and Rada Mihalcea. Learning to identify emotions in
text. In Proceedings of the 2008 ACM symposium on Applied computing,
pages 1556–1560, 2008.

[23] Mike Thelwall, Kevan Buckley, and Georgios Paltoglou. Sentiment
strength detection for the social web. Journal of the American Society
for Information Science and Technology, 63(1):163–173, 2012.

[24] Mike Thelwall, Kevan Buckley, Georgios Paltoglou, Di Cai, and Arvid
Kappas. Sentiment strength detection in short informal text. Jour-
nal of the American society for information science and technology,
61(12):2544–2558, 2010.

[25] Theresa Wilson, Janyce Wiebe, and Paul Hoffmann. Recognizing
contextual polarity in phrase-level sentiment analysis. In Proceedings
of human language technology conference and conference on empirical
methods in natural language processing, pages 347–354, 2005.

[26] Christine D Wilson-Mendenhall, Lisa Feldman Barrett, and Lawrence W
Barsalou. Variety in emotional life: within-category typicality of
emotional experiences is associated with neural activity in large-scale
brain networks. Social cognitive and affective neuroscience, 10(1):62–
71, 2015.

[27] Hannah Rashkin, Eunsol Choi, Jin Yea Jang, Svitlana Volkova, and
Yejin Choi. Truth of varying shades: analyzing language in fake news
and political fact-checking. Proceedings of the 2017 Conference on
Empirical Methods in Natural Language Processing, pages 2931–2937,
2017.

70Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-874-7

eKNOW 2021 : The Thirteenth International Conference on Information, Process, and Knowledge Management

                            81 / 89



[28] Castillo, Carlos and Mendoza, Marcelo and Poblete, Barbara Infor-
mation credibility on twitter Proceedings of the 20th international
conference on World wide web, pages 675–684, 2011.
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Abstract— This study presents a systematic review using the 
Kitchenham method, to analyze recent research works related 
to blockchain technology and its application in training. The 
problems of exchanging data safely and rapidly with 
transparency and centralization, led to the emergence of this 
technology that has revolutionized the world and in almost all 
areas. Different articles are devoted to show the various 
approaches, equipped, methods, skills, knowledge, etc., 
necessary to the application of the blockchain. The main 
objective of this study is to reveal the importance of this 
technology for the development of industrial and educational 
world showing different skills, competencies, talents required 
to implement a blockchain, and use it for management and 
education. 

Keywords- blockchain; training; skills; competencies.  

I.  INTRODUCTION  

The lack of confidence and dissatisfaction with third 

parties and traditional mediators, institutions, banks and 

states, led to the creation of many research challenges in 

different fields such as: technology, economy, politics and 

sociology [23]. To face this problem, researches are directed 

towards blockchain technology i.e. a technology for storing 

and transmitting information, allowing the constitution of 

replicated and distributed registers, without a central 

controlling institution, with a high degree of security, thanks 

to encryption methods and transmission protocols [16]. It is 

structured by blocks linked to each other, at regular time 

intervals [24]. Researchers consider the blockchain as a 

double-edged sword technology; it has been considered the 

safest peer-to-peer system [15]. Schematically, the necessary 

environment for the implementation of a blockchain can 

resemble to a 4 layers structure (Fig.1) [19]. 

 

 

 

 

 

 

Figure 1. The blockchain structure [19] 

 Nowadays, researchers are very interested by blockchain 

technology, with its integration in all fields (Fig. 2) [17]. In 

order to catch up the fast-paced development of industrial 

technologies, which requires adaptation to the evolution of 

the world and the development of interaction with other 

disciplines and new approaches, therefore it is essential to 

align the supply of skills with the fast changing of economic 

needs. This requires sound education policies as well as 

transformation of education and training systems, as there 

are signs that educational institutions are not keeping pace 

with technological advancement, leading to skills shortages 

[18]. 

 
 

 
Figure 2. Applications of the blockchain technology [17] 

 
 Fifteen articles are used, through a systematic review, 

using the Kitchenham method [21], a manual division of the 

articles throughout the reading presented in the diagram (Fig. 

3). We choose as criteria: the field of application (education, 

industry) and application methods (analytical, practical).  

Section 2 of this article is devoted to detailing the 15 articles, 

where we will provide an overview of the use of blockchain 

technology, to improve teaching process, and ensure mastery 

of the technology and training talent. Section 3 concerns the 

digitizing the human resources area in industry thanks to 

blockchain technology. We will finish by a conclusion.  

II. EDUCATION AND TRAINING FACE THE BLOCKCHAIN 

TECHNOLOGY 

According to reports published recently through web 
sites, the blockchain will be the most demanded skill by 
employers and these profiles are highly demanded [25]. To 
meet the needs of employers and understand the challenges 
of this technology, universities have adopted special 
blockchain training techniques to attract the attention of 
students, and to achieve the desired skills to master the 
difficulties of this technology to improve the teaching 
process. Table 2 presents research that highlight the 
importance of blockchain technology at the training level 
(training of future talents, adapting new training techniques) 
of technology. 

 

4.  Integration with other applications or other 

data sources. 

3. Development of smart-contacts, rules, business 

and end-use applications. 

 
2.  Deployment of infrastructure, network and 

nodes. 

1. Protocol, validation consensus and transaction 

ledger. 

4 

2 

 3 

1 
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Figure 3. The architecture of the systematic review 

TABLE I. BLOCKCHAIN TECHNOLOGY AND HUMAN RESOURCES MANAGEMENT  

citation Aim 
 

technic or 
method  

participant findings prospects 

[1] N. 
Pokrovsk
aia et al.  

The article serves to digitize the 
space of the assessment of 
qualifications and competences for an 
optimization and increase of the 
management of human resources. 

A survey off line employer , 
employee 

results show a general hierarchy of the 
importance of knowledge and skills of 
highly qualified employees and their line 
managers. 

 

[11]  
O.Fachru
nnisaet 
al. 

The aim of this research is to develop 
a BC-based HR framework to meet 
the needs of the business and the 
skills of the workforce, This 
framework will help the Corporate 
Training Center to standardize the 
skills. 

-Ethereum 
Blockchain 
–IoT 
- AI  

companies, 
training 
institutions, 
Professional 
Certification 
Institutions. 
 

-the blockchain is able to generate 
information on the skills required by the 
industry. This information will be used by 
the training center of the company to 
organize the procedure concerning the 
competence standards of the workforce. 

 

[10]  
D.Darius
z et al. 

developed a conceptual model which 
integrates the description of the 
Competences and the aptitudes, 
documents and all the other forms of 
confirmation of the acquisition of 
competences  

-survey 
-evaluative study 
 

employer , 
employee 
organizations 

The proposed model ensures the 
unification of the way in which documents 
confirming the qualifications possessed 
are represented and can thus form the 
basis for the construction of a system 
intended to verify their credibility. 

Introduce the proposed 
system first in Poland. 
However, they will only use 
universal solutions that can 
be easily accepted by other 
EU members as well as 
third countries. 

[2] L.Liu 
et al. 

the item is used for Employee 
background check (candidate 
qualifications, such as employment, 
education and skills) for recruitment 
with blockchain 

- (VCG) game 
based incentive 
mechanism 
- (PoW) 
- C++, Data 
Analytics 
 

   

[5] 
H.Onik 
et al. 

Proposed a blockchain-based 
recruitment management system 
(BcRMS) as well as a blockchain-
based human resources management 
system (BcHRMS) algorithm.  

- survey 
- (PoS)(DPoS). 
- Multichain 
open source  
- Byzantine fault 
tolerance 
algorithm 
 

employer , 
employee 
organizations 

The proposed system offers empowered 
users, higher quality and reliable 
recruitment and management, inter-
process integrity, faster transaction and 
decision with lower cost 

 

 

Participant 
University professors, employees of IT companies, businesses, industry-sector experts 

Analytic 
method 
[1][10] 

Practical method 
[2][5] [11] 

Participant 
Employer, employee, companies, training institutions, and  

professional Certification Institutions, hierarchical superiors, experts, 
organizations, universities, online schools 

[11] 
-blockchain Ethereum 
- Artificial Intelligent 

- IoT 
-  Survey 

-evaluative 
study 

-Qualitative 
research 
approach 

[2] 
-Proof (ZK-SNARK) 

- Vickrey-Clarke-
Groves (VCG) game 

based incentive 
mechanism 
-  (PoW) 

[5] 
-  Survey 

-(PoS); (DPoS). 
- Multichain open 
source software 
- Byzantine fault 

tolerance algorithm 

Improvement of the education 
system by Blockchain technology 

[4][8][9] 

[4] 
 -Systematic approach  

- hermeneutical 
methodology  

- Axiological method 

Exploratory method 
[4][8] 

Practical method 
[9] 

[8] 
Analytical method 

-e-commerce 
Sandbox 

-balanced scorecard 
-Turn-based games 

The need to train 
Blockchain technology 

talents 
[3][6][7][12][13][14] 

 

Exploratory 
method 

[3][12][13] 

Practical method 
[6][7][14] 

[14]  
-Sandbox adaptive serious 

game approach 
 

[6]  
-Gamification  

-The classroom learning 
method 

[7]  
-The concept of “industry-

university collaborative 
education” 

 - Task-oriented mechanism 

- Literature 
review 

-  Survey 
- Interviews 

- expert 
online survey 

Blockchain technology (Kitchenham) 
[1][2][3][4][5][6][7][8][9][10][11][12][13][14][15] 

Education and training face the 
blockchain technology (Table 2) 

[3][4][6][7][8][9][12][13][14] 

Opportunities to improve the 
industry through blockchain 

technology (Table 1) 
[1][2] [5][10][11] 

[15] 
Excluded 
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TABLE II. BLOCKCHAIN TECHNOLOGY AND TRAINING 

 

 
 
 
 

citati
on 

Aim 
 

technics or 
methods  

particip
ant 

fadings prospects 

[3] 
N.Mil
oslavs
kaya 
et al.  

the state of current training for BCT 
technologies around the world, paying 
particular attention to security issues. 

global survey on 
BCT training 

- 
Univer
-sities 
busines
ses 

42% of the top 50 universities offer at 
least one BC or cryptocurrency course, 
and 22% offer more than one. 

- preparation of a course with the 
proposed structure 
- the development of all the 
necessary educational and 
methodical material 
- website  teacher-student interaction 

 [4] 
G.N.
Takig
awa 
et al. 

The article analyzes the innovative 
possibilities of using new social media 
technologies blockchain, big date, 
collective intelligence technologies, 
artificial intelligence in higher education 
in Russia 

-systematic approach 
-hermeneutic 
methodology-
axiological method. 

universi
ties 

- The use of crowdsourcing, blockchain, 
big data, collective intelligence, AI, meets 
the needs of higher professional education 
- creation of reliable guarantees for the 
protection of the intellectual property of 
students and teachers, 

 

[6]  
K.C. 
Benso
n et 
al. 

- the article serves to combine the 
conceptual theories of active learning and 
gamification to use them as a pedagogy 
for the Blockchain 
- encourages instructors to use their 
creative talents to produce gamification 
for Blockchain pedagogy 

- triangular game 
- symmetric key in 
cryptography 
- safe gamification, 
-role-playing game 
-(asynchronous 
learning method) 
 

-
Instruct
or 

-
students 

- the application of the theories of 
interactive learning and gamification, 
coupled with the asynchronous learning 
system, can be applied to bring similar 
advantages in the pedagogy of other 
disciplines 

- a quantitative study aimed at 
determining the amount of 
knowledge acquired active learning 
process would be enlightening in 
future teaching. 

[7] 
C.Che
n et 
al. 

-This paper investigates on the technical 
requirements of a local company in the 
city of Weifang and proposes a strategy 
to train blockchain talents in application-
oriented universities. 

-the concept of 
“industry-university 
collaborative 
education” 
- a task-oriented 
mechanism 
-Hyperleger Fabric 

-
training 
enterpri
se 
enginee
rs –
students 
- tutors. 

- students learning motivation and 
reorganize educational elements 
- the implementation of the strategy 
successfully in training courses 

 

[8] 
Peter 
Willia
ms 

This article considers that universities 
need to outsource part of their course 
delivery and assessment in order to 
remain competitive. It examines a 
potentially sustainable mission strategy: 
to move away from narrow academic 
disciplines to an authentic learning 
program focused on developing students 
as full people with rounded education. 

  -Pilot projects and sharing of expertise 
between institutions would also be useful 
at this early stage 
- universities must be proactive in 
meeting this last challenge and adapt their 
missions, structures and practices to 
maintain viability and sustainability for an 
uncertain future 

 

[9] 
B.Wu 
et al. 

this article proposes a competition mode 
of application of blockchain technology 
based on the E-commerce Sandbox of 
digital education operation 

- the balanced 
scorecard 
- Fuzzy AHP 
- Trusted Cloud 
- Softmax 
-alliance chain. 
-  e-commerce 
sandbox 

teachers 
and 
students
. 

The correlation coefficient obtained is 
greater than 0.8, which validates the 
accuracy of the evaluation model. On the 
system side, by simulating teacher and 
student scenarios, user operations and 
data communication with the blockchain 
system are tested, which validates the 
technical feasibility of the prototype 
system. 

The author plans to use machine 
learning to train the evaluation 
model and continuously optimize the 
model in the process of increasing 
the amount of data. 

[12]  
M.M.
Milov
anova
. et al. 

The purpose of the article is to analyze 
the possibilities of business education in 
teaching and using blockchain 
technology for business development 
(blockchain business training) 

- analysis of 
monographs, 
articles, and 
specialized literature 
- an expert online 
survey 

 - the state commitment to the formation of 
a digital society. 
- the growing demand for qualified 
specialists in the application of 
blockchain technologies requires the 
development of a commercial training 
course in this field of activity. 

 

[13] 
F.Pra
ger. et 
al. 

the study seeks to apply the 
fundamentals, identify likely trends and 
provide BCT education and training 
programs 

-Interviews 
- literature review 
-open-ended, semi-
structured approach 
 

industry
-sector 
experts 

the majority of industrial sectors see the 
potential of blockchain, either by 
increasing operational efficiency, 
reducing transaction costs and creating 
new growth opportunities. 

- the impacts of blockchain on 
business practices  
- explore the effectiveness of 
blockchain training and education 

[14] 
A.Mit
tal . et 
al. 

The authors offer one of the first such 
educational tools for blockchain training 
using an adversarial adaptive sandbox 
serious game approach for students and 
tech professionals. 

-AI 
- game experience 
quiz 
- adaptive NPC 
algorithm heuristic 
techniques 
-firebase, 
- chatbox 
- edutainment 
-sandbox adaptive 
serious game  

students 
technolo
gy 
professi
onals 
-general 
public 

the introduction of the first serious online 
game, can increase blockchain technology 
educational skills for students and 
industry professionals. 

The authors plan to use a subjective 
questionnaire to determine the 
effectiveness of their games in terms 
of user experience 
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A. The need to train Blockchain technology talents 

Over time, the challenges of training around the 
blockchain technology (BCT) multiply, and the question 
asked is: How to get real "relevant skills" of blockchain 
projects if there is no comprehensive and practical training 
on the subject? To solve the issue and identify the challenges 
and training needs for the mastery of technology, authors of 
[3] analyze an inventory of current training in the BCT 
around the world, through a global survey, where they paid 
particular attention to security issues. They offered training 
divided into two groups where the first is designed  for 
distance education only and the second for full-time face-to-
face training (not online), with a list of standards and books 
that can support this training and specify the skills sought 
after mastering a full-time BCT course with exemplary 
course structure. [12] has analyzed the possibilities of 
business education in teaching the use of blockchain 
technology for business development. Based on an expert 
survey, the main provisions of the business training course 
"Blockchain: Basic Principles and Application Examples" 
have been developed, the skills and learning outcomes for 
this course have been determined, and the sample business 
program “Blockchain: Fundamentals and Application 
Examples” were presented. 

In order to contribute to the economic development of 
South Bay, authors of [13] relied on a case study informed 
by interviews with experts in the fields of BCT and the 
workforce of the industrial sector, as well as through a 
literature review and analysis of labor force trends for the 
region, to inform public officials and policy makers working 
on issues of new technologies, regional economic 
development, and investment in the workforce. According to 
this study, answers suggest that those in the majority of 
industrial sectors see the potential of blockchain as a 
disruptive and positive force in their workplace. Many 
answers highlight the potential of blockchain investments to 
expand their workplaces, whether by increasing operational 
efficiency, reducing transaction costs, or creating new 
growth opportunities. 

Other researchers find that BCT involves a lot of 
theoretical knowledge, which can easily discourage students' 
enthusiasm for learning. To bridge the gap between 
theoretical and practical knowledge, the authors have tried to 
make learning easier. This is the case with [7] where the 
authors analyzed the technical requirements of a local 
company in the city of Weifang, they came up with a task-
oriented strategy, to train blockchain talents in application-
oriented universities.  They adopt the concept of 
“collaborative industry-university education”, a strategy that 
takes into account the real knowledge levels of students in 
applied universities and sets a reasonable degree of learning 
difficulty. The strategy has been applied to the School of 
Computer Engineering of Weifang University and some 
positive effects have been achieved.  

For their part, the authors of [6] and [14] have integrated 
experiential learning theories using game concepts to engage, 
motivate and attract student interest to acquire more 
knowledge. In [14], the authors suggest one of the first 

educational tools for blockchain training using an adversarial 
adaptive sandbox serious game approach for students and 
tech professionals, which can improve cybersecurity in 
management systems information where blockchain 
technology impregnates the corresponding disciplines. They 
further suggested the use of artificial intelligence (AI) to 
improve the interactivity of NPCs (Non-Player Character) 
based on player responses. This research is essential for the 
introduction of the first serious online game, which can 
increase educational skills in blockchain technology for 
students and industry professionals. The authors plan to rate 
this serious game on a subjective scale based on the Game 
Experience Survey. In the same context, the authors in [6] 
chose to use the mid-sized college classroom in the United 
States to apply the principles of active learning (a process to 
involve students in the co-creation of the learning experience 
by sharing leadership and course design, students will be 
responsible for their own learning), and gamification leading 
to blockchain education. The used classroom learning 
method was the asynchronous learning method, in which 
concepts were categorically divided into blocks. These 
elementary principles were built on top of each other, which 
led to the synergistic knowledge and definition of blockchain 
for the student. The instructor performed these exercises in 
Introductory Information Technology (IT) courses, as well as 
higher level ethics and professionalism courses, with the aim 
of discerning different levels of knowledge regarding the 
subject of the blockchain. The content of the article 
encourages instructors to use their creative talents to produce 
gamification for blockchain pedagogy. 

B. Improvement of the education system by Blockchain 

technology 

In a world full of transformation that faces the 
acceleration of innovation and new technologies, the formal 
educational systems can quickly become obsolete. 
Educational systems are increasingly called upon to 
correspond to the realities and needs of societies. To improve 
the higher educational system in Russia, [4] explores the new 
needs of their system in the context of the global digitization 
of society and it analyzes the innovative possibilities of 
merging new social media technologies, blockchain, big 
data, artificial intelligence, with each other. At the end, all 
available knowledge and its supports will be brought 
together in a single system called collective intelligence and 
most importantly the guarantee of intellectual property of the 
latest curricula and educational resources.  Authors consider 
Russian projects for their use in practical activities of 
teachers, on the basis of systems analysis methods, new 
directions in training of specialists have been identified and 
characterized: the development of forms of collective 
creativity the participation in complex projects based on 
blockchain technologies, the involvement of young initiative 
in the framework of crowdsourcing technologies, the 
development of individualized training based on artificial 
intelligence technologies. As the acquisition of qualifications 
became more decoupled from the academy, universities 
would lose the virtual monopoly they currently enjoy on 
degrees and would have to reinvent themselves as graduate 
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educators in a broader sense, to that the university always 
remains competitive. The article [8] describes the changing 
nature of graduate occupations and examines the possible 
impacts of developments in knowledge-intensive work and 
AI. It examines the analysis of learning and blockchain 
technologies to assess their potential to automate the secure 
recognition of student activities and achievements. It makes 
an original and timely contribution to higher education 
literature by considering how a convergence of three 
technologies (learning analytics, (AI) and blockchain) could 
lead to radical changes. 

To go further than the current mode of application of the 
blockchain which is limited to recording the educational 
experience of students, the author of [9] offers a competition 
mode of application of blockchain technology based on the 
e-commerce sandbox of digital education operation, to help 
teachers to test students' knowledge and their ability to use 
the knowledge. This mode applies blockchain technology to 
effectively simplify the competition process and improve 
competition efficiency. At the same time, the credibility of 
the competition is resolved by the characteristics of system 
transparency and non-disruption of data. To provide 
traceability information for digital education products, the 
authors propose to combine with Trusted Cloud. 

III. DIGITIZING THE HUMAN RESOURCES AREA IN 

INDUSTRY THANKS TO BLOCKCHAIN TECHNOLOGY 

Authenticating credentials can be a real headache for 
corporate recruiters. Fraud with false diplomas and 
approximations during interviews still represent an important 
part of applications today. In an increasingly competitive job 
market, the blockchain is one of the strengths of technology 
that comes from its total transparency particularly in the 
verification of candidate profiles, verification of diplomas, 
experiences, their duration, etc. Table 1 presents the research 
that focused on finding solutions to these problems.  

In the same context, [5] proposed a blockchain-based on 
the recruitment management system (BcRMS) as well as a 
blockchain-based human resources management system 
(BcHRMS) algorithm. It is a fast efficient and transparent 
system using blockchain to reduce the risk to the human 
resources authority. The proposed system thus provides 
authentic and effective decision support information for the 
management of the human resources of an organization. This 
research reveals that the proposed models can be more 
efficient than the existing HRM systems in terms of safety, 
cost, time and quality of work. Thus, the proposed system 
will have significant effects on the construction of smart 
cities as well as smart industries in the era of existing 
industry 4.0 and future industry 5.0. 

For the researches [1][10],  the authors relied on 
analytical methods. In [1], it uses blockchain technology to 
build a global register of certificates of qualification and 
evaluation of skills, to face the central issue of research in 
the field of training and professional integration of highly 
qualified specialties. The register content includes two main 
characteristics which are requested by the employer and 
offered by an individual as a potential employee:  

• Qualifying characteristics are reflected, as a rule, in 
educational documents and in professional standards of an 
industry;  

• Competency parameters are presented in the functional 
description of the vacant positions of the company and in the 
resumes and portfolios of candidates listing the functional 
tasks that have been performed in their previous jobs, 
qualifying characteristics of a person are reflected in a 
variety of certificates.  

For their part, the authors of [10] carry out an in-depth 
analysis of laws, professional regulations and government 
reports, a conceptual model has been developed which 
integrates the description of competences and aptitudes, 
documents and all other forms of confirmation of skills 
acquisition. The application of blockchain technology allows 
all data to be integrated into an autonomous system while 
using existing skills registers. The computer conceptual 
model developed by a qualitative research approach meets 
the requirements of all interested parties: employees, 
employers and organizations issuing such documents. Based 
on the model developed for document representation, as an 
integrator of personal skills, the authors propose an 
Integrated Personal Competence Ledger (IPeCoL) to collect 
and provide access to information certifying the possession 
of specific skills. The proposed model ensures the unification 
of the way in which documents confirming the qualifications 
possessed are represented and can thus form the basis for the 
construction of a system intended to verify their credibility. 

To help the Corporate Training Center to standardize the 
skills then to use them by the human resources department to 
develop the training material, [11] developed a blockchain-
based Human Resources (HR) framework to meet the needs 
of the business and the skills of the workforce. In order to 
obtain information on the skills required by the industry, the 
authors use technological applications: in particular AI and 
blockchain. By integrating the above two technologies, the 
blockchain - IoT application is formulated to meet practical 
skills gap mitigation needs. For proof of concept and 
validation, the authors are developing a prototype system 
using the Ethereum blockchain to meet the needs of industry 
and education as a competent source of skilled labor. The 
proposed system not only enables holistic HR training 
content, but also dynamic workforce skills according to 
business needs. The result of the validation with the 
prototyping blockchain shows that the blockchain is able to 
generate information on the skills required by the industry. 
This information will be used by the Corporate Training 
Center to organize the procedure relating to the competence 
standard of the personnel. Accordingly, this information will 
be used by the training provider to organize the program.  

IV. CONCLUSION 

 Blockchain has been considered as an innovative 

technology with a strong potential for transformation [19], it 

is not easy to say whether or not it will revolutionize 

industrial or educational processes, because most of the 

challenges facing companies in this area of process 

management are less technological than organizational and 
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human. Like any new technology, blockchain is an idea that 

initially disrupts; it is a double-edged sword on one side, a 

tool for individual liberation or emancipation; a means of 

promoting collaboration between different actors, through 

distributed coordination and consensus mechanisms. On the 

other hand, a technology that can be used primarily by 

criminals, eager to evade the rule of law by relying on 

infrastructures that operate beyond the control of any 

sovereign authority. And since this technology is still in the 

research and development stage, most of the studies 

presented in this article are exploratory in nature and seek to 

apply basic principles, identify likely trends, and provide 

education and training programs adequate training for 

mastery. Education and training in blockchain technology 

therefore have a key role to play in understanding its mass 

adoption. 

 Education is undoubtedly one of the first factors that 

will ensure that the technological transformation of the 21st 

century is not missed, given the various future trends in this 

technology represented in the following, [22]: 

- The trend of coding research and development will focus 

more on the ability to process big data fast. 

- Hardware blockchain technology will spread the big data 

market by improving data speed and security. 

- Technologies related to future applications will be 

developed in close collaboration with encryption techniques, 

which are an essential part of artificial intelligence and the 

Internet of Things. 

- Exchange-related technologies will focus on solving 

problems in cryptocurrency transactions. 

- Other sections of digital transaction technologies will focus 

on big data processing. 

 Each technology has limits in its use, concerning the 

blockchain there are limits in terms of privacy, the 

environment, inclusion, its threat to democracy and 

citizenship, [17]. 

 Finally, the most important factor in the promotion of 

blockchain technology and their legalization is the 

commitment of the state in the formation of digital societies. 
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