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Forward

The Eighth International Conference on Information, Process, and Knowledge Management
(eKNOW 2016) was held between April 24 and April 28, 2016 in Venice, Italy. The event was
driven by the variety of the systems and applications and the heterogeneous nature of
information and knowledge representation, requiring special technologies to capture, manage,
store, preserve, interpret and deliver the content and documents related to a particular target.

Progress in cognitive science, knowledge acquisition, representation, and processing
helped to deal with imprecise, uncertain or incomplete information. Management of
geographical and temporal information became a challenge, in terms of volume, speed,
semantic, decision, and delivery.

Information technologies allow optimization in searching and interpreting data, yet special
constraints imposed by the digital society require on-demand, ethics, and legal aspects, as well
as user privacy and safety.

Nowadays, there is notable progress in designing and deploying information and
organizational management systems, experts systems, tutoring systems, decision support
systems, and in general, industrial systems.

Capturing, representing, and manipulating knowledge was and still is a fascinating and
extremely useful challenge from both the theoretical and the practical perspective. Using
validated knowledge for information and process management, as well as for decision support
mechanisms, raises a series of questions the conference was aimed at.

The conference had the following tracks:

 Decision support systems

 Knowledge fundamentals

 Information and process management

 Knowledge semantics processing and ontology

 Knowledge management systems

 Knowledge identification and discovery

We take here the opportunity to warmly thank all the members of the eKNOW 2016
technical program committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and effort to contribute to
eKNOW 2016. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the eKNOW 2016
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organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope eKNOW 2016 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the field of
information, process and knowledge management. We also hope that Venice, Italy, provided a
pleasant environment during the conference and everyone saved some time to enjoy the
unique charm of the city.

eKNOW Advisory Committee
Dirk Malzahn, Dirk Malzahn Ltd. / HfH University, Germany
Roy Oberhauser, Aalen University, Germany
Conceição Granja, Norwegian Centre for Integrated Care and Telemedicine, University Hospital
of North Norway, Norway

eKNOW Special Area Chairs
Technological foresight and socio-economic evolution modelling
Andrzej M.J. Skulimowski, AGH University of Science and Technology - Krakow, Poland
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Abstract— With increasing investments in business rules 

management (BRM), organizations are searching for ways to 

value and benchmark their processes to elicitate, design, accept, 

deploy and execute business rules. To realize valuation and 

benchmarking of previously mentioned processes, organizations 

must be aware that performance measurement is essential, and of 

equal importance, which performance indicators to apply to the 

performance measurement processes. However, scientific 

research on BRM, in general, is limited and research that focuses 

on BRM in combination with performance indicators is nascent. 

The purpose of this paper is to define performance indicators for 

previously mentioned BRM processes. We conducted a three 

round focus group and three round Delphi Study which led to the 

identification of 14 performance indicators. Presented results 

provide a grounded basis from which further, empirical, 

research on performance indicators for BRM can be explored. 

Keywords-Business Rules Management; Business Rules; 

Performance Measurement; Performance Indicator. 

I. INTRODUCTION  

       Business rules are an important part of an organization’s 

daily activities. Many business services nowadays rely heavily 

on business rules to express assessments, predictions and 

decisions [2][15]. A business rule is [11] “a statement that 

defines or constrains some aspect of the business intending to 

assert business structure or to control the behavior of the 

business.” Most organizations experience three challenges 

when dealing with business rules management: 1) consistency 

challenges, 2) impact analysis challenges, and 3) transparency 

of business rule execution. A consistent interpretation of 

business rules ensures that different actors apply the same 

business rules, and apply them consistently. This is a 

challenge since business rules are often not centralized, but 

they are embedded in various elements of an organization's 

information system instead. For example, business rules are 

embedded in minds of employees, part of textual procedures, 

manuals, tables, schemes, business process models, and hard-

coded as software applications. Impact assessment determines 

the impact of changes made to business rules and the effect on 

an existing implementation. Currently, impact assessments can 

take significant time which results in situations where the  

business rules already have changed again while the impact 

assessment is still ongoing [1]. Transparency, or business rules 

transparency, indicates that organizations should establish a 

system to prove which business rules are applied at a specific 

moment in time. To tackle the previously mentioned 

challenges and to improve grip on business rules, 

organizations search for a systematic and controlled approach 

to support the discovery, design, validation and deployment of 

business rules [2][21]. To be able to manage or even address 

these challenges, insight has to be created concerning business 

rule management processes at organizations. This can be 

achieved using performance management, which can provide 

insight into an organization’s current situation, but can also 

point towards where and how to improve. However, research 

on performance management concerning BRM is nascent. 

       The measurement of performance has always been 

important in the field of enterprise management and, therefore, 

has been of interest for both practitioners and researchers. 

Performance systems are applied to provide useful 

information to manage, control and improve business 

processes. One of the most important tasks of a performance 

management system is to identify (and properly) evaluate 

suitable Performance Indicators (PI’s). The increase of interest 

and research towards identifying the right set of indicators has 

led to ‘standard’ frameworks and PI’s tailored to industry or 

purpose. Examples of such frameworks are the balanced 

scorecard, total quality management framework, and seven-S 

model [9][18]. Moreover, research on standard indicators is 

increasingly performed for the sales and manufacturing 

processes. To the knowledge of the authors, research which 

focuses on performance measures for BRM is absent. This 

article extends the understanding of performance measurement 

with regard to the BRM processes. To be able to do so, the 

following research question is addressed: “Which performance 

indicators are useful to measure the BRM processes?” 
       This paper is organized as follows: In section two we 
provide insights into PI’s and BRM. This is followed by a 
description of the research method used to construct our 
artifact in section three. Furthermore, the analysis of our 
research results is described in section four. Subsequently, our 
results which led to our Performance Indicators for BRM are 
presented section five. Finally, in section six we discuss which 

1Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-472-5
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conclusions can be drawn from our results, followed by a 
critical view of the research method and results of our study. 

II. RELATED WORK AND BACKGROUND 

       The aim of using a performance measurement system is to 

provide a closed loop control system in line with predefined 

business objectives. In scientific literature and industry, an 

abundance of performance management systems exists [6]. 

Although a lot of performance systems exist, in general, they 

can be grouped into four base types [9]: 1) consolidate and 

simulate, 2) consolidate and manage, 3) innovate and 

stimulate, and 4) innovate and manage. The predefined 

business objectives, and, therefore, the creation of the closed 

loop control system, differ per base-type. In the remainder of 

this section, first the four performance measurement system 

base-types will be discussed after which the registration of a 

single performance measure will be presented.  Subsequently, 

the processes will be discussed for which the performance 

management system is created. The last paragraph will focus 

on bringing all elements together. 

       Performance measurement systems of the first base-type, 

consolidate and stimulate, are utilized to measure and 

stimulate the current system performance. The formulation 

process of PI’s is usually performed with employees that work 

with the system, possibly in combination with direct 

management, and is, therefore, a bottom-up approach. 

Examples of this type of performance measurement system are 

the “control loop system” or “business process management 

system”. Performance measurement systems, that focus purely 

on measuring and maintaining the current performance level, 

are classified as the second base-type consolidate and 

manage. Consolidate and manage is a purely top-down 

approach in which PI’s are formulated by top management 

based on the current strategy. Each PI defined by the top-

management is translated into multiple different underlying 

PI’s by each lower management level. Two examples of 

performance measurement systems of this type are 

“management by objectives” and “quality policy 

development”. 

       The third base-type, innovate and stimulate, focuses on 

the customer and the product or service delivered to the 

customer by the organization. To define the PI’s, first the 

quality attributes of the product or service delivered to the 

customer need to be defined. Based on these quality attributes, 

PI’s for each business process that contributes to the product 

or service is defined. An example of a performance 

measurement system of this type is Quality Function 

Deployment (QFD). The fourth base-type, innovate and 

manage, focuses on the future of the organization while 

managing the present. It is a top-down approach in which PI’s 

are formulated, based on the strategy of the organization. 

Furthermore, these PI’s are then translated to the lower 

echelons of the organization. Furthermore, PI’s that are used 

to manage the current state of the organization are specified. 

The combination of both measures is used to make sure that 

the company is performing well while at the same time 

steering it into the future. An example of this performance 

measurement system type is the Balanced Score Card.  

       In addition to choosing the (combination of) performance 

measurement system(s), the individual performance indicators 

(PI’s) of which the performance measurement system is 

composed have to be defined. A PI is defined as: “an 

authoritative measure, often in quantitative form, of one or 

multiple aspects of the organizational system.” Scholars as 

well as practitioners debate on which characteristics must be 

registered with respect to PI’s [8][14]. Comparative research 

executed by [14] identified a set of five characteristics each 

scholar applies: 1) the PI must be derived from objectives, 2) 

the PI must be clearly defined with an explicit purpose, 3) the 

PI must be relevant and easy to maintain, 4) the PI must be 

simple to understand, and 5) the PI provide fast and accurate 

feedback. 

       The performance measurement system in this paper is 

developed for the elicitation, design, acceptation, deployment, 

and execution process of BRM. A detailed explanation of the 

BRM processes can be found in [23]. However, to ground our 

research a summary is provided here. The value proposition 

(end result) of a business rule set is delivered when the 

business rule set is executed. Business rule sets can provide 

the following value propositions: classification, assessments, 

diagnosis, monitoring, prediction, configuration design, 

modelling, planning, scheduling, and assignment [3]. Before 

the business rule set can be executed, it first needs to be 

elicitated, designed, accepted, and deployed. The elicitation 

process exists out of two main tasks: determining the scope 

and identifying sources. In the task determining scope, the 

value proposition of the business rule set is determined. After 

the scope has been determined, the data sources that influence 

the business rule set have to be identified. Data sources can be 

sources such as human experts, documentation, laws, and 

regulation. After the data sources have been determined the 

design process starts which consists of five phases. First, the 

scope is decomposed by means of a business rules 

architecture. The business rules architecture is a structure 

which decomposes scope in multiple fine-grained modular 

business rule sets that adhere to the single responsibility 

principle [11]. The purpose of the context architecture is to 

create a normalized business rule set in which individual 

business rule set can be changed without affecting other parts. 

For example, the scope is “determine candidate profile” which 

can be composed into multiple business rule sets: “determine 

candidate personality rating”, “determine candidate cognitive 

rating”, and “candidate maturity rating.” After the business 

rule architecture is created it is verified (to check for semantic 

/ syntax errors) and validated (to check for errors in its 

intended behavior). After the validation of the business rules 

architecture, a fact model and the business rules are defined 

for each individual business rule set. Furthermore, the 

verification and validation of the fact model and business rules 

take place per business rule set. After each individual business 

rule set has been validated, also, the scope (the combination of 

business rule sets) as a whole is validated. Until this moment, 

the scope, business rule sets, business rules and fact 

2Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-472-5
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models have been modelled in an implementation-independent 

language. An implementation-independent language is 

considered as: “a language that is not tailored to be 

applicable to a specific information system” [23]. An 

implementation dependent language, on the other hand, is 

defined as: “a language that is tailored to be applicable to a 

specific information system” [23]. Implementation dependent 

business rule languages have a specific grammar which can 

only be interpreted by a specific system. Examples of such 

systems are [19] and [20]. The translation from an 

implementation-independent language to an implementation 

dependent language is the goal of the deployment process. The 

last BRM process is the execution process which transforms a 

platform specific rule model into the value proposition it must 

deliver.  

       BRM is a process that deals with the elicitation, design, 

acceptation, deployment, and execution process of business 

rules within an organization to support and improve its 

business performance. Organizations are realizing that 

business rules are crucial resources that should be managed to 

stay competitive and innovative. Since no absolute 

measurement exists to measure the success of BRM as whole 

as well as individual BRM processes in an organization, this 

research will focus on identifying PI’s from the perspective of 

the first base-type, consolidate and stimulate. This implies that 

we will apply a bottom-up approach and will involve 

employees working on business rules and their direct 

management. Our focus per PI will be on the characteristics as 

defined by [8]: 1) derived from objectives, 2) clearly defined 

with an explicit purpose, 3) relevant and easy to maintain, 4) 

simple to understand, and 5) provide fast and accurate 

feedback.   

III. RESEARCH METHOD 

       The goal of this research is to identify performance 

measurements that provide relevant insight into the 

performance of the elicitation, design, acceptation, 

deployment, and execution process of business rules. In 

addition to the goal of the research, also, the maturity of the 

research field is a factor in determining the appropriate 

research method and technique. The maturity of the BRM 

research field, with regard to none-technological research, is 

nascent [10][15][23]. Focus of research in nascent research 

fields should lie on identifying new constructs and 

establishing relationships between identified constructs [5]. 

Summarized, to accomplish our research goal, a research 

approach is needed in which a broad range of possible 

performance measurements are explored and combined into 

one view in order to contribute to an incomplete state of 

knowledge.  
Adequate research methods to explore a broad range of 

possible ideas / solutions to a complex issue and combine them 
into one view when a lack of empirical evidence exists consist 
of group-based research techniques [4][13][16][17]. Examples 
of group based techniques are Focus Groups, Delphi Studies, 
Brainstorming and the Nominal Group Technique. The main 
characteristic that differentiates these types of group-based 
research techniques from each other is the use of face-to-face 

versus non-face-to-face approaches. Both approaches have 
advantages and disadvantages, for example, in face-to-face 
meetings, provision of immediate feedback is possible. 
However, face-to-face meetings have restrictions with regard 
to the number of participants and the possible existence of 
group or peer pressure. To eliminate the disadvantages, we 
combined the face-to-face and non-face-to-face technique by 
means of applying the following two group based research 
approaches:  the Focus Group and Delphi Study.  

IV. DATA COLLECTION AND ANALYSIS 

Data for this study is collected over a period of six months, 
through three rounds of focus groups (round 1, 2 and 3: experts 
focus group) and a three-round Delphi study (round 4, 5 and 6 
Delphi study), see Figure 1. Between each individual round of 
focus group and Delphi Study, the researchers consolidated the 

Figure 1. Data collection process design 

results (round 1, 2, 3, 4, 5, 6 and 7: research team). Both 
methods of data collection are further discussed in the 
remainder of this section. 

 

A. Focus Groups 

      Before a focus group is conducted, a number of key issues 

need to be considered: 1) the goal of the focus group, 2) the 

selection of participants, 3) the number of participants, 4) the 

selection of the facilitator, 5) the information recording 

facilities, and 6) the protocol of the focus group. The goal of 

the focus group was to identify performance measurements for 

the performance of the elicitation, design, acceptation, 

deployment, and execution process of business rules. The 

selection of the participants should be based on the group of 

individuals, organizations, information technology, or 

community that best represents the phenomenon studied [22]. 

In this study, organizations and individuals that deal with a 

large amount of business rules represent the phenomenon 

studied. Such organisations are often financial and 

government institutions. During this research, which was 

conducted from September 2014 to November 2014, five large 

Dutch government institutions participated. Based on the 

written description of the goal and consultation with 

employees of each government institution, participants were 
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selected to take part in the three focus group meetings. In 

total, ten participants took part who fulfilled the following 

positions: two enterprise architects, two business rules 

architects, three business rules analysts, one project manager, 

and two policy advisors. Each of the participants had, at least, 

five years of experience with business rules. Delbecq and van 

de Ven [4] and Glaser [7] state that the facilitator should be an 

expert on the topic and familiar with group meeting processes. 

The selected facilitator has a Ph.D. in BRM, has conducted 7 

years of research on the topic, and has facilitated many 

(similar) focus group meetings before. Besides the facilitator, 

five additional researchers were present during the focus 

group meetings. One researcher participated as ‘back-up’ 

facilitator, who monitored if each participant provided equal 

input, and if necessary, involved specific participants by 

asking for more in-depth elaboration on the subject. The 

remaining four researchers acted as a minute’s secretary 

taking field notes. They did not intervene in the process; they 

operated from the sideline. All focus groups were video and 

audio recorded. A focus group meeting took on average three 

and a half hour. Each focus group meeting followed the same 

overall protocol, each starting with an introduction and 

explanation of the purpose and procedures of the meeting, 

after which ideas were generated, shared, discussed and/or 

refined.  

      Prior to the first round, participants were informed about 

the purpose of the focus group meeting and were invited to 

submit their current PI’s applied in the BRM process. When 

participants had submitted PI’s, they had the opportunity to 

elaborate upon their PI’s during the first focus group meeting. 

During this meeting, also, additional PI’s were proposed. For 

each proposed PI, the name, goal, specification and 

measurements were discussed and noted. For some PI’s, the 

participants did not know which specifications or 

measurements to use. These elements were left blank and 

agreed to deal with during the second focus group meeting. 

After the first focus group, the researchers consolidated the 

results. Consolidation comprised the detection of double PI’s, 

incomplete PI’s, conflicting goals and measurements. Double 

PI’s exist in two forms: 1) identical PI’s and 2) PI’s which are 

textually different, but similar on the conceptual level. The 

results of the consolidation were sent to the participants of the 

focus group two weeks in advance for the second focus group 

meeting. During these two weeks, the participants assessed the 

consolidated results in relationship to four questions: 1) “Are 

all PI’s described correctly?”, “2) Do I want to remove a PI?” 

3) “Do we need additional PI’s?“, and 4) “How do the PI’s 

affect the design of a business rule management solution?”. 

This process of conducting focus group meetings, 

consolidation by the researchers and assessment by the 

participants of the focus group was repeated two more times 

(round 2 and round 3). After the third focus group meeting 

(round 3), saturation within the group occurred leading to a 

consolidated set of PI’s. 

B. Delphi Study 

      Before a Delphi study is conducted, also a number of key 

issues need to be considered: 1) the goal of the Delphi study, 

2) the selection of participants, 3) the number of participants, 

and 4) the protocol of the Delphi study. The goal of the Delphi 

study was twofold. The first goal was to validate and refine 

existing PI’s identified in the focus group meetings, and the 

second goal was to identify new PI’s. Based on the written 

description of the goal and consultation with employees of 

each organization, participants were selected to take part in the 

Delphi study. In total, 36 participants took part. Twenty-six 

experts, in addition to the ten experts that participated in the 

focus group meetings, of the large Dutch government 

institutions were involved in the Delphi Study, which was 

conducted from November 2014 to December 2014. The 

reason for involving the ten experts from the focus groups was 

to decrease the likelihood of peer-pressure amongst group 

members. This is achieved by exploiting the advantage of a 

Delphi Study which is characterized by a non-face-to-face 

approach. The twenty-six additional participants involved in 

the Delphi Study had the following positions: three project 

managers, four enterprise architects, ten business rules analyst, 

five policy advisors, two IT-architects, six business rules 

architects, two business consultants, one functional designer, 

one tax advisor, one legal advisor, and one legislative author. 

Each of the participants had, at least, two years of experience 

with business rules. Each round (4, 5, and 6) of the Delphi 

Study followed the same overall protocol, whereby each 

participant was asked to assess the PI’s in relationship to four 

questions: 1) “Are all PI’s described correctly?”, “2) Do I 

want to remove a PI?” 3) “Do we need additional PI’s?“, and 

4) “How do the PI’s affect the design of a BRM solution?” 
  

V. RESULTS 

      In this section, the overall results of this study are 

presented. Furthermore, the final PI’s are listed. Each PI is 

specified using a specific format to convey their 

characteristics in a unified way.  

 
TABLE I. EXAMPLE OF PI RESULT: TIME MEASUREMENT TO 

DEFINE, VERIFY, AND VALIDATE A BUSINESS RULE. 
 

PI 09: The amount of time units needed to define, verify, 

and validate a single business rule. 

Goal: Shortening the time needed to deliver defined, 

verified, and validated business rules. 

S The number of time units per selected single business 

rule: 

 Measured over the entire collection of 

context designs;  

 During the design process; 

 (Sorted by selected context design); 

 (Sorted by selected complexity level of a 

business rule); 

 (Sorted by selected scope design); 

 (Sorted by selected time unit). 

M  Context design 

 Business rule 

 Complexity level of a business rule 

 Scope design 

 Time unit 
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Before the first focus group was conducted, participants 
were invited to submit the PI’s they currently use. This resulted 
in the submission of zero PI’s. Since this result can imply a 
multitude of things (e.g. total absence of the phenomena 
researched or unmotivated participants), further inquiry was 
conducted. The reason that no participants submitted PI’s was 
because none of the participants had a formal performance 
measurement system in place. Some measured BRM processes 
but did so in an ad-hoc and unstructured manner. The first 
focus group meeting resulted in 24 PI’s. This first focus group 
meeting also had one interesting side-discussion: can a PI be 
configured to monitor specific individuals? For example, “the 
number of incorrectly written business rules per business rule 
analyst.“ Since the discussion became quite heated during the 
meeting, it was decided that each expert would think about and 
reflect on this question outside the group and that this 
discussion would be continued in the next focus group 
meeting.  
      After analyzing the results of the first focus group the 24 

PI’s were sent to the participants of the second focus group. 

During the second focus group, the participants started to 

discuss the usefulness of the PI’s and the fact that too many 

PI’s is also not a good thing. This resulted in the removal of 

ten conceptual PI’s. Ten PI’s were discarded because they did 

not add value to the performance measurement process 

concerning BRM. This resulted into 14 remaining PI’s, which 

had to be further analyzed by the researchers. Also, the 

discussion about the PI’s formulated to measure specific 

individuals was continued. At the end, only three experts 

thought this was reasonable and useful. The other seven 

disagreed and found it not useful which has led to the 

exclusion of PI’s targeted at a specific individual. 

      During the third focus group, the participants discussed the 

remaining 14 final PI’s which led to the further refinement of 

goals, specifications, and measurements. Additionally, the 

subject-matter experts expressed a certain need to categorize 

PI’s into well-known phases within the development process 

of business rules at the case companies. From the 14 

remaining PI’s, nine PI’s were categorized as business rule 

design PI’s, two PI’s were categorized as business rule 

deployment PI’s, and three PI’s were categorized as business 

rules execution PI’s.  

      After the third focus group, the 14 PI’s were subjected to 

the Delphi Study participants. In each of the three rounds, no 

additional PI’s were formulated by the 26 experts. However, 

during the first two rounds, the specification and measurement 

elements of multiple PI’s were refined. During the third round, 

which was also the last round, no further refinements were 

proposed and participants all agreed to the 14 formulated PI’s 

which are presented in table 2.  

 
TABLE II. PI'S DERIVED FOR BRM. 

 

PI 01: The frequency of corrections per selected context 

design emerging from the verification process. 

Goal: Improve upon the design process of 

business rules. 

PI 02: The frequency of corrections per selected context 

design, emerging from the verification process, per business 

analyst and per type of verification error. 

Goal: Improving the context design. 

PI 03: The frequency of corrections per selected context 

design emerging from the validation process per complexity 

level of a business rule. 

Goal: Improve upon the design process of 

business rules. 

PI 04: The frequency of corrections per selected context 

design emerging from the validation process per type of 

validation error. 

Goal: Improve upon the validation process for the 

benefit of improving the context design. 

PI 05: The frequency of corrections per selected context 

architecture emerging from the design process per scope 

design. 

Goal: Improve upon the design process for the 

benefit of improving the context architecture. 

PI 06: The frequency of instantiations per selected context 

design 

Goal: Provide insight into the possible instances of 

a context design. 

PI 07: The frequency per selected type of validation error. 

Goal: Improve upon the design process for the 

benefit of improving the context design. 

PI 08: The frequency per selected type of verification error  

Goal: Improve upon the design process for the 

benefit of improving the context design. 

PI 09: The number of time units required to define, verify, 

and validate a single business rule. 

Goal: Shortening the lead time of a business rule 

with regard to the design process. 

PI 10: The frequency of deviations between an 

implementation dependent context design and an 

implementation independent context design. 

Goal: Improve upon the deployment process. 

PI 11: The frequency of executions of an implementation 

dependent business rule. 

Goal: Gaining insight into which business rules 

are executed. 

PI 12: The frequency of execution variants of a scope 

design. 

Goal: Gaining insight into which decision paths 

are traversed to establish different decisions. 

PI 13: The number of time units required for the execution 

per execution variant. 

Goal: Shortening the lead time of an execution 

process with regard to enhancing an execution 

variant. 

PI 14: The amount of business rules that cannot be 

automated.  

Goal: Provide insight into which business rules 

cannot be automated. 

  
 Analyzing the defined PI’s showed that three out of 
fourteen (PI 11, 12, and 14) are PI’s that can be classified as 
‘innovate and manage’ PI’s.  PI eleven and twelve focus on the 
number of times a business rule is executed. Thereby providing 
insight in which business rules are most applied. PI twelve 
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goes beyond that and shows which variants of business rules 
are executed. In other words, it shows the characteristics of the 
decision based on which citizens get services. This insight can 
be used to determine how many and which citizens are affected 
by changing specific laws (and, therefore, business rules). In 
other words, this can be used to further support the 
development of law. PI fourteen indicated the amount of 
business rules that cannot be automated and that needs to be 
executed manually. This can also provide an indication of the 
amount of workload that organisations encounter due to the 
manual execution of these specific business rules.  This PI can 
be used to decide if these business rules should be executed 
manually or that they should be reformulated in such a manner 
that they can be executed mechanically. 

VI. DISCUSSION, CONCLUSION, AND FUTURE WORK 

      From a research perspective, our study provides a 

fundament for PI measurement and benchmarking of the 

elicitation, design, acceptance, deployment, and execution 

processes of BRM. Several limitations may affect our results. 

The first limitation is the sampling and sample size. The 

sample group of participants is solely drawn from government 

institutions in the Netherlands. While we believe that 

government institutions are representative for organisations 

implementing business rules, further generalization towards 

non-governmental organizations amongst others is a 

recommended direction for future research. Taken the sample 

size of 36 participants into account, this number needs to be 

increased in future research as well. This research focused on 

identifying new constructs and establishing relationships given 

the current maturity of the BRM research field. Although the 

research approach chosen for this research type is appropriate 

given the present maturity of the research domain, research 

focusing on further generalization must apply different 

research methods such as qualitative research methods which 

also allow incorporating a larger sample size in future research 

regarding PI’s for BRM.   

      This research investigated PI’s for the elicitation, design, 

acceptance, deployment and execution of business rules with 

the purpose of answering the following research question: 

“Which performance measurements are useful to measure the 

BRM processes?” To accomplish this goal, we conducted a 

study combining a three round focus group and three round 

Delphi Study. Both were applied to retrieve PI’s from 

participants, 36 in total, employed by governmental 

institutions. This analysis revealed fourteen PI’s. We believe 

that this work represents a further step in research on PI’s for 

BRM and maturing the BRM field as a whole. 
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Abstract—This review provides the current dengue surveillance
situation including (i) the factors that contribute to dengue trans-
mission and (ii) the method to combat the disease. Dengue fever
now is the most common mosquito-borne disease that infected
around 100 billion population, mostly from Asia Pacific. This
alboviral disease not only worsens people’s health, but also has a
great social and economic impact in areas where these endemics
arise. Currently, the transmission of this disease is influenced
not only by the climatic factors (e.g., rainfall, temperature,
wind speed and humidity) but also by non-climatic factors like
socio-environmental factors (e.g., population density, land use
activity, vector control and transportation). Previously, prevention
methods such as vector control, were used by public health
agencies in combating the transmission of dengue outbreak.
Recently, with the improvement of knowledge and technology,
new methods and models are developed, not only for detection but
also for prediction of dengue trends and outbreaks. An effective
prediction model would be particularly helpful to detect unusual
occurrences of disease and to allow for targeted surveillance
and control efforts of the disease. In this paper, we review
and summarize the development of dengue outbreak tools by
researchers in the Asia Pacific region.

Keywords–Dengue Outbreak Prediction, Statistical Analysis,
Spatial Analysis, Machine Learning

I. INTRODUCTION

Dengue is a mosquito-borne viral disease that has rapidly
spread in all regions of the world in recent years. This
arboviral disease is transmitted by two main vectors, which
are Aedes Aegypti and Ae. Albopictus [1]. Both mosquitoes
have adjusted to human neighborhood with larval habitats and
ovipositor in natural and artificial (e.g., rock pools, tree holes,
blocked drains, pot plants and food and beverage containers,
and leaf axis) collections in the urban and peri-urban environ-
ment [2].

Dengue can be brought on by any of four viral serotypes
(Dengue Virus (DENV) 14), and is transmitted by day-biting
urban-adapted Aedes mosquito species [3]. After an incubation
period ranging from 4 to 14 days, patients normally can
encounter a range of symptoms, from a sub-clinical disease to
debilitating but transient Dengue Fever (DF) to life-threatening
Dengue Hemorrhagic Fever (DHF) or Dengue Shock Syn-
drome (DSS) [4] [5]. The most severe forms of dengue disease
are DHF and DSS. They are life debilitating, and youngsters
with DENV disease are especially at danger of advancing to
severe DHF/DSS [6]. Until now there is no specific treatment
or vaccine for dengue.

DF is a major public health concern and also re-emerging
infectious disease that affects millions of people worldwide.
It is also a major public health concern for over half of the
world’s population and is a main source of hospitalization
and death especially for youngsters in endemic nations. The
majority of the poor nations are particularly vulnerable to
the transmission of dengue infection [6]. This vector borne
disease always can be found in urban and suburban areas of
regions such as Africa, South-East Asia, Americas, Eastern
Mediterranean and Western Pacific [7]. It is assessed that
consistently, there are 70500 million dengue infections, 36
million cases of DF and 21 million cases of DHF and DSS,
with more than 20000 deaths per year [7].

An expected 50 million cases of dengue diseases occur
annually and approximately 2.5 billion people live in dengue
endemic countries [8]. Other than that, DF inflicts a significant
health, economic, and social burden on the populations of these
endemic areas. A scientific working group report on dengue
published by the World Health Organization (WHO) shows
that nearly 75% of the global disease burden is due to dengue
[9]. Demographic change, urbanization, deficient local water
supplies, relocation led to an increase in the global incidence
of dengue and about 3.6 billion people are currently at risk
[10]. These parameters can also be defined as non-climatic
parameters that have an impact on the dengue outbreak. But
other researches also found that the spread and establishment
of dengue is also mainly facilitated by a changing climate
around the world [11].

The rest of this paper is organized as follow: Section II
provides an overview of different types of dengue data that
were used in previous studies. Section III outlines several
climatic and non-climatic factors that were commonly used
in previous studies for dengue outbreak prediction. Section
IV then summarizes and describes different techniques for
dengue outbreak prediction from the three main streams: (i)
spatial analysis, (ii) statistical and mathematical analysis, and
(iii) machine learning. Finally, the paper discusses potential
directions for future work in Section V and summarizes the
conclusion in Section VI.

II. DENGUE DATA

Dengue data is very important to dengue surveillance study
since it can trace and identify the dengue incident from the
dengue data results. For this review, we considered the data
for both DF and DHF cases as ‘dengue incident’. In many
dengue epidemiology studies, the dengue incident data that was
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collected either in hospitals or medical centers can be classified
into 3 groups, namely suspected, probable and confirmed cases
[4]. A suspected case is a clinically compatible case of dengue-
like illness, dengue, or severe dengue with an epidemiological
linkage. A probable case is a clinically compatible case of
dengue-like illness, dengue, or severe dengue with laboratory
results indicative of probable infection. Lastly, a confirmed
case was a clinically compatible case of dengue-like illness,
dengue, or severe dengue with confirmatory laboratory results.
A confirmed case refers to a dengue case that was confirmed by
the serological tests IgM capture enzyme-linked immunosor-
bent assay (ELISA) with single positive IgM in the lab [12].
Most research reviewed in this paper used the suspected and
confirmed cases.

III. DENGUE FACTORS

Identifying key factors that contribute to dengue infection is
very valuable in controlling and predicting dengue outbreaks.
In this section, we review and summarize the key climatic and
non-climatic factors that were found to have an impact on the
spread of dengue.

A. Climatic Factor
Over the last decade, the climatic changes around the

globe have had a major impact on the transmission of dengue.
Climate change happens when there is an increase in green-
house gases that make the air and Earth’s surface warmer.
This actually happens when there is a high concentration of
greenhouse gases in the atmosphere, including carbon dioxide,
methane, and nitrous oxide. This is due mainly to human
factors, for example, the utilization of fossil fuel, changes in
the use of an area, and agriculture [13]–[15]. These changes
will have an influence on the dynamic pattern of climate
variables around the world, especially the temperature, rainfall,
precipitation and humidity, and extreme weather occurrences
such as El Nino Southern Oscillation (ENSO) [16]–[18].

Studies have demonstrated that a change in these factors
can influence various aspects of the arthropod vector’s life
cycle and survival, the arthropod population, vector pathogen
interactions, pathogen replication, vector behavior and, of
course, vector distribution [19] [20]. For example, tempera-
ture increases not only effect the reproduction and mosquito
activity, but also decrease the incubation time of larvae [16]–
[19]. Various studies recorded different lag times for the larva
incubation period ranging from 4 to 16 weeks [17] [21]–[24].
The increase in the larva incubation period will exacerbate the
rate at which mosquito vectors transmit the disease.

Extremely hot temperatures also impact the DF expansion
by extending the season in which transmission occurs [25]
[26]. This occurs when lengthy drought conditions exist in
endemic areas without a stable drinking water supply. The
storage of drinking water increase the number of breeding
sites for the mosquito vector [27] [28]. These extremely
high temperatures are also a result of the climate change
phenomena and ENSO cycles. Among the studies reviewed,
the ENSO phenomena were associated with local temperature
and precipitation changes. It was showed that a decrease in
ENSO could result in an increased temperature and decreased
rainfall leading to increased water stockpiling. This favors
mosquito reproducing places and, in this way, increases dengue
transmission [16] [29] [30].

The changes in the world climate have also impacted rain-
fall trends, and, in combination with the temperature increase,
it becomes the main regulator of evaporation that directly
affects the availability of water habitats [31]. Rainfall itself,
can influence the conditions in the case of both high and low
precipitation. In the high precipitation conditions, it can flush
away eggs, hatchlings, and pupae from compartments in the
short term [32] [33]. In the longer term situation, residual
water can create breeding habitats, thereby expanding the
adult mosquito population [34]. For the low rainfall condition,
together with dry temperature it can lead to human behavior of
saving water in water storage containers, which may become
breeding sites for Ae. Aegypti [35] [36]. In the end, climatic
conditions can be seen affecting the virus, the vector and
human behavior both directly and indirectly.

Looking into the previous research from years before,
especially the association between climatic factors and the
transmission of dengue, we can see that there is a link between
them either in a positive or negative correlation [37]–[44].
However, the connection between dengue and the climatic fac-
tors still remains debatable because of the potential influence
of other socio-demographic factors that can have an impact on
dengue transmission [13] [45]–[47].

B. Non-Climatic Factor

In recent years, a few authors have begun looking at several
non-climatic factors, such as, human growth, human move-
ment, and socioeconomic constraints as effect to dengue trans-
mission [20] [45] [48] [49]. A recent study done by Gubler
[50] shows that the growing population in developing countries
became a contributing factor to the increase of dengue trans-
mission and expansion. This unprecedented population growth,
mostly in high density population area may provide new man-
made breeding sites through discarded automobile tires, non-
biodegradable plastics, cell phones, and tin [51] [52]. These
consumer products will become ideal breeding sites for the
most potent dengue vector, A. aegypti. Finally the increasing
density of A. aegypti mosquito population combined with
increased human populations contributed to the transmission
of dengue in urban area. The effect of human growth factor
can also be dangerous when it is combined with the rapid
urbanization process that actively happens in the urban areas,
especially in low and middle income countries [20] [53].

Rapid urbanization not only contributes to the population
explosion but also has an impact on people’s socioeconomic
behavior in urban and suburban areas. Recent studies found
that non-climatic factors, such as housing types, poor garbage
disposal, poor water storage, and cross-border travel, strongly
correlate to the number of dengue cases [12] [54]–[56]. It was
also showed that other socioeconomic factors, such as low level
of education and low coverage of infrastructure, can contribute
to the number of dengue cases in urban areas [57]–[59]. People
who live in high population density areas are highly vulnerable
to dengue infection because of poor housing conditions and/or
the lack of public services, such as inadequate drainage or
improper sanitation system [60]–[62]. Indeed, several residual
water containers, which are key mosquito breeding sites, are
naturally or artificially created in these areas. Thus, poor living
conditions play an important role in the spread of dengue [46]
[63] [64].
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In addition, it was showed that the geographical distribution
of dengue is potentially influenced by travel and trade factors
[7] [54] [65]. Urbanization has increased the population mo-
bility and consequently contributes to the spread of dengue
between urban and rural areas [25] [66]. Globally, increases
in international passengers were identified as the main cause
for dengue transmission between countries and continents [67].
This is very dangerous because an infected immigrant or visitor
from a dengue-endemic country can carry a new virus strain
into another country and causes a dengue spread [47] [68].
Global trade was also identified as one main driver in the
global transmission of dengue [66] [69]. Indeed, the higher the
number of cargo and goods are transported around the world,
the higher the chance mosquitoes carrying the virus arrive in a
new place that has suitable environmental conditions for their
survival and breeding.

IV. RESEARCH METHOD

As discussed in the previous section, there are several
factors that have an impact on a dengue outbreak. Several
methods have been developed and studied to comprehend
the complex relationship between these factors and dengue
in order to accurately predict the number of dengue cases
for better prevention and/or proactive mitigation. In general,
the existing methods for dengue outbreak prediction that
we reviewed can be classified into three groups: (i) spatial
analysis, (ii) statistical and mathematical analysis, and (iii)
machine learning system.

A. Spatial Analysis
Kernel density is the most popular method that is used in

dengue transmission studies in the geographical epidemiology
field [70]–[73]. This method was applied to identify and map
out hotspots with a high concentration of reported dengue
cases [74]. It can detect dengue clusters and generate risk
maps based on the correlation with climatic and non-climatic
factors. Another popular method is Geographically Weighted
Regression (GWR) [75]. It can predict the risk levels of a
dengue outbreak and identify the spatial dependency between
DF cases and the factors involved [76] [77]. In addition, Local
Indicators of Spatial Autocorrelation (LISA) has been used
to study the impact of climatic and non-climatic factors on
dengue transmission [78] [79]. LISA can be regarded as a
spatial risk index to identify both significant spatial clusters
and outliers [80]. Thus, it is often used to examine the spatial
temporal patterns of the spread of dengue.

Recently, the integration of spatial statistics and non-spatial
statistics has become more prominent. Although spatial statis-
tics can improve the comprehension of dengue surveillance by
enhancing the detection of patterns , users can potentially mis-
interpret the results. Integration of both statistical approaches
not only maintains the visualization advantage of spatial statis-
tics but also enables the testing of statistical significance of
relationships between dengue parameters and the number of
dengue incidents. In our review, spatial statistical analysis was
mostly integrated with linear regression techniques, such as
logistic regression and Poisson regression [81]–[84].

B. Statistical and Mathematical Analysis
Infectious dengue surveillance and control efforts encom-

pass a wide variety of fields and require integration, synthesis,

and analysis of information. This requirement can be met
by the application of quantitative analysis, especially the
combination of different analytical models. The past decade
has witnessed a large increase in dengue research activities on
statistical and mathematical methods. Following an apparent
trend in surveillance research, statistical methods have become
popular in dengue outbreak detection and control, especially
in generating early warning of dengue outbreaks. A statistical
model can be defined as an empirical relationship between the
location of known virus occurrences and a set of underlying
parameters, such as climatic and non-climatic variables [85]
[86].

The two most popular statistical approaches that are used
in the dengue studies are regression and time series techniques.
The regression technique is a method that has two functions,
one for detecting outbreaks in surveillance process that support
the basis of laboratory reports, and second is for syndrome
surveillance. The regression technique commonly used by the
clinical and epidemiological researchers is Poisson regression
[18] [87]–[90]. It is normally used to analyze the correlation
between the number of dengue cases and one or more dengue
factors in order to predict the number of future dengue cases
[91]. Poisson regression, using a Generalized Additive Model
(GAM), was often used when dealing with nonlinear data
as it can improve the prediction accuracy by automatically
calculating the optimal degree of nonlinearity of the model
directly from the data [92]–[94].

A part from that, time series methods were also commonly
used by the researchers to find the variable that have an
impact on dengue incidents. This approach has been widely
used in the early detection of infectious disease outbreaks,
especially focusing on the emerging or re-emerging infections.
Unlike other statistical approaches, this type of analysis was
chosen based on the assumption that the incidence of infectious
diseases is related to the previous incidence and the population
at risk [95]. One of the most popular time series methods
for studying the correlation between dengue and its variables
is the Autoregressive Integrated Moving Average (ARIMA)
method [96]–[99]. The advantage of this method is that it can
provide a comprehensive set of tools for arrangement model
distinguishing proof, parameter estimation, and gauging. In
addition, it offers incredible adaptability in investigation, which
is added to its prevalence in a few dengue research.

The ARIMA model can be extended to handle occasional
parts of an information arrangement. The seasonal ARIMA
(SARIMA) model is an extension of ARIMA to an arrange-
ment in which a pattern repeats seasonally over time. This
statistical model is particularly interesting when there are
time conditions between observations [100]. The assumption
that each observation is associated to past ones makes it
possible to model a temporal structure, with more dependable
expectations, particularly for regular diseases [101] [102]. The
example research that used this model can be seen in the study
done in Thailand and India [49] [103] [104].

Recently, numerical procedure has been progressively used
as an alternative to statistical models to interpret and antici-
pate the number of future infectious diseases. Many complex
mathematical models have been developed to predict the oc-
currence, dynamics and magnitude of dengue outbreaks using
a combined environmental and biological approach. These
models have the capability to produce an useful approximation
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and thus enable the conduction of conceptual experiments that
would otherwise be difficult or impossible. Mathematical mod-
els allow precise, rigorous analysis and quantitative prediction
of dengue transmission and outbreak [105] [106]. Examples
of mathematical models that were applied in the dengue
surveillance research are the Susceptible-Infected-Recovered
(SIR) model and its extensions [107]–[109].

C. Machine learning system
Technology improvement, in the computer science field,

already gives a new hope in the dengue surveillance research
and study. As mentioned in the previous section, statistical
methods have been widely used in dengue outbreak prediction.
Given a specific theory, statistical tests can be applied to
epidemiological data to check whether any correlations can be
found between different parameters. However, machine learn-
ing systems can do much more. A machine learning system
can automatically hypothesize and derive the associations of
dengue factors directly from the raw data. The advantage of
this approach is that it can be used to develop the knowledge
bases used by expert systems. Given a set of clinical cases, a
machine learning system can produce a systematic description
of those clinical features that uniquely characterize the clinical
conditions. Several machine learning approaches have been
used to predict dengue outbreaks, such as Artificial Neural
Network (ANN), Alternating Decision Tree Method (ADT),
Support Vector Machine (SVM), Fuzzy Inference System (FIS)
and its hybrid model called Adaptive Neuro-Fuzzy Inference
System (ANFIS) [110]–[116]. This new approach has a po-
tential role to play in the development of dengue prediction
and it will be great importance to the relevant decision makers
who are typically responsible for budgets and manpower in the
public health sector.

V. FUTURE WORK

Research into dengue surveillance methods has increased
dramatically over the last two decades. Many new methods
are designed for specific monitoring systems or still in ex-
perimental and developmental stages and not used in real
practical surveillance. From the past research, this review
has noted that there’s need to an advancement of tools to
assist dengue prevention and control. Tools like [117] allow
scientists to easily model data and apply different spatio-
temporal kriging techniques. The combination between spatial,
statistical and mathematical analysis together with machine
learning system can become a holistic solution to this problem.
This hybrid application has the potential to understand the
complex relationship between climatic factors, non-climatic
factors and dengue, and thereby can obtain better prediction.
As information sorts and sources turn out to be progressively
vast and complex, there’s need to procedures to coordinate
dissimilar and frequently inadequate information into fitting
tools. This obstacle can be solved by using Big Data Analytic
(BDA). Big Data is a term used to portray data arrays that
make customary information, or database, preparing risky due
to any combination of their size, frequency of updated, or
diversity [118]. The research team of IBM, teamed up with
the university researchers, used BDA to predict the outbreak
of deadly diseases such as dengue fever and malaria [119].
Another research on the application of BDA in dengue study
was carried out by the Telenor group in collaboration with

Oxford University, the U.S. Center for Disease Control, and
the University of Peshawar [120]. Looking to the sources of
data collection, there’s need to a new platform for catering
the information with current vast technology. The online data
sources such as social media networking like Twitter and
Facebook can become new valuable data sources and can assist
the epidemiologist on real-time dengue scenario. With this
new technology, dengue cases mostly the under reported cases
can be captured and it can overcome the problem such as the
accessibility to public health center.

VI. CONCLUSION

The improvement of dengue prediction frameworks holds
incredible potential for enhancing general well-being through
right on time cautioning and checking of infection. There are
numerous perspectives to consider when pondering techniques
for dengue observation. A hefty portion of the routines de-
picted in this survey are dynamic zones of exploration and new
strategies are continually being produced. As more information
sources get to be accessible, this pattern is relied upon to
proceed, and the systems depicted here give a preview of
alternatives accessible to general well-being investigators and
specialists. We trust that it is essential to create, utilize and
coordinate spatial, factual and scientific examination together
with machine learning framework approaches for dengue trans-
mission perfect with long haul information on atmosphere
and non-climatic changes and this would propel projections of
the effect of both components on dengue transmission. With
progressing upgrades in the information and philosophies,
these studies will assume an inexorably essential part in our
comprehension of the perplexing connections in the middle of
environment and well-being.
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Abstract—Accuracy of classification and recognition in neural
signal is the most important issue to evaluate the clinical
assessment or extraction of features in brain computer interface.
Especially, classification of multitasks by measuring functional
Near-Infrared Spectroscopy (fNIRS) is a challenging due to its low
spatiotemporal resolution. To improve the classification accuracy
of fNIRS neural signals for multitasks, an evolutionary computing
method was proposed. Four healthy participants performed four
finger tasks which are digit-active, digit-passive, thumb-active and
thumb-passive. To classify the four tasks, a multitask classifier
was devised by the ensemble multitree genetic programming
(EMGP). The experimental results validate the performance of
the proposed classifier. The comparison of the conventional and
proposed classifiers at the real classification experiment shows
the higher accuracy of the proposed method. Moreover, it reveals
the improvement of classification accuracy when compared with
conventional classifiers in the additional experiment of fifteen
dataset in University of California Irvine machine learning
repository. The proposed classifier can be effective to classify and
recognize the fNIRS neural signals during multitasks. Moreover,
the subject dependent learning can be designed for the local brain
activation training based on neuro-feedback. After data learning
for all classes, the subject tries to make their brain activation
of an active task as similar with a passive task by the online
motor-imagery with action observation. As a result, the subject
is trained to concentrate his brain activation for the essential area
of brain. The proposed classifier can be applied well because high
classification accuracy is essential to the neuro-training system.
Finally, the classification accuracy of the proposed EMGP is
5.48% higher than the average of conventional classifiers.

Keywords–fNIRS; Classification; Finger Tasks; Neural Signal;
Emsemble Learning; Mutitree Genetic Programming

I. INTRODUCTION

Paralysis from a stroke or nerve injury has a terrible effect
on patients’ daily life. Especially, upper limb disorders greatly
affect their routine with great inconveniences. Over 30 percent
of stroke survivors suffer because their hand motor ability is
increasingly turning into disability, even after rehabilitation
for a year [1]. The conventional rehabilitation programs only
provide passive approaches to patients, but it has limited
effect [2]. Currently, there are many researches for promoting
the neuroplasticity by brain monitoring or neurofeedback [3].
The patients can perform the interventions more actively by
neurofeedback from a brain computer interface (BCI). The first

step for the neurofeedback is the neural signal classification
and recognition of patients.

Many techniques allow for real-time monitoring of brain
activity. Invasive approaches have been successfully employed
in human primates. Although such invasive methods have a
high performance, non-invasive sensors to monitor brain ac-
tivity are preferred in order to widely adapt to most of clinical
environments, including rehabilitation medicine. Conventional
non-invasive brain recording techniques are mainly electroen-
cephalography (EEG), functional magnetic resonance imaging
(fMRI) and functional near-infrared spectroscopy (fNIRS).

EEG is the most widely used technique adopted in BCI
[3]. EEG provides good time and space resolution, but it has
too high sensitivity so that the noisy data requires additional
pre-processing for training [4]. fMRI has also been used to
interface with the human brain [3]. Although it has advantages
such as high temporal and spatial resolution and whole brain
coverage including the central, electro-magnetic compatibility
constraints, high sensitivity to movement and high costs make
it unsuitable in a common therapeutic environment. fNIRS
is an optical approach that locally observes cortical activity
based on the neurovascular coupling [4]. It is easy to use,
safe, affordable, and relatively tolerant to movements. So it
can be mobile and operated wirelessly [5]. Compared to EEG,
fNIRS allows for the classification of more stable cortical
activity and requires less additional processing [4]. There have
been many researches of neurofeedback based on fNIRS for
various types of classifiers and applications. Classification of
hand motor imagery with support vector machines (SVM) and
hidden Markov models (HMM) were implemented [6]. An
online classification system for BCI was researched in [7].
The classifier was based on a real time difference calculation
for both side hand motor imagery. In these studies, the brain
activation was induced by motor tasks.

Although many researches have been studied, it is still
difficult to design an effective classification system for neuro-
monitoring and neurofeedback because the kinds of data have
some problems such as vast volume and noises from the human
body. For grasping tasks recognition with considerable accu-
racy, the high-density observation that uses a lot of sensors and
frequent measurement is required but it dramatically increases
the size of data. To overcome these problems effectively, this
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study approaches the system with a perspective on machine
learning by means of evolutionary computation (EC) inspired
by biology that shows outstanding performance to find global
optimum model. In this paper, we proposed a classification
method based on the ensemble multitree genetic programming
(EMGP) for the neural signal recognition for multiple tasks
with higher accuracy. The main advantage of the proposed
learning algorithm is that the search algorithm based on EC
looks for global optimum model in very wide search space
effectively, and the sensitivity feature of genetic programming
(GP) helps the multi classifiers to ensure their diversity.
Consequently, the low spatial resolution problems of fNIRS
measurement can be relieved.

The rest of the paper is organized as follows: Section 2
describes the proposed neural signal classification method in
detail and in Section 3, the experimental results are depicted.
Conclusion is presented in Section 4.

II. PROPOSED CLASSIFICATION METHOD

The proposed classification method consists of the data
modeling and the EMGP classifier. The neural signal data are
collected by fNIRS, noise is reduced by preprocessing, and a
data model is built to make the data easier to be handled by
the multi-tasks classifier. The proposed EMGP has the major
distinction of the multiple classifiers with parallel learning
in contrast with [8]. This difference gives the outstanding
robustness and search capability to the proposed method.
Of course, some modifications are required to compose the
effective algorithm with consideration for the structural aspect,
characteristics of the data, and medical domain knowledge. All
mentioned methods are summarized in the subsections below.

A. fNIRS data modeling for multitask classifier
The fNIRS neural signals are acquired by 24-channels op-

tical brain-function imaging system (FOIRE-3000, Shimadzu
Co) at a sampling rate of 7.7 Hz. It uses safe near-infrared
light to assess the concentrations of oxygenated hemoglobin
(Oxy-Hb) and deoxygenated hemoglobin (Deoxy-Hb) in the
cerebral blood at wavelengths of 780 nm, 805 nm, and 830
nm. This study uses Oxy-Hb for analysis and classification,
which is found to be more correlated with the regional cerebral
blood flow (rCBF) than deoxy-Hb [9]. An increase in rCBF
reflects an increase in neural activity [10]. The optical probes
are placed on the fronto-parietal regions of the brain cortex
to cover an area of 21×12cm. The subjects performed five
types of tasks denoted by TDA, TDP , TTA, TTP , and Rest as
follows:

• {TDA} - Actively grasping four digits except thumb
• {TDP } - Passively grasping four digits except thumb

by functional electrical stimulation (FES)
• {TTA} - Actively grasping thumb except the remains
• {TTP } - Passively grasping thumb by FES
• {Rest} - Rest without performing any tasks

Each subject performed four types of tasks for three times
for a total of 48 sessions for 4 subjects. The task signs are sent
to subject at regular intervals like [Rest → Task → Rest] as
shown in Figure 1. The signals were collected via 24 optical
fibers attached to the pre-frontal cortex for 40 seconds in each
session. The dataset contained 14,784 samples and 24 features

Figure 1. fNIRS data model of four finger tasks.

as described in Figure 1. Noise interference in hemodynamic
signals may arise from instrumental, experimental, or physio-
logical sources. Particularly, physiological noises often overlap
in frequency with the expected neural signals [11]. In this
study, we employ wavelets [12] for noise reduction.

B. Multitree Genetic Programming (MGP)
In the proposed classifier the fitness function, selection

strategy, crossover, and mutation of conventional MGP have
been modified. The major point is the ensemble in the parallel
operation of multiple classifiers. It is robust from noises and
can improve the accuracy by the concept of swarm intelli-
gence [13]. If the swarm who has a number of individuals
has diversity and active cooperation amongst individuals, the
swarm is more intelligent than any individual in the swarm.
The system is designed to induce this swarm intelligence.
Sufficient numbers of multitrees satisfy the first condition. In
addition, the sensitivity of GP and mutation operator help the
swarm keep the diversity. Finally, the crossover in parallelized
learning of evolutionary groups leads to the cooperation of
individuals.

1) Problem formulation: Given a set of pre-processed
training data X := {x1, x2, . . . , xm} with corresponding
labels Y := {y1, y2, . . . , ym}, where yi ∈ {±1} for i =
1, i = 2, . . . ,m, our next goal is to estimate a function
f : X → {±1} to predict whether a new signal observation
z ∈ X∗ will belong to class +1 or −1. We define classes for
the tasks {TDA}, {TDP }, {TTA}, {TTP }, and {Rest}.

2) The structure of an individual: An MGP individual
consists of independent n trees. The best fitness trees in
each group at the final stage of MGP learning become n
classifiers. In this study, the internal nodes of tree consist of
math operators, i.e. {+,−, ∗, /, exp, log, root}. The leaf nodes
are selected among R and features. R is random variable from
0 to 1. The decision of each tree is determined by the result of
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the formula calculation. In other words, if the result is negative,
the decision is class A.

3) Ensemble technique for MGP: We utilized and modified
the Bagging and Boosting [14] ensemble methods for MGP.
At the bagging, different sampled feature sets are allocated
to MGP evolving group. Although the different feature sets
lead to additional tree validation after the external crossover,
it is valuable to reserve the diversity of classifiers. Boosting
technique is performed to ensure the diversity between trees in
a classifier during the learning time. The details of ensemble
for MGP are treated as follows.

Upper nodes of GP individual are decided from early gen-
erations as the learning directivity can be kept in the state with
a high probability. Therefore, the initial weighting significantly
influences the diversity of the ensemble classifiers. To obtain
the diversity, each of n groups has different weighting values
toward the samples that are separated in n groups by a random
sampling algorithm. The detailed process of the ensemble is
shown in Figure 2.

The variation of fitness in a group decreases as passing
generations. The proposed system sets a new weighting crite-
rion when the fitness variation is less than a lower threshold for
the verification of convergence. The weighting criteria for each
sample set the number of misclassifications for the individuals
in the top k percent. The k is empirically decided as 10 in this
paper. The lower threshold is 50 percent of the variation when
the weighting criteria are changed.

Algorithm 1 Discrete AdaBoost for EMGP

1: Samples x1, x2 . . . , xn
2: Desired outputs y1, y2, . . . , yn, y ∈ {−1, 1}
3: Initial weight w1,1, w2,1, . . . , wn,1 set to 1

n
4: Separate the samples to k groups by random sampling
5: ith evolving group weight update w = w×α in ith sample

group
6: Error function E(f(x), y, i) = e−yif(xi)

7: Weak learners h : x→ [−1, 1]
8: for t in 1, 2, . . . , T do
9: Choose ft(x) :

10: Find weak learner ht(x) that minimizes εt, the
weighted sum error for misclassified points εt =∑
i wi,tE(ht(x), y, i)

11: Choose αt = 1
2 ln

(
1−εt
εt

)
12: Add to ensemble:
13: Ft(x) = Ft−1(x) + αtht(x)
14: Update weights:
15: wi,t+1 = wi,te

−yiαtht(xi) for all i
16: Renormalize wi,t+1 such that

∑
i wi,t+1 = 1

17: end for

Figure 2. The Algorithm Specification of Discrete AdaBoost for EMGP

4) Final decision: Instead of training a single classifier,
we train multiple GP groups which mean the number of tree
in each individual for the purpose of further improvment in
the overall accuracy as described in Figure 1. We consider a
multiple n - classifier functions {f1, f2, . . . , fn} and a data
set {(xi, yi)mi=1}, xi ∈ X, y ∈ Y . The tree groups are trained
in parallel to predict fni=1 : x → {±1}n. The outputs from
all classifier functions are then defined as an m-dimensional

binary vector y = [y1,i, y2,i, . . . , ym,i], such that yj,i = 1 if fi
recognizes xj and 0 otherwise for i = 1, 2, . . . , n. The number
of correct assignments is N1(fi) =

∑m
j=1 yj,i and the number

of mistakes is N0(fi) = m−
∑m
j=1 yj,i. In order to make the

final decision from the set of functions {fi, . . . , fn}, we define
the following majority voting rule:{

+1 if
∑n
i fi(z) ≥ k

−1 else
∑n
i fi(z) ≤ n− k

(1)

where k < n and i = 1, 2, . . . , k making similar predic-
tions defined by the k− of − n majority classifier for k ≥ n

2 .
Thus, we have two possible outcomes from all classifiers
F : X → {+1,−1}. Machine learning consists of training and
testing phases. In both phases, we train and test five different
groups of multiple classifiers E1, E2, . . . , E5.

Group E1 is trained by taking samples from the digit-active
task {TDA} as positive and samples from the remaining tasks
as negative. Likewise, group E2 is trained by taking samples
from digit-passive task {TDP } as positive and samples from
the remaining tasks as negative.

Best Tree  

in Classifier 1 

Best Tree  

in Classifier 2 

Best Tree  

in Classifier n 

MGP Learning 

Final Classifier 

Figure 3. Combining decisions from the best tree in each classifier

In the training phase, each individual base MGP is sep-
arately trained using the same input data from the 10-fold
cross validation. During the testing phase, unseen examples
are applied to all base functions simultaneously in real time.
Further, a collective decision is obtained on the basis of the
majority voting scheme using Equation (1). In other words,
once each of the n base classifiers from the MGP evolving
group has cast its vote as shown in Figure 3. The majority
voting strategy assigns the test patterns to the class with the
largest number of votes and outputs are provided as the final
prediction.

III. EXPERIMENTAL RESULTS

The simulation environment of the proposed EMGP is
constructed in C++. Parameters such as population size, depth
limitation, iteration number, probability of internal crossover,
external crossover, and mutation are set 10000 individuals, 10
depths, 1000 generation, 0.7, 0.05, and 0.1, respectively. The
parameters of the conventional classifiers are set as default
value of WEKA [15]. All accuracy results in this paper were
obtained by 10-fold cross validation.
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TABLE I. ACCURACIES AND ROOT RELATIVE SQUARED ERROR
(RRSE) (%) OF THE CONVENTIONS AND PROPOSED EMGP FOR

OVERALL BRAIN DATA

Classifier Accuracies RRSE
PART 97.78 25.20
Jrip 96.59 31.27

Naive Bayes 57.01 96.98
Bayes Net 74.20 75.36

J48 98.13 22.83
BFTree 97.44 26.73

FT 97.88 24.24
NBTree 97.59 25.77

RBFNetwork 62.48 86.47
Max. of Conv. 98.13 22.83
Proposed GP 99.39 15.03

TABLE II. CLASSIFICATION ACCURACIES (%) OF CONVENTIONAL
CLASSIFIERS AND PROPOSED EMGP FOR SUBJECT DEPENDENT

LEARNING

Classifier S1 S2 S3 S4

PART 98.64 98.53 98.26 98.97
Jrip 98.32 97.51 96.78 97.83

Naive Bayes 76.81 72.67 73.05 71.42
Bayes Net 92.47 95.34 90.71 88.90

J48 98.43 98.62 98.34 98.91
BFTree 97.94 97.47 98.13 98.45

FT 98.56 98.86 98.86 98.62
NBTree 97.59 98.02 97.72 98.29

RBFNetwork 83.90 84.03 85.44 80.76
Max. of Conv. 98.64 98.86 98.86 98.97
Proposed GP 99.43 99.10 99.02 99.24

Table 1 shows the classification results for conventional
classifiers which are implemented in WEKA and the proposed
EMGP. The conventional algorithms used in the experiment
are Pruning rule based classification tree (PART), Jrip, naive
Bayesian, Bayesian Network, J48, Best First Decision Tree
(BFTree), Functional trees (FT), Naive-Bayes tree (NBTree),
and radial basisbasis function network (RBFNetwork). In
consideration of the structure of the tree based GP, the tree-
based learning algorithms such as PART, Jrip, J48, BFTree,
FT, and NBTree were selected as the target of comparison
tests. Probability based algorithms such as naive Bayesian
and Bayesian Network; and RBFNetwrok that is a universal
learning technique are used. In this experiment, the full data
obtained by the previous description is compared based on the
accuracy. By referring to the results of Table 1, it can be seen
that the proposed classification method has the best accuracy
with the minimum RRSE when compared with conventional
classifiers.

In the subject dependent test as shown in Table 2, EMGP
classified the four finger-grasping tasks with the best accuracy.
Here we compared the performance of the training and testing
for single subject data. Other signal patterns may come on
the same motion according to individual differences. Thus,
this experiment was performed to exclude the uncertainty. As
expected, it was able to confirm that the learning accuracy is
improved overall.

To show the appropriateness of the proposed method,
fifteen UCI datasets [16] are used as benchmark dataset. Table
3 shows specifications of each dataset. The data set for the
biological signals were chosen as a test candidate. If the
learning ability is good in this result, the proposed algorithm
is to be used universally in bio-signal data. Table 3 shows
the classification results for conventional classifiers and the
proposed EMGP. The classification accuracy of EMGP is

TABLE III. NUMBER OF SAMPLES (S) AND FEATURES (F) ALONG
WITH MODEL SIZE FOR UCI DATASET, AND CLASSIFICATION

ACCURACIES (%)

Specifications Results

Dataset S F ModelSize Conv. EMGP
Blood Transfusion 748 4 2992 77.20 79.54

Breast Cancer 683 9 6147 96.18 97.21
Breast Tissue 106 9 954 66.46 68.87

Cleveland 297 13 3861 50.13 44.78
Glass 214 9 1926 61.89 69.62
Heart 270 13 3510 79.55 78.51

Ionosphere 351 33 11583 89.68 95.15
Lung Cancer 27 56 1512 55.56 59.25

Olitos 120 25 3000 69.81 84.16
Parkinson 195 22 4290 82.34 90.76

Pima Indian Diabetes 768 8 6144 75.00 76.56
Sonar 208 60 12480 67.47 88.46

Soybean 47 35 1645 98.58 100.00
SPECTF Heart 80 44 3520 73.06 80.00

Wine 178 13 2314 85.52 97.75
Mean 286.13 23.53 4391.86 75.22 80.70

5.48% higher than the average of conventional classifiers.

IV. CONCLUSION

The classification of four finger-grasping tasks, based on
neural signal data, isf challenging task in non-invasive neuro-
monitoring due to the difficulty of recognition for activation
near different cortical areas. Many machine-learning tech-
niques have been developed to obtain highly accurate classifi-
cation performance. This paper also targets the improvement of
the neural signal recognition and proposes a new classification
method for neural signal recognition during multitasks which
is based on EMGP with considerations of the signal character-
istics. The high sensitivity of GP is known as a disadvantage to
handle signal data. The proposed GP tried to solve the problem
by using multiple classifiers consisting of several trained GP
trees with majority voting. Also, the system performs the
parallel learning with several evolutionary groups. According
to the experimental results, we validated the relevance of the
proposed method.

In the future work, approaches based on probability theory
regarding the margin to solve such problems would develop GP
classifiers. The current decision which combines method with
the majority voting can be improved by theoretical approaches
or advanced ensemble combiners such as weighted voting
and stacking. This study can be applied to activate the brain
training for enhancing brain plasticity. For the applications,
the subject dependent learning in this paper can be designed
for the local brain activation training based on neuro-feedback.
In other words, the learning models] collected through a pre-
experiment can systematically help the user in a specific area
immersion. Future research will continue to focus on the
application of EMGP.
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Abstract—In this paper, we propose a new method of patent 

analysis for technology foresight by using patent co-citation 

clustering, technology life cycle theory, and Logistic model and 

apply it in the field of remote sensing. Firstly, the co-citation 

clustering method is used to analyze patents about remote 

sensing, which can visually show the distribution of patents 

and select the core patents groups with strong co-citation 

relationship that represents the technical groups in this field. 

Through the analysis of the clusters, 8 main technical 

directions are obtained. Then, we search patents again for the 

main technical directions, and use the technology life cycle 

theory and Logistic model to analyze and forecast the  future 

development trend of technology. According to the analysis, 

the remote sensing technologies are found that have passed 

through a long period of germination. Among them, "remote 

sensing image processing technology in later period" is in the 

growing stage, which is being developed rapidly. The 

technologies related to "remote sensing imaging equipment" 

and "remote sensing image initial processing" are becoming 

mature. Based on these analyses, some suggestions on the 

future development, application direction and industrial 

prospects of remote sensing technologies are advocated. 

Keywords—Remote sensing; Patent co-citation analysis; 

Technology life cycle; Logistic model; Technology Foresight. 

I.  INTRODUCTION 

Remote sensing technology is a comprehensive detecting 
technology, which uses modern optics and 
electronics detection apparatus to detect and record the 
characteristics of the electromagnetic wave of the remote 
target without contacting. By analyzing and interpreting the 
characteristics, properties and changing pattern of the target 
are revealed. The basic principle is that the characteristics of 
electromagnetic wave of different objects are different, and 
by detecting the reflection of electromagnetic wave and the 
electromagnetic wave emitted by the object, the information 
of the object is extracted, which can help to identify the 
remote objects [1]. 

Remote sensing technology has the characteristics of 
large detection range, high speed of data acquisition, short 
cycle and is rarely subject to ground conditions, which can 
be widely used in military and civilian areas, such as military 
reconnaissance, military mapping, marine monitoring, 

meteorological observation, vegetation classification, land 
utilization planning, etc. The application of remote sensing 
technology to a certain field can improve the information 
decision support ability and the competitiveness to get more 
benefits [2]. At present, with the rapid development of 
aviation, space and unmanned aerial vehicle (UAV) 
technology, remote sensing technology has entered the 
commercial application stage, and has great potentials for 
development and application. Therefore, it is very important 
to carry out the remote sensing technology foresight to make 
clear the technology development trend. It will be helpful to 
realize the new breakthrough of remote sensing technology, 
and gradually take the advantageous position in the 
development of industrial technology. It will have a 
profound impact on improving the level of social 
information, promoting sustainable economic development, 
improving people's living quality, and enhancing public 
safety and national defense [3].  

The importance of technology foresight is gradually 
realized, but it’s a very difficult work because that 
technological development is a complicated process, which 
is influenced by many factors, such as science, economy, 
society and so on. Technology foresight requires a 
comprehensive set of methods. At present, the activities of  
technology foresight around the world mainly adopts the 
methods based on experts’ opinions such as Delphi and  
workshops. Some other methods are Scenario analysis and 
Technology Roadmap. The objective and quantitative 
research methods for technology foresight are quite few. In 
some studies, the literature bibliometrics is introduced, 
which is a quantitative tool of technology foresight [4]. In 
this paper, we propose a method of patent analysis to make 
technology foresight of remote sensing. This method is based 
on the patent data and can use them for efficient clustering 
and intuitive display. It can be used as a new quantitative 
tool in the specific aspects of technology foresight. It can 
play the role of reference, support and verification in 
technology foresight, and improve the scientificalness and 
objectivity of the research. 

In this paper, a study on the patents of remote sensing 
field is carried out, in which the main technical directions 
and the patent life cycle in the remote sensing field are 
analyzed by the method of co-citation clustering and Logistic 
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Figure 1.  Technology Growth S-curve 

model. In Section 2, we present the research methods in the 
study, including patent co-citation analysis, LinLog 
visualization clustering method, and S-curve Technology 
Life Cycle Forecasting method, and introduce the database 
we use. In the Section 3, we carry out an empirical study in 
the field of remote sensing, which prove the validity of the 
method. In the Section 4, we draw some conclusions and 
look forward to the future works. 

II. RESEARCH METHODS & DATA SOURCE 

A. Patent Co-citation Clustering Analysis 

Co-citation is that two or more patents are all cited by the 
same patent. Generally, patents with co-citation relationship 
have certain correlation in content. The more frequently 
patents are co-cited; the more similar they are [5]. However, 
it is not comprehensive to measure the related strength only 
with the total number of co-citations. When basic patents 
both have large number of citations, they are more likely to 
be co-cited, which can’t mean they’re more similar. In this 
paper, (1) is adopted[6] to express the related strength of 

patent I and patent J—Cij: 


NjNi

Nij
Cij


 

In (1), Nij represents the number of co-citations of patent 
I and patent J; Ni and Nj respectively represent the number of 
citations of patent I and patent J. 

After the calculation of the relationship between patents, 
we cluster patents according to their related strength. Some 
scholars have taken some research on document co-citation 
clustering. Reference [7] introduced the citation contexts in 
document clustering, which can  increase the effectiveness of 
the bag-of-words representation. Reference [8] used co-
citation cluster analysis to propose a knowledge-transfer 
analysis model. Reference [9] used Girvan-Newman 
algorithm in the patent co-citation clustering to identify the 
main technologies of Apple Corp. 

This paper uses the LinLog visualization clustering 
method to cluster the patents, and explore the main technical 
directions of the remote sensing field. LinLog model, which 
is proposed by Noack Andreas in 2007, is a kind of force-
directed algorithm based on the energy function, which can 
show a good clustering effect to a large number of nodes 
[10]. This algorithm applies the idea of mechanics to the 
layout of the graph, which assumes that a repulsion force 
exists between any two nodes, and a pulling force exists 
between the nodes which are related. The starting positions 
of nodes are random, and then each node can adjust its 
position according to the repulsion force and pulling force 
from the other nodes, until the pulling force and the 
repulsion force reach equilibrium [11]. Obviously, any two 
nodes will not overlap due to the existing repulsion forces, 
and the related nodes will be close to each other under the 
pulling force. Each cluster represents a group of patents with 
strong co-citation relationships, which have strong 
correlation and represent a technical direction in this field. 

B. S-curve Technology Forecasting and Logistic Model 

Verhulst proposed the growth model in 1938[12]. 
According to this model(Figure1), the growth process of the 
technology is similar to that of human, and it can be 
experienced in the germination stage, growing stage, mature 
stage and decline stage. In the germination stage, the growth 
is slow; the growing stage is  a period of rapid growth; after 
growing stage, it enters the mature stage, in which the 
development is slow; finally reaches the limit and enters the 
decline stage. The fitting curve of the process is called the 
growth curve, and because of its S shape, it is called S-curve 
[13]. 

 
The equation of the S curve is the Logistic model [14], as 

the Eq. (2) shows: 

Te

l
y

 


1


In the equation, y is the number of patent accumulation; α 
is the slope of the S curve, which is the growth rate of the S 
curve; β is the time point of the turning point (midpoint) in 
the growth curve; l is the saturation level of growth, that is, 
the saturation point (saturation); [l×10%, l×90%] is the time 
required for the growth and maturity. 

The meaning of three parameters are as follows: 
(1)saturation: the maximum utility value generated by using 
a technique, that is, the highest value of the number of patent 
accumulation; (2)growth time: the time needed for producing 
the 10%~90% of the maximum utility value of a technology, 
i.e., the time needed for the period of growth and maturity; 
(3)midpoint: anti curve point of S-curve, that is, the 0 value 
point for two differential. These three parameters can be 
automatically calculated by the system. It is necessary to 
point out that the S curve model is a theoretical model of 
technology development, which does not take into account 
the influence of external factors that may bring changes to 
technological development. If there are some new emerging 
disruptive technologies or other changing factors, using S-
curve to estimate the technology life cycle may cause some 
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Figure 2.  Patent Co-citation Clustering Map in the Field of Remote Sensing. 

 

errors. In this paper, we only roughly estimate the 
technology life cycle, and the results also need to be 
corrected by the experts in technical field. 

C. Data Source 

In this study, the number of patent accumulation in the 
field of remote sensing around the world represents the 
development level of technology. The patents about remote 
sensing are retrieved by the patent retrieval tool—TI 
(Thomson innovation), which has the world’s largest patent 
database, including patents from the United States, European 
countries, Japan, South Korea and so on, also containing the 
DOCdb (INPADOC) database and the Derwent World 
Patents Index (DWPI) database [15]. We use all the patents 
about remote sensing which were published before October 
15, 2015 as the data source to research the technology 
development status of remote sensing industry. 

III. TECHNOLOGY FORESIGHT OF  REMOTE SENSING 

Based on about 5027 patents related to remote sensing 
technology, we use the patent co-citation clustering method 
to cluster the patents, and get the current main technical 
directions of remote sensing. Then, we retrieve patents for 
the selected technical directions again, use the Logistic 
model to carry out the technology life cycle analysis and 

forecast the development trend of the remote sensing 
technology in the future. 

A. Main Technical Directions of remote sensing 

Get the first 30% of the highest cited patents in each year 
for co-citation clustering and visualization. Figure 2 is the 
patent co-citation clustering map. In this map, each cluster of 
nodes represents a patents group in which every patent is 
related to each other. It can represent a certain technical 
direction or a theme in the field. The number of nodes in a 
cluster represents the number of core patents contained in the 
technical direction. Also, it can represent people's attention 
to the technical direction in some way. Node's size represents 
patent’s cited frequency; the greater the node is the higher 
the cited frequency is. Some different clusters may have 
similar topics, so we need to understand each cluster by 
manual analysis and summarize the main technical directions. 
Through the analysis of patents in the all clusters, we can 
draw the technical direction of each patents group (marked in 
the picture). 

According to the patent co-citation clustering, in this 
paper 8 main technical directions in the remote sensing field 
from the perspective of patent application are summarized as 
follows: (1) "Fusion method of remote sensing image"; (2) 
"registration and correlation method of remote sensing 
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image"; (3) "object recognition and feature extraction 
method of remote sensing image"; (4) "changes detection 
method of remote sensing image"; (5) "remote sensing 
temperature measurement, inversion method"; (6) "imaging 
spectrometer & spectral imaging devices"; (7) "synthetic 
aperture radar/SAR"; (8) "Microwave remote sensor". 

 

 
Figure 3.  Logistic model of each technical direction. 

B. Results of Technical Life Cycle Analysis 

According to the Logistic model, we analyze the number 
of patent applications in the field of remote sensing. The 
growth curves of 8 technical directions are shown in Figure 3,  
which are fitted out by Loglet Lab2 [16]. The relevant 
parameters of Logistic Model are shown in Table I. 

Taking "Fusion method of remote sensing image" as an 
example, the S curve and its implication are analyzed. From 
the beginning of 2003, there have been patents applications 
about remote sensing image fusion method. The system 
estimates that the growing stage needs 12 years, and the 
turning point will occur in 2018. Patent applications 
continued to grow until 2012, this period is the germination 
stage; then the technology goes into the growing stage until 
2018, this period presents a trend of accelerated growth; 
from 2019 to 2025, patents about remote sensing image 
fusion show slow growth trend, but the total amount is still 
increasing, this period is mature stage; after this, patent 
growth will fall into recession, and the number of patents 
shows a decreasing trend. 

TABLE I.  PARAMETERS OF LOGISTIC MODEL 

Code of 

Tech. 

Direction 

Saturation Midpoint 
Growth 

Time 

1 527.142 2017.933 12.135 

2 285.587 2011.539 9.992 

3 1388.207 2015.499 11.31 

4 885.418 2017.381 14.346 

5 541.418 2023.469 20.721 

6 1036.318 2010.829 17.966 

7 400.924 2015.443 10.743 

8 248.668 2018.451 16.41 

 
According to the method above, the S-curves of the 8 

main technical directions are analyzed, and the distribution 

of their technical life cycle is obtained, as shown in TableⅡ. 

As can be seen in Table 1, from the perspective of patent, the 
8 main technical directions in remote sensing have been 
through the germination stage. Among them, the technical 
directions in the growing stage are: (1) "Fusion method of 
remote sensing image"; (3) "object recognition and feature 
extraction method of remote sensing image"; (4) "changes 
detection method of remote sensing image"; (5) "remote 
sensing temperature measurement, inversion method"; (8) 
"Microwave remote sensor"; the technical directions in the 
mature stage are: (2) "registration and correlation method of 
remote sensing image"; (6) "imaging spectrometer & spectral 
imaging devices"; (7) "synthetic aperture radar/SAR". 

It can be seen from the above data that remote sensing 
technologies have passed the stage of basic research, and 
most of the key technologies are in the stage of rapid growth. 
Technologies about "remote sensing imaging equipment" 
and "remote sensing image initial processing" are becoming 
mature.  At present and in the near future, the key point of 
remote sensing technology development is the object-
oriented, the demand-oriented, the high speed, efficient and 
automatic remote sensing image processing technology in 
later perid. 
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TABLE II.  ESTIMATED TIME OF TECHNOLOGY LIFE CYCLE 

Code of 

Tech. 

Direction 

Germination 

stage 

Growing 

stage 

Mature 

stage 

Decline 

stage 

1 
2003- 

2011 

2012- 

2018 

2019- 

2025 
2026- 

2 
2001- 
2006 

2007- 
2012 

2013- 
2018 

2019- 

3 
1995- 

2009 

2010- 

2016 

2017- 

2023 
2023- 

4 
2002- 
2009 

2010- 
2017 

2018- 
2025 

2026- 

5 
1997- 

2012 

2013- 

2023 

2024- 

2034 
2035- 

6 
1989- 
2001 

2002- 
2011 

2012- 
2021 

2022- 

7 
1996- 

2009 

2010- 

2015 

2016- 

2021 
2022- 

8 
1998- 
2009 

2010- 
2018 

2019- 
2027 

2028- 

 

IV. CONCLUSION AND FUTURE WORK. 

A. Conclusions 

In this paper, we cluster more than 5000 patents related 
to remote sensing with the patent co-citation clustering 
method, and summary 8 main technical directions in this 
field as follows: (1) "Fusion method of remote sensing 
image"; (2) "registration and correlation method of remote 
sensing image"; (3) "object recognition and feature 
extraction method of remote sensing image"; (4) "changes 
detection method of remote sensing image"; (5) "remote 
sensing temperature measurement, inversion method"; (6) 
"imaging spectrometer & spectral imaging devices"; (7) 
"synthetic aperture radar/SAR"; (8) "Microwave remote 
sensor". Then, we retrieve patents for the selected technical 
directions again and use the Logistic model to carry out the 
technology life cycle analysis. Based on the analysis result,  
the distribution of their technical life cycle is obtained. It is 
cleared that 3 technical directions related to "remote sensing 
imaging equipment" and "remote sensing image initial 
processing" are becoming mature and other 5 directions 
related to “remote sensing image processing technology in 
later period” are in the stage of rapid growth. 

With the results of technology life cycle analysis, we 
analyze the patents’ contents of each group deeply and make 
the following conclusions: 

(1) Remote sensing technologies have passed the stage of 
basic research. Technologies related to "remote sensing 
imaging equipment" and "remote sensing image initial 
processing" are becoming mature.  At present and in the near 
future, the key point of remote sensing technology 
development is the object-oriented, the demand-oriented, the 
high speed, efficient and automatic remote sensing image 
processing technology in later period. 

(2) In early times, remote sensing technology was applied 
to the static object recognition, such as forest vegetation 
cover, coastline, airports, roads, bridges and so on. With the 
remote sensing technology being developed to “high 
temporal resolution”, “high spatial resolution”, and “wide 

scale”, the application of remote sensing is going towards 
disaster monitoring, sea state monitoring, ship target 
detecting, digital city, and so on. 

(3) Patent applications related to remote sensing are in a 
rapid growth trend. The main technical directions of remote 
sensing are also in the growing stage, and nearly half of them 
are tending to be mature. Remote sensing patent applicants 
from the early military and scientific research institutions 
gradually extended to individuals and business organizations. 
The application range of remote sensing is from the early 
military, government to civilian, commercial. This shows 
that it is a good opportunity for the business development of 
remote sensing technology and the promotion of its 
industrialization. Remote sensing technology will have broad 
prospects for industrial development. 

B. Future Works 

(1) Extending data sources of technology foresight 
In this paper, patent database is used as the data source of 

the technology foresight, which can include most of the 
research results from practical technical inventions around 
the world. However, there may be some time lags because it 
usually needs 2-3 years for a patent from the application to 
the general public. And if the patent search strategy is not 
complete, it will cause the research results to be not 
comprehensive. In addition to patents, there are also other 
kinds of technical information that are valuable and 
significant to the study on the future development trend of 
science and technology, such as literatures, business news, 
reports from the authoritative research institutions. In the 
future, we can make technology foresight using the 
combination of multi-source data, such as combining patents 
and scientific literature. Then we can use data mining to find 
the similarities and differences in the path of development 
from different perspectives, and search for the future 
potential technology opportunities. 

(2) Combining the clustering analysis and text mining 
This paper uses LinLog algorithm to realize the patent 

co-citation clustering analysis and visualization, but the 
analysis of clusters’ contents is hand finished, resulting in a 
larger workload. In the future, the text mining method can be 
introduced in the analysis of the clustering results, which can 
automatically show the technical direction of each cluster. 

(3) Combining patent analysis and experts’ opinions 
In most of the current technology foresight activities, 

patent analysis and experts’ opinions can not effectively 
combine. In the future works, we can carry out some expert 
investigations before the patent analysis, so that we are able 
to conduct a patent analysis or other quantitative analysis on 
issues that the experts are more concerned about. On the 
other hand, due to the development of science and 
technology involves many other issues, such as issues about 
economy and society, it is very complicated. The 
conclusions from patent analysis also need to be submitted to 
the experts for further analysis and study, in order to play the 
better role for technology foresight. 
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Abstract—Two approaches for extending relational database ta-
bles to allow storing uncertain and incomplete information have
been proposed in the past. Grahne in 1984 introduced constraint
tables that allow constraints to be attached to tuples and tables.
Independently, Barbara et al. introduced in 1992 probabilistic
tables that can contain random variables for some of the fields.
In this paper, we combine the two approaches by introducing the
concept of a mixed table: a table that allows storing both random
variables and linear constraints on them.

Keywords–c-tables; constraint databases; probabilistic
databases; mixed tables.

I. INTRODUCTION

Most real-world information is incomplete or imprecise.
For example, we may know that someone got good grades in
algebra, but we may not know the precise grade. Similarly,
we may know that a soldier is injured, but we may not know
the extent of the injury. Or we may know that there is a 30%
chance of rain tomorrow. Or maybe we know that there is
a 90% probability that stock prices in the US will go down
tomorrow if the Federal Reserve raises the key interest rate
today. In this paper, we explore how such imprecise and
probabilistic information can be represented in a tabular format
without losing the richness of the data.

Many applications need access to incomplete information.
For example, data mining algorithms can produce rules that
have different levels of confidence. It is common for mobile
sensors to produce conflicting information when operating in
adverse weather conditions. Similarly, polling data is imprecise
by nature. Storing such information in relational tables presents
the advantage of allowing the use of exiting database technol-
ogy, such as efficient querying, transaction control, logging
and recovery, user authentication, and so on.

There is an obvious trade-off between the expressive power
of the data representation and the complexity of query an-
swering. For example, in the presence of Boolean constraints
determining if a tuple belongs to every possible query result
becomes as difficult as SAT [1], which is known to be NP-
complete. Even in the absence of constraints, adding a random
variable to every tuple that denotes the probability of the tuple
existing (i.e., introducing tuple-level uncertainty) can make the
problem of duplicate elimination over intermediate results #P-
hard [2]. Fortunately, in most cases the high complexity is
proportional only to the size of the incomplete information,
which makes the algorithms practical when this size is limited.
When this is not the case, Monte Carlo sampling algorithms
that approximate the probability of a Boolean condition being
true can be applied.

In this paper, we consider tables where random variables
can occur for some of the fields. These are called prob-
abilistic tables (or p-tables for short [3]). In addition, we
allow constraints on these variables. Tables where constraints
can be specified for some of the fields are called constraint
tables (or c–tables for short [4]). We make the representation
model even more expressive by considering bag semantics
and allowing linear conditions over the random variables.
This allows the tables to be closed under common relational
algebra operations, such as projection, selection, join, duplicate
elimination, and grouping and aggregation. We refer to such
tables as mixed tables or m-tables for short. An example of an
m-table is shown in Table I. The global condition field is part
of every m-table. It specifies under what condition there will
be tuples in the table. If the global condition is not satisfied,
then the representation of the table will be empty. We assume
that an empty condition is always true. A local condition is
associated with each tuple. It specified the condition under
which the tuple exists. In the example, either Bob or John
goes to UCLA but not both of them because it is impossible
that x = 1 and x = 2 at the same time. The variables y and
x are random variable, where their distribution is shown in
the lower part of Table I. For example, the random variable
x shows that there is an equal probability that John or Bob
studies in UCLA. Note that, as shown in Table I, every m-
table can be represented using several relational tables (we
will require that the random variables are initially independent
and their distributions are discretized).

TABLE I. THE Student M-TABLE

name school grade local condition
“John” “UCLA” y x = 1
“Bob” “UCLA” “A” x = 2
global condition:

value of y prob.
“A” 0.6
“B” 0.3
“C” 0.1

value of x prob.
1 0.5
2 0.5

In 1992, Rina Dechter wrote a survey paper on constraint
networks [5] that shows how graph networks can be used
to find the solution to a set of constraints. In 1985, Judea
Pearl wrote a paper that introduces the concept of a Bayesian
network for random variables [6]. The two concepts have been
studies separately until Mateescu and Dechter introduced the
concept of a mixed network [7]. This is a network that allows
the specification of both constraints and dependencies between
random variables. Here, we adopt the approach of the last
paper and study how tables with linear constraints and random
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variables can be stored and queried. While c-tables with linear
conditions [1] and p-tables [3] have been extensively studded,
we are not aware of any research that combines the two
concepts in the presence of linear conditions. The advantage
of our approach is that most relational algebra operations are
straightforward to perform and have good running times. One
drawback of our approach is that some of the complexity is
buried in the data representation.

In this paper, we define the precise semantics of an m-table
as a set of relational tables. We then examine the problem
of m-table simplification and deciding when two m-tables
are equivalent, that is, when they represent the same set of
tables. As part of this study, we show why it is impossible
to create a canonical form for an m-table. We also define
different relational algebra operations, such as projection,
selection, inner join, union, monus, and duplicate elimination.
For each operation, we present the formal semantics, show
why this semantics is well justified, and show an algorithm for
performing the operation. The basic idea is that performing a
relational algebra operation on one or more m-tables should
result in an m-table that represents the set of tables that we
will get if we performed the relational algebra operation on
the tables that are represented be the input m-tables. When this
is the case, we will say that the relational algebra operation
is sound and complete. In this paper, we closely follow the
research that was presented in [8]. The novelty is that now we
allow random variables to be part of a table. We also optimize
some of the algorithms and elaborate on how the duplicate
elimination operation can be performed.

In what follows, in Section II we present related research.
Section III shows the formal semantics of m-tables and defines
what does it mean for two m-tables to be equivalent. Section IV
presents our algorithms for performing the different relational
algebra operations on m-tables. Lastly, Section V summarizes
the paper and highlights avenues for future studies.

II. RELATED RESEARCH

We start by presenting relevant research in the area of
incomplete databases. It turns out that the problem of rep-
resenting incomplete information is as old as the relational
model itself [9], [10], [11], [12], [13]. Imielinski and Lipsi
[14] were among the first to propose richer semantics for
incomplete information. Before that, the only option was to
put “null” when the value of a field of a tuple is unknown.
Later, Libkin and Wong [15] extended the research to tuples
with bag semantics. Grahne extensively studied the problem of
representing incomplete information [4], while Reiter [16] and
Yuan et al. [17] explored algorithms for querying tables with
null values. Libkin [18] addressed the problem of querying
incomplete databases, while Buneman et. all [19] showed how
a table can represent one of several possibilities. The most
expressive representation of incomplete information that we
are aware of is [8]. It presents a system that supports bag
semantics with grouping and aggregation.

We next turn our attention to papers on databases with
statistical data. It turns out that probabilistic databases are also
as old as the relational model [20], [21], [22], [23]. Barbara
et al. [24] were the first to show how random variables can
appear inside tables and how the different relational algebra
operations can be performed on such tables. Ge at al. [25] show
a general approach to storing and querying probabilistic objects

that can contain any number of attributes, while Suciu et al.
[2] show a comprehensive overview of the current state-of-the-
art in probabilistic databases. In particular, Jampani et al. [26]
show how to apply a Monte Carlo algorithm to approximate the
distribution of the variables in the result of applying different
relational operations, while other papers [27], [28], [29], [30],
[31] show how these probabilities can be exactly computed.
Note that, unlike most papers that use exclusively the tuple
level uncertainty approach, we combine the tuple and attribute
level uncertainty approaches. Although this approach increases
the complexity of our data representation model, it allows for
more compact representation of information. As a final remark,
note that we allow linear constraints to be associated with
tuples. This is a generalization of the approach of previous
papers that allow lineage to be associated with each tuple [2].

III. INTRODUCING M-TABLES

In this section, we present the syntax and semantics of a
mixed table (a.k.a. m-table) and discuss the questions of m-
table simplification, m-table equivalence, and the existence of
a canonical form for m-tables.

Definition 3.1 (syntax of an m-table): An m-table con-
tains three parts: a bag ot m-tuples, a single global condition,
and the distribution of the random variables. An m-tuple t
with attributes {Ai}ai=1 is a sequence of mappings from Ai to
D(Ai) ∪ Vi (called the main part and denoted as main(t))
plus a local condition (denoted as lc(t)), where i ranges
from 1 to a. D(Ai) is used to represent the domain of the
attribute Ai, while Vi is a set of random variables over
D(Ai). We will allow local and global conditions over the
system 〈R, {>,=,+}〉 ∪ 〈S, {=, 6=}〉, where R is the set of
real numbers and S is the set of all strings. We will use gc(T )
to denote the global condition of the m-table T . Note that
we require that the distribution of the random variables be
discretized so that it can be stored in a tabular format.

We will follow the approach of Imielinski and Lipski [32]
and define the rep function. It shows the set of relational tables
that an m-table represents. The novelty is that we will also add
a probability to each relational table that shows how likely it is
that the particular table contains the correct data. We can think
of each relational table as the interpretation of the m-table (or
its random variables) under some possible world, where the
sum of the probabilities over all possible worlds is equal to one.
Note that, unlike [32], we adopt the closed world assumption.
That is, we assume that tuples that are not part of a table do
not belong to the table. We also apply bag semantics, that is,
we allow duplicate tuples.

Definition 3.2 (semantics of an m-table): An m-table T
represents the following set of relational tables and associated
probabilities.

rep(T ) = {〈v(T ), p(v)〉 : v is such that p(v) > 0} (1)

The function v interprets the variables in T as constants
in the corresponding domains. The expression p(v) denote the
probability that the mapping v occurs, where this probability
can be computed from the probability distribution of the
random variables. If the probability distribution of a random
variable is missing, then we assume uniform distribution. We
next define the function v for m-tuples.
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v(t) =

{
v(main(t)) if v(lc(t)) ∧ v(gc(T ))
∅ otherwise

(2)

In the above formula, t is an m-tuple of the m-table T . The
formula v(main(t)) means that we apply the interpretation v
to all the variables in the main part of the m-tuple t. The
function v is generalized to m-tables as follows, where {| · |}
is used to denote a bag of elements.

v(T ) = {| v(t) : t is such that t ∈ T ∧ v(t) 6= ∅ |} (3)

The above definition differs from the definition in [8]
because now a probability is associated with each of the
relational tables that are represented by an m-table. While it is
certainly possible to extend the definition and define ordering
over m-tables, we leave this topic as an area for future research.

For completeness, we show the four possible representa-
tions of our example Student m-table in Table II. For example,
there is a 15% probability that John is enrolled in UCLA and
has a grade of “B” because there is a 50% probability that he
is enrolled in UCLA and a 30% probability that his grade is
a “B”, where the two probabilities are independent.

TABLE II. THE RESULT OF APPLYING THE rep FUNCTION TO THE Student
TABLE

〈 name school grade
“John” “UCLA” “A” , 0.3〉 〈 name school grade

“John” “UCLA” “B” , 0.15 〉

〈 name school grade
“John” “UCLA” “C” , 0.05 〉 〈 name school grade

“Bob” “UCLA” “A” ,0.5 〉

Note that our definition of an m-table differs from a com-
mon approach in probabilistic databases where a probability of
existence is assigned to each tuple (i.e., tuple level uncertainty
[2]). However, we can compute the probability of existence
of a tuple t by computing the value of p(lc(t) ∧ gc(t)). The
function p computes the probability that is associated with
a linear expression. The function can be computed using a
mixed probability network, where Mateescu et al. propose both
a precise algorithm and approximate Monte Carlo sampling
algorithm for computing the probability [7]. We can apply this
algorithm because the distribution of the random variables is
discretized. The precise algorithm creates a graphical model
where a node is created for every random variable and random
variables that are correlated (i.e., are part of the same linear
constraint) are connected with edges. It then examines how
the distribution of one random variable affects the distribution
of the connected in the graph random variables. The sampling
algorithm approximates the probability of a linear condition
being true by simply generating random interpretations accord-
ing to the probability distribution of the random variables and
calculating the percent of time that the linear condition is true.
The Monte Carlo algorithm should be applied whenever it is
unfeasible to apply the precise algorithm.

A. M-table Simplification and Equivalence
We start this subsection with an algorithm that simplifies

a linear condition. The simplify algorithm is presented in
Figure 1. It can be used to simplify the local conditions
and global condition of an m-tuple. The algorithm converts

the condition in disjunctive normal form and then normalizes
each conjunction using the normalize algorithm from [33].
The algorithm has the property that it will convert each of
the conjunctions into a canonical form. However, as we have
shown in [1], a canonical form for a general linear constraint
does not exist. Informally, the reason is that there are different
ways to describe a linear point set as the union of polyhedras.
The algorithm takes exponential time relative to the size of
the condition, which is not necessarily a big concern because
in practice most conditions are relatively small. Depending on
the performance requirments, the algorithm can use the exact
or approximate algorithm for calculating the p function.

Algorithm 1 simplify(θ)

1: if p(θ) = 0 then
2: return false
3: end if
4: if p(θ) = 1 then
5: return true
6: end if
7: θ1 ∨ . . . ∨ θn ← θ, where {θi}ni=1 are conjunctions
8: for i← 1 to n do
9: θi ← normalize(θi)

10: end for
11: for i← 1 to n do
12: if θi ≡ true or p(θi) = 1 then
13: return true
14: end if
15: end for
16: θ ←false
17: for i← 1 to n do
18: if θi 6≡ false and p(θi) > 0 then
19: θ ← θ ∨ θi
20: end if
21: end for
22: return θ

Figure 1. The algorithm for simplifying a linear condition.

Since a canonical form for m-tables does not exist, we
can only simplify an m-table to make it more compact. The
simplification algorithm is shown in Figure 2, where its main
property is its correctness. That is, it does not change the set
of relational tables that the input m-table represents.

The algorithm is identical to the algorithm from [1], where
the only difference is that the simplify function considers the
distribution of the random variables. The algorithm unifies
tuples that are unifiable, which compacts the input m-table.
Two m-tuples are unifiable when we know that exactly one
of them can appear in any representation. For example, the
two tuples in the example Student table are unifiable. Formal
definition follows.

Definition 3.3 (m-tuple unification): The m-tuples t1 and
t2 of the m-table T are unifiable exactly when the expression
lc(t1) ∧ lc(t2) ∧ gc(T ) is not satisfiable.

The m-table simplification algorithm needs to consider all
pairs of m-tuples and therefore will run in quadratic time
relative to the size of the m-table. An example of applying the

27Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-472-5

eKNOW 2016 : The Eighth International Conference on Information, Process, and Knowledge Management

                           36 / 140



Algorithm 2 simplify(T )

1: if simplify(gc(T )) ≡ false or p(gc(T )) = 0 then
2: return empty table
3: end if
4: for all t ∈ T do
5: if simplify(lc(t) ∧ gc(t)) ≡ false then
6: remove t from T
7: end if
8: end for
9: while ∃{t1, t2}, s.t. unifiable(t1, t2) do

10: remove t1 and t2 from T
11: crate a new m-tuple t
12: X← {x1, . . . xn}, a set of new variables
13: main(t)← {x1, . . . , xn}
14: lc(t) ← (X = main(t1) ∧ lc(t1)) ∨ (X = main(t2) ∧

lc(t2))
15: add t to T
16: end while
17: for all t ∈ T do
18: lc(t)← simplify(lc(t) ∧ gc(T ))
19: if lc(t) ≡ false then
20: remove t from T
21: else
22: while main(t) contains a variable x and

simplify(lc(t)⇒ (x = c)) ≡ true do
23: replace x with the constant c in main(t)
24: end while
25: end if
26: end for
27: gc(T )← empty
28: return T

Figure 2. The algorithm for simplifying a mixed table.

simplify function to the Student table is shown in Table III.
Note that the m-table can be further simplified by removing
the random variable x and the conditions x = 1 and x = 2.
However, this involves a more evolved linear expression sim-
plification algorithm, such as the one presented in [8].

TABLE III. THE RESULT OF simplify(Student)

name school grade local condition

n “UCLA” g
(x = 1 ∧ n = “John” ∧ g = y)∨
(x = 2 ∧ n = “Bob” ∧ g = “A”)

value of y prob.
“A” 0.6
“B” 0.3
“C” 0.1

value of x prob.
1 0.5
2 0.5

We will say that two m-tables are equivalent when they
represent the same set of relational tables. A formal definition
follows.

Definition 3.4 (m-table equivalence): Two m-tables T1
and T2 are equivalent when rep(T1) ≡ rep(T2). We will
write T1 ' T2 to denote that two m-tables are equivalent.

The following theorem shows that the m-table simplifica-
tion algorithm does not change the meaning of an m-table.

Theorem 3.1: For any m-table T , T ' simplify(T ).

Lastly, the following theorem shows a practical way to
check for the equivalence of two m-tables.

Theorem 3.2: T1 ' T2 exactly when simplify(T1−T2) =
∅ and simplify(T2 − T1) = ∅, where “−” is the monus
relational algebra operation, which is defined in the next
section.

IV. RELATIONAL ALGEBRA OPERATIONS

It is expected that the different relational algebra operations
will have “nice” properties. In particular, we want the result of
applying a relational algebra operation on one or more m-tables
to be an m-table. We also expect the result of the operation
to be consistent with the semantic of the input m-tables (see
Definition 3.2). Precise definition of these properties follows.
Note that we will say that the tables {Ti}ni=1 are allowable
for the relational algebra operation q when q({Ti}ni=1) is well
defined. For example, union is allowed only on tables that have
identical attributes.

Definition 4.1 (closed RA operation): A relational algebra
operation q with arity n is closed if an only if the result of
applying q to any allowable m-tables {Ti}ni=1 is an m-table,
that is, q(T1, . . . , Tn) is always an m-table.

Definition 4.2 (sound RA operation): A relational algebra
operation q is sound when it produces only correct answers.
Formally, rep(q(T1, . . . , Tn)) ⊆ q(rep(T1, . . . , Tn)) for any
allowable tables {Ti}ni=1.

Note that we will some times abuse notation and use
q(rep(T1, . . . , Tk)) to define the result of applying the op-
eration q to each table in the set {rep(Ti)}ki=1.

Definition 4.3 (complete RA operation): A relational alge-
bra operation q is complete exactly when all correct an-
swers appear in the result, that is q(rep(T1, . . . , Tn)) ⊆
rep(q(T1, . . . , Tn)) for any allowable m-tables {Ti}ni=1.

In order for a relational algebra to be well defined, it is
required that all operations are closed, sound, and complete.
We next define relational algebra over m-tables that is well
defined, where the definition of completeness for the monus
operation will have to be slightly adjusted.

A. Projection

In this subsection, we will define duplicate preserving
projection, which we will denote as πd. The more common
duplicate eliminating projection can be achieved by applying
the duplicate elimination operation to the result.

The algorithm is shown Figure 3, where the algorithm
simply selects the desired fields. The following theorem is not
hard to prove and it is based on a similar theorem in [1].

Theorem 4.1: The projection operation is well-defined and
the result can be computed in time that is linear to the size of
the input table.

Table IV shows the result of applying the duplicate pre-
serving projection operation on the name and school fields of
the example Student table. Note that the local condition field
does not need to be included in the list of projected fields
because it cannot be projected out.
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Algorithm 3 Evaluating πdA(T )

1: S ← T
2: for all A ∈ attr(S) and A /∈ A do
3: if x is a random variable that appears only in A then
4: remove the probability table for x
5: end if
6: end for
7: for all t ∈ S do
8: remove attributes outside the set A
9: end for

10: return S

Figure 3. The algorithm for computing the projection over a mixed table.

TABLE IV. THE RESULT OF πd
name,school (Student)

name school local condition
”John” “UCLA” x = 1
”Bob” “UCLA” x = 2
global condition:

value of x prob.
1 0.5
2 0.5

B. Selection

Figure 4 shows how to apply the selection relational
algebra operation to an m-table. It first replaces variables with
constants where appropriate inside the main body of the table.
It then adds the selection condition to all the local conditions.
As a last step, the local conditions are simplified. Tuples that
have a local condition that is false are removed. Similarly,
tuples that have a local condition that is a tautology are left
with empty local conditions. The following theorem is not hard
to prove and it is based on a similar theorem in [1].

Theorem 4.2: The selection operation is well-defined and
the result can be computed in time that is linear to the size
of the input table plus the time to simplify the new local
conditions.

Table V shows the result of applying
σgrade=“A”(Student). The algorithm first substitutes
the value for the attribute grade of the first tuple with “A”
because we only keep tuples if the grade is “A”. Then the
selection condition is added to the local conditions. Note that
the condition that is added to the second tuple is “A”=“A”,
which is a tautology and is therefore removed by the simplify
algorithm.

TABLE V. RESULT OF σgrade=“A”(Student)

name school grade l. condition
”John” “UCLA” “A” y = “A”∧x = 1
”Bob” “UCLA” “A” x = 2
g.condition:

value of y prob.
“A” 0.6
“B” 0.3
“C” 0.1

value of x prob.
1 0.5
2 0.5

Algorithm 4 Evaluating σθ(T )

1: S ← T
2: for all Ai such that θ has the form (Ai = value ∧ . . .)

and t.Ai = p do
3: t[Ai]←value
4: if p does not appear anywhere else then
5: remove the probability table for p
6: end if
7: end for
8: for all t ∈ S do
9: ψ(t) ← a substitution that substitutes every variable Ai

with t[Ai] (the value for the attribute Ai in t)
10: lc(t)← simplify(lc(t) ∧ θψ(t))
11: if lc(t) ≡ true then
12: make local condition of t empty
13: end if
14: if lc(t) ≡ false then
15: remove t from S
16: end if
17: end for
18: return S

Figure 4. The algorithm for computing selection over mixed table.

C. Natural Join
The algorithm for natural join is shown in Figure 5, where

the algorithms for theta join and outer join are similar.

Algorithm 5 Evaluating T1(A,B) ./ T2(B,C)

1: T ← empty m-table with the attributes of A ∪ B ∪ C
2: for all t1 ∈ T1 do
3: for all t2 ∈ T2 do
4: if simplify(t1[B] = t2[B]) 6≡ false then
5: t← new tuple with attributes of T
6: main(t)← 〈t1, πdC(t2)〉
7: lc(t)← simplify(lc(t1) ∧ lc(t2) ∧ t1[B] = t2[B])
8: add t to T
9: end if

10: end for
11: end for
12: gc(T )← gc(T1) ∧ gc(T2 )
13: return T

Figure 5. The algorithm for natural join of mixed tables.

The above algorithm simply joins tuples from the two m-
tables that are joinable. Two tuples are joinable when the local
condition of the new tuple is satisfiable. When two tuples are
joined, the new local condition is the conjunction of the join
condition and the local conditions of the two tuples. As a final
step, the global conditions of the two tables are merged using
conjunction. The following theorem is not hard to prove and
it is based on a similar theorem in [1].

Theorem 4.3: The natural join operation is well-defined
and the result can be computed in time that is proportional
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to multiplying the sizes of the two tables times the time to
perofrm the new linear condition simplification.

As is the case in relational databases, a join can be
optimized using indexes. We leave the details as a topic
for future research. Consider the University mixed table in
Table VI. Table VII shows the result of the natural join of the
Student and University tables. Note that the second tuple of
the University table cannot join with any of the tuples in the
Student table. Conversely, the first tuple of the University
table joins with the two tuples in the Student table when
z = “UCLA”. In the tuple-level uncertainty model, one
can compute that the marginal probability of the first tuple
in the result (i.e., the probability of the tuple existing in a
representation) is 0.5 ∗ 0.6 = 0.3. However, our model does
not explicitly store the marginal probabilities of the resulting
tuples.

TABLE VI. THE University M-TABLE

school local condition
z

Cal Poly
global condition:

value of z prob.
“UCLA” 0.6

“Univeristy of California Los Angeles” 0.4

TABLE VII. THE RESULT OF Student ./ University

name school grade local condition
“John” “UCLA” y x = 1 ∧ z = “UCLA”
“Bob” “UCLA” “A” x = 2 ∧ z = “UCLA”
global condition:

value of y prob.
“A” 0.6
“B” 0.3
“C” 0.1

value of x prob.
1 0.5
2 0.5

value of z prob.
“UCLA” 0.6

“Univeristy of California Los Angeles” 0.4

D. Union
Performing the duplicate preserving union of two m-tables

is straightforward. Figure 6 shows the algorithm that simply
merges the tuples of the two tables. The new global condition
is the conjunction of the global conditions of the input tables.

Algorithm 6 Evaluating T1 ∪d T2
1: T ← empty m-table that has the attributes of T1
2: for all t1 ∈ T1 do
3: add t1 to T
4: end for
5: for all t2 ∈ T2 do
6: add t2 to T
7: end for
8: gc(T )← gc(T1) ∧ gc(T2)
9: return T

Figure 6. The algorithm for duplicate-preserving union of mixed tables.

The following theorem is not hard to prove and it is based
on a similar theorem in [1]. Note that the m-table simplification

algorithm can be applied to the resulting table in order to make
it more compact, but this is not a requirement.

Theorem 4.4: The duplicate preserving union operation is
well-defined and the result can be computed in time that is
linear in the size of the input tables.

As an example, Table VIII shows the result of applying the
duplicate preserving union on two copies of the Student table.
The new table denotes that either we have two Bobs, or we
have two Johns in UCLA, but not both.

TABLE VIII. THE RESULT OF Student ∪d Student

name school grade local condition
“John” “UCLA” y x = 1
“Bob” “UCLA” “A” x = 2
“John” “UCLA” y x = 1
“Bob” “UCLA” “A” x = 2
global condition:

value of y prob.
“A” 0.6
“B” 0.3
“C” 0.1

value of x prob.
1 0.5
2 0.5

E. Monus
The duplicate-preserving monus operation is defined as

follows T1−d T2 = {|t[k] | t ∈ T1∧k = max (0, card(t, T1)−
card(t, T2))|}. The card function returns the cardinality (a.k.a.
number of appearances) of the tuple in the table, while t[k]
denotes that the tuple t appears k times in the result. As
expected, t[0] means that the tuple does not appear in the result.

We will define the algorithm that performs the monus
operation using two two-dimensional arrays. Let X[i, j] be the
condition that must be true for the ith tuple in T1 to delete the
jth tuple in T2. This condition is true under an interpretation
that makes the main parts of the tuples the same and makes
the local conditions of the two tuples and global conditions of
the two tables true. Let Y [i][j] be equal to 1 when the ith in T1
is deleted by the jth tuple in T2 and be equal to 0 otherwise.
We will use Y to enforce the restriction that every tuple in
T2 can delete at most one tuple in T1. Figure 7 shows the
algorithm for performing the monus operation. The algorithm
is an optimized version of the algorithm from [8]. Note that
we do not specify the probability distributions of the two two-
dimensional arrays of random variables and therefore uniform
distribution is assumed.

The algorithm first removes tuples from T2 that cannot
delete tuples from T1. It next copies tuples from T1 that cannot
be deleted by tuples from T2 to the resulting set. As a final
step, all the remaining tuples from T1 are added to the result.
For each of these tuples, a local condition is added that they
will be part of the result only if they are not deleted by one
of the tuples in T2, where an interpretation of Y fixes which
tuples in T1 are deleted by which tuples in T2.

The following theorem is not hard to prove and it is based
on a similar theorem in [1].

Theorem 4.5: The monus operation is closed, sound, and
it supports a version of completeness. Specifically, we need to
modify the completeness condition as follows: (Rep(T1) −
Rep(T2)) ∪ {∅} ⊆ Rep(T1 − T2). The complexity of the
operation is linear relative to the product of the sizes of the
two tables plus the time to perform the new local condition
simplification.
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Algorithm 7 Evaluating T1 −d T2
1: V1 ← T1
2: V2 ← T2
3: R← empty table that has the attributes of T1
4: for all t1 ∈ V1 do
5: if there is no tuple t2 in V2 such that

simplify(main(t1) = main(t2) ∧ lc(t1) ∧ gc(t1) ∧
lc(t2) ∧ gc(t2)) then

6: add t1 to R
7: remove t1 from V1
8: end if
9: end for

10: for all t2 ∈ V2 do
11: if there is no tuple t1 in V1 such that

simplify(main(t1) = main(t2) ∧ lc(t1) ∧ gc(t1) ∧
lc(t2) ∧ gc(t2)) then

12: remove t2 from V2
13: end if
14: end for
15: i← 0
16: for all t1 ∈ T1 do
17: j ← 0
18: for all t2 ∈ T2 do
19: X[i][j]← simplify(main(t1) = main(t2)∧ lc(t1)∧

gc(t1) ∧ lc(t2) ∧ gc(t2))
20: j ← j + 1
21: end for
22: i← i+ 1
23: end for
24: n← number of tuples in V1
25: m← number of tuples in V2
26: i← 0
27: for all t ∈ V1 do
28: lc(t)← lc(t) ∧ ¬(

m∨
j=1

(X[i, j] ∧ Y [i, j] = 1))

29: i← i+ 1
30: end for
31: gc(R) ←

m∧
j=1

(
n∨
i=1

(Y [1, j] = . . . = Y [i − 1, j] = Y [i +

1, j] = . . . = Y [n, j] = 0 ∧ Y [i, j] = 1))
32: return R ∪d V1

Figure 7. The algorithm for subtracting mixed tables.

We had to modify the definition of completeness because
we allow the empty set (a.k.a. ∅) to be a possible representa-
tion of an m-table. We believe that this is intrinsic problem
associated with monus under the closed world assumption.
Table IX shows the result of applying the monus operation
on the m-tables simplify(Student) and Student. Applying the
simplify algorithm to the new table will produce the empty set.

F. Duplicate Elimination
The duplicate elimination algorithm simply checks for pairs

of m-tuples that have main parts that are unifiable and local
conditions that are not excluding. The algorithm then adds the
restriction to the output table that states that if the two tuples
indeed have the same main part under some interpretation, then

TABLE IX. THE RESULT OF Student−d simplify(Student)

name school grade local condition

“John” “UCLA” y

x = 1 ∧ ¬(“John” = n ∧ y = g∧
((x = 1 ∧ n = “John” ∧ g = y)∨
(x = 2 ∧ n = “Bob” ∧ g = “A”))

∧Y [1, 1] = 1)

“Bob” “UCLA” “A”

x = 2 ∧ ¬(“Bob” = n ∧ g = “A”∧
((x = 1 ∧ n = “John” ∧ g = y)∨
(x = 2 ∧ n = “Bob” ∧ g = “A”))

∧Y [2, 1] = 1)
global condition: (Y [1, 1] = 1 ∧ Y [2, 1] = 0) ∨ (Y [1, 1] = 0 ∧ Y [2, 1] = 1)

value of y prob.
“A” 0.6
“B” 0.3
“C” 0.1

value of x prob.
1 0.5
2 0.5

the local condition of only of the tuples can be satisfied. The
formal definition of unifiable main parts is presented next.

Definition 4.4 (unifiable main parts): Two tuples have
main parts that are unifiable if these main parts can become
equivalent under some possible interpretation. We will write
unifiable(main(t1),main(t2)) when this is the case.

Details are shown in Figure 8, where we use δ to denote
the duplicate elimination operation. The following theorem is
not hard to prove.

Algorithm 8 Evaluating δ(T )

1: V ← T
2: for all t1, t2 ∈ V do
3: if unifiable(main(t1),main(t2)) and simplify(lc(t1) ≡

(t2)) 6≡ false then
4: introduce a new variable x
5: lc(t1) ← lc(t1) ∧ ((main(t1) = main(t2)) ⇒ (x =

1))
6: lc(t2) ← lc(t2) ∧ ((main(t1) = main(t2)) ⇒ (x =

2))
7: end if
8: end for
9: for all new variable x do

10: Add a table for the distribution of x. The possible values
are 1 and 2 with probability 0.5 each.

11: end for
12: return V

Figure 8. The algorithm for duplicate elimination.

Theorem 4.6: The duplicate eliminating operation is
closed, sound, and complete. The complexity of the operation
is quadratic relative to the size of the table plus the time to
execute the calls to the simplify function.

As an example, consider applying the duplicate eliminating
operation on the table from Table VIII. The result is shown in
Table X. We can apply the simplify function to the result to
get back the Student table.

V. CONCLUSION AND FUTURE RESEARCH

We introduced the concept of a mixed table. This is a table
that allows both random variables and linear constraints on
them to be stored. To the best of our knowledge, we are the first
paper to do so. We presented the semantics of a mixed table as
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TABLE X. THE RESULT OF δ(Student ∪d Student)

name school grade local condition
“John” “UCLA” y x = 1 ∧ z = 1
“Bob” “UCLA” “A” x = 2 ∧ w = 1
“John” “UCLA” y x = 1 ∧ z = 2
“Bob” “UCLA” “A” x = 2 ∧ w = 2

value of y prob.
“A” 0.6
“B” 0.3
“C” 0.1

value of x prob.
1 0.5
2 0.5

value of z prob.
1 0.5
2 0.5

value of w prob.
1 0.5
2 0.5

a set of relational tables, where a probability is associated with
each representation. We extended the bag relational algebra
from [8] to m-tables and showed that the new relational algebra
is closed, sound, and complete. In summary, we believe that
this paper can serve as a blueprint for a system for storing and
querying m-tables.

As part of future research, we need to show how the differ-
ent relational algebra operations can be performed efficiently.
For example, indexes on the data can be used to execute the
selection and join relational operations efficiently. We also
need to follow the model from [8] and introduce algorithms
for performing grouping and aggregation over m-tables.
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Abstract— Whereas since the 1990s national and regional
planners saw the creation of knowledge clusters as a panacea
for gaining a competitive advantage to propel a region or
country into a higher stage of industrial development, recent
research suggests that connectivity (e.g. through broadband
penetration or joint research connections with collaborators
elsewhere) is one of the enablers for socio-economic
development. This paper will draw on the results of studies on
knowledge clusters in Southeast Asian countries (Malaysia,
Brunei, Singapore) as well as the relevant current literature to
ask the question, whether knowledge clusters really contribute
to regional development and if yes, under what circumstances.
The paper will also draw on lessons learned from knowledge
cluster initiatives in Organization for Economic Co-operation
and Development (OECD) countries and highlight policy
options to enhance connectivity in the context of knowledge
cluster development.

Keywords-knowledge clusters; connectivity; Southeast Asia.

I. INTRODUCTION

Not too long ago, Frances Anne Cairncross, a British
economist, journalist, academic and a member of the Council
of Economic Advisers for the Scottish Government,
announced the “Death of Distance” [1]. She argued that the
advances in telecommunications would effectively eliminate
distance as a perceptible concept from our lives. This "death
of distance," a determinant of the cost of communications,
“will become the single most important economic force to
reshape society over the next half century”. Nothing could be
further from the truth. Nobody will today negate the impact
of the Internet and of broadband communications on society,
culture and the economy, but space still matters. Industrial
clusters, knowledge clusters and conceptions of space are
still important factors, shaping economy and society. Why
does distance still matter?

There are many answers to this intriguing question, but
two stand out. The first has been propagated by Harvard
Professor Michael Porter [38] [39] [40]. The competitive
advantage of nations and regions depends on the formation
of industrial clusters. “Clusters are geographic
concentrations of interconnected companies, specialized
suppliers and service providers, firms in related industries,
and associated institutions (e.g. universities, standard
agencies, and trade associations) in particular fields that
compete but also cooperate. Such clusters are a striking

feature of virtually every economy, especially those of more
economically advanced areas” (Porter 2000:253). Not only
that, the degree of clustering determines the competitiveness
of a nation or region. Firms located in a cluster have an
enhanced chance of profitability and are more competitive in
contrast to firms located outside a cluster in splendid
isolation. The main argument of earlier industrial location
theory of Alfred Weber is resurrected, namely that
transaction costs are lower in clusters than outside [49].

This mantra has been repeated over and over again by
Porter and his followers and has led to massive research
programmes figuring out the degree of clustering, the
location of clusters and the best way to create and manage
industrial clusters.

Meanwhile, a great number of studies have been
conducted. According to the disciplinary home of the
authors, there are coloured results. Geographers have
emphasized location and proximity, sociologists emphasized
social networks and knowledge sharing, and economists tend
to look at economies of scale and transaction costs. At this
stage it is extremely difficult to bring together the results of
these studies and to draw final conclusions. It has, however,
become clear that cluster formation and cluster
competitiveness is a good deal more complex and
complicated than advocates of Porterian cluster policies
would have it. So far, it is not entirely clear whether clusters
make firms more productive and thus more competitive, or
more productive and competitive firms come together to
form a cluster. This poses a dilemma for cluster policies or
cluster governance. “Natural” clusters are possibly formed
by highly competitive firms, but firms induced by
government subsidies or active cluster management may not
turn out to be more competitive at all despite being co-
located in a cluster.

One finding of Porter type cluster analysis still holds,
namely that despite increased broadband penetration and
Internet connectivity clusters still emerge. The basic
hypothesis that the higher the economic development of a
country or region (in terms of the usual measurements), the
higher the degree of industrial clustering appears to hold.

The big gap in our understanding of both the clustering
process and the outcome of clustering still lies in a precise
analysis of the inner workings of a cluster. In short, we need
to know more about what makes a cluster tick, before a
robust cluster policy can be designed. In Section II we
highlight the importance of tacit knowledge in knowledge
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clusters, followed by what it takes in terms of knowledge
management for clustering in close proximity to enable
higher productivity (Section III+IV). Section V examines
Singapore’s maritime cluster and discusses the various
ingredients for a cluster to become an innovation hub. In the
conclusion, we make a case for the importance of governing
connectivity as part of knowledge governance.

II. FROM INDUSTRIAL TO KNOWLEDGE
CLUSTERS

Current cluster analysis is the foster child of industrial
agglomeration theory, as developed by Alfred Weber a
century ago [49] [50]. Taking the Ruhr District, the home of
German heavy industries, as an example, he could show that
the use of raw materials, like coal, water and iron ore,
enticed basic industries and metal industries to crowd
together to reduce transportation costs. Raw materials were
heavier and therefore costlier to transport than finished
products to customers. Markets and materials decide location
of industries.

This “reduction of transaction cost” argument is still
valid for manufacturing industries, but less so for the new
and increasingly important raw material called “knowledge”
[48]. Data, information and explicit knowledge can be
transmitted through the Internet at low cost. Outsourcing
data intensive work, like banking, bookkeeping, design and
many other tasks has become frequent practice for both the
manufacturing and service sectors. It is therefore surprising
that in contradiction to the transaction cost argument,
knowledge intensive industries still tend to cluster.

Knowledge clusters do not just consist of information
and communications technology (ICT) or high-tech
production units, but have to be combined with research
institutes, R&D divisions of companies (incl. test-beds and
labs), institutions of higher education and learning, like
colleges and universities, and government support services.

With the rapid development of information and
communication technology and the spread of fast Internet
connection, knowledge is increasingly seen as the most
important driver of development. While reaching the state of
an industrial society is seen as the aim of many developing
countries, the move towards a knowledge based economy
and society has already engulfed the industrial world. The
ICT based service sector is expanding and knowledge is
regarded as a prime factor of production. Though production
chains extend throughout the world, successful knowledge
intensive industries are still found primarily in closely-knit
knowledge clusters. The Silicon Valley, the Hyderabad ICT
cluster or the biotech research cluster in Singapore are just a
few of many examples of vibrant knowledge clusters. The
cost for producing knowledge may be high, the cost of
transferring data, information and knowledge is extremely
low. If the venerable transaction cost argument does not
hold, what then explains the emergence of knowledge
clusters?

One argument refers to Nonaka’s distinction between
tacit and explicit knowledge [36]. Tacit knowledge is seen as

the main ingredient of innovation in the fields of industrial
production, marketing and organizational behaviour. While
explicit knowledge can be easily transmitted, tacit
knowledge or experience needs personal contacts to be
disseminated [9] [19]. A concentration of experts and
scientists leads to a “knowledge spill-over” between
companies and in social networks and face-to-face contacts.
This allows the transmission of valuable tacit knowledge,
which is hard to pass on through the Internet. Even
broadband enabled video conferencing is apparently not able
to get tacit knowledge across and replace the stimulating
excitement of personal encounters.

Porter and his followers, on the other hand, seem to be
skeptical of this argument. Groupthink, for example, can
discourage creativity and prevent the process of innovating
[42]. Following Granovetter’s distinction between strong and
weak ties it could, indeed, be argued that weak social ties of
pluralistic, open-ended networks are more likely to be
innovative than tightly knit networks of like-minded persons
[23]. In other words, clusters integrated by social networks
are not necessarily more productive and innovative than
clusters with broadband Internet communicating units.
Empirical evidence is still scarce and a good deal more
research will be necessary to draw robust conclusion.

Another still open issue is the scale and regional impact
of clusters. As mentioned above, there appears to be a strong
correlation between cluster formation and economic growth
at the national level. The impact of cluster formation within
regions or beyond is less well established.

III. K-CLUSTERS AS DRIVERS OF REGIONAL
DEVELOPMENT

One important assumption of the European Cluster
Initiative or the U.S. Cluster Mapping Project is that creating
or supporting industrial clusters guarantees economic growth
[13]. A study of the European Cluster Observatory
concluded, “there is plenty of evidence to suggest that
innovation and economic growth is heavily geographically
concentrated” [47]. As summarized by Mitchell et al. as
recently as 2014 “considerable evidence indicates that
knowledge plays a key role in the performance and
innovation of firms in clusters” (Mitchell et al. 2014:2198).
This, they argue, is also true for small and medium-sized
enterprises (SMEs), though they often lack the absorptive
capacity to assimilate new knowledge, unless there are
“knowledge brokers” using their social capital of contacts
into their field of expertise (Mitchell et al. 2014:2204).

Another assumption is related to innovations as a driver
of growth. Innovations are presumably more likely to occur
in clusters rather than elsewhere. A survey of the European
Commission (Europe INNOVA / PRO INNO Europe Paper
N° 9, Commission Staff Working Document, p. 22)
concluded, “cluster firms are more innovative than non-
cluster firms. These innovative cluster companies are more
than twice more likely to source out research to other firms,
universities or public labs than were the average European
innovative firms in 2004. This supports the view that clusters
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are encouraging knowledge sharing which may further
stimulate innovation. Moreover, cluster firms patent and
trademark their innovations more often than other innovative
companies” (p. 22-23). The statistical evidence provided in
these reports shows that most, if not all, clusters support
innovations and regional economic growth [14].

Despite the robust statistical evidence, this assumption
has recently come under attack. Clustering may even hinder
innovations. As Maskell has pointed out [31], cognitive
distance may be small in clusters, but when disparate
knowledge is required, strong clustering may even prevent
the exchange of necessary knowledge and therefor reduce
innovative capacity (p. 924). When disparate knowledge is
required, it will just not be available in a narrowly focused
knowledge cluster because it might be blocked by a
competing or differing school of thought.

In a review of the literature, Wolman and Hincapie draw
attention to the fact that “all regions have clusters, but not all
clusters produce high growth” [51]. The question is
therefore: Why are some clusters and their companies and
research institutions more innovative than others? What
factors stimulate innovative behaviour and regional
economic growth?

These questions have, despite Porterian rhetoric during
the past 25 years [37-42], not yet be answered in full. The
Porter doctrine can be summarized as follows:

• Cluster participation: (a) increasing the current
productivity of constituent firms or industries, (b) increasing
innovation and productivity growth, and (c) stimulating new
business formation that supports innovation and expands the
cluster [42]

• Clusters drive productivity and innovation. Firms
that are located within a cluster can transact more efficiently,
share technologies and knowledge more readily, operate
more flexibly, start new businesses more easily, and perceive
and implement innovations more rapidly [41]

• Clusters Drive Regional Performance: Job growth,
higher wages, higher patenting rates; greater new business
formation, growth and survival; resilience in downturns [37].

By repeating over and over again that clusters stimulate
innovations and are a necessary precondition for growth, not
all questions are automatically answered. Some doubt
remains and many questions have been left open for further
research. We will use examples from the existing extensive
literature as well as from our own studies on the relatively
under-researched areas of clusters in Southeast Asia and
point into directions, in which answers may be found or
where additional research will be necessary.

IV. BROADBAND AND K-CLUSTERS AS DRIVERS OF

REGIONAL DEVELOPMENT

The existence of stable broadband connections is
assumed by some authors to act as a driver for cluster
formation. Fast Internet connections make video
conferencing viable and an immediate exchange of data and
information possible. Indeed it could be assumed that the
extension of broadband connection makes firms less

dependent on proximity externalities, i.e. on cluster
formation. From a different perspective broadband
connections could also be helpful in spreading the impact of
cluster productivity to neighboring regions. The results of
empirical studies are, however, not clear-cut. In a recent
study, Mack concludes that “in some places, broadband
appears to be an essential link that enables knowledge firms
to strategically locate in lower cost counties and in close
proximity to major knowledge centres. In other places, the
availability of broadband Internet connections is unable to
mitigate the negative externalities associated with locations
in more remote areas of the country. From a policy
perspective, this suggests that broadband should be viewed
as a key component, but not the only component, of
comprehensive local economic development plans” [30]. Her
findings are depicted in a map, showing US counties with or
without good broadband provision in relation to knowledge
intensive industries.

A. Networks and Knowledge Hubs

As various surveys have shown, sharing and
dissemination of knowledge within clusters is a major driver
of innovations and growth [9] [19] [33] [45]. Several authors
see this as a more or less automatic process. Knowledge
workers and experts working in proximity in one location
easily transmit knowledge, so the argument goes. There is a
“knowledge spillover”, leading almost automatically to
higher productivity [1] [10]. Our studies in Indonesia [44]
and Vietnam [6] show otherwise. Though automatic
knowledge-spillover may happen, there are knowledge
clusters with high kernel density, where knowledge sharing
is low or totally absent. This is the case in Hoh Chi Minh
City, which has a great number of research institutes and
universities in close proximity, but hardly any knowledge
exchange takes place [6] [16] [17].

This means that clustering in close proximity is not a
sufficient precondition for higher productivity. Knowledge
has to be managed, cooperation needs stimulation and
appropriate institutions for knowledge sharing, on which
productivity rests, have to be formed [9].

The Malaysian government has pursued an active cluster
development agenda [20] by declaring several regions as
“development corridors” [4] and creating a massive
Multimedia Super Corridor next to the newly founded
federal capital of Putrajaya [7] [25]. The two other successful
knowledge driven industrial clusters are found in Penang and
in Johore.

In our studies in Penang we found a high degree of
clustering including ICT industry, universities and local and
international research institutes and companies. Several
companies had relocated to Penang from other countries,
because of the availability of high-level manpower and
access to services of support companies. Government
agencies supported research projects and supported start-up
companies [13] [15] [22] [26].

Another interesting case is Brunei Darussalam, a small
resource rich country with practically no industrial base [2]
[3] [18] [27]. We could identify only one dense knowledge
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cluster in the commercial district of the capital Bandar Seri
Begawan, but the two major knowledge producing
institutions University Brunei Darussalam, including several
research institutes and the Institute Technology Brunei are
actually located outside the major knowledge cluster [4].
Ongoing research by Purwaningrum (Institute of Asian
Studies, UBD) shows that there is very little, if any,
knowledge sharing between UBD, industry and government
agencies. The so-called “triple helix” is not functioning and
urgently needs to be managed.

V. SINGAPORE’S MARITIME CLUSTER (SMC): SUCCESS

THROUGH CONNECTIVITY AND COLLABORATIVE RESEARCH

& DEVELOPMENT (R&D)

Quite a different story is the development of Singapore’s
maritime cluster enabled through decisive and visionary
knowledge governance by institutions such as Singapore’s
Economic Development Board (EDB), the Maritime and
Port Authority (MPA), Agency of Science, Technology and
Research (A*Star) in collaboration with Jurong Town
Corporation (JTC) as well as the Urban Redevelopment
Authority (URA). JTC, for example, continues to offer
future-oriented infrastructure solutions to its cluster
customers in order to maintain and improve competitiveness.
As far as the offshore sector is concerned, works are under
way to increase Singapore’s limited water land resource by
building new wharves and jetty facilities.

A major corporate actor within the SMC is the Keppel
group of companies [46], which employs over 30,000
employees in more than 30 countries (its workforce in
Singapore comprises 1,500 people). Keppel Offshore &
Marine’s companies and yards are situated relatively close to
each other within Singapore’s SMC, which facilitates
knowledge sharing, and creation, arguably key success
factors in this business [5]. Incorporated in 2002, Keppel
Offshore & Marine has over 300 years of combined
experience from the three companies under its wings, namely
Keppel Fels, Keppel Shipyard and Keppel Singmarine. With
its key competency in the area of offshore engineering,
Keppel FELS is the world’s leader in offshore oil rig
fabrication for international clients such as Petrobras in
Brazil.

Keppel Offshore & Marine is well known for its
innovative ultra deepwater solutions such as
semisubmersibles, drilling tenders, or compact drill ships.
Located in the tropics, it built icebreakers for customers in
the West and fabricates ice-worthy jack-ups in collaboration
with an international business partner. Its innovation
capability in designing oil rigs is based on several
specialized R&D departments such as the Deepwater
Technology Group (DTG).

Keppel has forged R&D linkages with various
stakeholders, which helps to create new knowledge and to
innovate. Local collaboration partners include A*Star, Ngee
Ann Polytechnic (NP), Nanyang Technological University
(NTU) and National University of Singapore (NUS). The
latter has established an offshore engineering program for

young talent at the new Centre for Offshore Research &
Engineering (CORE) in the Faculty of Engineering (NUS)
together with the endowment of the Keppel Professorship in
Ocean, Offshore and Marine Technology. An example of a
joint Keppel-CORE project is: ‘Improved Guidelines for the
Prediction of Geotechnical Performance of Spudcan
Foundations during Installation and Removal of Jack-up
Units (InSafeJIP)’. To further enhance Singapore’s leading
role in the global market for oil and gas drilling units and
offshore support vessels, Keppel collaborates with several
international partners such as the Centre for Offshore
Foundation Systems (COFS) at the University of Western
Australia. Joint research areas include jack-up spudcan
analysis, deep water anchoring systems and the application
of geotechnical models in wind farm design.

A. Mapping the Density of the Increasingly Diverse SMC

According to industry observers, Singapore’s status as a
“dominant force in the offshore marine sector” in
conjunction with related services does support the growth of
the industry across the region (Indonesia, Malaysia,
Philippines), “positioning it as a regional offshore marine
hub for the Asia-Pacific” [24]. Like Dubai in the Middle
East, Abuja in West Africa or Houston in the USA,
Singapore is seen a “natural choice” for Asia driven in-part
by a growing demand for oil and gas, the desire across Asia
to be self-sufficient in oil and gas, offshore marine
capabilities, business incentives and strong support for
innovation and the development of R&D talent in key areas.

Over the past few years, Singapore’s offshore marine
cluster has expanded as evidenced by the emergence of
several (complementary) sub-clusters such as oil companies,
oilfield and seismic survey services, oil & gas equipment,
shipyards and drilling contractors as well as oilfield
chemicals. However, increasing diversity does not
automatically imply new knowledge creation and
collaborative innovation. One way of exploring the
collaborative knowledge creation potential of such
agglomerations and to delineate a knowledge cluster is to
compile directories of firms (incl. research centres and
institutions of higher learning). When combined with
geospatial coordinates, this method helps to identify potential
areas of agglomeration of knowledge transferring and
producing organisations, which we define as knowledge
clusters [21].

Our studies [33] show that there is a dense clustering of
marine firms in the West of Singapore (Tuas) near the sea,
which offers certain location advantages with potentially
good linkage effects to other related industries in subclusters
within the cluster. Proximity can have a positive effect on
knowledge sharing which in turn can enhance new
knowledge creation [9]. The density of Singapore’s offshore
marine cluster has been proactively shaped by various
planning agencies such as URA, JTC and EDB who are
doing their best in anticipating firms’ long-term strategic
business interests. Good knowledge governance and
potential cluster synergies rest on strategic physical and
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economic planning approaches adopted by the respective
planning agencies driven by Singapore’s land scarcity.

The performance of a cluster depends on the extent of
innovation related exchanges of knowledge, the quality of
relationships to partners within and beyond the cluster as
well as intra-organisational knowledge flows within cluster
firms. Our findings suggest that firms located in the cluster
comprising the central area / old harbour front might be a bit
disadvantaged in the mid-term because they might lose their
location advantages eventually in case the Tanjung Pagar
port facilities will be moved closer to Tuas in the West to
free up (valuable) land for expanding the business district
further south [33].

B. From Cluster to ‘Hub’ Status

Increasing diversity does not automatically imply
problem-free knowledge flows, new knowledge creation and
collaborative innovation. For Singapore’s offshore marine
sector to become a powerful knowledge hotspot (hub) with
regional and global significance, a sustainable local
innovation system has to be nurtured characterised by high
connectedness and high internal and external networking as
well as knowledge creation and sharing capabilities. While
empirical studies on the hub status of Singapore’s offshore
marine cluster are difficult to come by, there is some
evidence that policy-makers continue to support and drive
innovation in this sector. A key role is performed by the new
Singapore Maritime Institute (SMI), a joint effort by MPA,
the Agency for Science, Technology and Research
(A*STAR) and the Economic Development Board (EDB) in
partnership with local institutes of higher learning. SMI is
developing strategies and programmes related to the
academic, policy and R&D aspects of the maritime industry
with an emphasis on shipping, port and maritime services, as
well as offshore and marine engineering. It coordinates and
aligns the strategic activities of the various maritime
institutes at local institutes of higher learning and works to
attract renowned academics and researchers to work in
Singapore. It grooms local maritime talent and kickstarts
more industry R&D projects. Collaborative R&D and
capability development in key strategic areas such as subsea
systems with local and international partners is seen as a
viable strategy to achieve and retain Singapore’s role as a
global player in the offshore marine industry.

How is Singapore’s quest to become a ‘real’ offshore
technology hub progressing? Cluster theory argues that
knowledge in form of innovations, patents and research
papers as well as close cooperation between relevant
knowledge institutions (both locally and internationally) are
important to provide evidence for the knowledge hub
function, including high knowledge productivity. We tried to
shed light on the global standing of Singapore’s offshore
R&D as well as the external connections of Singapore-based
researchers with the help of an output indicator of published
journal articles. Only scientific research results in
internationally recognized journals are counted. As a result
not all projects of cooperation with local and international
institutions are measured; only those documented in

publications that are recognized, visible and accessible on
the Web of Science. In the following, we shall present
preliminary results of our analysis to better understand the
global offshore R&D landscape.

Using the Web of Science and keywords such as offshore
rigs, offshore engineering and dynamic positioning yielded
7,439 journal articles published between 2001-2011 spread
over several categories such as Computer Science
Information Systems, Electrical Engineering, Applied
Mathematics, Automation Control Systems or Ocean
Engineering. In terms of journal output, the top 5 countries
appear to be the United States, the People’s Republic of
China, England, Germany and Japan. The top five research
institutions are the Chinese Academy of Sciences, Russian
Academy of Sciences, University California Berkeley,
Indian Institute of Technology and the National University of
Singapore (NUS).

In terms of external cooperative science connections
(using an output indicator of joint journal articles to which
Singapore researchers have contributed) between researchers
from Singaporean institutions and elsewhere, India emerged
on top of the list (4), followed by the People’s Republic of
China (2), Australia (2), Norway (2) and the United States
(2). Important Singaporean educational institutions include
the National University of Singapore (Faculty of
Engineering, Department of Electrical & Computer
Engineering; Centre for Offshore Research & Engineering;
Department of Civil Engineering), Ngee Ann Polytechnic
(Centre of Innovation - Marine & Offshore Technology) and
corporate institutions such as Keppel Offshore & Marine and
KeppelFELS.

A key capacity builder is the Centre for Offshore
Research & Engineering (CORE) at the National University
of Singapore (NUS) which has helped to enhance offshore
geotechnical engineering according to observers. As in other
clusters, building a full-time, world class academic group to
work on offshore engineering, the transfer of knowledge
from visiting experts to local talent and large-scale private
sector engagement in terms of R&D funding are seen as
important measures to further expand this field. While
agencies continue to build up capacities in terms of offshore
marine R&D, Keppel already has strong capabilities as
indicated by the firm’s reputation in the fabrication of jack-
ups. Particular strengths with regard to knowledge-intensive
technical ingredients/elements of offshore oil rig fabrication
include Singapore’s project management experience, the
ability to deploy systems effectively, steel fabrication know
how and availability of motivated manpower at competitive
cost. Future (R&D) opportunities may include diversification
into areas such as floating production systems and subsea
production systems beyond the traditional focus on jack-ups,
which bring in the revenues.

Our preliminary analysis suggests that Singapore is
working hard towards becoming a global leader in offshore
R&D. The ongoing investments into this sector and growing
number of companies expanding their presence in the city-
state such as Maersk Drilling are a result of turning visionary
policy goals with regard to the country’s enhanced (global)
role in offshore marine R&D into reality. However, there are
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also challenges. As in other sectors, foreign scientists require
certain incentives to set up shop in Singapore. While
requirements for laboratory space and similar needs are
relatively easy to fulfill in sectors such as biotechnology and
life sciences, offshore marine scientists require special (at
times huge) infrastructural facilities which in turn require
space, sea water and land resources etc.

Furthermore one has to acknowledge the necessary
organisational readiness in terms of being able to effectively
absorb [11] [34] [52] new ideas generated within the
organisation or ‘externally’ by cluster partners, for example
through research & development, and to apply them in order
to achieve innovation outputs. Key enablers to do so
according to the two academics include exposure to relevant
knowledge qua relentless networking, the presence of prior
related knowledge so as to recognise the value of new
knowledge and diversity of experience (the latter increases
the scope for acknowledging external ideas and stimuli).
Most if not all innovation frameworks propagated by
innovation experts around the world have integrated research
insights with regard to the power of absorptive capacity into
their conceptual structure. Nevertheless, there are still many
organisations ‘out there’ that remain weak or unsuccessful
innovators, because they fail to absorb and make use of
knowledge, learning opportunities and value networks.

If one translates the theory of absorptive capacity into
practical recommendations for managers tasked to making
innovation work, for example, qua innovative business
models, the following recommendations emerge: Rethink the
ways you deliver and capture value as well as how you
deliver and monetize it! Leverage on your value networks
and (re-)assess how you connect your organization with
others (and their know how) to create more value! If
innovation gaps are spotted, modify your value networks,
e.g. by changing and innovating the supply chain as
practiced by Samsung which developed a digital, more
efficient operating model in order to better integrate its large
and diverse number of logistic service providers (incl.
carriers) globally or P&G famous for its continuous
replenishment approach. Other ‘older’ supply chain
innovations include the ocean shipping container (1956), the
universal product code (1974), Toyota’s integrated
production system or FedEx’ computerised tracking system
developed from the mid-1980s onwards which provided near
real-time information about package delivery.

VI. CONCLUSION: KNOWLEDGE CLUSTER GOVERNANCE

We have looked critically at basic assumptions of the idea
that cluster formation is a precondition for competitiveness,
productivity, innovation and ultimately regional
development. This position, promoted by Michael Porter, is
summarized on the Website of the Harvard Business School
as follows (as of November 2014): “Today’s economic map
of the world is characterized by “clusters.” A cluster is a
geographic concentration of related companies,
organizations, and institutions in a particular field that can

be present in a region, state, or nation. Clusters arise
because they raise a company's productivity, which is
influenced by local assets and the presence of like firms,
institutions, and infrastructure that surround it”. The basic
assumption is that geographic concentration, e.g. clustering
increases productivity, innovations and competitiveness.
This assumption pervades the business literature. But is this
assumption true? Yes and no. Clustering does, indeed, seem
to have all these positive aspects, but the degree of
clustering does not necessarily correlate with the degree of
innovativeness or competitiveness. In other words,
clustering is one, but not the only factor in translating
clustering into regional economic development. One
important aspect is “knowledge”. Industrial clusters must
contain knowledge clusters, but these knowledge clusters
only function if they contain innovative, networked
“knowledge hubs”, i.e. if knowledge sharing takes place
within a cluster and with other knowledge clusters
elsewhere. For this to happen, connectivity in form of
broadband connections, science cooperation, knowledge
flows and so on as well as physical proximity via exchange
of information in conducive ‘places’ such as coffee shops
are some of the essential preconditions.

The availability of broadband connections has been
identified as one important factor in turning cluster policies
into a success [29] [30]. A recent macro study in the US
evaluates the relationship between the spatial distribution of
broadband providers and the presence of knowledge
intensive firm clusters in US counties as “heterogeneous”
and “localized”: “From a policy perspective, this suggests
that broadband should be viewed as a key component, but
not the only component, of comprehensive local economic
development plans” [29]. Broadband provision is the
technological backbone of social networking and knowledge
sharing. Proximity within clusters is still an important factor
of productivity and regional development, if these
conditions are fulfilled. Furthermore, one can not ignore the
importance of absorptive capacity of both firms and
individuals in recognizing the value of new information
generated internally or sourced externally aimed at applying
it effectively to value creation in business and society.
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Abstract—In this paper, the authors present their work on the 
development of a formal method for the interpretation of 
norms. This research is a continuation of the work reported in 
the eKNOW 2015 conference where we focused on a formal 
method to relate a set of norms described in natural language 
to the specification of a service based on these norms. In this 
paper, we focus on the modeling of the explicit interpretation 
of norms. These interpretation models are aimed to become 
components in our agent-role based simulations that allow to 
reason about the effect of norms in social reality. The method 
has been tested in a governmental organization for the 
specification of digital services. The method preserves the 
original concepts in sources of norms described in natural 
language, and delivers a translation of these norms to formal 
computational models. These models can be used to support 
institutional reasoning, i.e., reasoning about institutional facts 
and normative positions. 

Keywords-AI and Law; knowledge acquisition; knowledge 
representation; formal representation of norms; legal analysis; 
legal engineering; rule governance. 

I.  INTRODUCTION 
Every organization’s behavior is, in some way or the 

other, impacted by norms. These norms are either set by the 
organization's policies, by contractual agreements, or they 
are externally imposed. Governmental agencies that have 
responsibility for implementing law in various client-
handling processes, have a particular interest in correct 
execution of norms.  

Formalizing sources of norms, into formal computational 
models that can be used in information technology (IT), has 
been done in many different ways, and this has been object 
of study in the Jurix community and the Artificial 
Intelligence and Law (AI and Law) community. Both 
communities consist of experts from the field of Information 
Science and Law. For an overview of approaches, we refer to 
Bench Capon et al. [2].  

While some of the approaches described by Bench Capon 
made it outside academia and resulted in practical 
applications, large-scale application within industries and 
government has not yet been accomplished due to various 
open issues. We will discuss some important issues, before 
we present our solution for some of these issues. 

Marek Sergot was one of the first scholars that worked 
on legal knowledge based systems that were supposed to be 
closely aligned with sources of law [15][16]. He used the 
British Nationality Act as study case, a domain related to the 
field of Immigration Law, used in this paper.  

Sergot used logic programs as his language for 
specifications. This language, based upon first order logic 
representation, can be used to express and reason with 
norms, but at the expense of sacrificing accuracy and 
reusability. This is a result of the task orientation of the 
method used.  

Also, modal logics have been applied to the field of law. 
Next to their computational unattractiveness, thus far no one 
has been able to find the right translation of ‘legal abilities’. 
Wierenga and Meijer [18] point at various approaches using 
some form of modal logic and give examples of problems 
that come with using modal logic for expressing norms.  

A general problem for translating rules in logic is the 
disability to handle contrary positions and multiple 
contradictory interpretation models. Within the AI and Law 
community different conceptualizations have been 
developed, including formal models for argumentation and 
factor analysis of cases, also see [2].  

With the approach presented in this paper, the authors 
aim to support large-scale applications in complex 
organizational contexts. Besides the problems addressed in 
literature, we also gathered requirements from our 
experience building large-scale applications of artificial 
intelligence (AI) in the legal domain for many years. The 
formal method for the interpretation of norms described in 
this paper, can be used to enable organizations to design IT-
systems that support their business processes in a systemic 
way, and should allow for easy maintenance and easy 
implementation of changes. While developing our method, 
we have tested to what extent these requirements could be 
met, and we will report on our experiences in a future paper. 
Specifications of normative systems can also be used to 
control whether systems comply with norms or to support the 
internal and external communication on the interpretation of 
norms. 

In this paper, we explain our method and its application 
in one concrete case: the application for a residence permit 
for international students in the Netherlands. Applying for 
and deciding on application is a process bounded by legal 
norms set by law. Though legal norms have some specific 
properties, the method presented in this paper holds for any 
organization applying norms. 

Currently, many organizations recognize the huge 
economical potential that such a method could have. This 
most certainly holds for governmental institutions 
responsible for the execution of the law and applying legal 
norms to a massive number of cases. This allows us to 
cooperate with, and test our approach in many governmental 
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agencies joined in the Manifesto Group, and in collaborative 
networks, such as the Blue Chamber [8] and the Netherlands 
Organisation for Scientific Research (NWO) [4].  

Before going into the details of our approach, we will 
shortly sketch the general framework that has also been 
partly described in [6][7]. 

In section 2, a general framework of the work presented 
in this paper, is given. Section 3 contains an overview of the 
methods used. Section 4 contains an outline of a method for 
the interpretation of sources of norms, expressed in natural 
language. In section 5, a study case is presented, to illustrate 
the method for a formal interpretation of norms. In section 6, 
the results of the study case are presented. Section 7 contains 
a discussion on the results and an overview of future work. 

II. THE GENERAL FRAMEWORK 
In our approach, we separate three layers of reality that 

are interconnected (see figure 1). This model is an extended 
version of the three layers of reality model presented in [5]:  

 
1. Sources of Norms 

This layer describes the components, structure 
and referential mechanisms that allow us to 
refer to the natural language sources describing 
the norms we want to ‘translate’ into formal 
computational models.  

2. Institutional Reality 
This layer describes the interpretation of the 
sources of norms in the previous layer, using: 
states representing situations; legal positions; 
and acts regulated by norms. In this paper, we 
focus on this layer. 

3. Social Reality 
The Social Reality layer describes agents, agent-
roles, collaboration of agents, coordination, 
message passing, and other behavioral aspects 
of agents. This layer is used to describe and 
simulate behavior in societies regulated by 
norms. These norms can be used, e.g., to test 
(non-) compliance scenarios, and to predict 
effectiveness. 
 

 
Figure 1.  The Three Layers of Reality model. 

In order to build a method for describing these three 
different layers, we have reconceptualized norms and 
normative systems, allowing us to model and analyze 
conflicting interpretations and to allow for simulating 
multiple interpretations in agent-role model based 
representations of social reality, see Sileno, Boer and Van 
Engers [17]. 

In the next section, we will briefly introduce the methods 
we use for modeling these three layers of reality. 

III. METHODS 

A. Representing sources of law 
The way we represent the normative sources is 

completely according to the state of the art standards (see 
CEN/Metalex [3]). 

B. Fundamental legal concepts 
The method for modeling the institutional content of 

normative sources is based upon the work of Wesley 
Newcomb Hohfeld, who introduced a set of fundamental 
legal conceptions in 1913, see Hohfeld and Cook [10]. 
Hohfeld’s conceptualization of norms was meant to provide 
a solution for the ambiguity of the concepts ‘right’ and 
‘duty’. Hohfeld introduced a smallest set of legal 
conceptions to which, according to him, any and all 'legal 
quantities' could be reduced. But while Hohfeld was mainly 
aiming at understanding the positions between two 
adversarial parties in law cases, we aim to describe, analyze 
and understand (the consequences of) normative systems in 
general. This obviously includes individual cases consisting 
of two adversarial parties. 

Hohfeld distinguished four, what he called Jural, or 
sometimes Legal, Relations: Power-Liability (1), Immunity-
Disability (2), Duty-Claimright (3), Liberty-Noright (4). The 
term Jural Relation is probably chosen because Hohfeld, 
being a judge and professor in law, was mainly interested in 
applying his conceptual framework to cases of law in a 
judicial context. Other authors have chosen to either use the 
Legal or Jural Relations. Some have mixed these terms in 
their work, without giving an explanation for the difference 
between them, see for example [9]. For people in the field of 
law the terms legal and jural do have different meanings. 
We, however do not limit the application of our framework 
to either legal or jural norms. We address norms in general, 
including policies and social norms, therefore we use the 
term Normative Relations. 

The Hohfeldian legal conceptions can only exist in pairs 
and describe relations between two people, each holding one 
of the rights in a pair. The Power-Liability and Immunity-
Disability relations are generative: they can generate new 
Normative Relations. The Duty-Claimright and Liberty-
Noright relations are situational: they can only be created 
and terminated by an act based on a generative Normative 
Relation. 

C. Acts and facts 
To be able to conceptualize normative systems in 

general, we express functional relations between complex 
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objects (i.e., accessibility relations between possible worlds). 
To be able to do so we use acts and facts that are recognized 
by an institution: Institutional Acts and Institutional Facts. 
Institutional Acts play a pivotal role, as these acts connect 
the worlds in which certain Institutional Facts hold and 
certain Normative Relations exist. Generative Normative 
Relations (i.e., Power-Liability and Disability-Immunity) are 
expressed in a functional way, having a precondition, and a 
postcondition.  

The formalization of norms stated in sources of norms, 
expressed in natural language, is being made explicit in an 
interpretation model derived from the original Hohfeldian 
framework. The resulting model contains the institutional 
interpretation of legal norms in a way that can be directly 
validated by legal experts (1), it can be used as a basis for a 
comprehensive representation of norms for clients of an 
institution (2), it is defeasible for clients and their legal 
representatives (3) and, it can be used to make a specification 
for IT services to support business processes (4). We have 
tested the applicability of this approach by modeling 
examples of various sources of law over the last couple of 
months and validated the results with experts.  

D. Agent-base modeling 
To model social reality, we have worked on different 

representation models enabling agent-role modeling and 
modeling social interaction between agents adapting such 
agent-roles. Also, various architectures and implementations 
of agent-role simulation environments have been tested, but 
as this is still quite preliminary work, in this paper, we will 
focus on the interpretation of norms from sources of norms, 
expressed in natural language and representing these in 
models of Institutional Reality.  

IV. OUTLINE OF OUR METHOD TO MODEL A FORMAL 
INTERPRETATION OF SOURCES OF NORMS  

Applying Hohfelds conceptualization for formalizing 
rules has been done before, e.g., by Allen and Saxon [1]. But 
rather than taking logic as formalization language like Allen 
and Saxon did, we have made a functional interpretation of 
the generative Normative Relations. The Institutional Reality 
model, describing an interpretation of the semantics of the 
content of the sources taken into scope, consists of two parts. 
First, the generative part describes the generative Normative 
Relations, i.e., Power-Liability and Disability-Immunity 
relations, as introduced by Hohfeld. Second, the situational 
part describes the Institutional Facts and situational 
Normative Relations, i.e., the Duty-Claimright and Liberty-
Noright relations. The Generative Relations are 
conceptualized as functions with a precondition expressed in 
terms of Institutional Facts (iFACTs) and Situational 
Normative Relations, and a postcondition describing which 
iFACTs and/or Normative Relations are created or 
terminated. These Normative Relations can be either 
Situational or Generative Normative Relations. The function 
can only be executed if an Institutional Act (iACT) is 
recognized while the precondition is fulfilled.  

As a result, we can build a graph of possible worlds, in 
which certain iFACTs and/or Normative positions hold, and 

in which every possible world has exits to other possible 
worlds that can be reached only by performing Institutional 
Acts while meeting the required precondition of that act. 
Institutional reasoning thus becomes a means-ends analysis 
problem that is commonly used in AI research since the early 
1950s. Also, we can use graph analysis (topology) to inspect 
models of Institutional Reality, we can look for conflicts, 
missing iFACTs and so on. In this paper, we will focus on 
the creation of interpretation models, representing 
institutional reality. We will use a realistic example case 
from the domain of immigration as an illustration. The case 
addresses the issue of international students that apply for a 
study permit in the Netherlands. In the next section, we will 
explain the case and show interpretation models of the 
applicable legislation. The interpretation model shown, is 
actually used for realizing an eService at the Dutch 
Immigration and Naturalisation service (IND).  

V. STUDY CASE 
Students who do not have the Dutch Nationality and do 

not have the nationality of a EU Member state, have to apply 
for a residence permit to be able to study in the Netherlands. 
The application process for international students is one of 
the first services in a program that aims to digitalize all IND 
services. In an effort to support accountable services and 
agile implementation of policy changes, the IND is working 
on a formal method for the interpretation of norms. The 
analysis of the admission of, and the decisions on, 
applications for residence permits for international students, 
is one of the study cases used to develop a method for 
representing a formal interpretation of norms. 

A. Applying for a residence permit in steps 
In order to present our method for formalizing the 

interpretation of norms, the procedure for applying for a 
residence permit is described in steps. For every step, a short 
description of the legal context is given. 

An international student that wants to come to the 
Netherlands has to apply for a residence permit. Applying for 
a residence permit, results in the creation of a liability for the 
IND to decide on the application. The liability to decide 
creates new duties for the IND: 

1. When preparing a decision the administrative 
authority has the duty to acquire the necessary 
knowledge of relevant facts and of the interests 
to be weighed. 

2. A decision must be based on sound reasoning. 
3. A decision must be given within the time limit 

set by law.  
 
Article 14, Alien Act (AA) gives Our Minister of Justice 

the power to grant, reject, or to disregard the application for 
granting a residence permit. Article 16, Alien Act explicitly 
states 11 grounds to reject an application. Article 4:5 of the 
General Administrative Law (GAL) gives the procedure of 
disregarding an application. Article 24, paragraph 2 the Alien 
Act gives Our Minister the power to disregard an application 
if no payment for the handling of the application has been 
made. Article 26 of the Alien Act gives Our Minister the 
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duty only to grant a residence permit if the applicant fulfills 
all conditions. As a result the grounds for granting a 
residence permit can be derived from de absence of grounds 
to reject or disregard an application.  

The relevant norms for the actions described above are 
described in natural language in sources of law. These 
sources do not have a functional structure and they include a 
lot of implicit references. 

B. A formal analysis of norms 
The formal analysis of norms requires the explicit 

description of an initial legal state. This state is the 
precondition that enables a legal act. Preconditions and legal 
acts are described in such a way that this act will always 
result in a one, and only one, postcondition. The 
postcondition can contain: the creation of new iFACT’s 
and/or Normative Relations (1), and/or the termination of 
existing iFACT’s and/or Normative Relations (2). 

C. Examples of Normative Relations for deciding on 
applications for residence permits 
The study case described above will now be presented in 

terms of our formal interpretation model. We present two 
representation formalisms, a vertical one and a graphical 
notation. 

LEGAL SOURCE: Article 4:1 General Administrative 
Law 
TEXT: “The application to issue a decision is submitted 
in writing to the administrative authority competent to 
decide on the application, unless otherwise provided by 
law.” 
NORMATIVE RELATION: NR.GAL.4:1 
iACT: [to submit] 
OBJECT: [the application to issue a decision] 
POWER: [administrative authority] 
LIABILITY: [applicant] (implicit) 
PRECONDITION: (iFACT.GAL.4:1.written 
[the application to issue a decision is submitted in 
writing]) AND (iFACT.GAL.4:1.competent [the 
application is submitted to the administrative authority 
competent to decide on the application]) AND NOT 
(iFACT.GAL.4:1.provided [unless otherwise provided by 
law]) 
CREATING POSTCONDITION: 
(iFACT.GAL.4:1.application [the application to issue a 
decision]) AND (NR.GAL.3:2 (DUTY: [the 
administrative authority] | CLAIMRIGHT: [the 
applicant]) [during the preparation of a decision the 
administrative authority acquires the necessary 
information concerning the relevant facts and the 
interests to be weighed]) AND (NR.GAL.3:46 (DUTY: 
[the administrative authority] | CLAIMRIGHT: [the 
applicant]) [a decision must be based on a valid 
motivation]) AND (NR.GAL.4:13.1.timelimit (DUTY: 

[the administrative authority] | CLAIMRIGHT: [the 
applicant]) [a decision must be given within the time 
limit set by law]) 
 
LEGAL SOURCE: Article 14, first paragraph, point a, 
Aliens Act 
TEXT: “Our Minister is authorized to accept, to reject or 
to disregard the application for granting a temporary 
residence permit.” 
 
Notice that this sentence contains three acts. As a result 
the sentence describes three separate NORMATIVE 
RELATIONS to maintain a functional perspective: 
granting (1), rejecting (2) and disregarding (3).  
 
1. NORMATIVE RELATION: NR.AA.14.1.a.grant 
iACT: [to grant] 
OBJECT: [the application for granting a temporary 
residence permit] 
POWER: [Our Minister] 
LIABILITY: [the alien] 
PRECONDITION: (iFACT.AA.14.1.a.application 
[the application to grant a temporary residence permit]) 
AND (iFACT.AA.26.1.a [the alien has demonstrated that 
he fulfills all conditions for granting a residence permit]) 
CREATING POSTCONDITION: 
(iFACT.AA.14.1.a.grant [the application to grant a  
temporary residence permit is disregarded]) 
TERMINATING POSTCONDITION: 
(iFACT.AA.14.1.a.application [the application to grant a  
temporary residence permit]) 
2. NORMATIVE RELATION: NR.AA.14.1.a.reject 
iACT: to reject 
OBJECT: [the application for granting a temporary 
residence permit] 
POWER: [Our Minister] 
LIABILITY: [the alien] 
PRECONDITION: (iFACT.AA.14.1.a.application 
[the application to grant a temporary residence permit]) 
AND (iFACT.GAL.3:46 [a valid motivation]) AND 
(iFACT.GAL.3:4.2 [the adverse consequences of a 
decision are not disproportionate to goals served by the 
decision for one or more parties involved]) 
CREATING POSTCONDITION: 
(iFACT.AA.14.1.a.reject [the application to grant a 
temporary residence permit is rejected]) 
TERMINATING POSTCONDITION: 
(iFACT.AA.14.1.a.application [the application to grant a  
temporary residence permit]) AND (NR.GAL.3:46 
(DUTY: [the administrative authority] | CLAIMRIGHT: 
[the applicant]) [a decision must be based on a valid 
motivation])  
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Figure 2.  The graphical representation of the Normative Relation decribed in article 16, paragraph 1, point b of the Aliens Act. 

 
3. NORMATIVE RELATION: NR.AA.14.1.a.disregard 
iACT: [to disregard] 
OBJECT: [the application for granting a temporary 
residence permit] 
POWER: [Our Minister] 
LIABILITY: [the alien] 
PRECONDITION: (iFACT.AA.14.1.a.application 
[the application to grant a temporary residence permit]) 
AND (iFACT.AA.24.2.disregarding [if payment is not 
made, the application will be disregarded]) 
CREATING POSTCONDITION: 
(iFACT.AA.14.1.a.disregarded [the application to grant a  
temporary residence permit is disregarded]) 
TERMINATING POSTCONDITION: 
(iFACT.AA.14.1.a.application [the application to grant a 
temporary residence permit]) AND (NR.GAL.4:5 
(POWER [to disregard] [application])  
 
LEGAL SOURCE: Article 16, first paragraph, point b, 
Aliens Act 
TEXT: “An application to grant a temporary residence 
permit as referred to in Article 14 may be rejected if:  
b. the alien does not possess a valid border-crossing 
document.” 

NORMATIVE RELATION: NR.AA.16.1.b 
iACT: to grant 
OBJECT: [the application to grant a  
temporary residence permit] 
POWER: [Our Minister] 
LIABILITY: [the alien] 
PRECONDITION: (iFACT.AA.14.1.a.application [the 
application to grant a temporary residence permit]) AND 
(iFACT.AA.16.1.b [the alien does not possess a valid 
border-crossing document]) AND NOT 
((iFACT.AD.3.72.vreemdeling [the alien proofs that he 
can not (any longer) be put in possession of a valid 
border-crossing document due to the government of his 
country]) OR (iFACT.AAIG.B1.4.1.sent.4.1 [the alien is 
citizen of Somalia]) OR (iFACT.AAIG.B1.4.1.sent.4.2 
[children born in this country born who apply for stay 
with their parents, provided they meet the conditions])) 
CREATING POSTCONDITION: 
(iFACT.AA.16.1.b.reject [the application to grant a 
temporary residence permit is rejected because the alien 
does not possess a valid border-crossing document]) 
Figure 2 gives the graphical representation of Normative 
Relation NR.AA.16.1.b. 

45Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-472-5

eKNOW 2016 : The Eighth International Conference on Information, Process, and Knowledge Management

                           54 / 140



 
Figure 3.  The graphical representation of de derivation of creation of iFACT.AA.16.1.b: ‘the alien does not possess a valid border-crossing document. 

 
Figure 4.  The grapical representation of the termination of iFACT.AA.16.1.b: ‘the alien does not possess a valid border-crossing document. 
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Figure 5.  The grapical representation of the inconclusive policy descisions on traveldocuments that are not a ‘passport’. 

 
Figure 6.  The grapical representation of the inconclusive policy descisions on traveldocuments that are not a ‘passport’. 
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D. Establishing the existence or non-existence of iFACT’s 
The Normative Relations described above are practical 

because: 
1. They can be traced back to specific words in 

legal sources. 
2. They give an overview on the condition under 

which an iACT has a legal status and on 
exemptions. 

3.  The effect of the iACT is fully described, 
making it possible to formally describe the 
postcondition of the act. 

 
 However, the question what it takes for an iFACT to 

exist, or not, is still unclear. To answer this question a 
notation for deriving iFACTs, is developed. The derivation 
of iFACTs should be backed by legal sources or by policy 
statements. This can be illustrated by the derivation of the 
existence of iFACT.AA.16.1.b: [the alien does not possess a 
valid border-crossing document]. 

To be able to derive the existence or non-existence of 
iFACT.AA.16.1.b the following questions must be 
answered: 

1. What is a border-crossing document? 
2. What determines the validity of a border-

crossing document? 
3. How can an alien proof he possesses a border-

crossing document? 
 
Figure 3 shows the graphical representation of the 

derivation of the creation of the iFACT.AA.16.1.b. Figure 3 
contains the concepts iFACT.16.1.b.IND.PD.opportunity and 
iFACT.16.1.b.IND.PD.notproven. These iFACTs represent 
policy decisions (PD) that do not yet exist, but are a 
formalization of the common knowledge procedure followed 
by IND employees to derive iFACT.AA.16.1.b [the alien 
does not possess a valid border-crossing document], The 
question whether iFACT.AA.16.1.b.IND.PD.opportunity and 
iFACT.AA.16.1.b.IND.PD.notproven should be formally 
established as IND implementation guidelines, is not yet 
answered. 

Figure 4 shows the graphical representation of the 
derivation of the termination of iFACT.AA.16.1.b. It 
contains a breakdown of the sentence ‘the alien does not 
possess a valid border-crossing document’ into three parts: 
the document is ‘a document belonging to the alien’ (1), the 
document is ‘a border-crossing document’ (2) and the 
document is ‘a valid document’ (3). 

Article 3.102 Aliens Decree (AD) gives three 
possibilities for the alien to proof he possesses a valid 
border-crossing document. 

Figures 5 and 6 show the derivation of answer to the 
question what is ‘a border-crossing document’. Figure 5 
shows that any document that is a travel document 
recognized by the Netherlands, which contains the term 
‘passport’ is considered to be a border-crossing document, 
based on Aliens Act Implementation Guidelines (AAIG) 
Volume B1, Chapter 8, paragraph 3.4, sentence 8. The list of 
travel documents recognized by the Netherlands can be 

found in three lists that are published under the authority of 
the European Commission. Figure 6 shows that the question 
whether a travel document that is recognized by the 
Netherlands and that does not contain the term ‘passport’ can 
not be answered based on sources of norms. Answering this 
question is, at present, left to the discretionary powers of 
IND officials. 

Of all the aliens possessing a travel document and 
applying for a residence permit, more than 99% possesses a 
passport. In special situations, aliens possess a travel 
document that is not a passport – i.e., a refugee document or 
a seamen’s book. To decide whether these travel documents 
are border-crossing documents, contextual information will 
be taken into account. For example: a seamen’s book will 
probably not be accepted as a border-crossing document for 
an international student, because fulfilling the conditions for 
residing as an international student implies that the alien will 
leave the ship to study and doing so he will loose his valid 
seamen’s book. The official will probably ask for a passport 
as proof for the possession of a valid border-crossing 
document. But this norm is not explicitly written down, 
probably because it concerns a situation that does not occur 
or is extremely rare. 

VI. RESULTS 
The method presented has been tested by analyzing 

regulations relevant for application of residence permits for 
foreign students and making decisions on these applications. 
The results are being used in the Digital Service Program of 
the IND that aims to have digitalized all IND services in 
2017. 

The analysis resulted in knowledge representations of 
legal knowledge that proofed to be comprehensible for 
multidisciplinary teams consisting of legal experts, policy 
advisors, administrators, knowledge workers and IT-experts 
(1), a list of anomalies in sources of law (2), specifications 
for executable knowledge models traceable to sources of law 
for inference engines (3), reusable components for 
specifications of related services (4). 

A. Comprehensible representation of Normative Relations 
Being able to validate the interpretation of norms with 

experts is an essential requirement of a formal method for the 
interpretation of norms in natural language. We have tested 
the comprehensiveness of the representations in sessions 
with legal domain experts and policy advisors. Legal experts 
and policy advisors considered the representation of norms in 
a functional perspective by determining a unique 
postcondition for an iACT, performed in an explicit 
precondition usefull. They understood the interpretation 
models without training and only needed some additional 
explanation. In some cases the models even caused changes 
in interpretations these experts acquired based on the sources 
of norms in natural language. Quantative information on the 
validation of models is not yet available. Also autonomous 
validation of legal experts without support, has not yet been 
tested. The first experiences suggest that autonomous 
validation is possible for legal experts that received some 
training using the method. 
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B. Anomalies in sources of law 
Making an explicit interpretative model exposed 

anomalies in sources of law that, until now, remained 
undetected. The most important anomalies found are: 

1. Mistakes in the registration of changes in 
sources of law. This results in faults in 
punctuation and in the adequate processing of 
changed references due to changes in sources of 
law. In article 16, paragraph 1, point e. we 
found a reference to the Infectious Diseases Act, 
that was replaced by the Public Health Act in 
2008. The list of purposes of stay in article 3.4 
Alien Decree (study is mentioned under point l.) 
refers to article 14, paragraph 2, Alien Act. 
Since a new paragraph 2 was introduced on 
June first 2013 the reference should have been 
changed to paragraph 3.  

2. Incorrect interpretations due to multiple step 
implicit references. An example of this is the 
legal basis for accepting scholarships as 
independent means of support for students. The 
implementation guideline on which the power to 
recognize a scholarship as independent means of 
support refers to article 3.22 Alien Regulation 
that deals with sustainability. As a result there is 
no legal basis for accepting scholarships as 
means of support for students. 

In current practice substantial investments in time and 
efforts are being made in order to detect and repair 
anomalies. Despite these efforts many anomalies remain 
undetected due to the lack of a proper method for 
interpreting sources of law, like the one presented in this 
paper. 

These anomalies result in ambigious implicit 
interpretations, which may lead to incorrect judgments of 
cases. Incorrect judgements may lead to expensive lawsuits.  

VII. DISCUSSION AND CONCLUSION 
In [7], we described the scoping process that would 

enable us to efficiently work our way through the 
voluminous sources of norms. We discovered that the 
detailed modeling of the content of these sources helped us 
to discover ‘lose ends’, i.e., missing parts in these sources 
explaining essential things we needed to understand the 
meaning of the norms or the context in which those norms 
could/should be applied. Also, we discovered flaws in the 
referential structure of those sources.  

The method presented in this paper, enabled us to make 
the interpretation of sources of norms, expressed in natural 
language, explicit. Domain experts, both legal experts and 
policy advisors, could not only work with those models, they 
were able to validate them and used them to start repairing 
the anomalies presented in Section 4 on the results of our 
analysis. 

The method described in this paper, fits within a 
framework that also includes structuring sources of norms 
and modeling Social Reality. It is our aim to be able to 
understand how people understand norms, how we reason 

about them and how norms affect our society. The model of 
Institutional Reality is just a small step towards a better 
understanding of norms governed societies. 

It is within our aims to set-up an ecological system where 
the agencies responsible for implementing regulations will 
make their models available to who ever wants to 
incorporate them in systems that are designed for other 
purposes. We have tested this with one of our master 
students, see [11], who has build a tax planning application 
for one of the big accountancy firms in the Netherlands, 
using an interpretation model that was made with help of the 
Dutch Tax Administration. This application, that was the 
result of a master thesis research project, of course was 
limited to a small piece of legislation, international Value 
Added Tax. But it showed that such an ecosystem is viable. 
To develop such an ecosystem is future work. 

With this paper we hope to contribute to society, by 
allowing governmental agencies, non-governmental 
organizations and citizens to understand how norms are 
interpreted. This will also allow us to exchange ideas about 
solving conflicts in a civilized way, in case different opinions 
exist on the interpretation of sources of norms. Furthermore, 
it helps us to understand how one derives a different 
conclusion of the same set of facts, using a different 
interpretation model. 

This brings us to the next topic, the role of the models of 
Social Reality that we develop using agent-role models. In 
most cases norms are created within a context where the 
people creating them have the power to enforce these norms, 
at least to a certain extend. It was outside the scope of this 
paper to discuss reward and punishments as instruments to 
promote certain behavior and discourage other. However if 
one creates norms, one would expect that these norms affect 
society in some way. In practical situations, e.g., in the field 
of law making, one would expect law-makers first to think 
well about the consequences of norms, before imposing them 
upon society. Nowadays, we have the computer power to 
actually simulate the effects of norms on society. The 
interpretation models of sources of norms described in this 
paper, play a pivotal role in creating the agent-role based 
simulations that we can develop to reason about the effects 
of norms in social reality. 

The method presented in this paper, has been tested in a 
governmental organization for the specification of digital 
services. Also, we have applied it in other, smaller domains. 
Further application is planned, and we hope to learn from the 
experience with it. We have also planned to report on coder-
independencies and natural language processing to support 
our method, similar to the work of De Maat [12][13][14], in 
the near future.  

The method presented in this paper, preserves the 
original legal concepts described in natural language in 
sources of law, and delivers a formal translation of the norms 
contained in sources of law. This gives us a good basis for 
improving the agility of governmental agencies and others 
that use IT systems impacted by norms. At this stage we 
cannot give any numbers, but it would be interesting to 
measure the effect of using normative interpretation models 
for the explicit specification of actions by employees or 
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requirements for IT-solutions in comparison to existing 
practices.  

As for now, we have created a way to produce models 
that explicitly describe the interpretation of sources of 
norms, models that support institutional reasoning, i.e., 
reasoning about Institutional Facts and legal positions, and 
accounting for the reasoning.  

In the future we will continue our work on completing 
our method. Constructing components that will allow us to 
simulate scenarios in social reality are amongst the new 
developments planned. We will also extend the domains in 
which we will test the usability of the current parts of our 
method. Foreseen extensions are in the field of tax 
administration, labor law (regulating flexible working hours 
in employment relations). Furthermore, we will work on the 
development of IT support for our method in co-operation 
with governmental organizations, businesses and the 
scientific community. 

Our quest continues. In the spirit of Leibniz, who once 
dreamt of creating a calculus to solve disputes between 
people, we dream of offering the tools that help us to better 
understand the mechanisms of interpreting norms and settle 
disputes about them, thus keeping our society a civilized one.  
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László Grad-Gyenge

Creo Group
Budapest, Hungary

laszlo.grad-gyenge@creo.hu

Peter Filzmoser

TU Vienna
Vienna, Austria

peter.filzmoser@tuwien.ac.at

Abstract—The knowledge graph, which is an ontology based
representation technique, is described to model the information
necessary to conduct collaborative filtering, content-based filter-
ing and knowledge based recommendation methods. Spreading
activation and network science based recommendation methods
are presented and evaluated. The evaluation measures are calcu-
lated on top list recommendations, where rating estimation is not
necessary. In the experiment, click-through rates are measured
and presented based on the email based remarketing activity of
an electronic commerce system. Our primary result shows the
improved recommendation quality of spreading activation based
methods compared to the human expert.

Keywords–knowledge graph; recommender system; spreading
activation; network science; email remarketing

I. INTRODUCTION

The traditional classification of recommender systems [1]
proposes three main categories as collaborative filtering,
content-based filtering and knowledge based methods. By rep-
resenting the information in an ontology specifically designed
for the task, both the information necessary for collaborative,
content-based and knowledge-base techniques can be repre-
sented in one knowledge base, as we introduce it, in the
knowledge graph.

Graph based recommender systems are a promising alter-
native to representation learning and matrix factorization tech-
niques. In our work, we propose an information representation
technique, which is capable of representing heterogeneous in-
formation sources. Similar to ontologies, the knowledge graph
is a heterogeneous, labelled, restricted multigraph. The novelty
of our representation method is the ability to represent parallel
edges between two nodes. By utilizing a multigraph, our
primary intention is to be able to represent various interaction
types between users and items in one data structure as opposed
to existing knowledge representation techniques in this field.
In our approach, we separate the representation of information
from the calculation methods. We think that the elimination
of these unnecessary interdependencies can lead to a clearer
approach on the theoretical side.

In this paper, we compare our spreading activation based,
personalized recommendations and the centrality measures of
network science to the performance of the human expert.
Our spreading activation based method defines an asymmetric
proximity measure between a source node and other nodes in
the network. As the method calculates the proximity of nodes,
it is not a rating estimation based method (as collaborative fil-
tering) and it is utilized to generate a list of recommendations.

Network science based methods are applied in the cold start
case, and recommend central items in the ontology.

Next to Web based advertisements, a well known medium
of the remarketing era is the email. Sending offers to past or
potential customers in newsletters is a common practice of
the electronic commerce systems. The personalization of the
list of the offered products has the potential to increase the
performance of the newsletters. Also, the improvement of this
remarketing activity leads to a higher customer engagement,
hence it delivers a business value. On the other hand, as
products valuable to the user are presented, the personalization
of the newsletters leads to an increase in the service quality.

In our experiment, we evaluated recommender system
based newsletters utilizing the information gathered on
Booker [2], an electronic commerce system selling books. The
newsletters are sent with the industrial grade email remarketing
system, PartnerMail [3].

Related work is presented in Section II. Section III intro-
duces the graph based knowledge base. Section IV describes
the evaluated recommendation methods. A detailed description
of the dataset can be found in Section V. The evaluation
method is presented in Section VI. The results can be found
in Section VII. Section VIII concludes the paper.

II. RELATED WORK

Graph based information representation is a known tech-
nique in this field. Cantador et al. [4] define a multi-layered
graph approach and applies a clustering technique to derive
recommendations. Kazienko et al. [5] work with a layered
graph. In the field of recommender systems, graphs are typi-
cally involved to represent the social network. Guha et al. [6],
Ziegler et al. [7], Massa et al. [8] and Jsang et al. [9] involve
trust networks to enhance recommendation quality. Guy et
al. [10], Konstas et al. [11] and He et al [12] calculate
recommendations with the help of a social network.

Spreading activation is a known method in the field
of recommender systems. Blanco-Fernandez et al. present a
content based reasoning about the semantics of the user’s
preferences [13]. Their method is spreading activation based
and the recommendations are calculated with the Hopfield Net
algorithm. They emphasize that spreading activation can be
helpful to avoid the overspecialisation. Hussein et al. introduce
SPREADR, a spreading activation based technique to close
the gap between context-awareness and self-adaptation [14].
Their method is also applied to adapt user interfaces [15]. Gao
et al. define a prototype in their position paper incorporating
user interests and domain knowledge in an ontology [16].
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Codina et al. show a semantic recommender engine and also
define a reasoning method to estimate user ratings on items
to enhance the quality of rating estimations [17]. They define
an item score as the weighted average of related concepts. An
important aspect of their work is that they distinguish between
explicit and implicit user feedback, which is also shown in
Section V. Troussov et al. define a tag aware recommendation
technique to investigate the decay and spreading parameters
of spreading activation methods [18]. Alvarez et al. introduce
ONTOSPREAD, a sophisticated, spreading activation tech-
nique in the scope of medical systems [19]. Jiang et al. present
an ontology based user model and a spreading activation based
recommendation technique [20].

III. GRAPH BASED REPRESENTATION

Cold start is a widely known, common problem of rec-
ommender systems. The most problematic situation of rec-
ommender systems is the lack of information, when there is
no sufficient data available to deliver personalized recommen-
dations for a newcoming user. To avoid this problem to the
farthest possible extent, a general information representation
method is used, which is capable of representing heteroge-
neous information. By representing heterogeneous informa-
tion, the amount of information sources is increased. Following
this strategy, our intention is to represent as much information
as possible, in order not to constraint the recommendation
methods in achieving high coverage.

The information is represented in a labelled, weighted,
restricted multigraph, as Ku = (TN , TE , N,Eu, tN ) in the
undirected case and Kd = (TN , TE , N,Ed, tN ) in the directed
case. TN is the set of node types, TE is the set of edge
types. N represents the set of nodes existing in the graph,
Eu ⊆ {{u, v, t}|u ∈ N ∧ v ∈ N ∧ t ∈ TE ∧ u 6= v}
represents the set of undirected edges between the nodes,
Ed ⊆ {(u, v, t)|u ∈ N ∧ v ∈ N ∧ t ∈ TE ∧ u 6= v}
represents the set of directed edges between the nodes. The
function tN ⊂ N × TN assigns a node type to each node.
At the moment, type assignments do not influence the final
recommendation result and are introduced for completeness
and further research.

IV. RECOMMENDATION METHODS

In our experiment, we compare personalized and non-
personalized recommendations. The personalized case is
spreading activation based. In the non-personalized case, net-
work science and human expert based recommendations are
evaluated.

A. Spreading Activation
A spreading activation [21] based recommendation tech-

nique is used operating on Ku as introduced in Section III.
Spreading activation is a well-known method in the field
of semantic networks, neural networks and associative net-
works [22]. To recommend items with spreading activation, an
iteration is started. In the first step the activation of the node
representing the person to generate recommendations for is set
to 1. This node is also called as source node. Then, in each
iteration step all nodes distribute a part of their activation to the
neighbouring nodes. The activation is divided equally along the
receiving nodes. The parameter that determines the amount of
activation distributed is called spreading relax. Before

distribution, the activation is multiplied by the value of the
parameter. A part of the activation is also kept at the node. The
parameter that determines this amount is called activation
relax. The iteration is conducted until the parameter step
limit is reached.

After the iteration is finished, a relevance order is set up on
the items. The relevance order is determined by the activation
of the nodes after the last iteration step in the graph. Nodes
of type item are selected and are sorted in descending order,
by relevance. It means that nodes with higher activation value
will be recommended with a higher priority.

B. Network Science
Network science [23] developed several centrality measures

for nodes of networks. The aim of these measures is to express
how central the position of a specific node is in a network by
assigning numeric values to the nodes. Such measures are for
example: degree centrality, closeness centrality, betweenness
centrality and eigenvector centrality. Degree centrality counts
the edges belonging to the node. Closeness centrality is the
inverse of farness, which is the sum of the length of paths
from the node to all other nodes. Betweenness centrality is
the count of how many times a node lays on the shortest path
between two nodes. Eigenvector centrality is proportional to
the sum of the eigenvector centralities of its neighbours.

To calculate global recommendations, the above mentioned
network science centrality measures are utilized on Kd and a
relevance order is set up on the nodes of the network. The
relevance order is prepared by sorting the nodes in descending
by the specific centrality measure value.

C. Human Expert
In order to provide a baseline for our methods, human

expert based newsletters are also involved in the experiment.
The recommendations of the human expert are based on
domain knowledge, experience on the market and publicly
available top selling lists of competing on-line shops. For
each campaign, the human expert provided a list of items to
recommend. The list of items is treated as non-personalized
recommendations; the same list of items is offered to all the
users. Human expert based personalized recommendation is
not feasible due to financial and capacity restrictions.

V. DATASET

In our experiment, the knowledge graph represents the
information collected in the electronic commerce system. A
representation method has been defined, which is capable to
model all the available information present. Our software is
integrated with the electronic commerce system, meaning that
data is transferred to the knowledge base in real-time.

The knowledge graph contains persons, books, attributes,
attribute categories and the relations between these entities.
Each person and each book is represented with a node. Cus-
tomer attributes are home town and birth year. These attributes
are specified by the user and are not mandatory fields. Item
attributes are author, publisher, year of publishing, number of
pages and price. A book can have multiple authors. For each
attribute value, a node is created and is bound with an edge
to the appropriate node representing the person or item the
specific attribute belongs to. In the case of number of pages
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TABLE I. TYPES AND OCCURRENCES.

(a) Node types

Type Count
Person 17 134
HomeTown 105
BirthYear 7
Item 117 367
Author 45 918
Publisher 6 351
YearOfPublishing 67
NumberOfPages 5
PriceCategory 5
ItemCategory 598

(b) Relation types

Type Count
PersonBirthYear 8
PersonHomeTown 175
ItemAuthor 127 613
ItemCategory 30 800
ItemNumberOfPages 112 524
ItemPriceCategory 212 473
ItemPublisher 116 746
ItemYearOfPublishing 96 653
BoughtItem 22 064
OnWishList 2 972
ItemVisited 4 590
SubCategory 486

and price, value intervals are defined. In these cases, the nodes
are created to represent the intervals instead of values.

In the electronic commerce system, the books are organized
into categories. Such categories are for example “travel”,
“art” and “religion”. A book can be assigned to multiple
categories. The categories are organized into a hierarchical
structure, meaning that most categories are subcategories of
other categories. The category system and the book-category
relations are also represented in the knowledge base.

In order to represent user interest in specific items, relations
between persons and books are stored in the knowledge base. If
a user visits the detailed information page of a book, a relation
is inserted into the knowledge base to represent the implicit
(not explicitly specified) interest of the user. If a user purchases
an item (a more explicitly expressed interest), a relation is
inserted into the knowledge base. In the electronic commerce
system, users can put books on their wish-list to indicate that
they are interested in buying the specific books later. Wish-lists
are very useful information sources as they represent explicit
interest expressed by the users. Wish-list relations are also
stored in the knowledge base.

The information is represented in the knowledge base
as defined in Section III. Table Ia presents the node types
and occurrence counts in the knowledge base. Nodes of
type Person represent people who are already users of the
electronic commerce system and people who only signed
up for the newsletter. Nodes of type HomeTown represent
the home town of the users. Nodes of type BirthYear
represent the birth year of the users, i.e. 1978. Nodes of type
Item represent the books available in the on-line shop, i.e.
Manga and Hieronymus Bosch. Nodes of type Author
represent the authors of the books, i.e. Kurt Vonnegut
and John Updike. Nodes of type Publisher represent
the publishers of the books, i.e. Osiris Publishing
and A & C Black. Nodes of type YearOfPublishing
represent the different years when books were published, i.e.
2007. Nodes of type NumberOfPages represent number
of pages intervals. The following intervals are defined 0-60,
61-100, 101-200, 201-500 and 501-1000. Nodes of
type PriceCategory represent price intervals. The follow-
ing intervals are defined by the expert of the electronic com-
merce system 0-1000, 0-3000, 1001-3000, 3001-6000
and 6001-10000. As the intervals are overlapping, a book
can belong to multiple price categories. In this case multiple
edge are created in the knowledge graph. Nodes of type

ItemCategory represent item categories, i.e. travel, art
and religion.

Table Ib presents relation types and occurrence counts in
the knowledge base. Relations of type PersonBirthYear
between nodes of type Person and nodes of type
PersonBirthYear represent that the person was born in
the specific year. Relations of type PersonHomeTown be-
tween nodes of type Person and nodes of type HomeTown
represent that the person lives in the specific town. Relations
of type ItemAuthor between nodes of type Item and
nodes of type Author represent the author(s) of the specific
book. Relations of type ItemCategory between nodes of
type Item and nodes of type ItemCategory represent
that the book belongs to the specific category. Relations of
type ItemNumberOfPages between nodes of type Item
and nodes of type NumberOfPages represent that the page
count of the book falls in the specific page count interval.
Relations of type ItemPriceCategory between nodes of
type Item and nodes of type PriceCategory represent
that the price of the book falls into the specified price category.
Relations of type ItemPublisher between nodes of type
Item and nodes of type Publisher represent that the
book is published by the specific publisher. Relations of type
ItemYearOfPublishing between nodes of type Item
and nodes of type YearOfPublishing represent that the
book has been published in the specific year. Relations of type
BoughtItem between nodes of type Person and nodes of
type Item represent that the person purchased the specific
book. Relations of type OnWishList between nodes of
type Person and nodes of type Item represent that the
person put the specific book onto their wish-list. Relations
of type ItemVisited between nodes of type Person and
nodes of type Item represent that the person visited the Web
page displaying details on the specific book. Relations of
type SubCategory between nodes of type ItemCategory
represent that the category is the sub-category of the specified
one.

Table Ib shows that the knowledge base is sparse on
person attributes but is rich on item attributes. The reason
behind this is that while item attributes are available from the
publishing companies, users do not take the time to specify
their personal details. Unfortunately the wish-lists are also
not densely populated. The knowledge base contains only a
small amount of ItemVisited relations. The reason for this
is that in order to maximize the book orders, the electronic
commerce system does not make it mandatory to authenticate
the users for purchasing or browsing. As the users are typically
not authenticated, they cannot be identified and most of the
ItemVisited relations are not recorded. Table Ib also shows
that there are books with multiple authors in the database as
the count of ItemAuthor relation is higher than the number
of Item nodes. The count of ItemNumberOfPages and
ItemPublisher is not the same. The reason for this is
that the item attributes are not specified for each item. The
relatively high number of ItemPriceCategory relations
can be explained with the overlapping PriceCategory
intervals.

The knowledge base is integrated with the electronic com-
merce system, meaning that changes made by the visitors in the
database are immediately transmitted to the knowledge base of
the recommender system. As the electronic commerce system
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is a system in production, it has several transactions per day.
The node and relation counts per type indicated in Table Ia
and Table Ib were recorded on 23 January, 2015.

VI. EVALUATION

In our experiment, the methods described in Section IV
are evaluated. As the recommender system software is inte-
grated with the electronic commerce system, the information
is transmitted to the knowledge base in real-time. The methods
are evaluated with newsletters offering books to the users
of the electronic commerce system. The books presented in
each newsletter is selected by one of the methods. During the
evaluation period, click-through events have been measured.

A. Newsletters Sent
To evaluate the recommendation techniques, 16 campaigns

were conducted between 23 Jul, 2014 and 14 Jan, 2015. During
the evaluation period 241 062 newsletters have been sent of
which 35 229 newsletters have been opened.

TABLE II. NEWSLETTER SEND DATES.

Type Date sent Type Date sent
Recommender System 2014-07-16 Human Expert 2014-09-22
Human Expert 2014-07-23 Recommender System 2014-09-26
Recommender System 2014-07-26 Human Expert 2014-10-02
Recommender System 2014-08-01 Human Expert 2014-10-09
Human Expert 2014-08-06 Recommender System 2014-10-15
Human Expert 2014-08-27 Human Expert 2014-10-22
Recommender System 2014-08-29 Recommender System 2014-10-31
Recommender System 2014-09-12 Recommender System 2014-12-14

Table II lists the newsletter campaigns. Column type con-
tains the type of the campaign, column Date sent the date
when the newsletters have been sent. The following campaign
types are defined.

Recommender system based campaigns involve a person-
alized and a non-personalized recommendation method. The
personalized method is utilized in the case, when there is
enough information to offer a personalized list of books to
the user. In this case, in our experiment, a spreading activation
based technique as described in Section IV-A is evaluated.
If there is not enough information to provide personalized
recommendations, a non-personalized method is used as a
fall-back solution. In this case, in our experiment one of the
network science based methods as described in Section IV-B
is evaluated.

Human expert based campaigns present the books selected
by the human expert as described in Section IV-C to the users.
In this case no fall-back solution is necessary as the human
expert based method is a non-personalized method.

B. Evaluation Method
The behaviour of the users in the purchase process can be

measured by several click-through events. In our experiment
the click-through events are sequential. The steps of the
process are the following: sending a newsletter, opening a
newsletter, clicking on an item in a newsletter, ordering an
item and paying for the item. During the evaluation period, the
sales process is recorded and is measured. According to the
mentioned steps, the following newsletter states are defined:
sent, opened, clicked, ordered and paid.

In order to keep resource usage low, to conform industry
standards and to be able to measure the click-through rate,
the newsletters do not contain embedded images but image
references. For security and privacy reasons, most of the state
of the art email client software do not download remote images
automatically. If the user is interested in more details of
the message, the email client can be instructed to download
and show the remote content in the message. As the image
references point to our server, this user interaction will lead
to a download event on the server side. This event can be
monitored and the click-through event is recorded.

The next conversion, clicking on an book is an important
step. By clicking on a book in a newsletter, the users click
on a link. The links in a newsletter take the user first to our
server. Each link in the newsletter contains a unique identifier.
Based on this identifier our software records the click-through
on the server and forwards the user to the detail page of the
book in the electronic commerce system.

The detail page of the book also lets the user order the
item, which event is forwarded to our software where the click-
through event is recorded as the next conversion. If the user
does not order the book in this work-flow event but visits the
platform later and finalizes the order process, the order event
will be forwarded to the evaluation software and the click-
through event is to be recorded.

The electronic commerce system offers various payment
methods like credit card, money transfer and cash. Cash based
payments do not involve additional shipment cost, as in this
case the user personally visits the store. Due to the lack of
additional fees, in the economic environment the experiment
is conducted in, cash based payment is the most frequently
used method. The two consequences of cash based payment
are the delay between the order and payment and the case
of the unfinished purchase process. The first case is managed
by our evaluation software. The latter case leads to a visible
conversion rate between the order and payment steps.

C. Method Configurations
Human expert and network science based methods do

not need configuration. Spreading activation requires three
parameters as described in IV-A. Based on our past research
results [24], spreading relax, activation relax
is set to a constant value, 0.5. In the experiments various
spreading activation configurations are defined as the value
of the step limit parameter varies between 3 and 7. In a
campaign only one method configuration is evaluated.

D. Recommendation List Filtering
In order to increase the recommendation quality, a post-

processing is applied to the spreading activation and the
network centrality measure based recommendation lists. The
post-processing is specified by the human expert and is defined
by the following rules

• a newsletter can contain at most 2 books from the
same author,

• if a book is once presented in a newsletter, it won’t be
included into consecutive newsletters for two months,

• books already bought in the electronic commerce
system are not inserted into the newsletter.
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The above described rules can be understood as a filtering
mechanism on the recommendation list. After the recommen-
dation list is ordered by relevance, those n items are inserted
into the newsletter, which items meet the described criteria,
while keeping the relevance order.

VII. RESULTS

Table III summarizes the newsletters sent in the evalua-
tion period. Each row represents the appropriate state of the
newsletter according to the states described in Section VI-B.
The columns define the type of the recommendation method as
described in Section VI-A. The values present the number of
newsletters. Due to space limitations, the summarized results
are presented.

TABLE III. COUNT OF NEWSLETTERS PER STATE AND RECOMMENDATION
METHOD TYPE

State Spreading Activation Network Science Human Expert
Sent 66 148 72 884 102 030
Opened 11 700 9 206 14 323
Clicked 1 265 260 772
Ordered 24 0 17
Paid 17 0 6

The first row of the table shows an important property of
the dataset, the high number of the cold start cases. In total,
66 148 personalized newsletters and 72 884 non-personalized
newsletters were sent. It means that the proportion (52%) of the
cold start case is relatively high, compared to, for example our
experiments [24] on the MovieLens [25] dataset. The reason
for the high proportion of cold start cases can be found in
the high number of users signed up only to the newsletter as
mentioned in Section V. As the nodes representing these users
are not bound to the knowledge base by any edge, spreading
activation based methods are not able to find a path between
these nodes and the nodes representing books.

The most visible and important result of our experiment
is visible in the last row of Table III representing newsletters
resulting in a sale event. Spreading activation based newsletters
lead to the highest number of purchase events, more than
the human expert based newsletters. Unfortunately, network
science based methods show a low performance, as network
science based recommendations do not lead to a purchase
event.

Table IV shows the click-through event rates between the
different states of the evaluation process in each method type
group presented in sub-tables. The rows represent the source
state, the columns represent the destination state of the state
transition. For example the value in the last column of the first
row in Table IVa shows that 0.026% of all the sent, spreading
activation based newsletters resulted in a purchase event.

The click-through rates presented in Table IV show that
personalized newsletters clearly outperform the human expert,
as 0.026% of all the sent personalized newsletters resulted in a
purchase event, while this ratio is 0.006% for the human expert
based method. The detailed click-through rates of personalized
engines are higher than human expert based recommendations,
except for one case, the Clicked to Ordered case. In this
case, the click through rates are 1.897% compared to 2.202%.
We would like to mention here that this state transition is being
processed in the electronic commerce portal, which might
influence the experiment.

TABLE IV. CONVERSION RATES OF METHOD TYPE GROUPS

(a) Spreading activation

Opened Clicked Ordered Paid
Sent 17.688% 1.912% 0.036% 0.026%
Opened 10.812% 0.205% 0.145%
Clicked 1.897% 1.344%
Ordered 70.833%

(b) Network Science

Opened Clicked Ordered Paid
Sent 12.631% 0.357% 0.000% 0.000%
Opened 2.824% 0.000% 0.000%
Clicked 0.000% 0.000%
Ordered 0.000%

(c) Human Expert

Opened Clicked Ordered Paid
Sent 14.038% 0.757% 0.017% 0.006%
Opened 5.390% 0.119% 0.042%
Clicked 2.202% 0.777%
Ordered 35.294%

Unfortunately, network science based methods show no
activity after the Clicked state, as there is no click-through
event from from the Clicked to the Ordered state for this
method type. While the Sent to Clicked state transition
rate of network science based methods (12.631%) is similar
to the transition rate of other method groups (17.688% and
14.038%), the Opened to Clicked state transition rate
(2.824%) is very low compared to other method types.

Comparing human expert based methods to spreading
activation based engines, spreading activation shows a much
higher conversion rate from the Opened to the Clicked state
as 10.812% compared to 5.390% and from the Ordered to
the Paid state as 70.833% compared to 35.294%. Referring to
Section VI-B, the latter click-through rate involves additional
resources from the users (picking up the books personally)
and this difference shows a more stronger commitment of the
users.

VIII. CONCLUSION AND FUTURE WORK

A graph based knowledge base containing heterogeneous
information is defined. Three different groups of types of rec-
ommendation techniques are evaluated as spreading activation,
network science and human expert. The methods are evaluated
in an experiment with an electronic commerce system by send-
ing personalized newsletters. During the experiment, click-
through events are measured and presented in the paper. The
results show that personalized newsletters outperform human
experts and are also capable to increase business income.

Another important finding is that the application of network
science measure methods does not lead to a purchase event.
Jeong et al. [26] also conducted experiments in this field,
and came to the conclusion that in order to increase the
recommendation quality, network science measures should be
combined with already existing methods. Our finding shows a
similar result as the application of network science methods
without combining with any additional information does not
lead to high quality recommendations.

The most significant differences between the method types
can be found at the state transition between the Opened to
Clicked state and the Ordered to Paid state. In the case
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of network science methods we have information only in the
case of Clicked to Ordered transition, as network science
based methods do not even reach the Ordered state. The
Opened to Clicked clicked transition rate shows somehow
how relevant the recommended items are to the particular user,
as this click-through event requires an explicit action from the
user regarding to the item in interest. Network science based
methods perform the worse at this state transition. Spreading
activation based methods perform much better than human
expert based methods indicating that spreading activation rec-
ommends more relevant items compared to the human expert.

As mentioned in Section VI, the last state transition in-
volves additional resources from the user. In the economic
environment the experiment is conducted in, the users are very
cost sensitive, meaning that to eliminate shipping costs, instead
of shipping, the personal pick-up is preferred. It means that the
last transition step involves time and transportation costs from
the users. The fact that spreading activation based methods
outperform the human expert shows that the interpretation
of the relevance of the recommended items draws additional
factors of the evaluation method.

One of our next steps is to implement and evaluate collab-
orative filtering in the described evaluation environment. By
its nature, the dataset contains no rating information, hence a
binary variant of collaborative filtering should be implemented.
Another interesting topic is the analysis of the impact of wish-
lists on the recommendation results.

A more technical problem is the user identification or
authentication. We assume that by introducing a cookie or
ETag based technique to identify returning users in the
electronic commerce system, the number of edges of type
ItemVisited can be significantly increased. Based on the
additional information available, the recommendation method
can be further investigated.

Utilizing neural networks and conditional random fields
is also a possible direction of future research. By defining
relations between nodes of the network on a more sophisticated
level, the network can be able to more precisely adapt to the
training data. Neural networks can be utilized with directed
graphs.
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Abstract— It is generally acknowledged that e-business 

technologies can provide internal value as well as opportunities 

to reach different local and international markets, for both 

large and small organisations. Although the use of web-based 

systems and technologies to improve business processes has 

increased steadily over the past decade, there remains a dearth 

of research in this field in developing countries such as Nigeria. 

This paper examines how e-business is being used in two 

Nigerian small businesses, using a process mapping technique, 

system profiling and two main models from the existing 

literature. The results indicate that these models provide a 

valid framework for the initial analysis of e-business in this 

environment, and that these companies are indeed benefitting 

from the deployment of e-business technologies, particularly in 

their customer facing processes and functions. 

Keywords- e-business; Nigeria; Small Business Enterprises; 

SBEs; process mapping; e-business models. 

I.  INTRODUCTION 

The adoption of electronic business (e-business) 
technologies and processes has increased significantly in 
recent years [1][2]. In developed countries, research has 
shown that both large enterprises and small businesses have 
successfully adopted e-business technologies and processes 
to gain competitive advantage[3], transform business models  
[4], and improve relationships with customers and suppliers 
[5][6]. Various researchers have pointed out that the 
motivation for e-business adoption varies from organisation 
to organisation, though it often encompasses reducing 
transaction costs [7], improved access to global markets [8], 
or increasing bottom-line profit performance [9]. 

In developing countries such as Nigeria, there is a dearth 
of research on the adoption of e-business in Small Business 
Enterprises (SBEs). This research investigates e-business in 
Nigerian SBEs by using a process mapping approach to 
analyse the current situation in two SBEs. For the purposes 
of this research, SBEs are defined as enterprises which 
employ fewer than 50 persons, while Small to Medium 
Enterprises (SMEs) are defined as enterprises which employ 
fewer than 250 persons [10][11]. 

Following this brief introduction, Section II reviews 
relevant literature on e-business, e-business models, process 
mapping and the challenges faced by SBEs in Nigeria. 
Section III then describes the methodology employed in this 
study and Section IV presents and discusses some of the 
initial findings. Section V provides an initial analysis of 

these findings, and the final concluding section suggests how 
further research will adapt and improve existing models for 
application in the Nigerian business context. 

II. LITERATURE REVIEW  

The term e-business was used by IBM in 1997 to mean 
“the transformation of key business processes through the 
use of internet technologies” [12]. E-business can be viewed 
as the integration of web technologies with business 
processes and management practices to increase efficiency 
and lower costs [13][14]. Several recent studies have focused 
on the adoption of e-business technology and processes by 
SMEs in developed countries, including the UK [9][15], the 
USA [16], Australia [14] and in Canada [17]. However, there 
is still considerable debate in the existing literature on the 
value and productivity gain e-business has to offer to SBEs 
[9][18], who generally contribute significantly to a nation’s 
economic growth by offering flexible employment 
opportunities [8], poverty alleviation [19], and enhance 
supply chain flexibility, and thereby support the country’s 
overall  GDP growth [20]. 

After rebasing its GDP in 2014, Nigeria became the 
largest economy in Africa, and the 26th largest economy in 
the world with a GDP of $509 billion [21][22], overtaking 
South Africa whose GDP at the time was $384.3 billion [20]. 
SMEs contributed about 46.5% to Nigeria’s GDP with SBEs 
making up 99% of these SMEs in Nigeria.  However, as an 
indication of the problems that need confronting in the 
uptake of e-business, it is worth noting that Nigerian 
businesses experience power outages about 5 to 10 times 
weekly, with each one lasting an average of one hour [23]. 

As a result of the increased use of the internet [24][25], 
and mobile networks penetration in Nigeria [26], current and 
potential customers of SBEs are not only equipped with 
desktop computers and laptops, but also with mobile devices 
such as iPads, Smart phones and tablets. The demand for e-
business capabilities in Nigerian companies from customers 
is thus likely to increase, but very little research has explored 
the extent to which Nigerian SBEs are adopting e-business 
technologies and processes. 

To date, most studies on e-business in Nigerian small 
businesses have focused primarily on e-commerce i.e., the 
buying and selling of good and services online, neglecting 
the potential of e-business in transforming business 
processes and core operations in the more traditional “bricks 
and mortar” companies [8][19]. In 2011, Olatokun and 
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Bankole [7] investigated the factors influencing e-business 
technology adoption by SMEs in Ibadan, a city in south 
western Nigeria. Data was collected by structured 
questionnaires administered to key personnel in 60 SMEs 
(30 adopters and 30 non adopters of e-business), and the 
results revealed that the age of SMEs was a significant 
influencing factor on whether e-business was used or not, 
while company size was of very little significance. It was the 
younger companies that constituted the majority of e-
business users. 

Process mapping has been applied as a tool to define and 
analyse processes in an organisation [27] and thereby to 
improve performance [28]. Researchers and systems analysts 
have applied this analytical tool in a number of different 
systems contexts. These range from the all-encompassing 
Enterprise Resource Planning (ERP) packages in large 
businesses [29][30] to e-business technology adoption in 
small businesses [9][31]. 

SMEs vary in structure, size and type of business, and the 
nature of e-business adoption will vary accordingly between 
businesses. The criteria and related models for assessing e-
business need to accommodate these variations. For 
example, a small manufacturing company with one main 
customer is likely to focus more on internal efficiency gains, 
whilst an SBE with products with global potential is likely to 
focus more on online sales and marketing activities[32]. 

Various frameworks and models have been designed to 
both measure e-business adoption as well as aid e-business 
implementation. The DTI Adoption Ladder is one of the 
early e-business frameworks. It breaks down e-business 
adoption into 5 stages and suggests that organisations move 
through these stages in a sequential order [9][33]. Levy and 
Powell [34] proposed the “transporter model” as an 
alternative non-linear e-business adoption model for SMEs. 
This model suggests that different types of SMEs will view 
e-business adoption in different ways and identifies four 
dimensions of e-business deployment in an SME - 
brochureware, business opportunity, business network and 
business support. 

In order to determine e-business adoption at individual 
process level – rather than at overall company level - the 
Connect, Publish, Interact, Transform (CPIT) model was 
developed by the UK Department of Trade and Industry 
[35]. This model offers a 2-dimensional matrix to evaluate 
the impact of e-business technologies across an 
organisation’s main business processes. When compared 
with the Adoption Ladder, the CPIT model offers a more in-
depth assessment of the impact of e-business on SME 
operations[9]. The Stages of Growth for e-business (SOG-e) 
model [36] is the combination of a six stage IT maturity 
model with a six stage Internet Commerce maturity model. 
However, somewhat akin to the CPIT model, the SOG-e 
model recognises that it is possible for an organisation to 
have different levels of e-business maturity in different areas 
of a business. A related model is that of Willcocks and Sauer   
[37] who identified 4 main stages through which 
organisations will pass as they develop and apply the skills 
needed for successful e-business deployment. The 
organization gains increased business value from e-business 

as it attains the new capabilities required to advance to the 
next stage. 

While previous studies in developed countries have 
applied some of these methods and frameworks to evaluate 
e-business technology and process adoption in SMEs; to 
date, no study has applied similar methods in the analysis of 
e-business adoption in Nigerian SBEs. This research will 
attempt to apply some of these models to various Nigerian 
SBEs, using, as a starting point, a simple top level process 
mapping technique that has been applied in similar studies 
[9][31][38]. More specifically, it will address the following 
research questions (RQs): 

RQ1. Can these mapping techniques and models of e-
business adoption be usefully applied to SBEs in a 
developing world context? 

RQ2. If so, what do they tell us about the use of e-
business in these small businesses in Nigeria? 

III. RESEARCH METHODOLOGY 

Research projects usually adopt a particular philosophical 
stance based on a research paradigm, for example post-
positivism, pragmatism, interpretivism or constructivism 
[39]. This philosophical stance has a major influence on the 
choice of research methods and approaches to be used in 
order to obtain relevant findings [40]. For the purposes of 
this research, an interpretivist paradigm is adopted, and the 
research approach is qualitative, using multiple case studies. 

The case study method of research is well suited for 
observations where the researcher aims to probe deeply and 
analyse rigorously with a view to making generalisations 
about the wider population in which the unit being studied 
belongs [41][42]. Multiple case studies of Nigerian SBEs are 
investigated to assess and analyse e-business adoption in the 
country. The case studies were selected from a cross-section 
of SBE industry sectors in Lagos – Nigeria’s most populous 
city and its economic capital. The use of multiple case 
studies adds greater weight to the research and makes 
research findings more convincing [43]. Qualitative data was 
gathered through questionnaires and semi-structured 
interviews with key personnel in the company case studies. 
The case studies were identified through the researcher’s 
existing contacts with company owners and IT managers and 
all organisations selected for the study have already 
attempted to apply e-business within their organisations. This 
paper reports on the findings from just the first two case 
studies. 

While this research is qualitative, exploratory and 
inductive in nature, some quantitative assessment of 
company turnover, number of staff and period of e-business 
usage was done. Necessary approval and consent from 
participatory organisations were sought and aliases have 
been used for company and individuals’ names. Empirical 
evidence gathered from these organisations was developed 
and assessment made against selected models. 

IV. FINDINGS 

    ABC Laundries is a family business founded in 2010. 
It originated as a home based operation, but has now 
expanded to become a budget laundry and dry cleaning 
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service for people living in Lagos. The company provides a 
wide range of laundry and dry cleaning services to people 
living in the Lagos Metropolis from its locations in Yaba and 
Surulere (urban areas within Lagos). With its main 
operations office in Surulere strategically located within the 
Lagos University Teaching Hospital, ABC Laundries is able 
to offer its laundry services to students and staff at the 
hospital, as well as pickup and delivery services to 
companies, corporate services, and guest houses across 
Lagos State. Currently, the company turns over circa 6 
million Naira (£24,000) per annum, and employs 7 staff. 
(Staff wages are very low in comparison with developed 
world norms, averaging less than £1000 a year for these 
staff). The current business plan is to further increase 
revenue by expanding the company’s customer base and 
increasing market share. 

The management of ABC Laundries view e-business as a 
key enabler of corporate growth and, to this end, invested in 
a bespoke web-based system in 2013, to handle its key sales 
and marketing and financial management processes. Prior to 
this, most business processes were handled by a combination 
of paper based receipts, Excel spreadsheets and open source 
accounting tools. However, this became difficult to manage 
with the opening of a new branch in 2012, and this was the 
catalyst for investment in a new web portal. The key 
objectives of this investment were: 

1. To provide a system where orders can be captured 
in real time at both locations. 

2. To provide a mechanism to allow staff and 
customers to track the status of a laundry order 
from pickup to delivery. 

3. To enable top-level financial reporting in real-time. 
4. To maintain a database of customers and contact 

details. 
 

The web portal was implemented in phases, adding new 
functionality as the old support systems were phased out. 
The key objectives have been met, with the addition of a few 
functionality enhancements. The web portal was built using 
PHP and the MYSQL database. Integration with email 
servers as well as SMS gateways has enabled emails and 
SMS notifications to be sent to customers. 

GPY properties is a property development and marketing 
company founded in 2012. In the context of Nigeria’s 
housing deficit and the acute absence of quality housing in 
the country, the company aims to help redress this imbalance 
through the provision of innovative, high quality and 
affordable homes. 

The company originated as the property sales division of 
a larger consulting company called PYI Consulting Limited. 
However, as sales of developed properties increased, the 
owner decided to hive off the division into a separate 
corporate entity to focus on property development sales and 
marketing as its core business. In 2014, the company turned 
over about 20 million Naira (£80,000) and the forecast for 
2015 is double this figure, due in part to the imminent 
completion a new state of the art private residential estate in 
Ogun State, Nigeria. 

GPY Properties maintains a website mainly for 
marketing properties and showcasing its ongoing projects to 
customers and potential customers. The company also 
maintains a cloud based Customer Relationship Management 
(CRM) system for maintaining and analysing customer 
contact details. 

From time to time, the company also advertises on 
Facebook and various other property aggregator websites. 
Invoice generation and other accounting activities are 
currently managed by Excel spreadsheets, but plans are in 
place to subscribe to a cloud based accounting solution; the 
Wave Accounting and Xero Accounting packages are 
possible solutions. 

With three full time staff and twenty contract staff, the 
company has been able to automate most of its daily 
business activities concerning customer engagement, internal 
communication and product marketing. 

V. INITIAL ANALYSIS 

Initial analysis of e-business deployment in the case 
study companies was undertaken through the combination of 
four models - process mapping, systems profiling, CPIT (a 
process based e-business model) and the Willcocks and 
Sauer e-business staged model. Previous research [8][34] 
indicates that the use of simple stage based models alone to 
determine the level of e-business use in an organisation is not 
sufficient, as different processes may be at different levels. 
However, even with models that examine technology 
deployment at process level, such as the CPIT model, there is 
still the need to adapt these to a small business environment, 
as the process definitions may not be appropriate to new 
SBEs [31]. This combination of pre-existing models, derived 
and adapted from previous research [9], is used as the 
conceptual framework for analysis of the case studies. 

The web based system implemented at ABC Laundries 
now enables it to generate receipts and invoices at its sales 
desk on the fly, as well as manage the status of each laundry 
order throughout its lifecycle (i.e., from pickup/drop off to 
delivery/pickup). The company’s business plan now entails 
the opening up of multiple locations across the State, and this 
will involve leveraging of further benefit from its web based 
system. 

Using data from the questionnaire responses and semi 
structured interviews, seven core processes were identified in 
ABC Laundries (Fig. 1) - Laundry Operations, Financial 
Management, Sales & Marketing, Collection & Delivery 
Management, Stock & Procurement Management, Payroll & 
HR Management and Customer Services. At PGY 
properties, there were six core processes (Fig. 2) that the 
organisation performs – Financial Management, Constructor 
Liaison & Management, Customer Services, Property Sales 
and Marketing, Logistics & Procurement and Payroll & HR 
Management. 

Systems profiling was applied to identify e-business 
systems currently in place in each process area. By 
employing a simple Red-Amber-Green assessment (Fig. 3 
and Fig. 4), systems were assessed to indicate those in need 
of replacement, those that could possibly be retained and 
those that were deemed strategically and/or operationally 
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sound. This procedure initiated the analysis of e-business 
systems at individual process level as well as indicating 
which processes are automated, semi-automated or non- 
automated. 

 

 
Figure 1. Main business processes at ABC Laundries 

 
A CPIT analysis of ABC Laundries (Fig. 5) then 

provided a more detailed view of the impact of e-business 
systems at process level. This revealed that e-business 
systems have made significant impact in the financial 
management and customer facing processes. Decision 
makers within the organisation are easily able to keep track 
of daily, weekly and monthly revenue from any of the two 
premises, or remotely, thus helping the organisation to plan 
effectively and take appropriate action when needed. 
The sales and marketing process has also been made more 

efficient with the ability to automate and notify selected 

groups of customer via SMS or emails. There remain further 

benefits to be gained by automating the communication of 

marketing information to customers and by making relevant 

information available across processes. This may allow, for 

example, special offers to be made to customers in specific 

geographic locations, with high frequency of delivery, with 

a mind to keep delivery cost constant and increase orders to 

be delivered. This type of further development, which is 

akin to what, in a larger organization, would be termed 

Business Intelligence, would arguably move the company 

into the transformation stage on the CPIT model. 
 

 
Figure 2. Main business processes at GPY properties 

 
 

 

 
 

Figure 3.  Main business processes, sub-processes and systems profiling at 

ABC Laundries 

 
GPY Properties has been able to adopt e-business 

technologies without the need to use in-house IT staff, as it 
has been able to utilise a cloud based CRM tool. The CPIT 
Model for GPY Properties shows that its sales and marketing 
processes are well supported by e-business technology. 
According to the company’s managing director, the strategy 
to advertise online has helped the company gather new leads 
- often people with very busy schedules, who would not 
normally have time to visit the company’s office - as well as 
reach different geographical locations with its 
advertisements. This year, without doing any advert 
campaign specifically targeted at the northern part of 
Nigeria, the company has been able to make two property 
sales to individuals who live in this location, and a number of 
further sales are currently in the final stages of completion in 
this part of the country. One of the current subscribers to its 
flagship residential estate is a Nigerian who resides in 
Canada and who saw the advert on the company’s Facebook 
page. 

 
 

 
 

Figure 4. Main business processes and systems profiling at GPY Properties 

 

60Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-472-5

eKNOW 2016 : The Eighth International Conference on Information, Process, and Knowledge Management

                           69 / 140



 

 
Figure 5. CPIT model applied to ABC Laundries 

 
Nevertheless, Fig. 6 shows us that as of now, the 

deployment of e-business technologies at GPY Properties is 
restricted to the sales, marketing and customer service 
processes. The managing director has affirmed that the 
volume of data generated by the various departments in the 
other process areas does not justify further investment in e-
business systems at present, although this may change as the 
organisation expands and takes up more construction 
projects. 

 
Figure 6. CPIT model applied to GPY Properties 

 
Further, if we now look at these two companies against 

Willcocks and Sauer’s model [37], the analysis suggests they 
are between stages 2 and 3 (Fig. 7), whereas other authors 
[44] have suggested that many small companies do not 
progress past stage 1 because they often do not see the 
benefit in investing in capital intensive e-business projects. 
This apparent contradiction is partly explained by the 
reduction in cost of e-business infrastructure in recent years, 
and, partly because of this, it has become a de facto norm to 
use e-business in the sales and marketing processes in many 
organisations, including SBEs. Moreover, in the two case 
study companies investigated here, the management sees e-
business as a key enabler to growth. In ABC Laundries, in 

particular, their success with e-business to date can be 
attributed to the phased introduction of new e-business 
features which has helped the organisation derive value from 
relatively small scale, staged, expenditure. This has also 
allowed a phased upgrade in technology, accompanied by 
appropriate process improvement and staff training, before 
moving on to focus on another process. Similarly, at GPY 
Properties, the company has used cloud based systems that 
offer very low entry costs. 

 
Figure 7. The Two Nigerian SBEs on the E-business Stage Model 

 
Stage 1- Web Presence 

 Develop presence 

 Develop technology capability 

Stage 2- Access Information and Transact Business 

 Re-orientate business/technology thinking skills 

 Build integrated approach with the web and business systems 

Stage 3- Further Integration of Skills, Processes, Technologies 

 Reorganise people/structures 

 Reengineer processes 

 Remodel technology infrastructure 

Stage 4- Capability, Leveraging, Experience and Know-How to 

Maximise Value 

 Customer-focused organisation 

 

VI. CONCLUSION 

The analysis of the two case studies indicates that e-
business technologies and processes are being adopted by 
Nigerian SBEs, and that existing e-business models can be 
usefully applied to assess e-business operations in these 
companies.  So, in answer to the RQs noted earlier in this 
paper, this research suggests that the e-business adoption 
models, developed to gauge the impact of e-business in the 
developed world over a decade ago, are of value today in a 
developing world context. Although the definition of e-
business has evolved, the process mapping technique and the 
application of models like CPIT can give a clear framework 
and point of departure for the assessment of e-business in 
countries like Nigeria; and they clearly show that e-business 
technologies are bringing value to the studied SBEs, 
particularly in the customer facing processes, which mirrors 
the early deployment of e-business in the developed world. 

Future research will now focus on how these models can 
be advanced and refined to provide an enhanced analytical 
framework for understanding and progressing e-business 
deployment in Nigeria. In particular, the three dimensions of 
change discussed above in relation to ABC Laundries – 
technology deployment, process improvement, and people 
skills enhancement – will be incorporated into a new 
combined model of e-business implementation. These 
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dimensions of change have been identified by other authors 
[45] [46] with regard to information systems projects in 
developing world contexts, and this provides a theoretical 
platform for further investigation of these concepts in current 
and future case studies of  e-business in Nigerian SBEs.  
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Abstract—Over the past three decades, numerous studies have 
shown that the adoption of interorganizational systems (IOS) 
has enabled organizations to obtain a competitive advantage. 
Yet, recent information systems (IS) resource-centered studies 
now question the strategic value of IOS, arguing that they have 
become easily imitable necessities. However, these studies are 
mainly efficiency oriented and do not assess the effectiveness 
impacts of IOS. Hence, the objective of this paper is to bring 
clarity on the strategic value of IOS by demonstrating that IOS 
can indeed be used to achieve organizational effectiveness. To 
do so, we anchor our work on the resource dependency theory 
(RDT), which explicitly posits effectiveness as the main driver 
of organizational performance. Accordingly, the literatures on 
business relationships, organizational performance, RDT and 
IOS are examined to propose a research model, its related 
hypotheses, and methodological aspects regarding its empirical 
validation. Finally, the proposed model’s anticipated 
contributions are discussed. 

Keywords-dyadic business relationship; dependence; 
effectiveness; resource dependency theory; interorganizational 
information systems. 

I.  INTRODUCTION 
To stay competitive in today’s uncertain dynamic 

environment, organizations are increasingly relying on their 
partners to accomplish complex tasks that are impossible to 
achieve independently [1][2]. This new dynamic, where 
organizations are outsourcing their activities in which they 
are less competent [3], is modifying the links bounding a 
firm to its business counterparts [4] and creating a state of 
greater interdependence between social actors present in the 
environment [5]. This new dynamic is also translating in the 
emergence of new interorganizational forms such as virtual 
enterprises and integrated supply chains [6][7], to harness 
benefits from closer and stronger partnerships [8], which, in 
turn, have put to the forefront the use of interorganizational 
information systems (IOS). IOS are computer networks that 
support information exchange across organizational 
boundaries [9]. They have been extensively adopted and 
relied upon by organizations to obtain a competitive 
advantage over their competitors. Abnormal rents derived 
from such systems are assumed to stem from their ability to 

allow information to flow quickly and transparently across 
multiple interorganizational boundaries making it visible to 
all supply chain partners and in turn improving the 
performance of business relationships [10]. Despite these 
stated benefits, recent findings from information systems (IS) 
resource-centered studies now question the strategic value of 
IOS, arguing that they have become easily imitable 
necessities [11][12][13][14]. 

The proliferation of new interorganizational forms has 
also changed organizational practices in regards to 
performance assessment by shifting the locus of 
organizational performance from efficiency to effectiveness 
considerations. Indeed, organizations forced to transact with 
one another to complete their activities are no longer the sole 
master of their destiny and are thus subject to external 
influence and demands when making strategic decisions. 
Effectiveness, defined as the organization ability to satisfy 
the demands of those in its environment from whom it 
requires support for its continued existence [5], is thus 
becoming a critical measure of organizational performance. 
Furthermore, the shift from efficiency to effectiveness 
considerations has exacerbated the recent questioning of IOS 
strategic value. Indeed, findings from IS studies suggest that 
incentive to adopt an IOS are only efficiency bounded (i.e., 
reduction of transaction cost, increase productivity) [15][16]. 
Thereby, using such resources would be of little value in an 
effectiveness prized context and further validates the recent 
questioning of their strategic value.  

Despite these criticisms on the strategic value of IOS, we 
must emphasize that resource-centered studies in the IS field 
are for the most part efficiency oriented and do not assess the 
effectiveness impacts of IOS [17]. Such a state suggests that 
much is still to learn in this area and that discarding the 
strategic value of IOS based on an half complete picture 
would be mistaken. The present paper is in line with this 
consideration and aims to bring clarity on the strategic value 
of IOS by demonstrating that IOS can be used to achieve 
organizational effectiveness. To do so, we anchor our work 
on the resource dependency theory (RDT), which is the only 
resource-based theory (e.g., resource based view theory, 
relational view theory, knowledge based view theory) that 
explicitly takes into consideration the interdependencies 
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between social actors and posits effectiveness as the main 
driver of organizational performance and competitive 
advantage. More precisely, the underlying premise of this 
paper is that an organization may shift the nature (i.e., 
structure) of its business relationship with a trading partner 
from an arm’s length to an integrated stance [18][19][20][21] 
by using an IOS, which in turn will enable the organization 
to be effective (i.e., to satisfy the demands of its partner from 
whom it requires support for its continued existence). 

The rest of the paper is organized as follows. First, in 
Section 2, we illustrate the key differences between 
efficiency and effectiveness measures of operational 
performance. Then, in Section 3, we rely on the tenets of 
RDT to identify how an organization may change the nature 
of its business relationship with a partner from an arm’s 
length to integrated stance to achieve organizational 
effectiveness. Next, based on these theoretical underpinnings 
we present our research model and its related hypothesis in 
Section 4. This is followed, in Section 5, by a discussion of 
the research methodology that will be used to validate our 
research model. Lastly, Section 6 concludes the paper by 
presenting the anticipated theoretical and practical 
contributions of the study as well as its limits and future 
research avenues. 

II. LITTERATURE REVIEW 

A. Organizational Performance: Efficiency vs. 
Effectiveness 
Efficiency and effectiveness are clear distinguishable 

domains of organizational performance [22]. Efficiency is an 
internal standard of organizational performance [5] that 
refers to an input-output ratio or comparison [22]. In turn, 
effectiveness is externally oriented [5] and refers to an 
absolute level of either input acquisition or outcome 
attainment [22]. Effectiveness measures of performance 
imply a valued evaluation, usually based on how well the 
organization is meeting the needs or satisfying the criteria of 
evaluators [5]. As such, in a context like today’s competitive 
environment, where interdependencies between social actors 
play a critical role, effectiveness measures are more suitable 
to assess organizational performance than efficiency 
measures due to their external focus. In the particular case of 
this study, evaluators consist of the external partners upon 
which an organization depends. 

B. Resource Dependency Theory 
Resource dependency theory posits that organizations are 

defined at the activity level, making activities under the 
control of an organization its core and purpose [5]. To 
complete their activities, organizations are assumed to rely 
on resources present in their environment. Resources can 
include anything perceived as valuable by an organization; 
from materials to access to markets [23]. The reliance on 
these resources poses the problem of their procurement, 
which is exacerbated by the fact that no organization is 
believed to be self-contained or to have the total control over 
it’s required operational components or resources [5]. 
Therefore, differences in firm resource endowments exist 

and persist over time and define the structure of an 
organization’s environment. In turn, environmental 
characteristics or patterns of resource endowments create 
interdependencies between organizations for resource 
procurement and forces them to transact with one another 
[23]. 

Exchanges between partners caused by the environmental 
structure are not all balanced. In fact, in dyadic settings, 
asymmetry due to the unequal importance of the exchange 
for each organization may be present [23]. Asymmetry in a 
relationship is determined by the respective dependence level 
of each party upon the other [24]. According to [5], three 
factors must be weighted to assess an organization’s level of 
dependence towards another. First, the importance of the 
resource exchanged for the organization (i.e., the extent to 
which the organization requires the resource for continued 
operations and survival). Second, the extent to which the 
organization from which the resource will be acquired has 
discretion over the resource allocation and usage. Third, the 
extent to which there are few alternatives or other 
organizations from which the resource can be obtained. 
Hence, an organization for which the resource exchanged is 
highly important, and that has limited discretion over the 
resource and few alternatives from which it can obtain the 
resource is considered to be dependent upon its exchange 
partner.  

In turn, asymmetry or different levels of dependence in 
an exchange will confer to the less needy partner a certain 
power over its more dependent counterpart exposing the later 
to the influence and the demands of the former [24]. Hence, 
an organization’s level of dependence upon a partner 
measures the potency of its partner. In other words, it 
measures how much the dependent organization must take 
into account its partner’s demands, and also how likely the 
dependent organization will consider its partner’s demands 
in its decision making process [5]. 

To deal with a partner’s demands and ensure its 
survival (i.e., to be effective), an organization can take three 
types of actions [5]. As noted by [25, p. 88], “The first 
alternative is to comply with such influence. The second 
response is to evade these demands. The last alternative is to 
alter external demands by modifying its relationships with 
external actors”. RDT focuses mainly on this last alternative. 
More precisely, RDT posits that an organization will aim to 
shift the nature (i.e., structure) of its relationship with a 
significant partner from an arm’s length to an integrated 
stance. In doing so, an organization will increase its external 
partner’s stakes in the relationship, which in turn will 
alleviate power asymmetries and secure access to critical 
resources. Two types of strategies can be used to achieve this 
aim [25]: (1) ownership alteration strategies such as vertical 
integration, horizontal integration and diversification that 
involve the acquisition of the needed external resource and, 
thus, eliminate interdependencies [5]; and (2) quasi-
hierarchical strategies that do not involve a change in 
ownership, but rather the creation of quasi hierarchical 
relations (e.g., joint ventures, interlocking boards of 
directors, associations, cartels and the formation of social 
norms) to more formally govern interfirm relationships [23]. 
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III. CONCEPTUAL FRAMEWORK 
Based on the theoretical background presented above, the 

premise of this paper is that IOS usage may be used by an 
organization to implement a quasi-hierarchical strategy in its 
attempt to increase its partner’s stake in the relationship, 
alleviate power asymmetries and secure access to the critical 
resources it requires for its continued existence. This Section 
exposes the three hypotheses tied to our research model 
shown in Figure 1. 

A. Hypothesis #1 
According to the tenets of RDT, to be effective, a 

dependent organization should develop a close 
interorganizational relationship – a particular type of quasi-
hierarchical strategy – with its business counterpart in order 
to balance the asymmetrically dependent relationship and 
make it more symmetrical and interdependent [5]. Finding 
stemming from the field of marketing, which has a well 
established tradition of examining organizational dependence 
in business relationships, support this assertion. Indeed, 
several authors have demonstrated that the dependence of 
one party upon another entices the former to integrate its 
activities with the later [26][27][28]. For example, to ensure 
that it continues to have access to the resources provided by 
its less needy partner, a dependent organization is more 
likely to have a long-term orientation and significantly invest 
in its relationship with its partner [26][27][29]. Such 
investments often take the form of bounding behaviours, 
which include adding value to goods exchanged and 
developing specialized procedures in ordering, shipping and 
servicing [30]. Conceptually one can think of such 
investments involving people, products and procedures as 
creating exit barriers in the business relationship [27], which 
would create switching costs for the less needy organization 
if it decided to change trading partner.  

These bounding behaviors also include relationship-
specific IOS usage. For example, a dependent supplier may 
use an IOS to facilitate timely and accurate information 
sharing, which should add value to the exchange relationship 
by reducing redundant workload for their customer [31]. It is 
important to note that these offsetting investments in dyadic 
relationships are themselves transaction-specific assets since 
their value would be greatly diminished if one of the partners 
was to switch and decide to exchange with a source different 
than the original partner. Thus, IOS usage may be seen as a 
particular type of quasi-hierarchical strategy that balances 
asymmetrically dependent relationship. Based on the 
arguments mentioned above the following hypothesis is 
formulated: 

 
Hypothesis #1: The greater the organization’s level of 

dependence upon the trading partner, the 
greater its level of IOS usage with that 
trading partner. 

 

H1	(+)

Organization’s	
effectiveness

Organization's	
Level	of	

integration	with	
its	partner

Organization’s	
level	of	IOS	

usage	with	with	
its	partner

Organization's	
Level	of	

dependence	
upon	 its	partner

H2	(+) H3	(+)

 
Figure 1.  Research Model. 

B. Hypothesis #2 
Various mechanisms facilitating the integration between 

trading partners have been identified in the organization 
theory literature [32]. As noted by [33, p. 171), these 
mechanisms include “standardizing work (i.e., common and 
clearly specified procedures and tasks), standardizing 
output (i.e., clearly specified results or output of work), 
standardizing skills and knowledge (i.e., standardized 
training and expertise), standardizing norms (i.e., 
establishment of common values, beliefs, and expectations), 
direct supervision (i.e., someone not directly doing the work, 
but being responsible for coordinating the activities), 
planning (i.e., establishment of schedules governing 
activities of different units), and mutual adjustment (i.e., 
people or units adapting to each other during their work 
processes)”. In turn, numerous studies in the IS field have 
demonstrated that IOS usage allow for the implementation 
and/or optimization of these mechanism facilitating 
integration between partners [34]. Indeed, IOS are 
recognized to enhance the formalization, the content and the 
amount of information exchanged between business 
partners [21]. More precisely, by requiring standard 
protocols for data communication, IOS usage introduces the 
need for the establishment of a formal agreement between 
the trading partners, which in turn fosters the standardization 
of work and certain outputs. Furthermore, by formalizing 
communication processes and procedures as well as by 
providing a superior capacity for data transmission, IOS 
usage also enhances the speed, the accuracy and 
completeness of interorganizational communication [35], 
which in turn optimizes several other mechanisms 
facilitating partner’s integration. For example, by allowing 
the information to flow effectively across organizational 
boundaries [36][37], IOS usage enables a manufacturer to 
promptly react to unexpected events caused by their 
suppliers/customers as well as to advise them of changes in 
planning, which fosters rapid mutual adjustment between 
partners [38][39][40]. Improvements in interorganizational 
communication derived from IOS usage also increase speed 
of feedback and error correction between supply chain 
partners [40] thereby facilitating the supervision of activities 
across organizational boundaries. In addition, sharing 
information through IOS gives integrated partner’s accurate 
and precise information on future material requirements [39], 
and thus improves their planning and scheduling [41][42]. 
Based on these previous arguments, the following hypothesis 
is formulated: 

 
Hypothesis #2: The greater the organization’s level of 

IOS usage with the trading partner, the 
greater its level of integration with that 
partner. 
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C. Hypothesis #3 
The positive relationship between an organization’s 

pursuit of a quasi-hierarchical strategy and its effectiveness 
has been demonstrated in several studies. For example, [43] 
demonstrated that, by integrating its activities with those of 
its trading partner, an organization can be more innovative 
and be more prone to develop new business opportunities. In 
addition, [44] also revealed that, by integrating its activities 
with those of its trading partner, an organization can be more 
effective. Based on these previous arguments, the following 
hypothesis is formulated: 

 
Hypothesis #3: The greater the organization’s level of 

integration with the trading partner, the 
greater its effectiveness. 

 

IV. METHODOLOGY 
As our research is still in progress, this Section explains 

the methodological framework we have devised, but not yet 
used, to test our research model. More precisely, we present 
our intended research setting, data collection procedures, 
survey instrument and data analyses procedures. 

A. Research Settting 
An important part of the research design was to identify 

an industry where: (1) new interorganizational forms 
established to harness the benefits of closer and stronger 
partnerships exist, (2) effectiveness is a valued measure of 
organizational performance, and (3) the level of IOS 
adoption is high. One example of such industry came to our 
attention: the aerospace industry. Indeed, recent studies have 
shown that organizations from this industry are increasingly 
developing integrated supply chains and strong business 
partnerships to fulfill market demands [45]. As such, 
effectiveness is highly valued in this industry [45]. Lastly, 
recent studies have also shown that the adoption level of IOS 
by firms in this industry is amongst the highest [46]. 
Accordingly, the unit of analysis of this study is the business 
relationship between a manufacturer pertaining to the 
aerospace industry and one of its customers. 

B. Data Collection 
Data will be collected by means of a field survey. 

Conceptually, a researcher can decide to study a business 
relationship through the perspective of the supplier, the 
customer or both parties [47]. In the present research, the 
perspective of the manufacturer (i.e., the supplier) will be 
adopted. We will follow the key informant approach and 
collect data from one sales professional at each supplier 
because specialists in this boundary role are most likely to be 
knowledgeable about study constructs [48]. These sales 
professional will be identified from a Canadian 
governmental database, which lists all the manufacturers 
pertaining to the Canadian aerospace industry. They will be 
asked to focus on a specific customer relationship for the sale 
of a specific component/resource when answering the 
survey. Lastly, to ensure the anonymity of our respondents 
all collected data will be anonymized. 

C. Survey Instrument 
The survey instrument will include measures specifically 

developed for the purpose of this study as well as measures 
drawn and/or adapted from the literature. Existing scales for 
the manufacturer’s level of dependence upon its customer 
were deemed inappropriate as they do not account for the 
three dimensions identified by [5]. Also, measures of 
organizational effectiveness are non existent. Thus, we will 
develop appropriate scales for each of these constructs by 
following the three-stage approach proposed by [49]. 

Scales for the remaining constructs (those related to the 
manufacturer’s level of IOS usage with its customer, and the 
manufacturer’s level of integration with its customer) will 
adapted from the literature. More precisely, the 
manufacturer’s level of IOS usage with its customer will 
comprise three dimensions, namely volume, diversity and 
depth and will be measured with scales adapted from [50]. 
The manufacturer’s level of integration with its customer 
will include four dimensions, namely joint actions, 
assistances, monitoring and information exchange [51] and 
will be measured using scales adapted from [52] (joint 
actions), [53] (assistance), [54] (monitoring), and [55] 
(information exchange). 

D. Data Analyses 
Structural equation modeling (SEM) will be used to 

analyze this study’s data. One important particularity of this 
approach is that it allows for the simultaneous evaluation of 
both the quality of the measurement and the construct 
interrelationships [34]. In addition, the use of SEM will 
allow us to test both the direct and indirect effects of 
dependent constructs on organizational effectiveness as well 
as to assess if the process of IT value creation is sequential as 
implied by our model.  

A two-phase analytical procedure will be employed. In 
the first phase, a confirmatory factor model (i.e., the 
measurement model) will be used to measure the fit between 
the theorized model and observed variables, whereas in the 
second phase, results of the measurement model will be used 
to create a path-analytic model to investigate the 
relationships hypothesized in this study [56].  

V. CONCLUSION 
The objective of this project is to bring clarity on the 

strategic value of IOS by demonstrating that IOS can be used 
to achieve organizational effectiveness. To do so, a research 
model anchored on RDT is proposed. Results tied to the 
empirical testing of this model should prompt important 
theoretical and practical contributions as well as future 
research avenues despite certain limits. 

A. Theoretical Contribution 
First, by measuring organizational effectiveness rather 

than organizational efficiency, the present study will broaden 
our understanding IOS impacts and consequently our 
understanding of their strategic value. Second, this study will 
complement previous IS resource-centered research by 
providing insights on how to use a particular IS strategic 
resources, namely IOS. Traditionally, IS resource-centered 
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research have been concerned with identifying strategic 
resources rather than explaining how they should be used. 
Such predisposition and lack of guidelines to turn valuable 
IS resources into competitive advantages may lie on the 
extensive reliance on the resource-based-view perspective, 
which doesn’t cover this critical aspect. As such, the present 
study, anchored on RDT, significantly departs from previous 
research endeavors by being one of the few to both identify 
and define how a particular IS strategic resource, the IOS, 
can be used to alleviate dependence asymmetries in business 
relationships. 

B. Practical Contributions  
From a practical stance, anticipated findings should help 

organizations to better manage their portfolio of 
interorganizational relationships by identifying: (1) key 
organizational partners, (2) how to alleviate the influence of 
these partners through interorganizational integration and 
(3) the critical role of IOS in this integrating process. As 
such, managers will be able to effectively cope with partner 
demands, and hence ensure the survival of their organization. 

C. Limits and Future Research Avenues 
The theoretical and methodological contents presented 

above suggest a few limits and related future research 
avenues. First, our study sample is specific to manufacturers 
involved in a customer relationship for the sale of an 
important component/resource. To address this limit, future 
research should be undertaken in order to replicate our 
research efforts in different settings with different types of 
resources. For example, it could be interesting to replicate 
our research efforts within the context of manufacturer-
supplier relationships where the manufacturer aims to 
acquire an IT resource in exchange of a monetary 
compensation. Second, the present study does not take into 
consideration the different types of IOS used to support the 
manufacture-customer relationship (e.g., dyadic, 
multilateral). Future research initiatives could thus be 
undertaken to extend the present work by investigating 
whether or not the use of different types of IOS may lead to 
different findings. For example, it would be interesting to see 
if the dependence between two business partners can 
influence the choice of a particular type of IOS. Third, our 
research considers only the perspective of the manufacturer. 
To address this limit, we recommend that future research on 
dyadic relationships should investigate the viewpoint of both 
partners in the business relationship. Such an endeavor 
would generate more accurate findings by, amongst other 
things, assessing interdependence between the partners, 
which better reflects the reality of business relationships than 
only capturing the level of dependence of a single partner 
towards the other. 
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Abstract—Descriptions of experimental methods in scientific pub-
lications are often incomplete or inadequate. In these cases,
the experimental work cannot be reproduced or verified due
to lack of information. To facilitate the documentation of lab
methods, in some domains minimum information guidelines have
been developed. If implemented, these guidelines ensure that the
information about the method can be easily verified, analysed and
clearly interpreted by a wider scientific community. However,
there is an evident lack of automated documentation tools to
create and edit laboratory reports that follow these guidelines
and at the same time do not impose a too rigid framework on
the scientist. This paper describes the very first step towards
the development of semantically rich but free-text editor for
creating descriptions of experimental methods. We created and
evaluated the vocabulary for reporting a column chromatography
experiment, which is developed using the MIAPE guidelines. Our
goal is to check if we can use the MIAPE guidelines in the
food chemistry domain.The ultimate use of the vocabulary is in
semantically enriched editorial software. An editor should give
knowledge-based guidance to the author and semi-automatically
add meta-data. The first step in designing such editor is to
construct supporting vocabularies and evaluate their use in the
domain of interest. Our initial application domain is laboratory
of food chemistry.

Keywords–MIAPE; vocabulary; material and method sections;
HPLC; reproducibility; laboratory experiments.

I. INTRODUCTION AND OBJECTIVE

Transparency and reproducibility are recognized as essen-
tial features of science [1][2]. The quality of methodology
descriptions are important factors for transparency and repro-
ducibility. Therefore, providing adequate research documenta-
tion is an important task of a scientist.

In this paper, we discuss the very first step towards cre-
ating a semantic support for writing a reproducible method
description, which intends to allow researchers to perform
this task effectively and efficiently. The notion of research
reproducibility has different interpretations, varying between
different research fields. Research reproducibility commonly
implies that, as an ultimate product of scientific investigation,
research papers must be accompanied by a detailed description
of the computational or experimental environment that are used
to produce the result. According to Clarebout’s principle [3]
“An article [...] in a as a means for scholarly communication
is not the scholarship itself; it is merely advertising of the

scholarship. The actual scholarship is the complete software
development environment and the complete set of instructions
that generates the results”. This idea promotes that research
data, algorithms, codes and protocols are not simply ancillary
information, but first class scholarly products as important
as the paper itself. We define the term reproducibility as
“the ability to investigate a phenomenon using the similar
conditions as in the original experiment”. We emphasize that
the conditions do not need to be identical, but only similar,
since slight variations are essential for scientific understanding
of a phenomenon.

We focus on reproducibility in the context of laboratory
research. There can be two reasons for an experiment not to
reproduce the same phenomenon:

1) the hypothesized mechanism does not manifest itself,
even having all conditions right (falsification)

2) the conditions under which the hypothesized effect
can manifest itself have not been adequately fulfilled

The second condition can result from a poor description of
the experimental conditions. This is why the scientific method
requires explicit records of “all” experimental conditions.
Having a report of the precise experimental process, and data
is necessary to explain why some result has been found, why
results could be different or be same as the results found in a
different condition. For repeating a mechanism, it is important
to know which assumptions and conditions must hold for the
mechanism to manifest itself. In addition to serving scientific
integrity, another reason for having details of an experiment
is to make the transition to applications. For example, a
Standard Operating Procedure (SOP), is intended as a step-by-
step instruction to achieve a predictable, standardized, desired
result, often within the context of a longer overall process.

Although a full account of the experimental conditions
would be ideal, this cannot be achieved in practice. It is not
possible to describe literally all details that possibly might be
of influence; what’s worse, scientists are usually not inclined to
allocate time and effort to the “administrative” task of creating
extensive documentation. Transparency in documentation is
costly for scientists – in terms of time and effort. Taking
into account that only the “essential” conditions need to be
registered, the question is how researchers can be supported
to realize which are these essential conditions that are suf-
ficient to perform a “similar” experiment. When asked for,
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most scientists embrace transparency and reproducibility as
disciplinary norms and values of science [4]. Therefore, one
might expect that providing full documentation of methods
and data is routine in daily practice. Yet, a growing body of
evidence suggests that this is not the case [5][6]. It is becoming
increasingly clear that the current publication model falls short
in promoting transparency and reproducibility. A recent Nature
report from researchers at the Amgen corporation showed that
only 11% of the academic research in the literature are repro-
ducible. Individual motivation and personal efficiency gain are
other variables in promoting reproducibility and transparency
of scientific methods [7][8].

In the present publication model, the conditions under
which an experiment is performed are described in the “ma-
terial and method” section of a scientific article. This section
should provide information about the materials, procedures and
critical steps that are used in the course of an experiment, such
that the procedure can potentially be reproduced as faithfully
as possible [9].

Minimum information guidelines (MIAPE) have been de-
veloped in various research domains to facilitate documen-
tation [10]. Although they provide valuable guidance for
reporting the necessary information about the method, they
are rather high level, and do not give the detailed and context-
specific support that is needed at the time of writing a
method description. We think that a semi-automated use of
minimum information guidelines in editorial applications could
improve the quality of laboratory reports and method sections
of publications, while limiting the time and effort needed to
produce these.

Our approach to solve the quality problem of laboratory
method reports and (potentially) lab protocols – in terms of
transparency and reproducibility – relies on the use of the
Semantic Web technologies and formal methods. We believe
that in order to provide support for scientific authors, the first
step would be to create a formal model of the underlying
domain knowledge. A structured vocabulary or ontology can
help to provide context-dependent suggestions to authors. We
emphasize that we do not address the quality of the argumen-
tation followed, nor the soundness of the research method.

In this study, we start off by exploring the minimum
information guidelines for reporting a column chromatography
technique in the food chemistry domain. Our hypothesis is
that terms occurring in the guidelines should be present in the
method sections of published papers. In the second section
of this paper, we present relevant literature regarding the
problem, and current approaches. In the third section of the
paper, we briefly familiarise our readers with high performance
liquid chromatography techniques as the first case study. Our
approach to create the first draft of the vocabulary is presented
in section 4. Section 5 is dedicated to results of the term
frequency measurements. Finally, we discuss the results and
provide some hypotheses for further testing in section 6.

II. RELATED WORK

Several initiatives have identified the problem of inadequate
reporting and have proposed solutions. The National Centre
for the Replacement, Refinement and Reduction of Animals
in Research (NC3R) assessed methodological reports in the
literature for in-vivo research. They evaluated 271 publications
and showed that only 60% of the articles included information

about the number and characteristics of the animals (strain,
sex, age, weight) and approximately 30% of the articles lacked
detailed descriptions of the statistical analyses used. Built upon
this study, the ARRIVE [11] [12] guidelines were developed
for reporting in-vivo experiments, pertaining to animal re-
search.

To promote scientific reproducibility, the FORCE11 com-
munity has published a set of recommendations for minimal
data standards for biomedical research and published a man-
ifesto to improve research communication. The BioSharing
initiative contains a large registry of community standards
for structuring and curating data sets. It has made significant
strides towards the standardization of data via its multiple
partnerships with journals and other organizations [13].

The most relevant work to our research is an initiative in
the Proteomic community. The problem of accurate method-
ological reporting is addressed by developing the minimum
information documentation guidelines (MIAPE guidelines) as
a standard, along with the development of MIAPE-supported
software tools. For example, the ProteRed MIAPE Web toolkit
was developed to fulfill the lack of bio-informatics tools to
create and edit standard file formats and reports. It allows
these to be embedded in proteomics research work flows. This
system is able to verify if the report fulfills the minimum in-
formation requirements of the corresponding MIAPE modules
while highlighting missing information and inconsistencies in
a report. In other words, this system works as a MIAPE
compliance checker and has been designed to support the
validation of experimental meta-data [14].

Our approach is similar to the ProteRed compliance
checker in terms of using semantics. However, we intend to
develop MIAPE-CC vocabularies and use it in editorial appli-
cations that are frequently used by scientists, such as Microsoft
Word. We believe that in order to enable researchers to provide
a reproducible method description with low cost, we need to
develop a knowledge base of reporting requirements and apply
them in the most frequently used scholarly communication
tools [15].

III. CASE DESCRIPTION

This section describes high-performance liquid chromatog-
raphy (HPLC). We have selected this technique as a use case
to build a vocabulary and select reference articles. HPLC is a
chromatographic method that is used to separate a mixture of
compounds in analytical chemistry and biochemistry so as to
identify, quantify or purify the individual components of the
mixture. HPLC can be used in the following applications, on
small scale (analytical) and large scale (preparative):

1) Mixture characterization (analytical)
2) Water purification (preparative)
3) Pre-concentration of trace components (preparative)

Examples of HPLC chromatography types are:

1) Ion-exchange chromatography of proteins
2) Ligand-exchange chromatography
3) Reversed phase chromatography
4) Size exclusion chromatography

The sample mixture to be separated and tested is sent
into a stream in the mobile phase percolating through the
column. There are different types of columns available with
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sorbents of varying particle sizes and materials. For most
types of chromatography, the mixture has interaction with the
sorbent, also known as the stationary phase. The separation
depends on the balance between compound affinities for the
sorbent (As) and for the mobile phase (Amp). To separate
compounds, a constant flow of mobile phase over the column
is applied, which changes in composition gradually. When
“As” is less than “Amp”, the compound detaches from the
sorbent and travels in the mobile phase stream towards the
detector. The time that the compound needs to emerge at
the detector is referred to as the retention time. For each
component in the mixture, this depends on its chemical nature,
the characteristics of the column and the composition of the
mobile phase. Changes in these conditions yield different
retention times. The retention time is measured under specific
conditions and together with data from specific detectors
used, is considered as the identifying characteristic of a given
analyte.

Figure 1. Components of a chromatographic process

The preparation of the mobile phase affects the quality
of separation. The mobile phase might contain acids like
formic, phosphoric or trifluoroacetic acid or salts to force
components into their non-charged states and increase column
retention. A pump is used to generate a specified flow of
the mobile phase. Although manual injection of samples is
still possible, most HPLC systems are now fully automated
and controlled by computer software (e.g., XCalibur). The
injector, or auto sampler, introduces the solvent into a phase
stream that carries the sample into the column, which is
under high pressure and contains specific packing material
needed to affect separation. The packing material is referred
to as the stationary phase because it is held in place by the
column hardware. A detector is used in these experiments to
see the separated compound bands width as they elute from
the column. The information is sent from the detector to a
computer software which generates the chromatogram. The
mobile phase exits the detector and is either discarded as
waste in analytical chromatography, or collected in case of
preparative chromatography. Figure 1 schematically presents
a the fundamental components of a chromatographic process.

In an HPLC experiment, data about cleaning the column,
system calibration, retention time, sample components, and
graphs that are generated by the HPLC system and the detector
are analysed and documented in XCalibur. This software
enables scientists to gather, analyse, visualize the information
about the chromatogram. Although XCalibur has features for
creating metadata about the experiment, we have observed that
it’s added value for documenting the experiments, has not been

fully realized by the scientists. The reason is not known to us;
however, we are interested to understand the functionality and
usability of this software for the future use.

IV. METHOD

This section describes how we extracted terms from the
guidelines and how the resulting vocabulary was evaluated
in the food chemistry domain. We should indicate that the
“quality” of the vocabulary is determined by the degree to
which it assists scientists in the considered domain to cre-
ate reproducible method descriptions in an efficient manner.
However, the first measure for the quality is the extent to
which the terms contained in the vocabulary occur and convey
the intended meaning in published method descriptions. We
explicitly do not use the “method sections” as sources for
the creation of vocabulary, but only for the evaluation of
our vocabulary in the domain of Food Chemistry. This is to
guarantee the independence of our method from the specific
set of method sections we selected. The MIAPE-CC is our
starting point for creating a vocabulary in the considered
domain [16]. Table I presents the seven categories, each rep-
resenting an essential part of an experimental setup. It covers
a column chromatography experiment from the selection and
configuration of a column, through the selection of a suitable
mobile phase and verification of the relevant performance
characteristics, to the collection of fractions and associated
detector readings. We manually extracted the main concepts

TABLE I. The MIAPE-CC CLASSIFICATION

MIAPE-CC CLASSIFICATION
Class Description
global descriptors All the general information about the experiment, such as

the date on which the work described was initiated and etc
sample Description of the source, such as means of collection,

volume, concentration or previous step of processing.
equipment Description about the type of column and the chromatogra-

phy system that are being used.
mobile phase The mobile phase is the phase that moves in a definite

direction. It may be a liquid, or a gas (GC), or a super
critical fluid.

column run process The total time of the column run with appropriate units.
pre and post run
process

a description of the purpose of the process, such as equilibra-
tion, calibration or washing (this may be part of the column
run, as one step or as preconditioning of the column prior
to use).

column output a description about the output that is selected for detection
and/or fraction.

from the guideline. In total, 83 terms were extracted. Table II
provides an example of the main categories and the associated
terms. In the next step we measured the occurrence of the

TABLE II. EXAMPLE TERMS EXTRACTED FROM MIAPE-CC

general description equipment sample mobile phase
date stamp column name name
responsible person type volume constituent
contact manufacturer concentration concentration
affiliation dimension molecular mass pH

extracted terms in the material and method sections. The
library of Wageningen University (The Netherlands) kindly
provided us a list of articles from laboratory of food chemistry
that cover five predefined criteria.

• the journal that cover topics related to food chemistry,
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• the journal that do not have MIAPE-CC module as
reporting guidelines requirement,

• articles submitted by researchers from Wageningen
University,

• articles that are published in the time range from 2000
to 2014,

• articles that use column chromatography as a purifi-
cation technique.

We deliberately excluded journals that explicitly require the
compliance to the MIAPE-CC, since they might give a too
positive impression of the use of terms from the guideline. We
selected authors from Wageningen University as participants of
the test group in our study. From 28 journals in total, special-
ized in food chemistry, 62 articles were retrieved. From these
articles, we extracted the “Material and Method” sections –
sometimes entitled “Experimental Method”. Since the articles
were retrieved in PDF format, we used Apache PDFBox [17] to
parse and extract the method segments and stored them in plain
text format. We created a CSV file including the title and the
articles’ DOIs. The collected method descriptions were marked
as relevant by an expert from food chemistry domain. This set
of method sections forms our corpus to evaluate the use of
MIAPE-CC vocabulary. By counting how frequent each term
occurs in the corpus, we can see how well the terminology
required by MIAPE-CC is used by scientists. We used two
packages from the RStudio toolbox for this experiment. The
“tm” package was used to create the corpus and to pre-process
the textual corpus. To have a more accurate mapping we
transformed all tokens to the lower case. To prevent getting
wrong mappings to commonly used words, we removed all
stop words from our corpus [18]. The “qdap” package designed
for quantitative discourse analysis was used to create a function
– “termco” – to conduct the string mapping from our terms
to the tokens [19]. The data and code are accessible through
the Github (https://github.com/denatahvildari/MIAPE.git). The
folder contains files related to the MIAPE-CC guideline, the
developed vocabulary, the selected publications, and the R code
used for the term occurrence experiment.

V. RESULT

The word occurrence measurement showed that from 83
terms in the vocabulary, 40 terms never occurred in any of
the method description sections (48%). The 43 remaining
terms occurred at least in one method section (51%). Table III
provides the detailed results of the term occurrence experiment.
The concept equipment contains 24 terms and it represents
information about the product details for column, physical
characteristics of column, and the chromatography system used
for separation. From this class, 91% of the terms are not
identifiable. Another interesting result is related to the concept
’column output’. Outputs of a run process are ’fraction’ and
’detection’. Consider ’fraction’ as an example. Descriptions
about the start time and end time of fractionating process, and
the size of fraction are essential information in this category.
We observed that 55% of terms representing this concepts are
not detected by our method. In the next section we discuss our
observations and possible explanations for this result.

VI. DISCUSSION

To gain some insight about this result, we consulted a
domain expert and qualitatively analysed the data by inspect-

TABLE III. TERM OCCURRENCE PER CATEGORY

Class Never occurred terms Occurred terms
General descriptor 4 1

Sample 9 8
Equipment 22 2

Mobile Phase 0 2
Column Run 0 5

Pre and Post Run processes 2 6
Column output 13 9

ing the selected method sections. Our goal was not to find
additional terms, but to identify generic patterns that explain
the above results. We provide some explanations for these
results. Only one term related to the MIAPE-CC category
“general descriptors” occurred. The reason is that information
about the name, contact, the date that the experiment was
conducted, and the institutional role of the experimenter are
not usually included in the “material and method” sections of
publications. Information about the date is mostly documented
in the scientists’ laboratory notebooks. In the present model
for publishing an article, this information can be found in the
header along with the title of the paper. Authors do not see the
necessity to report it in the method sections. This is common
practice. The present underlying assumption is that this type
of information is not assumed to be part of the experimental
conditions needed for reproducibility.

General information about samples and equipment such
as name, manufacturer, model, and type is not detected by
our method. The reason is that authors do not use the top
level class terminology such as “manufacturer” to report the
provenance of their experimental materials or equipment.
They simply mention the name of the manufacturer. For
example, consider the following sentence:

“Branched sugar arabinon was obtained from British
Sugar – Mcleary.”

With our method, we searched for the term “manufacturer”
and did not notice the fact that the British Sugar is an instance
of the class ‘manufacturer’.

Information about the mobile and stationary phases is
crucial for describing a column chromatography experiment.
However, the occurrence of these terms was not frequent in
the selected 62 publications. As it is observed, the authors
use synonyms when referring to the mobile phase, such as
“solution”, “eluent” and “solvent”. For the same reason as
described in the second observation, authors only mention the
name of the mobile phase; for example, “solution (A): Water
and solution (B): (ACN) Acetonitrile, Methyl cyanide”. The
term stationary phase was not frequently used. The stationary
phase is the substance fixed in place for the chromatography
procedure. In HPLC chromatography, the stationary phase is
the same as the column and packing materials.

Terms representing the physical characteristics of the col-
umn were mentioned using abbreviations. For example, the
inner diameter of the column is presented as “ID”.

Information about the run processes are mostly mentioned
along with information related to the column. In the MIAPE-
CC model these concepts are categorised in separated classes.
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The MIAPE-CC model indicates that for describing the
column output, authors should mention the description about
the detector that is used and how the fractionating procedure
was done, if the experiment has gone through iterations. We
could identify the detection equipment and some of the related
terms such as the “wavelength”. However, the term “trace”
never occurred. The reason is that a ’trace’ is being used for
a specific type of a detector which is called “PDA”. In our
selected publications this type of detector was never used.

VII. CONCLUSION AND FUTURE WORK

In this paper, we argue that the reproducibility of an
experimental method description is indebted to the existence
of minimum information about that experiment. The minimum
information guidelines specify all the details of an experiment
such as materials, instruments, units of measure, characteristics
of the column run processes and the possible deviations
from the protocol. However, they are not highly adopted by
researchers. This is partly because of the natural language
nature of these guidelines, which does not allow for any
computational support. This means that for reporting an HPLC
experiment, a researcher still needs to follow extensive instruc-
tions and check too many lines to know which information
is essential for describing a column run process. We believe
that the existence of formal representations of these guidelines
could improve their usage. We envision that if the vocabulary
is applied in a software tool that scientists use on a daily basis,
the transparency of the laboratory reports and consequently the
reproducibility of the method can improve.

We investigated the MIAPE-CC guideline for reporting a
column chromatography experiment and identified the main
concepts and the associated terms. We evaluated its use in
our domain of interest, which is food chemistry. Through an
experiment we measured the occurrence of 83 terms from 7
categories in 62 method sections of published papers. The
results indicate that half of the terms occurred at least in
one of the descriptions. We mention that these results are
not self-descriptive – meaning that the occurrence of terms
does not guarantee the correct use of them, and also the
absence of terms does not necessarily manifest the quality
of the report. We realized this through a qualitative analysis
and by consulting the domain experts. We learned that
the our present method does not recognize the synonyms,
abbreviations, instances and the existing relations. This is
caused by the limitations in the model. Our analysis give a
clear indication how to extend the vocabulary. With respect
to its ultimate use, the present vocabulary is also limited
in the sense that it does not present any semantic relations.
These relations are needed when providing suggestions on
missing information to authors when creating method sections
or laboratory reports. We conclude that MIAPE is a good
starting point for creating the required vocabulary, but it
needs to be further elaborated. We should also mention that
the sample size of the method description sections seems
small (N=62), as some of the reviewers kindly pointed out,
therefore results might not be conclusive. We take this remark
into consideration for the next measurements. Nevertheless
we see that even this small sample provided useful insight.
The next step is to extend the vocabulary. For this, we use
the Rapid Ontology Creation (ROC+) method. This tool is
designed to be used by the domain experts, who do not have

expertise in knowledge engineering. The method consists of
two sessions, in which domain experts come together and
jointly discuss, document and agree upon relevant terms and
relations in their domain [20]. Moreover, we are looking into
additional statistical methods to evaluate the mapping between
the vocabulary and the method sections.
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Abstract – There has been little research on information 

systems in Iranian companies, and this paper helps to address 

this by examining the implementation and functioning of 

integrated software solutions in two small to medium sized 

enterprises in Iran. This is of particular interest now that the 

sanctions on trade with Iran have been removed, which will 

inevitably lead to increased sales opportunities for western 

technology companies in the country. This study uses a process 

mapping and systems profiling approach to establish the 

current status of software implementation in these 

manufacturing companies. It investigates the underlying 

information systems strategy and examines how this has been 

implemented in the core process areas of these companies. The 

outcome of these major systems projects is assessed, and 

comparisons are drawn between these Iranian based “Total 

Systems” software products and similar products more widely 

available in the developed world. 

Keywords – Enterprise Resource Planning; Total Systems; 

Iranian SMEs; information systems; ERP; process change; IS 

strategy.   

I.  INTRODUCTION  

The first Enterprise Resource Planning (ERP) software 
packages came to the market in the 1980s, and have been 
widely implemented in the developed world, particularly by 
large corporations. Since the turn of the century, there has 
been an increase in the use of these integrated software 
systems by small to medium sized enterprises (SMEs) in the 
developed world [1]. This has been paralleled – part cause, 
part effect – by an increase in the number of ERP vendors 
specifically geared to the requirements and budgets of SMEs. 
In the developing world, the uptake of these new systems has 
been slower, for a number of reasons, including the lack of 
the human and financial resources needed for such projects, 
and the non-availability of sales and support offices for many 
of the main ERP vendors in developing world countries. 
Nevertheless, the use of ERP packages in developing world 
countries has accelerated in recent years, but the current 
literature suggests that there have been both significant 
failures [2] as well as successes [3].  

One interesting development in Iran has been the 

emergence of integrated software solutions developed in the 

country, by and large for the home business market (Table 

1). These are sometimes called “Total Systems,” being 

produced and sold by Iranian software companies. The term 

“ERP” is also used, but these products are usually more 

customizable than western based ERP products to specific 

user requirements, and are also available in both the Parsi 

language, as well as English. The sanctions on trade with 

the West have further encouraged Iranian companies to look 

inside their country for integrated software solutions. This 

 

 

 

BEHKO http://www.behko.com/?page_id=96 

GREEN/ 
GALAX 

http://www.greendataware.com/about/hi
story/ 

PARS 
ROYAL 

http://parsroyal.net/products 

MEDAR 
GOSTARESH 

http://www.itorbit.net/ 

HAMKARAN 
SYSTEM 

http://www.systemgroup.net/products/%
D8%B1%D8%A7%D9%87%DA%A9%D8
%A7%D8%B1-
%D8%AF%D9%88%D9%84%D8%AA 

RAYDANA 
SYSTEM 

http://www.danabarcode.com/ 

EADEGOSTAR http://ideagostarco.net/Page/About 

EADEPARDA 
ZAN 

http://www.eadepardazan.com/pages/ltr
/LTRDefault.aspx?pid=2&lang=2 

RAYVARZ https://rayvarz.com/about-us 

FARAGOSTAR http://www.faragostar.net/automation/ 

PARNIAN 
PARDAZESH 
PARS 

http://www.parnianportal.com/OA/Pages
/Home.aspx 

BARID 
SAMANEYE 
NOVIN 

http://www.baridsoft.ir/products/integra
ted-approach/office-automation 

 

article examines the implementation of two such packages 

in Iranian SMEs and discusses the underlying information 

systems (IS) strategy. 
This introductory section is followed in Section II by a 

discussion of the background to this paper. In Section III, a 

TABLE I. HOME GROWN TOTAL SYSTEMS PACKAGES IN IRAN 
(INDICATING VENDOR WEB ADDRESSES) 
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brief description of the case study methodology used in this 
research is given. The final two sections – Sections IV and V 
- focus on the case study findings and analysis.  

II. BACKGROUND 

ERP is a modular but integrated software system which 
automates business processes, shares common data, and 
produces and accesses information in a real time 
environment [4]. ERP software can be implemented in 
stages, module by module, and therefore be used to integrate 
previously isolated IT systems and functional departments 
within a company. ERP is also viewed by some researchers  
[5] [6] as a fundamental method for achieving best practice 
within business operations – the implementation of an ERP 
package requiring the application of certain disciplines 
within main business processes. As Koch has noted, “ERP 
attempts to integrate all departments and functions across a 
company on to a single computer system that can serve all 
those departments’ particular needs” [4]. According to 
Turban et al. [7], ERP not only provides business discipline, 
it also allows the alignment of IT deployment with overall 
business strategy and business goals. Implementing ERP 
thus may also require change in core processes, often termed 
business process reengineering or “BPR” [8].    

There remain divergences of opinion regarding the 
suitability of systems developed in the Western world in a 
developing world context. When discussing IS in the 
developing world, Gomez and Pather [9] observe that there 
is a lack of literature and evaluation studies, and the World 
Bank view that “analysts and decision makers are still 
struggling to make sense of the mixed experience of 
information technologies in developing countries” is 
highlighted by other authors [10]. In spite of uncertainty and 
failure in the adoption of information systems (IS), the 
overall deployment of ERP and IS in general is increasing in 
the developing world.   

Increasing professional skills and training is viewed as a 
key element for successful IS project delivery by 
Noudoosbeni et al. [11], who argue that lack of planning and 
management as well as inadequate training led to IS project 
failure in Malaysian companies. Research of companies in 
Iran [12] [13] [14]  highlight a range of issues that have 
hampered IS deployment in general in the country - lack of 
managerial skills, low IT maturity, poor training, poor 
internet access, governmental policies, and poor business 
planning; but there is very little literature on the more 
specific issues faced  by  SMEs  attempting  to  implement  
ERP  software.  Other researchers [15] [16] suggest that the 
lack of human capability and economic conditions in 
developing countries lead to IS failure and prevent overall 
economic growth. There nevertheless appears to be a 
significant market for ERP software in SMEs in the 
developing world. The studies of Dezar and Ainin [17] and 
Arabi et al. [18] indicate that 90% of businesses in 
developing countries are SMEs; but adoption of ERP 
systems by SMEs in developing countries is a new activity, 
in part due to the high expense and technical complexity of 
such systems. 

Iran is an interesting example of the potential of ERP 
systems in a developing world country. Talebi [19] reports 
that the great majority of businesses in Iran are micro, small 
and medium-sized enterprises. According to Molanezhad 
[20], the majority of SMEs in Iran are in the manufacturing 
sector. He also suggests that due to the location of Iran in the 
Middle East, its access to Russia, Europe and Asia, and its 
considerable market size, ERP systems have significant 
potential in supporting Iranian SMEs grow their business and 
increase their employment. This potential has been 
reinforced by the recent international agreement on nuclear 
development in Iran, and the subsequent opening up of 
trading with the West. Hakim and Hakim [21] assert that 
“IT, as a new industry in Iran, has not found its rightful place 
within organizations, as the managers are still adamant and 
adhere to the traditional management systems, and show 
resistance to the required organizational and infrastructural 
changes”.  

Research by Heeks [22] suggests there are several main 
elements of change that are important in implementing new 
IS in developing world environments. He identified people, 
process, structure and technology as key dimensions of what 
he termed the “design-actuality gap”. Heeks’ model can be 
used in various business change contexts, and in this paper it 
is used to support the analysis of the implementation of the 
integrated software systems in the two case study companies. 
Other authors [23] have adopted a similar approach in 
looking at structures that are embedded in both packages and 
organisations in trying to assess the reasons for 
misalignments between IS strategy and the overarching 
business strategy of the organisation.   

The process mapping technique can help the researcher 
assess systems deployment at process level. It generates a 
sequence of maps that are used in identifying the information 
systems that are used in defined business areas. While 
process mapping is used as a framework to identify the 
business processes and sub-processes, it can also be used as a 
point of reference for assessing the functionality of the 
information systems themselves. This “systems profiling” 
encompasses a review and assessment of functionality, 
reporting capabilities, user interface and soundness of the 
underlying technology [24].  

Within this context, and in accordance with the research 
aims and objectives given above, this research addresses the 
following questions: 

1. What is the nature of the Iranian Total Systems 

products and do they parallel the modular 

structure typical of their western ERP 

counterparts?  

2. How successful has the implementation of these 

products been in supporting the growth of 

selected case study companies? 

III. RESEARCH METHOD 

The case study is a widely used research method within 
business research. Bryman and Bell [25] argue that the case 
study is particularly appropriate to be used in combination 
with a qualitative research method, allowing detailed and 
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intensive research activity, usually in combination with an 
inductive approach as regards the relationship between 
theory and research. The case study is also appropriate for a 
combination of qualitative methods, which is of particular 
relevance to this study of information systems in two SMEs, 
where mapping and profiling techniques are combined with 
questionnaire and interview material.  Saunders, Lewis and 
Thornhill [26] argue that case studies are of particular value 
for explanatory or exploratory investigation, such as that 
pursued in this research. 

The case studies under investigation are manufacturing 
SMEs in Iran. This paper reports on the initial findings from 
two case studies, but additional cases are currently being 
researched, which will allow stronger conclusions to be 
drawn in due course. Aliases are used because of 
confidentiality issues. The first case study is the Isfahan Bus 
Company, which was founded in 1985 as a family business 
in Najafabad in Isfahan province. The company designs, 
manufactures and sells a range of buses, vans and spare parts 
and currently employs 350 staff. The second case study is 
Electronic Transmission Systems, a company employing 160 
staff which was founded in 1978, and is another family 
business in the Isfahan province. The company designs, 
manufactures and distributes electronic vehicles, E-bikes, 
differential transmission systems (for Pride, Nissan Jounior 
and Tiba engines), and pinion and gear differential systems 
and parts.  

Data collection to date has been achieved through 

questionnaires, interviews, and documentary evidence. Yin 

[27] suggests that the utilisation of multiple sources of 

evidence is one way of increasing the construct validity of 

case studies. A detailed structured questionnaire was filled 

in by two respondents in one case study and three in the 

second company and follow-up interviews have been 

conducted with the questionnaire respondents. The job roles 

of these respondents were: 

Isfahan Bus Company 

 Head of IT: he was heavily involved in supporting 

main departments in specifying their requirements and in 

package selection. In implementation phase, he had regular 

meetings with department heads to progress check and make 

sure they understood the implementation process. 

 Head of quality control and engineering: he was on 

the steering group that was responsible for selecting and 

implementing the Total Systems solution. As main user and 

responsible for overall project quality, he represented 

individual departmental needs, and met with the head of IT 

regularly.  

 Head of commercial department: he worked 

closely with the head of IT in the selection and 

implementation processes, identifying and planning training 

for most of the staff.  

Electronic Transmission Systems 

 Head of IT: he was involved in selecting the Total 

Systems package, but all main decisions were made by the 

company director 

 Head of human resources: he was not involved in 

the software selection process but has played an important 

role in post implementation in reviewing and proposing 

training needs for new systems users. 

 The questionnaire responses and follow-up interviews 

have clarified the processes and sub-processes that are 

central to the companies’ business operations, and allowed a 

mapping of current technology deployment in each process 

area. More specifically, the topics included in the 

questionnaire can be categorised as follows: 

a) Company information: basic company data, company 

profile, size, operations and other general 

information.  

b) Company processes: the company’s main business 

processes and also the secondary processes (sub-

processes within each main process area).  

c) Information systems: the deployment of information 

systems and the underpinning technical architecture.   

d) Current systems status: the functionality of the main 

information systems and general satisfaction levels in 

different departments that use them.   

e) Problems and challenges: key problems or issues, 

both from a technical perspective and from the point 

of view of the end user; integration and interfacing of 

systems, report quality, systems performance.   

Questionnaires and interviews were conducted in Parsi 

and have been translated into English.  

IV. CASE STUDY FINDINGS 

This section will apply process mapping and systems 
profiling to the two manufacturing SMEs in Iran. 
 
Case Study 1: The Isfahan Bus Company (IBC)  

IBC has six major top level business processes and a 
number of sub-processes. These are briefly outlined below, 
along with the information systems which currently support 
them (Figure 1).  

The manufacturing process comprises three sub- 
processes: production planning and production, quality 
control, and engineering. Production planning is automated 
via the materials requirements planning (MRP) module of 
the BEHKO system. This systems module assesses the 
requirements for production against current company stock 
and suggests replenishment works orders for the appropriate 
dates and quantities to meet production requirements. The 
system takes account of current stock levels, outstanding 
orders, and minimum purchase order quantities. It will 
suggest a schedule of what should be made and when, what 
should be purchased and when, and current and future 
loading of production lines, by resource by week.  This sub-
process includes the bill of materials (BOM) function. When 
the MRP module receives an order, it will also create a list of 
required components to make that order. The MRP module 
also has additional forward planning functionality. It has the 
capability to plan requirements for meeting new orders and 
rescheduling existing orders. 
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In contrast, the quality control and engineering sub-
processes are only partly automated. These sub-processes are 
supported by Microsoft Excel and Access to monitor, store 
and report upon key events and stock transactions. These 
include inspection and testing records, and inventory 
transactions for engineering parts.  

The sales and marketing process is also supported by the 
BEHKO system. There are two sub-processes – sales 
management and marketing management, supported, 
respectively, by the BEHKO sales management module (that 
encompasses customer records, sales orders, price lists and 
quotation functions) and the BEHKO customer relationship 
management (CRM) module.  

A customer record includes customer details, customer 
status, and customer discounts, and is linked to the sales 
ledger which shows outstanding invoices and displays these 
along with other real time data from BEHKO so that sales  

 

 

and purchasing staff have a total up-to-date view of pertinent 
financial data for each customer. The sales order function 
allows the entry and editing of sales order information and 
the generation of sales reports. The quotation function allows 
the processing of requested quotes for business and the 
generation of quotation reports to send to customers.  The 
BEHKO CRM module provides the systems functionality to 
manage and report upon sales contacts, prospects, existing 
customers and suppliers, in support of improved customer 
service and better information availability across the internal 
customer facing processes. 

The purchasing and procurement process centres on 
purchasing management and related operations. Purchasing 
management is supported by the BEHKO purchasing 
module, which provides a full range of purchasing functions. 
After the MRP module calculates requirements to fulfill a 
works order, a purchase requisition is generated 
electronically to be accessed by the purchasing department 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Manufacturing  

 Production planning and production (G: 

BEHKO  MRP and production module)  

 Quality control ( A: Access/ Excel) 

 Engineering ( A: Access/ Excel) 

 

 

 

Sales and Marketing 

Sales Management (G: BEHKO 

Commercial module)  

Marketing Management (G: BEHKO 

CRM module)  

 

Purchasing and Procurement 

 Purchase Management 

(G: BEHKO purchase 

module)  

 

Financial Management 

 Finance management 

 (G: BEHKO Finance 

& accounting module)  

 

 

   

  

Logistics and distribution 

 Inventory 

management (G: 

BEHKO Inventory 

module)  

 Primary distribution 

and after sales 

service 

(A: SEVEN off the 

shelf package) 

 Agency distribution 

(R: Manual/ 

spreadsheets) 
Human Resource management 

 Personnel management 

(G: BEHKO HR module)  

 Training (R: Manual) 

 Health and safety 

 (R: Manual)  

 

Key  

 

G (Green) indicates a system that is effective and strategically sound 

A (Amber) indicates a system that may need replacement 

R (Red) indicates a system that is defective and needs replacing  

Figure 1. Main Business Processes and IS profiling at IBC 
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and processed as a purchase order on the system; copies are 
also made available electronically to the finance department. 
The BEHKO purchasing module generates unique supplier 
reference codes and provides purchase reports for each 
supplier. It also has the capability to assess suppliers’ credit 
worthiness and overall supply performance, and also attach 
picture, voice or any other document to supplier files.  

The financial management process is again supported by 
a BEHKO systems module – the finance and accounting 
module. This system reports the current sales order book 
(accounts receivable), purchase order book, outstanding 
purchase invoices and staff payments (accounts payable), 
alongside the company general ledger and cash management 
transactions. This system assesses current outstanding sales 
orders to raise sales invoice to customers, and matches goods 
received notes against purchase orders and purchase 
invoices. The module defines the financial period start and  

 
 
 

 
 
end dates and can accommodate a variety of foreign 
currencies and exchange rates. 

The logistics and distribution process has three sub- 
processes - inventory management, primary distribution and 
aftersales services, and agency distribution. Inventory 

management is automated via the BEHKO stock control 
system. The primary distribution and aftersales services sub-
process manages customers’ orders to ensure customer 
delivery and post sales service. It is supported by an off the 
shelf after sales information systems package called SEVEN.   
The agency distribution sub-process involves the sale of 
spare parts for buses and other vehicles via company 
agencies located in different cities in Iran. This process is 
partly manual and partly automated by use of spreadsheets.  

The human resource (HR) management process can be 
subdivided into three main sub-processes: personnel   
management handles employee records (including payment, 
staff absence and leave, and timesheet recording) and this is 
centrally managed and automated using the BEHKO HR 
systems module. There are also the staff training and health 
and safety sub- processes, which are mainly manual. 

The information system strategy adopted at IBC has been 
to implement modules of the BEHKO total system in the 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

core process areas of the business, some of which have been 
customized to meet the specific requirements of the 
company. BEHKO is an Iranian software company, and its 
selection was based on functionality, language – it uses both 
Parsi and English – and easy access for systems support and 

External distributor 

systems  

 

Training 

Health & Safety  

Quality control  

Primary distribution & 

after sales services 

                                                        

                                                 BEHKO systems modules  

 
                                                 Manual System 

 

                                                 Off the shelf IS and in- house system developed in Excel/ Access 
                                           

                                                      File exchange  

 

Sales management 

Marketing management  

Finance and accounting 

management 

 

Personnel management  

Production planning & 

production 

Inventory management  

Purchase management  

Engineering 

Figure 2. Systems Interfaces at IBC 
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upgrade. IBC pursued a phased implementation to enable a 
careful phasing out of previous systems and a managed 
exchange of data between old and new systems. In addition, 
it allowed staff to adapt to the changes in systems and 
procedures in an orderly and controlled manner. Many 
modules were customised based on requested requirements 
specified by senior management in each process area. In all, 
it took three years to implement the system, but even now 
some sub-processes are still manual or are supported by 
using spreadsheets and semi-automated file exchanges 
(Figure 2).  
    Although the BEHKO system modules are well integrated, 
there is no effective integration with the stand alone SEVEN 
system, or with the MS Excel and MS Access applications. 
The BEHKO system is developed in C++ and uses the SQL 
database and is administered by senior managers who have 
access to all system generated reports and invoices. These 
reports include key business performance information, 

 

 
 

providing an overview of all sales, purchases, stock levels, 
financial data and staff reports. 

The current IS strategy at IBC was adopted in 2008 in 
support of the company’s business strategy to expand 
production and drive up bottom-line company profit. The 
strategy was a formal decision made by a committee 

comprising selected managers from across all departments - 
commercial, finance, production, engineering, quality 
control, and the IT manager. Previous systems were a mix of 
off the shelf packages and end-user applications. The initial 
focus was to be on the in the logistics and distribution 
process area, to establish consistent inventory product codes 
and simplify and standardise product information for both 
internal processes and also for customer facing sales and 
marketing departments. After a successful six month parallel 
run of old and new systems in this area in 2008, the BEHKO 
systems modules were introduced in stages, completing in 
2012. The software vendor continues to provide support and 
upgrades, IBC is now planning a major upgrade to the 
BEHKO ERP product in 2017. This package includes 
improved functionality which should allow the replacement 
of the SEVEN package and other standalone applications. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

Case Study 2: Electronic Transmission Systems (ETS) 
Initial process mapping suggests there are six top level 

business processes, and each process has several sub-
processes. The processes are depicted in Figure 3, along with 
the information systems which currently support these 
business processes.   

Manufacturing  

Quality control (G: Green Galax QC module) 

Production planning (G: Green Galax MRP 

module) 

 Production and assembly (G: Green Galax 

production module) 

 

 

 

Commercial Management  

Customer management (G: Green Galax 

commercial module) 

Supplier management (G: Green Galax 

commercial module) 

 

Financial Management 

 Accounting management 

(G: Green Galax Financial 

module 

 General ledger and assets 

G: Green Galax Financial 

module 

  

 

   

  

HR Management 

 Personnel 

management 

(R: Manual) 

 

Key 

 

G (Green) indicates a system that is effective and strategically sound 

A (Amber) indicates a system that may need replacement 

R (Red) indicates a system that is defective and needs replacing  

Product Design 
(A: off the shelf 

software)   

 

Inventory Management 

 (A: EXCEL 

spreadsheet) 

 

Figure 3. Main Business Processes and IS profiling at ETS 
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The manufacturing process comprises three sub- 
processes: quality control, production planning, and 
production and assembly. The quality control sub-process 
encompasses the inspection of both purchased and 
manufactured parts and products, and the recording and 
monitoring of test results. The GREEN/GALAX quality 
control module records and manages all data associated with 
product sampling, testing and results recording and 
reporting. Security aspects are supported by systems controls 
on access, allowing only staff with the required skills and 
competence levels to undertake inspection testing.  

The production planning sub-process is automated with 
the GREEN/GALAX materials requirements planning 
(MRP) module, which determines the quantity and timing of 
component purchases. MRP stores the bills of materials and 
explodes these into requirements, based on received orders, 
and will then compare the demands to available company 
stock to generate necessary procurement requirements. The 

 

 
 

 
production and assembly sub-process encompasses 
production control and final inspection operations. The 
GREEN/GALAX production module also provides time 
estimates for parts delivery at production line and for final 
inspection of finished products. The production team can 
attach drawings of product designs and technical 
specifications to job sheet records.  

The inventory management process covers stock control 
and is partly automated with MS Excel spreadsheets 

monitoring manufactured and component products in and out 
of the stockrooms. The product design process is automated 
with a range of off the shelf design and planning software 
packages, including Catia V5R18, MSC Super Forge, Master 
CAM 9.0, Autodesk Mechanical desktop 2007, Power Mill 
6.0, Primavera Project planner, MS project 2007, and 
Minitab 13.0.  This process encompasses the design and 
drawing of company products based on received orders and 
customer specifications.  

The commercial management process has two sub- 
processes - customer management and supplier management 
– and both are supported by the GREEN/GALAX 
commercial management module. This module supports the 
categorization and management of both customers and 
suppliers, and recording of relevant details. The financial 
management process is similarly supported by a GREEN/ 
GALAX module. There are two sub-processes: accounts 
management, and general ledger and asset management. The 
system manages financial activities, financial figures and 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

reports and invoices; it contains the ledgers for sales and 
purchase transactions, and records company assets, 
liabilities, owners' equity, revenue, and expenses.  

The human resource management process covers 
personnel management, including employee records, staff 
absence and leave, and timesheets. The process is mainly 
manual. Employees have their own identity and attendance 
card, which are checked and monitored by security guards at 

MRP  

Production module 

Accounting management 

General ledger and assets 

  

Supply Management Module 

Customer Management Module  

Quality Control management  

HR 

Product design  

                                          Green/Galax system modules 
 

                                          

                                            Manual operations 
 

                                         Other off the shelf packaged software/MS Excel applications  

 
                                             File exchange link 

Inventory  

Figure 4. Systems Interfaces at ETS 
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the company entrance.  Annual leave is also authorised and 
recorded by a manual, paper-based system. 

The information system strategy adopted at ETS is based 
on the GREEN/GALAX Total Systems package, combined 
with point solutions developed in MS Excel. The choice of 
the main software system again was influenced by the fact 
that it was available in the Parsi language and there was easy 
access to software support and technical advisors.  

The current IS strategy was adopted in 2014 and was a 
formal decision made by the IT manager in conjunction with 
the company director. Modules of the GREEN/GALAX 
were implemented simultaneously in core business functions. 
Unfortunately, training was poor and insufficient and there 
have been significant user issues with some departments 
reverting to previous semi-manual processes. There also 
remain a number of file exchange operations whereby data is 
extracted from the GREEN/GALAX system and input into 
standalone applications for inventory management and 
product design (see Figure 4). In 2015, external consultants 
were engaged to review the status of the ERP project and 
specifically to provide training and user support. Despite this 
initiative, there remain significant issues to address. The 
implementation of new modules has not been adequately 
coordinated with changes in people capability. The HR 
system needs to be automated and integrated with finance 
and the accounting department to prevent duplication and 
data inconsistencies in payroll. Similarly, the inventory 
management module of the GREEN/GALAX system needs 
to be ushered in to provide consistent product codes and 
enhance the capability and functionality of company 
business activities. The company needs to address the 
training issue to encourage and support staff in using all of 
the available functions in the new system.   

V. CONCLUDING REMARKS 

    The current information system strategies at both IBC and 
ETS have some similarities. Both companies elected to adopt 
a Total Systems package, from Iranian based software 
suppliers, to provide the benefits of integrated systems and 
consistent management information to support company 
growth aspirations. In both companies, however, some of the 
old legacy systems remain in some core process areas, and 
these should be replaced in the near future with appropriate 
Total Systems modules. 
    There were significant differences between the two 
companies’ strategy implementation approaches. At IBC, the 
strategy development and its implementation was agreed to, 
and guided by, a cross-departmental steering group that 
carefully managed a staged implementation, providing the 
necessary training and support for end-users. At ETS, the 
package selection process was more the result of discussions 
between the IT manager and the company director, and 
lacked cross-company involvement and support. 
Implementation was simultaneous in most process areas, 
increasing the risk of systems problems and data issues. This 
was compounded by the absence of adequate training and 
support for end-users, which left the project in a parlous 
state. Only recently has the engagement of third party 

support helped to provide much needed training and bed in 
the new systems modules. 
    This initial analysis reinforces the findings of Heeks [22] 
and other recent studies [28][29] that suggest large scale  
technology implementation, even in SMEs, must be 
accompanied by appropriate process improvement and an 
upgrade in people skills to accommodate the new ways of 
working that are often introduced with new systems 
modules. At IBC, where a cross-departmental steering group 
guided and controlled the project, this was largely achieved; 
but at ETS, the lack of a similar project management 
capability constituted a major risk to successful project 
outcomes, which is only now being adequately addressed. 
    The research outcomes also provide some interesting 
insights into the ERP market in Iran, where, with 
international sanctions now lifted, the opportunities for 
western based ERP vendors are likely to be enhanced. 
However, the home-grown Total Systems packages, which 
exhibit a similar modular structure to the ERP packages used 
in the West, have an established user base which is likely to 
grow, in the short-term at least, given the benefits of 
customisation and bi-lingual operation that most of these 
packages offer. Nevertheless, the research to date is just a 
“snapshot” of the current situation and recent history in two 
small manufacturing SMEs and it is unwise to make broader 
generalisations from just these two cases. To address this 
limitation, other company case studies are now being 
undertaken, and it is expected that this will allow the 
development of an implementation model for ERP products 
in the specific environment of Iranian manufacturing SMEs, 
that will be useable in future systems projects in the country. 
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Abstract— Content Management refers to the process of
gaining control over the creation and distribution of
information and functionality. Although there are several
content management systems available they often fail in
addressing the context specific needs of end-users. To enable
more task specific and personalized support we present a
semantic content management solution developed for the
domain of urban resilience. The introduced semantic layer is
built on top of an existing content management system and by
utilizing domain specific annotation and categorization it
facilitates the management of heterogeneous and large content
repository. In addition, the enhanced semantic intelligence
allows better understanding of content items, linkages between
unstructured information and tools, and provides more
sophisticated answers to users’ various needs.

Keywords- content management; semantic technologies;
heterogeneous data repository

I. INTRODUCTION

The field of Content Management (CM) refers to the
process of gaining control over the creation and distribution
of information and functionality. Concisely, an effective
Content Management System (CMS) aims at getting the
right information to the right people in the right way. Usually
CM is divided into three main phases namely collecting,
managing, and publishing of content. The collection phase
encompasses the creating or acquiring information from an
existing source. This is then aggregated into a CMS by
editing it, segmenting it into components, and adding
appropriate metadata. The managing phase includes creating
a repository that consists of database containing content
components and administrative data (data on the system’s
users, for example). Finally, in the publishing stage the
content is made available for the target audience by
extracting components out of the repository and releasing the
content for use in the most appropriate way. [1]

Currently, there are several commercial and open-source
technologies available that are applied to address different
content management needs across various industries
including healthcare [12], and education [15], for example.
However, the standard versions of the existing solutions are
not always capable of supporting end-users in their specified
context to reach their particular goals in an effective,
efficient and satisfactory way [2]. For instance, the included
content retrieval mechanisms are often implemented using

traditional keyword based search engines that are not adapted
to serve any task specific needs [3][4][5].

One of the main issues to be resolved is how to convert
existing and new content that can be understood by humans
into semantically-enriched content that can be understood by
machines [6]. The human-readable and unstructured content
is usually difficult to automatically process, relate and
categorize, which hinders the ability to extract value from it
[7]. Additionally, it results in the restriction of development
of more intelligent search mechanisms [6]. To address some
of the above described deficiencies, semantic technologies
are being increasingly used in CM. In particular, the
utilization of domain specific vocabularies and taxonomies
in content analysis enables accurate extraction of meaningful
information, and supports task-specific browsing and
retrieval requirements compared to traditional approaches
[6]. Furthermore, semantic technologies facilitate creating
machine-readable content metadata descriptions, which
allows, for example, software agents to automatically
accomplish complex tasks using that data. Moreover,
semantically enhanced metadata helps search engines to
better understand what they are indexing and providing more
accurate results to the users [9].

The HARMONISE platform, developed in the FP7 EU
HARMONISE [17] project is a domain specific CMS that
provides information and tools for security-driven urban
resilience in large-scale infrastructure offering a holistic
view to urban resilience. A database contained by the system
manages an extensive set of heterogeneous material that
comes in different forms including tools, design guidance
and specifications. The platform aims at serving as a ‘one-
stop-shop’ for resilience information and guidance and it
contains a wealth of information and tools specifically
designed to aid built environment professionals. While the
platform and the hosted toolkit are aimed to be used by a
variety of potential end-users from planners and urban
designers to construction teams, building security personnel
and service managers, the specialized problem domain and
heterogeneous content repository poses significant
challenges for users to effectively retrieve information to
accomplish their tasks and goals.

In this paper the Semantic Layer for the HARMONISE
(SLH) approach is introduced. The SLH is a semantic
content management solution developed to address many of
the above discussed challenges related to domain specific
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content management. It is implemented on top of the
HARMONISE platform and it aims at offering more task
specific and personalized content management support for
end-users. Additionally, by utilizing domain specific
annotation and categorization of content the SLH facilitates
the management of heterogeneous and large content
repository hosted by the HARMONISE platform.

The semantic information modelling allows better
understanding of platform content, linkages between
unstructured information and tools, and more sophisticated
answers to users’ various needs. Moreover, the semantic
knowledge representations created by the layer help end-
users to combine different data fragments and produce new
implicit knowledge from existing data sets. Finally, by
utilizing Linked Data [18] technologies the SLH fosters
interoperability and improves shared understanding of key
information elements. The utilization of interconnected and
multidisciplinary knowledge bases of the Linked Data cloud
also enables applying the solution in other problem areas
such as health care or education.

The rest of paper is organized as follows. Section II
provides a through description of the HARMONISE
platform and its application area. In Section III the
architecture and different components of the SLH are
described. Section IV provides a Use Case example
demonstrating the functionality of the SLH. Finally, Section
V concludes the paper.

II. THE HARMONISE CONTENT MANAGEMENT

PLATFORM

At present there exist a number of content management
systems that enable publishing, managing and organizing
electronic documents. For example, Drupal [19] and
WordPress [20] are well-known, general-purpose CM
solutions providing such basic CM features such as user
profile management, database administration, metadata
management, and content search and navigation
functionalities [2]. These tools provide functionality to create
and edit a website’s content often with easy-to-use templates
for digital media content publishing.

As stated above, the HARMONISE platform is a CMS
specifically tailored for the domain of urban resilience. The
system provides information and tools for security-driven
urban resilience in large-scale infrastructure and contains a
variety of interactive elements allowing users to both import
and export data to and from the platform and personalize the
platform to their own needs. The core functionalities of the
HARMONISE platform are implemented using ASP.NET
web application framework and it utilizes Microsoft SQL
2012 database to store content items.

An important part of the HARMONISE content
management platform is the Thematic Framework [10] that
was created to structure information within the platform and
to guide end-users through an innovative step-by-step search
process. The Thematic Framework is set out in Fig. 1 below.

Figure 1. The Thematic Framework (adopted from [10])

By unpacking resilience into a number of key layers the
Thematic Framework provides the necessary taxonomy
needed for realizing effective domain-specific content
annotation and categorizing functionalities, as later
discussed. The objective of the domain-specific annotation is
to allow users to easily identify and access information and
tools within the platform, and to search the platform
according to their unique needs or interests.

III. THE SEMANTIC LAYER

As earlier described, the HARMONISE content
management platform hosts a large portfolio of urban
resilience related content. However, finding relevant
information and tools from such a knowledge base with
conventional information retrieval methods is usually both
tedious and time consuming, and tends to become a
challenge as the amount of content increases [6]. Often users
have difficulties in grouping together related material or
finding the content that best serve their information needs,
especially when content is stored in multiple formats [11].

In general, the existing CMSs usually lack consistent and
scalable content annotation mechanisms that allow them to
deal with the highly heterogeneous domains that information
architectures for the modern knowledge society demand [8].
The semantic layer described in this study aims at addressing
the above mentioned challenges by integrating semantic data
modelling and processing mechanisms to the core
HARMONISE platform functionalities. For example, the
application of semantic mark-up based tagging of web
content enables expressively describing entities found in the
content, and relations between them [6]. Moreover, by
utilizing the Linked Data Cloud links can be set between
different and heterogeneous content elements and therefore
connect these elements into a single global data space, which
further facilitates interoperability and machine-readable
understanding of content [13].

The main features of the SLH are divided to four parts.
First, the metadata enrichment part produces information-
rich metadata descriptions of the content by enhancing
content with relevant semantic metadata. Second, the
semantic metadata repository implements the necessary
means for storing and accessing the created metadata. The
third component of the SLH realizes a semantic search
feature. In more detail the search service aims at returning
more meaningful search results to the user by utilizing both
keyword-based semantic search and “Search by theme”

86Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-472-5

eKNOW 2016 : The Eighth International Conference on Information, Process, and Knowledge Management

                           95 / 140



filtering algorithm that restricts the searchable space by
enabling users to select certain categories from the Thematic
Framework. The final part, content recommendation,
combines information about users’ preferences and profile to
find a target user neighborhood, and proactively
recommends new urban resilience tools/resources that might
be of potential interest to him/her. In Fig. 2 the logical
architecture of the SLH is represented.

Figure 2. The logical architecture of the SLH

The following sections describe the logical architecture
in more detail.

A. Semantic Layer REST API

The Semantic Layer REST API provides the necessary
interface for the HARMONISE Platform to interact with the
SLH. It enables, for example, to transmit query requests from
the platform to the SLH or retrieve content recommendations
personalized for a particular user.

B. Metadata Enrichment

The purpose of the Metadata Enrichment service is to
produce information-rich metadata descriptions of the
content that is uploaded to the HARMONISE platform.
Enhancing content with relevant semantic metadata can be
very useful for handling large content databases [1]. A key
issue in this context is improving the “findability” of content
elements (e.g. documents, tools).

The enrichment process is based on tagging. A tag
associates semantics to a content item, usually helping the
user searching or browsing through content. These tags can
be used in order to identify the most important topics,
entities, events and other information relevant to that content
item. The tagging data is created by analyzing the uploaded
content and the metadata manually entered by the user. This
information consist e.g. title, keywords, Thematic
Framework categories, topics, content types and phrases of
natural language text.

In the metadata analysis the following three technologies
that provide tagging services are utilized: ONKI [21],
DBPedia [22] and OpenCalais [23]. The ONKI and DBPedia
knowledge bases provide enrichment of the human defined
keywords by utilizing Linked Data reference vocabularies
and datasets. The Metadata Enrichment service utilizes the

APIs of the above mentioned technologies to search terms
that are somehow associated to the entities defined by a user.

The extracted terms fall into three categories: similar,
broader and narrower. The similar terms are synonyms to the
original entities whereas broader terms can be considered as
more general concepts. The narrower terms represent
examples of more specific concepts compared to the original
entity. Each of the acquired terms contains a Linked Data
URI that can be accessed to get more extensive description
of that term. By enriching the human defined keywords with
additional concepts and Linked Data URIs more
comprehensive and machine-readable information about
uploaded content items can be generated.

The uploaded content items are also examined using the
OpenCalais text analyzer tool. Using such mechanisms as
natural language processing and machine learning the tool
allows analyzing different text fragments contained by the
uploaded content item. As a result, OpenCalais discovers
entities (Company, Person etc.), events or facts that are
related to the uploaded content element.

In the final part of the metadata enrichment process the
metadata elements created by different tools are merged as a
single RDF (Resource Description Framework) metadata
description and stored to the metadata database.

C. Semantic Metadata Repository

The database technology used for storing the semantic
metadata of content is OpenLink Virtuoso [26]. Virtuoso is a
relational database solution that is optimized to store RDF
data. It provides good performance and extensive query
interfaces [16] and was thus selected as the metadata storage
to be used in the SLH.

D. Semantic Search

The Semantic Search service aims at producing relevant
search results for the user by effectively utilizing the
machine-readable RDF metadata descriptions created by the
Metadata Enrichment service. Unlike traditional search
engines that return a large set of results that may or may not
be relevant to the context of the search, the Semantic Search
analyses the results and orders them based on their
relevancy. Thus, users are emancipated from performing the
time-consuming work of browsing through the retrieved
results in order to find the content they are looking for.

The Semantic Search service is implemented as a Java
web application composed of three main components (see
Fig. 3):
• RESTful Web Service: based on Apache CXF

framework, it represents the semantic search service
front-end. It receives the search queries from the
HARMONISE platform and returns the list of search
results provided by the underlying components;

• Semantic Search Service Core (SSS Core): component
based on Java/Maven project, customized to manage all
the core processes (data indexing, content search,
content retrieving, results formatting);

• Semantic Search Engine: component based on Apache
Solr [24] enterprise search platform, in charge of the
indexing and the search processes. When a new content
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is uploaded to the HARMONISE platform it reads from
the Virtuoso database the data produced by the semantic
content enrichment service in order to create the index
to query on. When a user submits a query the semantic
search engine queries the index in order to find the
documents that best match the user request parameters.

Figure 3. Logical architecture of the semantic search service

The Semantic Search service relies on the Solr search
engine [25] in order to search across large amount of content
metadata and pull back the most relevant results in the fastest
way. Solr is a document storage and retrieval engine, which
uses Lucene’s inverted index to implement its fast searching
capabilities. Unlike a traditional database representation
where multiple documents would contain a document ID
mapped to some content fields containing all of the words in
that document, an inverted index inverts this model and
maps each word to all of the documents in which it appears.
Solr stores information in its inverted index and queries that
index to find matching documents.

In the Semantic Search service, the Solr index is
constructed according to the Metadata Repository data
structure. In more detail, a sample of the following data
fields are encompassed in the index: Id (document identifier
on Virtuoso DB); Upload date (date when the document has
been uploaded); Topics (list of topics from the Thematic
Framework); Permissions (list of user groups allowed to
view the document), Description (description of the
document) and Tags (list of tags added by the metadata
enhancement service).

The search results provided by the Semantic Search
service are ranked according to the relevancy scores that
measure the similarity between the user query and all of the
documents in the index. The results with highest relevancy
scores appear first in the search results list.

The scoring model is composed by the following scoring
factors:
• Term Frequency: is a measure of how often a particular

term appears in a matching document. Given a search
query, the greater the term frequency value, the higher
the document score.

• Inverse Document Frequency: is a measure of how
“rare” a search term is. The rarer a term is across all

documents in the index, the higher its contribution to the
score.

• Coordination Factor: It is the frequency of the
occurrence of query terms that match a document; the
greater the occurrence, the higher is the score.

• Field length: the shorter the matching field, the greater
the document score. This factor penalizes documents
with longer field values.

• Boosting: is the mechanism that allows to assign
different weights to those fields that are considered more
(or less) important than others.

E. Content Recommendation

Similar to the Semantic Search, the Content
Recommendation Service (CRS) is based on semantic
modelling of content resources. The aim of the content
recommendation service is to improve user experience in
terms of the search functionality and the filtering of relevant
information through the utilization of collaborative filtering.

The CRS utilizes user profiles which are created and
maintained by the HARMONISE platform. The CRS
combines information about users’ preferences and profile to
find a target user neighborhood, and recommend new urban
resilience tools/resources that might be of potential interest
to him/her. Ordered weighted average and uniform
aggregation operators are applied to fuse user information
and obtain global degrees of similarity between them. The
user profiles contain information about user’s preferences
and favorite content, for example. It also includes the content
item IDs that have been already recommended for that
particular user. This information is then utilized when
content recommendations are created for different users. An
overview of the CRS algorithm is provided in Fig. 4. Fig 4
illustrates how user preference and user profile similarity are
fused together along with a weighted sum to provide a
ranked list of recommendation tailored to the user.

Figure 4. Overview of the CRS Algorithm

The CRS is triggered by the HARMONISE platform
through the ‘get recommendation’ method provided by the
Semantic Layer REST API. The ID of the user is transmitted
as a method parameter. Once the recommendation service
receives the ID, it retrieves the user profile of the user from
the database and analyses the information it contains. It
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extracts, for example, the topics and research areas the user
is interested in. Additionally, the profession, areas of
expertise and relevant user groups are retrieved from the user
profile. The algorithm then identifies similar users based
upon the user profile using the Jaccard [14] index. Similarity
between users is also measured by taking into consideration
their profile similarity using the ordered weighted sum. Both
these measures are fused using a similarity aggregation
approach.

The actual recommendation generation process is carried
out by comparing the user profile data with the semantic
content metadata descriptions. Similarly as in the search
algorithm described in the previous section, the content items
whose metadata is associated with e.g. terms, topics or
research areas as contained by the user profile are included to
the initial recommendation results. Of course, the content
items that have already been recommended for the user are
excluded from the results list. Subsequently, the
recommendation results are analyzed using the ranking
model introduced by the Semantic Search. Using K-nearest
neighbors, the content items that gets the highest score is
returned to the platform as the most highly recommended
content item.

IV. USE CASE EXAMPLE

The functionality of the SLH is demonstrated with a Use
Case example in which a user uploads a document into the
HARMONISE content management platform and tries to
retrieve it with the search functionality. Additionally, the
recommendation service is verified by creating a user profile
that is interested in topics relevant to the uploaded content.
The content item used in the Use Case example is an
electronic manual that presents tools to help assess the
performance of buildings and infrastructure against terrorist
threats and to rank recommended protective measures. This
kind of guidance document is a typical representative of a
content item managed by the HARMONISE platform.

Once the user has provided necessary input in the upload
form the content description is transmitted to the Metadata
Enrichment component that processes the collected data and
forms an RDF metadata description of the content. It was
noted that the returned semantic content metadata contained
five keywords that are enriched with 81 broader or narrower
and 26 similar terms. Moreover, the content is annotated
with several categories defined by the Thematic Framework.

Once the enriched metadata is stored to the Semantic
Metadata Repository, and indexed by the Semantic Search
service, it can be tried to be retrieved with the search
functionality. The content retrieval is tested with the
‘Resilience Search Wizard’ feature provided by the SLH.
The wizard allows to define keywords and to select those
categories from the Thematic Framework that are
considered as relevant to the uploaded content. The utilized
search parameters are shown in the search wizard screenshot
illustrated in Fig. 5.

Figure 5. Search parameter definition

As earlier explained, the search functionality is able to
sort the results based on their relevancy. Fig. 6 represents the
most highly ranked search results returned by the search
service. As can be seen, the applied ranking algorithm
identified the uploaded electronic manual document as the
second relevant search result for the given search query. In
total, the search functionality found 24 results with the
defined search parameters.

Figure 6. The ranking of search results

In the final phase of the use case example, the Content
Recommendation service is tested by creating a user profile
and obtaining personalized recommendations. The user
profile was created with 6 topics of interests of interest from
a total of 13 topics namely: Point of Intervention,
Management and Operation, Infrastructure type, Commercial
Center, Hazard Type and Man Made Hazard. The user then
marked 10 items of favorite content from a total of 156 items
in the database. These included content such as “Tools of
Regional Governance” and “Flood management in Linares
Town”. For the first step in the recommendation algorithm,
Jaccard index is utilized to compute the degree of similarity
between the favourite content and profile information of the
user entered and all the users of the HARMONISE system.
In the second step, a KNN algorithm is applied to identify
the 5 most similar neighbors. Based on neighbor users, we
compute for each item not marked as a favorite by the user, a
predicted rating. This is used to construct an ordered
recommendation list to the target user, which in this case
study was a list of 5 recommendations including documents
based on “Key issues of Urban Resilience”, “Building urban

89Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-472-5

eKNOW 2016 : The Eighth International Conference on Information, Process, and Knowledge Management

                           98 / 140



resilience Details” and “Resilience: how to build resilience in
your people and your organization”.

V. CONCLUSION

In this work, we introduce a developed semantic content
management system for the domain of urban resilience. This
system utilizes semantic technologies to manage an
extensive set of heterogeneous material that comes in
different forms including tools, design guidance
documentation and specifications. Moreover, the developed
approach enables the creation of machine-understandable
and machine-processable descriptions of content items. This
has resulted in an improved shared understanding of
information elements and interoperability.

The described approach was implemented on top of an
existing content management system. With the effective
utilization of Linked Data based analysis tools and domain
specific content annotation mechanisms it offers task specific
and personalized content management support for end-users.
The enhanced intelligence has provided better understanding
of urban resilience content, linkages between unstructured
information and tools, and more sophisticated answers to
users’ various needs.

With minimal adjustments the introduced semantic layer
could be utilized also in other problem domains. For a new
CMS to integrate with the semantic layer requires only
creating a well described domain specific taxonomy and
implementing the technical means for communicating with
the provided REST API.

Up to this point, the HARMONISE platform and the
SLH have been tested by HARMONISE project partners and
other invited domain specialists who have evaluated the
system in terms of usability, perceived usefulness and the
relevancy of received search and recommendation results.
Next, the evaluation process will encompass final tests where
the approach will be used in problem area specific case
studies with various end user groups.

The future work also includes further refining the
HARMONISE platform and the SLH on the basis of the
feedback received from the case studies. Additionally, the
graphical appearance of the platform’s user interface as well
as the usability of individual components will be improved.
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Abstract—The current generation of sentiment analysis 
systems is limited in their real-world applicability because they 
cannot detect utterances that implicitly carry positive or negative 
sentiment. We present early stage research ideas to address this 
inability with the development of a dynamic triple store of events 
associated with their prototypical sentiment. 

Keywords—sentiment detection; triple store; implicit sentiment; 
natural language processing. 

I.  INTRODUCTION 
In the last decades, state-of-the-art research in natural 

language processing (NLP) has made a shift from rule-based 
to statistical corpus-based approaches, which require high-
quality electronic text corpora. Supervised and unsupervised 
statistical approaches to structure and interpret patterns in text 
and speech have been successfully developed on such corpora. 
Examples include part-of-speech taggers, parsers, named 
entity recognition, machine translation, speech recognition, 
text classification and summarization, sentiment analysis, etc. 
Some of these tasks can be performed with near-human 
accuracy (e.g., part-of-speech tagging), whereas for more 
complex tasks, such as sentiment analysis, performance is 
limited by the amount of available knowledge. 

In sentiment analysis, the objective is to automatically 
determine the sentiment (positive, neutral or negative) 
expressed in an utterance, e.g., (a) “I love to go shopping”, (b) 
“Coke tastes great”, (c) “I bought the mattress a week ago, 
and a valley has formed”. Most state-of-the-art sentiment 
analysis systems combine a statistical approach with lists of 
subjective words (“love”, “great”), such as the MPQA 
(Multi-Perspective Question Answering) [1] lexicon. As a 
result, they are capable of detecting expressions of sentiment 
only if they can learn them from annotated corpora or 
sentiment lexicons. While current sentiment analyzers can deal 
with expressions that address sentiments explicitly, as in 
examples (a) and (b), they struggle with sentiments that are 
only implicitly present in so-called polar facts, as is the case 
in example (c) [2]. Current systems fail to detect polar facts, 
which implicitly carry positive or negative sentiment. This is 
problematic, because implicit sentiment has been shown to 
account for more than half of the sentiment in certain domains 
(e.g., product reviews, “Web surfing drains the battery”, or 
financial reporting, “Fed lowers interest rates”) [3]. Progress 
in the automatic detection of ironic utterances such as “Going 
to the dentist tomorrow yippee”, in which the expressed 
sentiment is not to be understood in its literal sense, also 

suffers from the lack of common sense knowledge [4][5].  
As this severely limits the real-world applicability of the 

current generation of sentiment analyzers, we aim to 
investigate the feasibility of developing a dynamic triple store 
of events associated with their prototypical sentiment. Such 
common-sense knowledge could then complement other 
knowledge sources (e.g., sentiment lexicons) and other types 
of features derived from training data in a classification-based 
approach to sentiment analysis or irony detection.  

Knowledge bases, such as WordNet, DBPedia, Freebase, 
OpenCyc, SUMO and Open Mind Common Sense, which 
store and structure lexical and factual knowledge in machine-
readable formats, have been instrumental for the success of 
complex language understanding applications, such as the 
IBM Watson question answering system [6]. They are an 
essential resource for tasks that involve factual analysis, such 
as summarization, wikification, question answering and 
textual entailment. For sentiment analysis, however, there is 
an additional need for knowledge about the prototypical 
sentiments people hold towards entities and events. As 
“prototypical” sentiment, we consider sentiments that are 
commonly associated with a certain event, an event being the 
combination of a verb and a direct, indirect or prepositional 
object. Certain events may entail multiple prototypical 
sentiments, depending on perspective. As an example, the 
sentence “Fed lowers interest rates” will be considered 
prototypically positive for people who want to take out a loan, 
but it can also be considered negative in that it may cause 
inflation. 

The remainder of this ideas paper is organized as follows. 
In Section 2, we propose the methodology we intend to use to 
build a knowledge base of events and their prototypical 
sentiment.  In the last section, we present some prospects for 
future work beyond the construction of the knowledge base.  

II. RESEARCH OBJECTIVES 
We conceive TripleSent as consisting of two interacting 

layers: a knowledge base and a reasoner. The knowledge 
base contains events for which the prototypical sentiment is 
known with a high certainty. This information is stored in the 
form of sentiment triples. For example, the negative sentiment 
commonly associated with “going to the dentist” can be 
formally captured by the sentiment triple <visit-dentist, has-
sentiment, negative> (note that there is some notational abuse 
here to facilitate the reader). The reasoner, on the other hand, 
is capable of inferring sentiment for events that are not stored 
in the database. When a user asks for the prototypical 
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sentiment for “visit the oncologist”, the reasoner combines 
information from factual knowledge bases like WordNet [7] 
(which knows that oncologists, like dentists, are a kind of 
doctor) with the sentiment information from the triple store, to 
(conditionally) infer the expected sentiment triple <visit-
oncologist, has-sentiment, negative>. Some of the inferences 
can be truly ‘conditional’ because whenever new, more 
reliable information contradicting the inferred triple is added 
or generated, the reasoner will need to revoke the inference 
(and all other inferences that rely on it). Like human 
reasoning, this requires a non-monotonic logic approach (see 
Objective 2). 
  
Objective 1: Event extraction and enrichment 

To kick-start the knowledge base, events will be collected 
for which the sentiment is known. These events will be 
obtained by extracting patterns for highly explicit sentiment 
expressions (e.g., “I hate” or “I love”) or from large web data 
crawls (e.g., commoncrawl.org), which will subsequently be 
syntactically and semantically parsed to extract events and 
sentiment triples. In the same vein, we will investigate 
leveraging existing large parsed datasets to extract high-
confidence sentiment triples with minimal human intervention, 
using pattern-based and supervised sentiment analysis 
techniques [8]. Events for which both polarities are found 
frequently in the data will initially not be considered for 
further processing and will be investigated in more detail to 
understand the nature of this ambiguity.   Given the linguistic 
diversity with which events can be expressed, the usefulness 
of the resulting triple store will also heavily depend on the 
ability to automatically handle orthographic variation (as for 
example in “pediatrician”, “paediatrician” or “pediatrist”), 
and syntactic and semantic synonymous structures (e.g., 
“visit”, “going to”, “seeing”, etc. “a pediatrician”). 

In order to allow for the creation of new sentiment triples, 
explicit sentiment triples present in the knowledge base will be 
linked to ontological information provided by lexical 
resources and factual knowledge bases such as WordNet and 
DBPedia, respectively.   
 
Objective 2: Opinion inferencing 

The reasoner can infer all kinds of new sentiment triples 
from already known triples using (decidable) fragments of 
first-order predicate logic. However, in order to enable 
TripleSent to also deal with the expected sentiment for events 
that are not yet stored in the database, the reasoner should 
allow dynamic, conditional inferences of unseen triples. For 
example, starting from the explicit sentiment triple <visit-
oncologist, has-sentiment, negative>, the reasoner relies on 
WordNet information like <oncologist, is-a, medical 
specialist> to (provisionally) derive <visit-medical-specialist, 
has-sentiment, negative>, and, again by relying on WordNet 
information, to (provisionally) derive <visit-dentist, has-
sentiment, negative> and <visit-podologist, has-sentiment, 
negative>. Note that the last sentiment attribution is debatable, 
and can be revoked in the (future) presence of other, more 
reliable triples (stating explicitly, for example, that 

prototypical visits to podologists are not negative). For the 
implementation of this type of reasoning, we will evaluate 
different non-monotonic logic approaches, such as default 
logic [9], adaptive logics [10] or answer set programming 
[11]. 

In order to evaluate the event extraction, event enrichment 
and opinion inferencing, we will manually annotate test 
corpora by relying both on expert annotators and 
crowdsourcing. For the evaluation of the event extraction, we 
will assess precision both for the event extraction and the 
sentiment attached to these events. In order to also enable the 
measuring of recall, we will furthermore rely on an existing 
corpus for irony detection annotated with event-sentiment 
annotations [12]. As in previous annotation efforts, it was 
shown that crowdsourcing is a reliable and very cost-effective 
means of collecting human knowledge, we will also 
investigate the use of a crowdsourcing methodology to 
validate and enrich the output of the platform. Inferred 
sentiment triples will be presented to a crowd of human 
annotators who indicate what they consider to be the 
prototypical sentiment for the given event. This could provide 
additional high-confidence triples to be stored, contradicting 
evidence to inform non-monotonic decisions (e.g., exceptions 
such as <visit-podologist, has-sentiment, neutral>), and 
grounding that can be used in a feedback loop to improve the 
inference engine.  

III. CONCLUSION AND FUTURE WORK 

To date, there is a complete lack of reusable and 
dynamically growing knowledge bases linking events to 
implicit sentiment, which can be used for research and 
development in opinion inferencing. The TripleSent platform 
including the knowledge base and the automatic reasoner will 
open new perspectives in NLP research and can push the state-
of-the-art in semantic text processing and inferencing, and 
more specifically in NLP applications such as sentiment 
analysis and irony detection.   
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Abstract—In the Big Data era, the visualization of large data sets
is becoming an increasingly relevant task due to the great impact
that data have from a human perspective. Since visualization is
the closer phase to the users within the data life cycles phases,
there is no doubt that an effective, efficient and impressive
representation of the analyzed data may result as important as
the analytic process itself. Starting from previous experiences in
importing, querying and visualizing WordNet database within
Neo4J and Cytoscape, this work aims at improving the WordNet
Graph visualization by exploiting the features and concepts
behind tag clouds. The objective of this study is twofold: first,
we argue that the proposed visualization style is able to put
order in the messy and dense structure of nodes and edges of
WordNet, showing as much as possible information from the
lexical database and in a clearer way; secondly, we think that
the tag cloud approach applied to the synonyms rings reinforces
the human cognition in recognizing the different usages of words
in a language like English. The ultimate goal of this work is, on
the one hand, to facilitate the comprehension of WordNet itself
and, on the other hand, to investigate techniques and approaches
to get more insights from the visual representation and analytics
of large graph databases.

Keywords–WordNet; Big Data; Data and Information Visual-
ization; Neo4J; Graph Database; NoSQL.

I. I NTRODUCTION

A subtle difference exists betweendata and information.
The first is raw, it simply exists and has no significance beyond
its existence (in and of itself) [1]. Data are just numbers,
bits of information, which ‘...have no way of speaking for
themselves. We speak for them. We imbue them with meaning.’
[2]. On the contrary, information is data that has been given
meaning by way of relational connection, by providing context
for them. Even more subtle is the distinction betweenData
Visualizationand Information Visualization. If the main goal
of the first one is to communicate information clearly and
efficiently to users, involving the creation and study of the
visual representation of data – i.e., “information that hasbeen
abstracted in some schematic form, including attributes or
variables for the units of information” [3] – the main task ofthe
second one is the study of (interactive) visual representations
of abstract data to reinforce human cognition. The abstract
data may include both numerical and non-numerical data,
such as text and geographic information. Beyond Information
Visualization, an other outgrowth field isVisual Analyticsthat
can be defined as ‘the science of analytical reasoning facilitated
by interactive visual interfaces.’ [4]. Today, in many spheres

of human activity, massive sets of data are collected and
stored. As the volumes of data available to various stakeholders
such as business people or scientists increase, their effective
use becomes more challenging. Keeping up to date with the
flood of data, using standard tools for data management and
analysis, is fraught with difficulty. The field of visual analytics
seeks to provide people with better and more effective ways
to understand and analyse these large datasets, while also
enabling them to act upon their findings immediately, in real-
time [5]. Thus, the challenges that the Big Data imperative
[6][7] imposes to data management severely impact on data
visualization. The “bigness” of large data sets and their com-
plexity in term of heterogeneity contribute to complicate the
representation of data, making the drawing algorithms quite
complex. Just to make an example, let us consider the popular
social network Facebook, in which the nodes represent people
and the links represent interpersonal connections; we note
that nodes may be accompanied by information such as age,
gender, and identity, and links may also have different types,
such as colleague relationships, classmate relationships, and
family relationships. The effective representation of allthe
information at the same time is really challenging. The most
common solution is to use visual cues, such as color, shape,
or transparency to encode different attributes. In this regard,
tag clouds are a popular method for representing variables
of interest (such as popularity, frequency of occurrence ofa
term, and so on) in the visual appearance of the keywords
themselves using text properties such as font size, weight,or
color [8]. Since the study conducted in this paper consists
in the visual representation of WordNet as a large graph in
Neo4j [9] and Cytoscape [10], a particular attention is paid
to Graph Visualization, referring to other well-known works
in the literature for a complete review of the techniques and
theories in Information Visualization [11][12].

Graphs are traditional and powerful tools for visually
representing sets of data and the relations among them by
drawing a dot or circle for every vertex, and an arc between
two vertices if they are connected by an edge. If the graph is
directed, the direction is indicated by drawing an arrow. The
pioneering work of W. T. Tutte [13] was very influential in the
subject of graph drawing, in particular he introduced the use of
linear algebraic methods to obtain graph drawings. Basically,
there are generally accepted aesthetic rules to draw a graph
[14], which include: distribute nodes and edges evenly, avoid
edge crossing, display isomorphic substructures in the same
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manner, minimize the bends along the edges. However, since
it is quite impossible to meet all rules at the same time, someof
them conflict with each other or they are very computationally
expensive, practical graphical layouts are usually the results of
compromise among the aesthetics. There exists different graph
visualization layouts in literature, such as: the Tree Layout,
the Space Division Layout, the Matrix Layout and the Spring
Layout[15], to mention a few. The latter will be used in this
work and it is worth to spending few words on it. Spring
layout, also known asForce-Directed layout, is a popular
strategy for general graph visualization. The strategy consists
in modeling the graph as physical systems of rings or springs.
The attractive idea about spring layout is that the physical
analogy can be very naturally extended to include additional
aesthetic information by adjusting the forces between nodes.
As one of the first few practical algorithms for drawing general
graphs, spring layout is proposed by Eades in 1984 [16].
Since then, his method is revisited and improved in different
ways [17]. Mathematically, Spring layout is based on a cost
(energy) function, which maps different layouts of the same
graph to different non-negative numbers. Through approaching
the minimum energy, the layout results reaches better and
better aesthetically pleasing results. The main differences be-
tween different spring approaches are in the choice of energy
functions and the methods for their minimization. Specifically
concerning the visualization of WordNet, there are not many
works in the literature. In [18], the authors make an attempt
to visualize the WordNet structure from the vantage point ofa
particular word in the database, this in order to overcome the
down-side of the large coverage of WordNet, i.e., the difficulty
to get a good overview of particular parts of the lexical
database. An attempt to apply design paradigms to generate
visualizations which maximize the usability and utility of
WordNet is made in [19], whereas, in [20] a radial, space-
filling layout of hyponymy (IS-A relation) is presented with
interactive techniques of zoom, filter, and details-on-demand
for the task of document visualization, exploiting the WordNet
lexical database. The visualization approach used in this work
uses the Spring layout to draw the graph-based representation
of WordNet in Cytoscape and a tag cloud-based strategy to
represent the synonim rings from WordNet. Moreover, as a
general rule the principled representation methodology we
agree on is theVisual Information Seeking Mantrapresented
by Scheiderman in [21]. It can be summarized as follows:
“overview first, zoom and filter, then details-on-demand”.

The reminder of the paper is organized as follows. Section
II describes the WordNet meta-model, while Section III, after a
clarification of ground concepts related to WordNet landscape,
describes how WordNet has been imported in Neo4J and its
visualization in Cytoscape. Section IV goes to the hearth ofthis
work rationale by illustrating the way a tags cloud approach
is used to effectively draw the graph of WordNet synonyms
rings in Cytoscape. Finally, Section V draws the conclusion
summarizing the major findings and outlining future investi-
gations.

II. WORDNET CASE STUDY

The case study presented in this paper consists in thereifi-
cation of the WordNet database inside the Neo4J GraphDB.
WordNet [22][23] is a large lexical database of English.
Nouns, verbs, adjectives and adverbs are grouped into sets

of cognitive synonyms (synsets), each expressing a distinct
concept. Synsets are interlinked by means of conceptual-
semantic and lexical relations. In this context, we have defined
and implemented a meta-model for the WordNet reification
using a conceptualization as much as possible close to the way
in which the concepts are organized and expressed in human
language [24]. We consider concepts and words as nodes in
Neo4J, whereas semantic, linguistic and semantic-linguistic
relations become Noeo4J links between nodes. For example,
the hyponymy property can relate two concept nodes (nouns to
nouns or verbs to verbs); on the other hand a semantic property
links concept nodes to concepts and a syntactic one relates
word nodes to word nodes. Concept and word nodes are con-
sidered withDatatypeProperties, which relate individuals with
a predefined data type. Each word is related to the represented
concept by the ObjectPropertyhasConceptwhile a concept
is related to words that represent it using the ObjectProperty
hasWord. These are the only properties able to relate words
with concepts and vice versa; all the other properties relate
words to words and concepts to concepts. Concepts, words
and properties are arranged in a class hierarchy, resultingfrom
the syntactic category for concepts and words and from the
semantic or lexical type for the properties. The subclasses
have been derived from the related categories. There are
some union classes useful to define properties domain and
codomain. We define some attributes for Concept and Word
respectively: ConcepthasNamethat represents the concept
name;Description that gives a short description of concept.
On the other hand Word has Name as attribute that is the
word name. All elements have an ID within the WordNet
offset number or a user defined ID. The semantic and lexical
properties are arranged in a hierarchy. in Table I some of the
considered properties and their domain and range of definition
are shown.

TABLE I. PROPERTIES

Property Domain Range
hasWord Concept Word
hasConcept Word Concept
hypernym NounsAnd NounsAnd

VerbsConcept VerbsConcept
holonym NounConcept NounConcept
entailment VerbWord VerbWord
similar AdjectiveConcept AdjectiveConcept

The use of domain and codomain reduces the property
range application. For example, the hyponymy property is
defined on the sets of nouns and verbs; if it is applied on
the set of nouns, it has the set of nouns as range, otherwise,
if it is applied to the set of verbs, it has the set of verbs as
range. in Table II there are some of defined constraints and
we specify on which classes they have been applied w.r.t. the
considered properties; the table shows the matching range too.

Sometimes the existence of a property between two or
more individuals entails the existence of other properties. For
example, being the concept dog a hyponym of animal, we can
assert that animal is a hypernymy of dog. We represent this
characteristics in OWL, by means of property features shown
in Table III.
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TABLE II. MODEL CONSTRAINTS

Costraint Class Property Constraint range
AllValuesFrom NounConcept hyponym NounConcept
AllValuesFrom AdjectiveConcept attribute NounConcept
AllValuesFrom NounWord synonym NounWord
AllValuesFrom AdverbWord synonym AdverbWord
AllValuesFrom VerbWord alsosee VerbWord

TABLE III. PROPERTY FEATURES

Property Features
hasWord inverseof hasConcept
hasConcept inverseof hasWord
hyponym inverseof hypernym;transitivity
hypernym inverseof hyponym;transitivity
cause transitivity
verbGroup symmetryand transitivity

III. I MPORTING WORDNET IN NEO4J AND V ISUALIZING
IT IN CYTOSCAPE

The WordNet lexical database has been imported in Neo4J
[25] and afterward visualized in Cytoscape according to a
procedure similar to that described in a previous work by the
authors [26]. In a nutshell, the procedure consists in accessing
the WordNet files through the JWI (Java Wordnet Interface)
APIs [27][28], collecting all the information aboutsynsets,
wordsandword sensesin four different csv files, and finally,
loading all the csv lines in Neo4J through the Neo4JLOAD
CSVmacro. Compared to the previous one, this work focuses
on the visualization of WordNet and the most expensive part
of the work has consisted in defining a Cytoscape custom
style to represent thesynonyms ringsas tag clouds in an
effective and clear way. This surely represents the noveltyof
this approach. We preferred to load WordNet objects from JWI
APIs and serialize them in custom csv files, which were then
imported throughout Cypher macros, instead of using already
existing WordNet RDF serialization [29], because, this way,
we could add some useful information in the csv lines like
the word frequency, the polysemy, and so forth, for the sake
of the successive representation in Cytoscape. And that is also
why we prefer to create a custom tool to import the WordNet
database in Neo4J instead of using already existing tools.
Before diving into the procedure details, it is worth to clarify
the distinction and provide some useful definitions coming
from JWI APIS aboutsynsets, synsets (or synonyms) rings,
index wordsandword senses. Figure 1 try to put light on this.
As discussed in the previous section, a synset is a concept,
i.e., an entity of the real world (both physical or abstract)
meaning something whose meaning can be argued by reading
the glossdefinition provided by WordNet. Its meaning can be
also understood by analysing the semantic relations linking
it to other synsets or by the synset (or synonyms) ring. This
one is a set of words (hereafter mentioned as index words)
generally used in a specific language (such as English) to refer
to that concept. The term synset itself is used to refer to set
of synonyms meaning a specific concept. On the contrary, an
index word is just a term, i.e., asign without meaning; so
that, only when we link it to a specific concept we obtain a
word sense, i.e., a word provided with a meaning. An index
word has got different meanings according to the context in
which it is used and because of a general characteristic of

languages: thepolysemy. For example, the termhomehas nine
different meanings if it is used as noun, and so, it belongs to
nine different synsets. In fact, the WordNet answer when we
search forhomeis the following:

1 . (4 3 0 ) home , p l a c e−− ( where you l i v e a t a p a r t i c u l a r t ime ; ” d e l i v e r t h e
package t o my home ” ; ” he doesn ’ t have a home t o go t o ” ; ” your p la c e or
mine ? ” )

2 . ( 3 5 0 ) dwe l l i ng , home , domic i l e , abode , h a b i t a t i o n , d w e ll i n g house−− ( hous ing
t h a t someone i s l i v i n g i n ; ” he b u i l t a modest d w e l l i n g nea r t he pond ” ; ”

t hey r a i s e money t o p r o v i d e homes f o r t h e homeless ” )
3 . ( 1 1 6 ) home−− ( t h e c o u n t r y or s t a t e or c i t y where you l i v e ; ” Canadian t a r i ff s

enab led Un i ted S t a t e s lumber companies t o r a i s e p r i c e s a t home ” ; ” h i s
home i s New J e r s e y ” )

4 . ( 4 3 ) home−− ( an env i ronment o f f e r i n g a f f e c t i o n and s e c u r i t y ; ”home i s where
t h e h e a r t i s ” ; ” he grew up i n a good C h r i s t i a n home ” ; ” t h e r e ’ sno p l a c e
l i k e home ” )

5 . ( 3 8 ) home , n u r s i n g home , r e s t home−− ( an i n s t i t u t i o n where peop le a r e c a re d
f o r ; ” a home f o r t h e e l d e r l y ” )

6 . ( 3 6 ) base , home−− ( t h e p l a c e where you a r e s t a t i o n e d and from which m i s s i o n s
s t a r t and end )

7 . ( 7 ) fami ly , househo ld , house , home , menage−− ( a s o c i a l u n i t l i v i n g t o g e t h e r ;
” he moved h i s f a m i l y t o V i r g i n i a ” ; ” I t was a good C h r i s t i a n househo ld ” ;

” I wa i t ed u n t i l t h e whole house was a s l e e p ” ; ” t h e t e a c h e r asked how many
peop le made up h i s home ” )

8 . ( 7 ) home p l a t e , home base , home , p l a t e−− ( ( b a s e b a l l ) base c o n s i s t i n g o f a
r u b b e r s l a b where t h e b a t t e r s t a n d s ; i t must be touched by a base r u n n e r
i n o r d e r t o s c o r e ; ” he r u l e d t h a t t h e r u n n e r f a i l e d t o touch home ” )

9 . ( 3 ) home−− ( p l a c e where someth ing began and f l o u r i s h e d ; ” t h e Un i ted S ta t e s
i s t h e home of b a s k e t b a l l ” )

Figure 1. WordNet synsets, index words and word senses.

In addition to synsets glosses, WordNet gives us some
useful statistic information about the usage of the termhome
in each synset. The position of the term in each synonyms
ring tell us how usual is the use of the term to signify that
concept. The position of the term in each synset is a measure
of the usage frequency of the term for each concept: higher
the position, higher the frequency. Moreover, by counting the
number of synsets which a term belongs to, it is possible to
obtain its polysemy (e.g., the number of possible meanings
of home). JWI is able to tell us all this information about
synset and word senses. In particular, for each synset we have
collected the following fields in the csv files:

1) Id: the univoque indentifier for the synset;
2) SID: the Synset ID as reported in the WordNet

database;
3) POS: the synset’s part of speech (POS);
4) Gloss: the synset’s gloss which express its meaning;
5) Level: the hieararchical level of synset in the whole

WordNet hierarchy.

For word senses we have collected the following fields:

1) Id: the univoque indentifier for the word sense;
2) POS: the word’s part of speech (POS);
3) polysemy: the word polysemy;
4) frequency: the word frequency of the word sense as

previously explicated.

A third csv file stores the semantic links existing between
synset by reporting the IDs of the source and target synset
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and the type of semantic link existing between them, such as
hypernym, hyponym, meronym, etc.

In addition to the previous files, a final file lists the links
between each word sense and each synset. This file is very
simple, it just contains a line for each pair (Word Sense,
Synset) in WordNet. Other minor and not significant fields
have been added for the sake of the visualization in Cytoscape,
such aslabel (a human readable label for the nodes) and
dimension(used to suggest a plausible diameter for the Synset
node representation according to its depth in the WordNet hier-
archy). The code to convert WordNet synsets into csv tables is
available at https://github.com/eureko/WordNetToCSVFiles/.

In order to import all the information contained in the csv
files and translate them into a graph data structure inside Neo4J
[9], the meta-model described in Section II has been used.
Each synset and word sense have been converted into a node
of the graph with label respectively:Synsetand WordSense.
Each semantic relation has become an edge between two synset
nodes with thetypeproperty expressing the specific semantic
relation holding between the concepts. Finally, the word sense
nodes have been connected to their related concepts nodes
through a specific relation. This allows to effectively represent
synonyms ring through the Neo4J web visualizer. For example,
Figure 2 shows the results of the following Cypher query:
match (a: WordSense {POS: ’NOUN’})-[r]->(c: Synset)

where (c)<-[]-(: WordSense {label: ’home’})
return a,r,c

The figure reports nine synset rings for the termhome. The
filled circles represents the synset and contain the synset gloss
definition, while the white circles around contain the word
terms used to signify such synset.

Figure 2. WordNet synset rings containing the ’home’ word

IV. T HE TAG CLOUD-BASED REPRESENTATION OF
WORNET SYNONYMS RINGS

The work described in this paper has encountered challenges
that are quite close to the typical Big Data scenario. In fact,
this version of WordNet graph (v. 2.1) includes 117597 synsets
rings containing 207106 word senses conveyed by 155327
index words, 283837 semantic relations (cfr., Section II)
linking synsets each other and 207016 semantic-lexical links
between index words and synsets. With these big numbers,

Figure 3. Large scale representation of 5000 relations and 3404 synsets in
WordNet

the manipulation, the querying and the visualization of the
graph become quite challenging. The visualization of the entire
structure of WordNet in terms of all synsets, words, semantic
and lexical relations in a way that is elegant and intelligible at
the same time, is achimera, due to the performance issues
of the visualization tools, in particular when sophisticated
drawing algorithms are used, and to the strongly connected
nature of information to be represented, which often results in
a messy and dense structure of nodes and edges. Just to have an
idea, Figure 3 shows a representation of an excerpt of WordNet
(5000 semantic relations over 3404 synsets) obtained from
Cytoscapev.3 graph visualization tool. The Neo4j running
instance has been accessed via a specific plug-in, namely
cyNeo4j, that converts the query results into Cytoscape table
format and then create a view according to a custom style
and a selected layout like theForce-directed graph drawing
algorithm before mentioned. The resulting figure is more con-
siderable for global analysis, or for its look and feel, thanfor
actual information that you can retrieve from it. Nevertheless,
thanks to the force-directed algorithm, it is possible to observe
agglomerates of nodes and edges which correspond to specific
semantic categories and can help users in zooming the desired
semantic area.

Thus, it is necessary to simplify the representation of the
network by following some functional and esthetic criteria.
In this regard, we have selected some simple representation
criteria, listed as follows:

1) the efficiency of the visualization, i.e., avoid the in-
formation redundancy and the proliferation of useless
signs and graphics as much as possible;

2) the effectiveness of the visualization, i.e., grant that
the graphical representation of the network covers
the whole informative content of the WordNet graph-
based implementation;

3) the clearness of visualization, i.e., use light colors,
such as gray, light blue, dark green, etc. with a proper
level of brightness and with an appreciable contrast.
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Figure 4. WordNet synset rings containing the ’home’ word with the customized style in Cytoscape

(a) Something aboutbook. (b) Something abouttime.

Figure 5. WordNet excerpts in Cytoscape with custom style.

Furthermore, the adoption of tag cloud based representation
for the synonyms rings brought us to use the statistical linguis-
tics measures ofpolisemyand frequencyof a term as visual
cues in drawing the word signs attached to a certain synset.
Technically, higher the frequency of the word sense, larger
is the font used to represent such word in the corresponding
synonym ring, as well as, higher is the polysemy of a word
in the whole WordNet, lighter is the shade of gray used to
tag such word. All the word senses are connected to the
corresponding synset through a blank gray line and each
synset is represented through a short text containing its gloss.
Semantic relations between synsets are represented through a

transparent green arc showing a label that report the type of
the semantic link (e.g., hypernym, hyponim, meronym, etc.).
Figure 4 shows the application of the style rules described
above to the same cypher query fromhomementioned in the
previous section. For each sense of the termhome, the figure
shows the tag cloud based representation. Some considerations
arise from the figure above. The lighter gray used for the
term ’home’ is due to its high polysemy (9). This color is
intentionally weak to demonstrate how vague is the term alone
without a context making it meaningful. Things get worse, for
example, with terms likeheador line with a polysemy equal to
33 and 29 respectively. On the contrary, the termhome plate
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is large in size and as a strong gray shade because of its low
polysemy (1) and high frequency when used in the context of
baseball.

Figures 5(a) and 5(b) show more representations of Word-
Net excerpts to fully demonstrating the customized style
resulting from this work. The figure are obtained through the
following Cypher query where ’keyword’ is substituted with
book and time:

MATCH (a: WordSense {label: ’<keyword>’})-[r]->
(b: Synset)-[t: semantic_property]->

(f: Synset)<-[s]-(c: WordSense)
return a,r,b,t,f,s,c

The figures above also highlights the semantic relations
existing between synsets showing a more complete represen-
tation of WordNet with the new visualization style described
in this work.

V. CONCLUSION AND FUTURE WORK

Starting from previous experiences in importing, querying
and visualizing WordNet in Neo4J and Cytoscape, a tag cloud
based approach has been proposed in this paper as a new solu-
tion to make more effective and intelligible the representation
of the WordNet graph. The results shown in this work are
twofold: first, the new visualization style is able to put order in
the messy and dense structure of nodes and edges of WordNet,
showing as much as possible information from the lexical
database and in a clearer way; secondly, the tag cloud approach
is able to reinforce the human cognition in recognizing the
different usages of words in English, w.r.t. the concepts they
are related to. In fact, the proposed solution not only showsthe
synsets and the semantic relations holding between them, but
also gives clues about the frequency of use of the synonyms
for each synset. Future investigation may surely go in the
direction of improving the criteria to simplify the WordNet
representation with an evaluation for the visualization methods
also validated by usability tests in which the user can express a
consensus whether the representation is friendly or not, and the
information inside WordNet is easily accessible or not. Finally,
according to other studies, which aim at improving the tag
cloud with semantics [30] and adding multimedia information
to the knowledge representation model [31], we will investigate
on the use of semantic properties and more efficient metrics to
measure the relatedness among WordNet terms, also applying
other visual features to combine these information and improve
the quality of WordNet visualization.
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Abstract—Knowledge has been identified as one of the most 

important resources that grants organizations certain 

competitive advantages. Hence, while dealing with problems 

like the demographic change, organizations are trying to 

preserve the knowledge of their members. Its informal and 

network character, as well as its little half-life demand high 

standards to record, store and maintain the knowledge which 

needs to be consider for the development of an appropriate 

knowledge tool. This paper presents a novel knowledge 

management system which addresses the scattered, distributed, 

flexible and interrelated nature of knowledge. It therefore 

brings different important aspects together and utilizes the 

personal knowledge management of individuals in working 

processes together with social collaboration methods for a 

global organizational learning process. The three reflection 

layers promote a continuous feedback loop resulting in high 

quality knowledge maturing. The paper mainly concentrates 

on the essential underlying architecture and knowledge 

structure that only makes the learning process possible. 

Keywords-Knowledge Management System; Informal 

Knowledge; Network Knowledge; Knowledge Graph; Knowledge 

Evolution; Organizational Learning; Reflection. 

I.  INTRODUCTION 

Since time immemorial, society tries to impart new 
knowledge to their posterity and therefore finds appropriate 
ways to capture it. As, over time, the kind and form of 
knowledge changed, the methods and techniques to store it 
changed accordingly. Knowledge itself is a controversial 
topic and scientists have many different ideas and views on 
it. But when it comes to a concrete software tool to deal with 
it, knowledge needs to be stored somehow. That is where 
traditional knowledge management systems fail because they 
are not able to map the complex characteristics that 
knowledge nowadays has. They are not considering the 
multimodality, flexibility, interrelation, and short life. As a 
consequence, a lot of potential remains unused or even gets 
lost. 

The lost capacities are also sensed by the economy. 
While resource management in general has always been an 
important issue for the efficiency, companies start to realize 
that, beside traditional sources like money or workforce, 
expertise or knowledge is a new resource and good that 
drastically impacts their competitiveness. Having employees 
with a lot of expertise means an enormous advantage on the 
market. Hence, it is not astonishing that companies start to 

manage their knowledge like all other resources to keep, 
maintain, and expand their knowledge. 

There is a common consensus on the significance of 
knowledge for economic success. However, its extraction 
and collection is not as easy. Organizations as well as society 
have to face different recent problems: the running 
demographic change, an enormous information overflow, 
overspecialization in special fields instead of heaving general 
problem-solving competency, the high percentage of tacit 
knowledge which is not tangible from outside, little 
exchange of experience which is often related to missing 
communication possibilities, a lack of knowledge application 
after trainings or workshops, no feedback for the authors 
from the real practitioners, little reusability of knowledge 
due to the rigid old structures, very slow publication 
procedures of new knowledge, for example owed to only 
annually meeting committees, or very specialized and often 
mobile workplaces that require considerably different 
demands. 

Regarding the learning or knowledge management 
process, there are different challenging phases. First, the 
knowledge is in the employees’ minds. The largest share is 
not factual but tacit knowledge. Thus, it is difficult to make 
this knowledge explicit and verbalize or formalize it. Second, 
employees that have certain competency do not 
communicate and share it. The most valuable knowledge is 
useless if anyone can access it. Last, the knowledge needs to 
be kept up to date and be adapted regarding the latest 
changes. A quality assurance of the individual knowledge is 
mandatory to eliminate errors and misconceptions.  

All the present problems can be addressed by aspects of 
knowledge management systems. Therefore, this paper 
presents a novel learning management system that owns the 
potential to help out of misery. Thereby it presents the 
overall process of knowledge management but clearly 
focusses on the underlying unique architecture and structure 
which makes this kind of interactions possible. 

The remainder of this paper is structured as follows: 
Section 2 gives a brief overview about recent knowledge 
management approaches. Section 3 introduces and explains 
the knowledge management process and hence the individual 
as well as organizational learning. The concrete underlying 
structure which defines how knowledge is finally represented 
and treated is depicted in Section 4. As this is the major part 
of this paper, different aspects like knowledge entities, 
relational behavior, versioning or access management are 
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described in more detail. Section 5 gives some information 
regarding evaluation efforts. Finally, Section 6 concludes the 
approach so far and gives an outlook of future procedures 
and possible extensions.  

II. KNOWLEDGE AND LEARNING 

Organizations had high hopes in knowledge management 
when it came up in the 90s. The topic knowledge 
management has been discussed a lot in literature and there 
are various different opinions on it. Earlier discussions are 
about whether to understand knowledge as a thing [1][2][3] 
that can be stored like in simple information management. 
Others see it as a standardized process that learners always 
pass through but which is not really flexible. One example is 
the well-known SECI model [4] which seems to be flexible 
at a first glance but which is not indeed. More recent 
approaches are concentrating on the knowledge worker 
himself and realize knowledge as well as learning as highly 
personal. Personal knowledge management puts the learner 
and his tacit, implicit knowledge in focus [5][6][7]. In 
contrast to earlier understanding of knowledge management, 
this is steered by the user and hence following a bottom-up 
instead of a traditional top-down approach. Still, the nature 
of today’s knowledge cannot be mapped. 

Today, organizational structures like companies invest 
enormous amounts of money in education and training. Still, 
those efforts cannot prevent regular incidents with e.g. 
breakdowns appearing in the public media every now and 
then. Many of those effects are owed to omissions of 
knowledge management and a corresponding quality 
assurance. Especially traditional organizations are only 
slowly adapting their management strategies and often count 
on outdated approaches such as simple learning content or 
asset management systems. Although, such systems got more 
interactive with the new possibilities of the Web 2.0 focusing 
on the worker a lot more, platforms like wikis are still 
struggling in the professional working environments. They 
cause additional expenses and the active involvement of 
people is hard. Personal learning environments try to address 
the individuality of the learners and their tacit knowledge, 
but in most cases they are only a set of enforced tools that do 
not fit in naturally. Further aspects like workplace mobility 
make knowledge management even more difficult while the 
new powerful mobile devices offer a lot of still unused 
potential. Systems for mobile distribution of digital 
documents [8] or question and answering systems [9] show 
that companies are trying to find a way out, but that the 
overall transfer and integration of new approaches is rather 
slow. And nevertheless, not all current problems like the 
short half-life, dispersion and fragmentation or interrelation 
of knowledge are addressed. 

The approach presented in this paper is based on the 
Learning as a Network theory [10] which unites the concepts 
of network learning, complexity theory, and double loop 
learning. It regards learning and working as one thing and 
addresses the challenges described. 

III. EVOLUTIONARY KNOWLEDGE PROGESSION 

The idea behind the whole concept is a 3-layered 
knowledge reflection process which promotes personal 
learning, naturally leading to organization learning as well. 
As depicted in Figure 1, the process concentrates on the 
single knowledge worker and his knowledge. As a certain 
knowledge maturity or quality has been reached in one 
phase, it can be raised to the next level. At the same time, 
experiences on higher levels always reproduce a knowledge 
flow backwards. 

 

 
Figure 1.  Three-layered knowledge reflection loop. 

The first phase starts with the personal knowledge 
management and learning process of each individual. The 
individual refers to official material like instruction rules, 
documentations, guidelines, or trainings in his everyday 
working process. While using it in his every day work, he 
gains experience and has the possibility to create his very 
own multimedia notes and aids. With the help of his newly 
gained knowledge, he can solve similar problem situations in 
future. By and by, he changes, enhances and corrects his 
thoughts in this feedback loop which results in high quality 
working aids. At any time, the individual can decide to 
exchange his knowledge with a selected group of peers 
allowing them to participate in his experience. 

In the second phase, knowledge is communicated 
amongst the personal knowledge networks of the individuals. 
Discussions come about and argue on certain approaches, 
understanding or best practices that have been experienced 
by the individuals. Besides the open dialog, users also have 
the possibility to rate all kinds of material available, from 
official guidelines to answers to comments. The new insights 
gained from the discourse influence the knowledge in the 
network as well as the personal opinions so that parts are 
revised resulting in a higher quality. 

In the third and last phase, the created knowledge should 
flow back to the original authors so that it can be didactically 
reworked and integrated in the official organizational 
knowledge. As new versions, it can be published for all the 
workforce again where it represents the basis for future 
working processes. The overall continuous feedback loop 
starts again. Intelligent methods help editors to find and 
discover problem areas or highly valuable knowledge in the 
system. 

In principle, the presented process is generic and can be 
applied in various kinds of scenarios. The related project – 
Professional Reflective Mobile Personal Learning 
Environments (PRiME) – in which this model has been 
developed, concentrates on mobile field services that profit 
the most [11]. An according architecture of mainly mobile 
clients of visualizers and manipulators communicate with a 
central knowledge repository through service interfaces. The 
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mobile application ecology thereby supports the 
personalization of each individual and can be flexibly 
adapted to the current needs of the worker [12][13]. 
The presented process appears to be unspectacular, but to 
really establish such a continuous feedback loop, many 
different aspects need to be considered. The next section 
explains the underlying complex knowledge structure step by 
step, for without no system would have been possible. 

IV. REALIZATION 

This section gives more details on the concrete 
realization and implementation which is the foundation for 
the before mentioned knowledge process. Therefore, the 
different knowledge entities are explained, relationships are 
introduced, the versioning is described, annotations and 
ratings are pointed out, and finally the authorization system 
is explained. The paper does not restrict to a fixed 
technological implementation as a selection of such heavily 
depends on the application scenario and environment. 

A. Entities 

In whichever way knowledge is generated or understood, 
when it comes to a concrete implementation it has to be 
stored in a data base somehow. The system supports the 
separation of concerns and concentrates on the content and 
its structure and not on its visual representation. The own 
knowledge structure is format-less and does not contain 
general style information. Figure 2 shows a very simplified 
class diagram of the elements and relations that are 
introduced in the following sections. There are two major 
entities which represent different aspects of the knowledge. 

 
Figure 2.  Simplified CD of knowledge structure. 

1) Snippets 
Snippets are multimedia-based atomic units of 

knowledge. A single snippet might cover a paragraph, an 
image, a short video, an engineering detail drawing, a 3D-
model, and so forth. It is self-contained and from a semantic 
point of view it would not make sense to split it up any 
further. Snippets are reduced to content and do not address 
possible visual presentation. Hence, they abdicate the most 
formatting and style information and are restricted to those 
that contribute to the actual content. That are, e.g., structural 
information like listings or tables or style information like 

bold or underline. Beside the content, snippets hold further 
meta information like an abstracting title, information about 
the author, etc. Summarizing, they represent a smallest 
semantic unit of concrete, directly applicable content. 

2) Bundles 
Bundles are logical, semantic units that are thought to 

group an order of knowledge entities such as snippets, or 
bundles themselves. That means it is a recursive data 
structure which allows to set up several layers of bundles and 
snippets. It can be understood as a tree where the inner nodes 
are bundles and the leaves are snippets whereas leaves are 
allowed on every level. Bundles do not contain content 
themselves but such as snippets they hold some additional 
meta information, e.g., a title. They can be compared to 
chapters or sections in a book, where text (snippets) may be 
placed on each level as, e.g., an introduction of the section, 
or inside a section. Bundles are logical groupings of content 
and form an enclosed object themselves regardless of the 
surrounding content and where they are to be found. 
Summarizing one could say that bundles mainly realize a 
named list of references to sub-elements. 

B. Relations 

The previous sections introduced snippets as content 
holders and bundles as semantic structures. Without any 
relational associations they were lose, incoherent pieces 
without any use. And as already mentioned, the most 
important aspect of today’s knowledge is still missing: 
interrelations. That is why the system offers different kinds 
of relationships between elements that all have a special 
semantic. Simplified, one can first think of bidirectional 
associations (see next section for more details). The first and 
most important relation has been implied before already. It is 
the parent-child relation of bundles (parent) and bundles or 
snippets (children). The recursive component allows a 
hierarchical representation of knowledge in a tree-like 
structure. Through the relation, bundles are able to somehow 
abstract and aggregate their subtree and make it usable as a 
whole. Official documents or training exercises are arranged 
the same way: there is a general topic which is split up in 
subtopics, and so forth. Although traditional documents have 
a tree structure (also see Section 4.H), once they are in the 
system they (or parts of them) can be reused in different 
contexts. That means they can be embedded via the parent-
child relation in other bundles resulting in potentially more 
than one parent for each bundle and hence many 
simultaneous interwoven trees. 

Oftentimes, knowledge refers to some other knowledge. 
As an example, specifications often contain phrases like "see 
chapter x" or "as in figure y". There is a corresponding 
relation – namely references – which allows snippets to 
cross-ling additional elements which do not even need to be 
in the same tree. As a result, the trees-structure becomes a 
real graph. Additionally, there are further relations which are 
of minor importance. For example, there is a "based on" 
association telling that this element or its version is based on 
content in some other snippet, bundle or comment (see 
Section 4.B for more details). In particular, this can be used 
to "thank" a user for his contribution. 
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C. Versioning and States 

For a knowledge management system that also offers 

official material like documentations, instruction rules, 

guidelines, etc. it is important to keep track of the changes 

that have been done in the system. That is, e.g., related to 

the responsibility of the authors. Hence, a complex 

versioning system has been created which covers the 

system’s entities and their relations. 

Elements, i.e., bundles and snippets, are uniquely 

defined by their id and their version number. Newly created 

elements get a novel id and start with version 0. As soon as 

new versions are created, new physical elements are 

injected, having the same id but an increased version 

number. This way, the history of one single element can be 

traced by showing all elements with the same id and all the 

different versions. Essentially, a new snippet version means 

a changed content (or meta information like its title). It is to 

be created when the knowledge atom needs to be updated, 

changed or enhanced. In contrast, a new bundle version 

means a changed structure (or its meta information). As a 

bundle only defines its children and hence the subtree in the 

hierarchy, adapting it means adding, ordering, or even 

removing a child element. 

The whole knowledge structure is based on the directive 

that the newest version of an element is understood to 

always be the best version of it. At least in relation to the 

current state of knowledge in the system. That has big 

implications on the whole process and structure. As stated 

before, knowledge is not represented redundantly. There are 

no copies of elements but multiple usage of an element is 

realized by multiple relations to one single element. 

Considering the “the newer the better” rule it would be 

comfortable if relations always addressed the newest 

versions of elements as all previous versions are thought to 

describe the same issue but in a less optimal way. That is 

how the system has been implemented. This implies, that as 

soon as an element is changed into a new version, all other 

elements which have relations to the changed element are 

now directly referring to the new version. As an example, 

one can think of an exploded view of a machinery which is 

used in a book’s chapter and in a workshop presentation. In 

case the image needs to be corrected, the new version is 

immediately included in the book and presentation as well. 

The versioning together with the referencing keeps the 

knowledge structure very flexible and adaptable. 
The authoring process of creating new versions 

commonly includes a phase, where elements are under 
construction but not yet finished to be accessible for 
everyone. That is not covert in the system so far. To satisfy 
this requirement, elements are extended via states. The idea 
behind states is to describe in which maturity phase an 
element is. When a new version is created due to changes of 
the current element, the version number is incremented. 
Furthermore, the element is working state then. All temporal 
independent changes of the element are directly applied and 
do not result into a new version until the author has finished 

his work. And yet it is no different if changes are done 
within a minute or over several weeks. The working state 
also has some other influences. For example, working 
versions of elements cannot be found by someone who does 
not own authoring rights. The element remains in working 
state until it is actively published by an author. That means 
the version number stays the same while the state is changed 
to published. At this point of time, the element reached an 
official character of quality and is accessible for the target 
group. From then on it is not possible to adapt the element, 
and changes result in new working versions with 
incremented version numbers respectively. Besides the 
working and published, there are other states, for example 
initial for automatically imported elements with additional 
restrictions. Figure 3 shows the different versions/states of an 
element and the possible transitions. 

 

 
Figure 3.  Knowledge versioning process. 

The versioning of the bidirectional relations and the 
different states do not mesh with each other very well. The 
structure of elements and relations is thought to have one 
best element for each knowledge issue. The concept of non-
published new versions leads to a violation as there is a 
coexistence of two elements describing the same things at a 
time. Of course, it would not make sense to show both of 
them in the tree or link the new version already as it has not 
been finalized yet. To address this challenge, it has been 
decided to slit the bidirectional relations up into two 
unidirectional relations, which are not synchronized at the 
same time but with a delay of the different state transitions.  

 

 
Figure 4.  Evolving Knowledge Graph. 

Left: published bundle (version 0) with two children and one parent bundle. 
Middle: one snippet is deleted in working version 1 of bundle. 

Right: updated bundle (version 1) is published. 

Figure 4 shows an example of one root bundle, 

containing one other bundle, containing two snippets itself. 

One can see that the return paths of the middle bundle’s 

relations (dashed) are only set the moment the element is 

published. When being in working state, it only adapts or 

rather creates the relation parts of which it is the owner 

(solid). The figure also shows how the child relation (green) 
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of the top bundle is altered on publish. Splitting up the 

bidirectional relations added some complexity as there two 

independent structures by the going and returning part of the 

relations. But since the modification process of the relations 

follows strict rules, it is a good tradeoff. 

D. Annotation System 

At the beginning of this section, the two main entities 
snippets and bundles have been introduced. Actually, there is 
one more element which has a deep impact on the utilization 
of the whole system. In contrast to snippets and bundles, 
which represent something official or thought trough in the 
system, annotations are personal notes of individual users. 
Just like snippets, they are multimedia objects. The creation 
of annotations via certain tools is very easy so that users can 
ad-hoc record audio, take a photo, create a video, list some 
issues, create a sketch, etc. Thus, it is easy to grab non-
formal situational knowledge. Furthermore, a short 
description can be added explaining the note in some detail. 
The real profit is earned when annotations are stuck at any 
other knowledge element in the system. I.e., with the help of 
annotations the user is able to create his own working aids 
and extend the global knowledge with his own experience. 
For the moment, his annotations are private and can be seen 
by himself only. Nevertheless, it seems as if they are part of 
the available knowledge graph. Whenever the user works 
with the available material, from now on he directly receives 
his embedded annotations as additional help. As soon as the 
aids are believed to be valuable enough, the user has the 
possibility to share them with a self-determined group of 
other users (see sections 4.F and 4.G). Annotations can even 
be used to comment on already available annotations of other 
users encouraging discourses and allowing the author of the 
knowledge element to receive useful feedback and insights. 
That means the system avails communication and exchange 
of knowledge where it was not possible before, e.g., due to a 
job profile like field services. On the one hand, helpful 
contributions can be used to improve the knowledge in future 
versions. On the other hand, the author realizes 
misconceptions he would not have known otherwise and has 
the chance to respond to them. From an architectural point of 
view, the annotation structure is infinitive, but due to 
usability the level of annotations is limited to 2 levels via the 
program logic. That way, answers to annotations on elements 
are still possible but discourses do not get too complex and 
unclear. As already mentioned, annotations are similar to 
snippets although they serve a different purpose. The 
likeness can be used in such a way that an element’s author 
can use annotations as templates for new elements or 
improved versions. That way he can easily embed, e.g., a 
photography of a mechanic taken of a machine. The 
mechanic himself gets involved in the process and can 
identify with the new material due to his input. 

E. Rating System 

Besides annotations, knowledge workers have another 
possibility to interact with the available knowledge. An extra 
rating system has been integrated into the structure which 
allows users to rate all kinds of elements, i.e., snippets, 

bundles and annotations. While ratings on annotations and 
snippets refer to the content or the remark, a rating of a 
bundle expresses the quality of the compilation. For 
example, that includes which subsections a chapter has, how 
subsections are ordered, whether the collection of elements is 
semantically complete, etc. Due to the rating system, it is 
very easy for users to communicate their thoughts without 
too much effort. Still, the input can be used to advice high 
quality knowledge and identify problem areas to contribute 
to an overall quality assurance. As users do not vote too 
much and if they do they do not tend to down-vote, the 
graphical user interface needs to assure a quick access of a 
simple rating mechanism like, e.g., positive stars. This is also 
very important for the authors and all users in the system. 
The awareness of activities in the system has a motivating 
effect on its participants and their willingness to contribute. 

F. Diverse Group System 

Annotations and other elements can be share with 
selected peers. To achieve this and to simplify the 
communication and distribution of material, a diverse group 
system has been created. Groups are collections of peers in 
the system and designed in a rather generic way. Via 
different characteristics, such as visibility or admission 
procedures, it is possible to easily create various different 
kinds of groups. It is feasible to have personal unidirectional 
friend lists which are only visible for the user himself, circles 
like in google+, groups which are used for commonalities 
such as working locations or occupational profiles, more 
formal groups that may represent a successfully passed 
training, groups that reproduce department structures, and so 
forth. Table 1 shows some possible types of groups 
regarding some of their features. They are used for 
communication purposes as well as access management of 
knowledge elements in the system as described next. 

TABLE I.  GROUPS AND THEIR FEATURES 

Feature \ 

Group 

Personal 

Friends 

List 

Group of 

Colleagues 

Official 

Department 

Working 

Location 

Open No No No Yes 

Visible for 

all 

No No Yes Yes 

Applicable No Yes No No 

Invitable No Yes No Yes 

 

G. Access Rights Management 

Not only from an organizational point of view it makes 
sense to restrict the users’ access to selected content. This is 
reasonable if there is, e.g., security-related material for 
which’s use the worker is not educated. The presented group 
system is an optimal basis for the needed rights management. 
In the knowledge system, the creator is in full control of his 
knowledge and has the power to grand additional rights. As 
there is no one system-wide privileged author, it depends on 
the element and the current situation whether some user 
owns this authoring role or not. Access rights are related to 
single elements and hence for every snippet or bundle – at 
least in principle – it could be different. Of course, the user 
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interfaces simplify the process such that authors can adapt 
the access for a whole (tree) structure at once. Besides the 
special creator role which allows to retain full power over a 
created element, there are several other roles. There is a right 
to read and show elements, and a right to write and change 
an element. Access rights cannot only be assigned to a single 
user but also to groups. That way it is very easy to allow a 
certain group of people to use some material, e.g., the 
handouts of a workshop. As soon as more people pass the 
corresponding training, they only need to be invited to the 
group which is already authorized. Another manage right 
allows users to allocate rights to other users and pass the 
power. For example, his makes sense if there is committee 
that is responsible for some knowledge. One last special right 
is called REFERER. The owner of this right is able to only 
add read access to others. That becomes important if authors 
want to include elements of other authors into their bundles. 
Commonly, they would not have power about the rights 
allocation of the included elements. To still be able to offer 
reading rights to their audience, they can get the REFERER 
right which enables them to add readers to foreign material. 
Table 2 summarizes all different rights again. 

TABLE II.  ACCESS RIGHTS 

Access Right Declaration 

CREATOR Implies all the access rights and 

cannot be revoked 

READ Find and read-out element 

WRITE Change element 

MANAGE Grant and revoke other rights 

REFERER grant READ rights 

 

H. Linkage of Traditional File Formats 

The cold-start problem is a negative effect which many 
new software systems suffer from. That occurs, when there is 
too little data in the system to really use it effectively. 
However, employees need their material and cannot trust in a 
system that only covers some aspects. The risk of falling 
back into old habits and not accepting the system as a whole 
is too high. Also, organizations already have an enormous 
mass of material in digital file formats of traditional tools 
like MS Word, MS PowerPoint, and others. Hence, it would 
be a tremendous help to transfer those into the new system 
structure. 

Different importers have been created that take, e.g., a 
MS Word’s docx file and convert it into the system’s internal 
structure of snippets, bundles, etc. The modules analyze the 
original document and utilize different kinds of information 
to build up the hierarchy. For example, the different levels of 
headlines can be used to recognize the different bundle 
levels, or paragraphs can be used to determine text units for 
snippets. This automation disburdens the human authors a 
lot. As it is not possible to create an automatism for all 
theoretically possible inputs, the modules only generate 
suggestions which are stored via a special initial state. 
Authors then have the chance to correct the material in 
regard to inaccurately detected elements. That means 
combining snippets that should have been recognized as one, 
splitting up material in further units, and so forth. After 

publishing the new structures, they are ready to be used like 
structures that have been created from scratch in the system. 
Elements in the system are neither restricted to their former 
visualization nor to their previous format. 

 
Summarizing, the presented knowledge structure 

represents a network of knowledge elements (snippets, 
bundles, annotations) and their interrelations. Version control 
realizes a constant graph evolution and still allows to 
reproduce the history of knowledge. Social aspects like 
annotations and rating together with the group system are the 
basis for lively exchange of knowledge between peers. Via 
the rights and roles management, it is very easy to grant 
access to different users. To overcome the start-up problems, 
import modules are able to automatically transform 
traditional documents into the new knowledge structure. 

V. EVALUATION 

The presented approach has been developed in 
connection with a project named Professional Reflective 
Mobile Personal Learning Environments (PRiME). It is a 
joint research project of the Learning Technologies Research 
Group from RWTH Aachen University and DB Training, 
Learning & Consulting from Deutsche Bahn AG. It is 
sponsored by the Federal Ministry of Education and 
Research via the German Aerospace Center. Although the 
system developed in PRiME is designed in a generic way to 
fit many different scenarios, the most benefitting job profiles 
are mobile field services. As proof of concept, we address a 
first group of mobile mechanics from the car inspection 
service of the long-distance passenger transport DB 
Fernverkehr AG, as well as related trainers, training 
developers and specialist author. The mostly qualitative 
evaluations in form of interviews and work tasks show broad 
acknowledgement and positive feedback from all involved 
roles. It also emerged, that in principal the current traditional 
processes are similar to the proposed ones but so far very 
uncomfortable and slow in comparison to the new 
possibilities in the PRiME system. Current employees make 
their own way to cope with the addressed problems and look 
for workarounds or their very own tricks anyway. Thus, the 
need for an organization-wide uniform solution is clearly 
there. 

Further quantitative evaluations with, e.g., questionnaires 
in combination with some broader field studies are running 
at the moment. First figures adumbrate that the implemented 
system and its underlying model can really embed in the 
everyday work life and naturally support the workers in their 
working process. The results will be published accordingly. 

VI. CONCLUSION AND FUTURE WORK 

Knowledge has been identified as a very important 
resource that greatly impacts the competitiveness. Hence, 
there are endeavors to improve the collection, distribution 
and the enhancement of knowledge and manage it like any 
other good. 

In this paper, we introduced a promising approach that 
unites different – so far independent – aspects like 
complexity, network character, social aspects, and quality 
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assurance together into one process and model to naturally fit 
in and characterize the real knowledge process. The 
underlying structure has been explained in more detail and 
allows the distribution of official knowledge, the record of 
tacit knowledge, sharing it with peers, and improving it due 
to an annotation and rating system. The whole system results 
in a three-layered learning process starting with the personal 
individual, over his social network to the whole organization. 
This continuous process of knowledge evolution and 
maturation has some additional benefits: 

 Knowledge does not leave the organization with 
its members and hence does not need to be 
reproduced again and again. 

 The concept promotes a mentality to work 
together and benefit from one another instead of 
destructive competition. 

 By their contribution, knowledge workers feel 
involved and can identify easily with the 
organization. 

 The organization’s focus is more on its 
employees and their abilities. 

 Due to their participations, users enjoy respect 
and appreciation. 

 Users have the chance to communicate and 
experience social aspects that have not been 
possible before. 

 Very high reusability of knowledge by virtue of 
the atomic elements and their linkage. 

 Faster publication procedures of official 
knowledge as authorities can concentrate on 
point by point enhancements. 

 Authors get to know about misconceptions and 
can reveal them. 

 Authors can fall back on an enormous collective 
know-how and quality assurance a lot faster due 
to the high involvement. 

 
The presented knowledge system is already able to map 

the whole knowledge process from individual to 
organizational learning. Nevertheless, there are many aspects 
that can and should be enhanced. The introduced structure 
can cope with the spread and cross-linked character of the 
knowledge. Still, one idea is to add more semantic meaning 
to elements by, e.g., introducing categories or types of 
knowledge units to improve its discovery and offer it more 
selective. It has to be further researched if it is possible to 
deduce concepts or taxa from the structural content in 
different areas of application. Once formalized, ontologies 
can then abet improvements in, e.g., identifying situationally 
important knowledge. 

Content can be created from scratch or traditional file 
formats can be imported by specific modules, as described 
before. Even if the whole management and usage process is 
represented in the system, there are still situations where 
other formats outside of PRiME are needed. That could be a 
PowerPoint presentation in a workshop or a Word document 
for external companies that do not have access to the system. 
Analog to the import modules, export modules will be able 

to generate traditional documents back from the special 
systems own structure. 

The current employees are used to their present toolset 
which is in most companies the Microsoft Office Suite. 
Instead of forcing them to use yet another system, there are 
approaches to develop assistance systems that integrate 
PRiME into their common working environment. As an 
example, plugins for their text editors can help to stick with 
some guidelines to gain the maximum profit and less rework 
from the import modules. 

Learning Analytics is a powerful tool that allows better 
learning data analyses. On the one hand, it can improve the 
automated feedback for authors so that they see points of 
failure or misconceptions at a glance. On the other hand, it 
can optimize the user’s handling of material in his working 
process. Further collection of context data [14] like time, 
location, situation, etc. can help to offer the right knowledge 
which is required for the individual in his current unique 
situation. Ideally, it could dispense with former traditional 
searching. 

Aside the mentioned aspects, there are many more 
possible extensions or improvements which could also cover 
topics like assessment. It remains to be seen how the system 
will be accepted in long-term studies and if there are other 
aspects of higher priority such as the improvement of user 
motivation. 
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Abstract—Since 2011, automotive companies have to adhere to
the functional safety standard ISO 26262. One important safety
activity described in the standard is the hazard analysis and
risk assessment, which is strongly expert-driven, and therefore
expensive, time consuming, and dependent from the individual
expert’s opinion. In this paper, we present a decision support
system for hazard analyses in order to increase their consistency
and efficiency. The system automatically combines results from
finished analyses and supporting information in a knowledge base
and searches it for useful recommendations during a new hazard
analysis and risk assessment.
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I. INTRODUCTION
In 2011, the automotive functional safety standard ISO

26262 “Road Vehicles - Functional Safety” [1] was published.
Since then, the individual safety processes of automotive
companies were adapted and now each new system for a car
is developed according to the ISO 26262. The hazard analysis
and risk assessment (HARA) is one of the first activities of the
safety lifecycle. In this analysis, experts examine the systems
with respect to its functions, possible malfunctions, and the
consequences of those malfunctions in different situations.
For many systems in the automotive domain nearly identical
systems exist for other series vehicles. However, a simple
copy-paste approach is not feasible. Even small changes in
a system could lead to completely different analysis results.

Since the ISO 26262 is still a very young standard, there
are not many tools to support it appropriately. According to [2],
the experience of experts is still the main means to conduct a
proper HARA. In order to reduce the workload of the domain
experts and to increase the consistency of HARA projects for
similar systems, we propose a recommendation system that
bases its recommendations on already completed analyses, and
that therefore makes optimal use of the reuse potential. The
system automatically creates a knowledge base that combines
information from other HARA projects with complementary
information, e.g., synonym dictionaries. When an expert is
working on a new HARA, the system proposes knowledge
artefacts that could be useful for the actual or next analysis
step, together with an explanation. Relevance in the knowledge
base is determined by a mechanism called spreading activation
that leverages the relationships between concepts in a semantic
network. In Section II of this paper, we cover the basics and
the related work for the topics HARA, spreading activation,
and semantic web technologies. In Section III, we discuss the
two phases of our proposed recommendation system. Finally,
in Section IV, we summarize our results and present multiple
possibilities to continue research in this area.

II. BASICS AND RELATED WORK
In this section, we shortly introduce the main concepts

and tasks for conducting a HARA. Furthermore, we describe
spreading activation and its application as semantic search
technique. In a third part, we present selected applications of
semantic web technologies that have been applied in non-web
environments and are related to our approach.

A. Hazard Analysis and Risk Assessment (HARA)
According to ISO 26262, HARA is a method for identify-

ing and assessing hazards and specifying safety goals in order
to reduce risks down to an acceptable level [1]. The HARA
workflow consists of several steps, which can be tailored
individually.

The initial input is a collection of documents related to
an item of interest, e.g., description, interfaces, architecture.
In subsequent steps, the item functions to be examined are
defined, their potential malfunctions are identified, relevant
driving situations are assigned, and hazardous situations are
derived. The impact and consequences of each hazardous
situation are determined and their risk is classified by the
specific parameters. Their evaluation leads to the assignment
of an Automotive Safety Integrity Level (ASIL) and results in
appropriate safety goals. Higher ASILs usually require higher
efforts in providing functional safety. HARA strongly relies
on expert knowledge, usually involving several experts from
different departments and is usually a very complex and time-
consuming analysis.

B. Spreading Activation
Spreading activation has its origin in the fields of psychol-

ogy and psycholinguistics. It was used as a theoretical model
to explain semantic memory search and semantic preparation
or priming [3]–[5]. A semantic network was defined as an
explanatory model of human knowledge representation. In
such a network, concepts are represented by nodes and the
associations between concepts as links [4]. Over the years,
spreading activation evolved into a highly configurable seman-
tic search algorithm and found its application in different fields
[6]. Spreading Activation is capable of both identifying and
ranking the relevant environment in a semantic network.

The processing of spreading activation is usually defined as
a sequence of one or more iterations, so-called pulses. Each
node in a network has an activation value that describes its
current relevance in the search. In each pulse, activated nodes
spread their activation over the network towards associated
concepts, and thus mark semantically related nodes [6]. If a
termination condition is met, the algorithm will stop. Each
pulse consists of different phases in which the activation values
are computed by individually configured activation functions.
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Additional constraints control the activation process. Fan-out
constraints limit the spreading of highly connected nodes
because a broad semantic meaning may weaken the results.
Distance constraints reduce activation of distant nodes, because
distant nodes are considered to be less associated to each other.
There are many other configuration details such as decays,
thresholds, and spreading directions. In the survey, Crestani
argues that spreading activation is capable of providing good
results, but the effectiveness highly depends on the availability
of a representative network as well as techniques for automated
network building [6]. Therefore, the approach presented in this
paper aims at both the automated creation and the semantic
enrichment of the network.

C. Applications of Semantic Web Technologies
In 2001, Tim Berners Lee coined the term Semantic Web

[7], which envisions extensive sharing and reuse of seman-
tically enriched data over the web. To support this vision,
organizations and initiatives such as the W3C elaborate on
development and standardization of knowledge and semantic
technologies, including RDF and OWL. While those technolo-
gies are created with the web in mind, they are useful in other
domains as well.

One area of application is the semantic desktop, which
aims at transferring semantic web technologies to the user’s
desktop [8]. Schumacher et al. even apply spreading activation
in semantic desktop information retrieval [9]. Semantic desk-
top technologies primarily focus on interconnecting different
desktop applications for personal or group information man-
agement, e.g., implemented in the NEPOMUK Project [10].
Similarly, we want to combine semantic web technologies and
spreading activation, but focus on providing recommendations
for safety analyses such as HARA. Álvarez et al. examined
spreading activation techniques for information retrieval in
RDF graphs and ontologies [11]. They introduced the On-
toSpread Framework to support configuration and execution
of the algorithms and applied it in a medical recommendation
system [12]. However, they utilized existing ontolgies whereas
our approach includes the overall process of creating and
searching semantic networks in order to provide step-by-step
guidance through the analysis process by problem-specific
recommendations.

III. APPROACH FOR A RECOMMENDATION
SYSTEM FOR DECISION SUPPORT

A. Approach
We propose an approach to enhance a HARA tool with

semantic technologies in order to provide the user with recom-
mendations. One such analysis tool is medini analyze [13], in
which the HARA projects used in this paper were conducted.
However, our approach is independent from a concrete tool
and applicable to any tool with a known structure, e.g., meta
model, class diagram. The approach consists of two phases:
the building phase and the search phase, each of which com-
prises three steps (see Figure 1). The building phase includes
building the knowledge base on model and instance level and
a post-processing step for semantic enrichment. The search
phase includes the identification and evaluation of relevance,
generation of recommendations and providing explanations.

Throughout the remainder of this paper, we will make use
of the following concrete scenario when explaining each step.

Example: A safety engineer adds a new function, namely
“operate directional indicator”, during a HARA. The engineer

Figure 1. Phases and Steps of the Approach.

queries the system for functions in order to see, which related
functions have been used in earlier HARA projects. Next
to finished HARA projects, the system contains knowledge
about synonyms. One entry in this synonym collection is,
that “directional indicator” and “turn signal” have the same
meaning. Therefore, one of the provided recommendations
should be the function “activate turn signal right”, which has
been used in a finished HARA project.

B. Building Phase: Multi-Source Knowledge Base
Optimally, recommendation detection should be conducted

on a knowledge base containing extensive expert’s knowl-
edge. This knowledge originates from different sources, most
importantly from already completed analyses. Additional in-
formation, such as glossaries, synonyms, feature models, or
other domain-specific background knowledge can help to find
potentially useful semantic relationships between different
artefacts. Therefore, our proposed knowledge base has an
extensible modular structure, consisting of multiple so-called
knowledge blocks. Creating this knowledge base automatically
bypasses the main obstacles for successful application of
spreading activation, i.e., dependance on the representativeness
of networks and automated network building [6].

Each block consists of both the model representation of
the knowledge and their instances. Therefore, we require both
the XML schema definition and the data provided in XML as
input. A block contains relations between concepts within the
block, as well as relations to other blocks, stitching multiple
blocks to one piece. These so-called cross-block relations are
identified and set whenever a new block is included.

1) Automatic Generation of the OWL Model (B1): The
main knowledge block for a tool-based recommendation sys-
tem is given by the data structure of the tool itself, usually
available through meta models or class diagrams. In this paper,
the target language for the semantic representation is Web
Ontology Language (OWL), a W3C standardized description
language with formal semantics for representing and comput-
ing knowledge. However, the approach is applicable to any
other target structure based on RDF Graph. In OWL, we
can describe information as classes, properties, instances, and
data values [14]. Given XML schema definitions of a meta
model and other information sources, we can apply mapping
techniques to create an OWL model. In [15], Bohring and
Sauer propose an XSD to OWL mapping to capture the XML
schema semantics while translating the schema constructs
to OWL. Similar transformation approaches are described in
several other publications, e.g., [16][17]. We slightly adapt the
existing mappings for our specific transformation.

Example: In our example, we provide, additionally to
the tool meta model, a collection of synonyms as second
knowledge block. Synonyms are easy enough to explain in
the example, but carry semantic meaning, and therefore have
a visible impact. Synonyms are represented by a class with
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a name attribute and a reflexive synonym association. In the
same beforementioned fashion, we apply our transformation.
This results in an owl:class Synonym and a symmetric object
property hasSynonym as well as a datatype property for the
synonym name (see upper right side of Figure 2).

2) Automatic Import of OWL Instances (B2): Now, we
want to fill the created OWL model with instance data. The
import can be technically implemented using an XML to OWL
transformation [15].

Example: For the scenario, we import the instances “turn
signal” and “directional indicator” of type Synonym and con-
nect them by a hasSynonym link. Furthermore, we include the
instance “activate turn signal right” of type Function, among
others (see Figure 2).

3) Stitching Multi-Source Knowledge Blocks (B3): Knowl-
edge blocks need to be interconnected in order to capture
known semantics. Proper stitching is essential, since it rep-
resents the actual semantic enhancement of the knowledge
base. Usually, stitching knowledge blocks requires domain
knowledge to decide which concrete concepts need to be
connected. However, once this decision is made, the linking
process can be automated via stitching rules. The resulting
OWL representation including the model and instance level
consists of an underlying RDF graph which is composed of
a set of RDF triples [18]. Each triple consists of a subject,
a predicate, and an object which read as a statement, e.g.,
“Function hasMalFunction Malfunction”. The OWL to RDF
graph mapping is standardized by the W3C [19].

Example: We stitch the HARA block and the synonym
block by introducing a new relation hasSynonymConnection.
This relation links all instance nodes that contain a synonym
instance name with that synonym instance (see Figure 2).

Figure 2. Knowledge Base with Knowledge Blocks for HARA and
Synonyms.

C. Search Phase: Semantic Search Concept
Searching the knowledge base is conducted in three steps

(see Figure 1). Firstly, we apply a spreading activation algo-
rithm to identify the context of our specific search, i.e., the
relevant subnetwork. This step reduces the search space and
ranks the visited nodes by their relevance. Secondly, we filter
the most relevant nodes in the resulting subnetwork by the
sought-after type. As a result, we generate recommendations
for the user in order to support their decisions. In a third step,
we provide explanations for the recommendations.

1) Spreading Activation (S1): Since spreading activation
algorithms are highly configurable and profit from domain-
and problem-specific configurations, we apply the following
configuration settings: The termination criteria are a specified
amount of pulses, the full activation of the graph, as well as a
threshold for the total activation value transmission of a pulse.

In case of convergence the spreading will stop. We additionally
apply fan-out and local distance constraints to limit the acti-
vation broadcast of highly connected nodes and decrease the
activation depending on the path distance. We apply a pulse
constraint to reduce the spreadable activation values over the
time in order to achieve convergence with increasing pulse
count. Most importantly, we apply path constraints utilizing
the semantic relevance of properties.

Example: In our scenario, we privilege the synonym
knowledge block because the knowledge of two words mean-
ing the same thing can boost the search. In order to emphasize
their importance, we attach higher weights to the associated
properties hasSynonymConnection and hasSynonym. Figure 3
depicts our search scenario. The engineer added the function

Figure 3. Recommendation Query.

“operate directional indicator” and now searches for associated
functions.

Figure 4 depicts the semantic network before (a) and during
five pulses (b-f) of the spreading in our network. Starting point

(a) Before
Spreading

(b) Pulse 1 (c) Pulse 2

(d) Pulse 3 (e) Pulse 4 (f) Pulse 5

Figure 4. Semantic Network before and during spreading activation pulses.

is the crossed node, which stands for the newly added function.
Since synonym property edges receive higher weights, they are
represented by darker color. Activation spreads in pulses over
the network whereas higher activation of nodes is represented
by darker color. Over the pulses, the faster activation over
priorized edges and limitations by fan-out constraints at nodes
with lots of branches can be observed. The result is a semantic
network with nodes ranked by relevance.

2) Recommendations through Type-Specific Filtering (S2):
Recommendation requests are specific to a concrete artefact
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type. Therefore, we filter the relevant subnetwork resulting
from the spreading step by the sought-after type sorted by their
assigned activation value representing their relevance regarding
the specific query.

Example: The filtered subnetwork, depicted in Figure 5,
only contains instances of the artefact type Function. The node
that represents the function “activate turn signal right” has the
highest relevance, and therefore is the first recommendation
generated for our scenario.

Figure 5. Filtering by Types for Identification of Recommendation.

3) Explanations (S3): For user acceptance, the origins of
the resulting recommendations must be transparent. Thus, de-
cision support for HARA can profit from appropriate explana-
tions. Explanation can be derived by evaluating the activation
history and find the path sequence that contributed most to
the activation of a specific node. Optimizing the explanation
given for each recommendation is work in progress and will
be examined in our future research work.

Example: In the presented example, the explanation is
obvious: The function “activate turn signal” is the highest
ranked recommendation, because “turn signal” and “directional
indicator” are synonyms, and therefore have the same meaning.
In our case, the shortest and highest activated path determines
this explanation (see Figure 4(f)).

D. Implementation
The proposed recommendation system is implemented in

a prototype called HARvESTer (Hazard Analysis and Risk
assessment dEcision Support Tool). We examined different
scenarios, generating recommendations for functions, malfunc-
tions and safety goals. First experiments in a safety expert
environment led to positive feedback regarding usefulness and
showed promising results. Expected recommendations have
been found in most cases.

IV. CONCLUSION AND FUTURE WORK
In this paper, we presented a decision support system for

hazard analysis and risk assessment which aims at increas-
ing efficiency and more consistent and reliable results. The
system has two main capabilities: automated construction of a
knowledge base from different information sources and finding
related information for deriving recommendations during the
HARA steps. Since these recommendations are based on
already finished analyses, the experts have fast access to
decisions that have been made before and can decide to reuse
them. Although our first results are very promising, we see
much potential for future research.

Our method focuses on HARAs, but could be easily
adapted to other analyses of ISO 26262, or even outside of
the safety domain. A challenging idea is the automatic con-
figuration of the spreading algorithm to improve results. User
feedback could be a useful addition for the recommendation

system such that it could learn which recommendations were
actually useful, and which were not. Furthermore, an extensive
case study is planned to evaluate the overall approach and its
usability as well as the effects of different configurations.
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Abstract —Society is faced with an ever-increasing volume of 
computer program code that must be developed and 
maintained, exacerbated by a limited pool of trained human 
resources. Thus, effective and efficient automated tutor 
systems or recommenders for program comprehension are 
imperative. This paper introduces the Recommendation 
Service for Code Understanding (ReSCU), an approach that 
utilizes program code as a knowledgebase and automatically 
recommends a code trail to support effective and efficient 
human program code comprehension. Initial evaluation results 
with a prototype and an empirical study with obfuscated 
program code demonstrates its viability. 

Keywords-recommendation systems; intelligent tutoring 
systems; knowledge-based systems; program code 
comprehension; software engineering. 

I. INTRODUCTION 
The growing utilization of software throughout industry 

and society entails ever-increasing volumes of (legacy) 
program code and associated maintenance activity. While the 
total lines of program code worldwide is unknown, the Year 
2000 (Y2K) crisis [1] with global costs of $375-750 billion 
gave us an indicator of the scale and importance of program 
comprehension, while a study of 5000 active open source 
software projects shows code size doubling on average every 
14 months [2]. Moreover, the available pool of programmers 
to develop and maintain code remains limited and is not 
growing correspondingly. For instance, US bachelor degrees 
in Computer Science in 2011 were roughly equivalent to that 
seen in 1986 both in total number (~42,000) and as a 
percentage of 23 year olds (~1%) [3]. This is exacerbated by 
high employee turnover rates in the software industry. 

Thus, there is resulting pressure on programmers to 
rapidly come up to speed on existing code or comprehend 
and maintain legacy code (a type of knowledge) in a cost-
effective manner. It thus becomes imperative that 
programmers be supported with automated tutors and 
recommenders that efficiently and effectively support 
program code comprehension. In this space, 
recommendation systems for software engineering provide 
information items estimated to be valuable for a software 
engineering task in a given context [4]. 

This paper introduces a solution in this space called 
Recommendation Service for Code Understanding (ReSCU), 
a knowledge-centric recommendation service and planner for 
program code comprehension. ReSCU can be viewed as an 
intelligent tutor system, applying a practical form of granular 
computing [5] and concepts like knowledge distance. In 

support of human knowledge comprehension, it 
automatically recommends knowledge navigation as a 
Hamiltonian cycle [6] in an unfamiliar knowledge landscape 
of program code. 

The paper is organized as follows: Section II discusses 
related work. Section III describes the solution concept and 
then the prototype realization. In Section V, the evaluation is 
described, which is followed by the conclusion. 

II. RELATED WORK 
An overview of recommendation systems in software 

engineering is provided by [4]. In the Eclipse IDE, 
NavTracks [7] recommends files related to the currently 
selected files based on their previous navigation patterns. 
Mylar [8] utilizes a degree-of-interest model in Eclipse to 
filter our irrelevant files from the File Explorer and other 
views. The interest value of a selected or edited program 
element increases, while those of others decrease, whereby 
the relationship between elements is not considered. In 
support of developers with maintenance tasks in unfamiliar 
projects, Hipikat [9] recommends software artifacts relevant 
to a context based on the source code, email discussions, bug 
reports, change history, and documentation. The eRose 
plugin for Eclipse mines past changes in a version control 
system repository to suggest what is likely also related to this 
change based on historical similarity [10]. To improve 
navigation efficiency and enhance comprehension, the FEAT 
tool uses concern graphs either explicitly created by a 
programmer [11] or automatically inferred [12] based on 
navigation pathways utilizing a stochastic model, whereby a 
programmer confirms or rejects them for the concern graph. 
With the Eclipse plugin Suade [13], a developer drags-and-
drops related fields and methods into a view to specify a 
context, and Suade utilizes a dependency graph and 
heuristics to recommend suggestions for further 
investigation. To support the usage of complex APIs in 
Eclipse, the Prospector system [14] recommends relevant 
code snippets by utilizing a search engine in combination 
with Eclipse Content Assist. Strathcona [15] analyzes 
structural facts of an incomplete code selection and utilizes 
heuristic matches to determine the most similar example. 
The Eclipse plugin FrUiT [16] supports example framework 
usage via association rule mining of applications that utilize 
a specific framework. 

In contrast, various facets differentiate the ReSCU 
approach, including independence from any visualization 
paradigm, generating ordered code trails without 
necessitating an explicit context or prior history, and that it 
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requires no human expert intervention or confirmation. 
Furthermore, the approach is unique in applying a conceptual 
mapping of geographical points of interest (POI) and the 
traveling salesman problem/planning (TSP) to source code 
and the generation of code trail planning. The foregoing tools 
and approaches enhance program comprehension for certain 
kinds of developer tasks and intentions and can be viewed as 
complementary. 

III. SOLUTION 
The ReSCU solution approach focuses on supporting the 

learning, understanding, and navigation of unfamiliar 
program source code by programmers in an automated, 
systematic way, without requiring additional knowledge, 
historical information,  or human expert assistance. 

A. Principles 
The solution concept includes these principles (P:): 
• P:POI: program source code locations are identified 

and viewed as Points-of-Interest (POI) (or 
knowledge entities), analogous to geographical 
locations in navigational systems. Each POI is 
identified by a unique name, such as a fully qualified 
name (FQN) in the Java programming language 
consisting of the concatenation of a package name, 
class name, colon, and method name. A POI can be 
viewed as a granule or information entity of interest 
in a knowledge "landscape".  

• P:POIRanking: To determine the importance of a 
POI (or knowledge granule) for human 
comprehension, they are ranked relative to each 
other. The algorithm MethodRank described below 
exemplifies such a ranking that fulfills this principle.  

• P:POILocality: POI locality, which can conceptually 
viewed as knowledge closeness from the perspective 
of knowledge distance [17], is taken into 
consideration. This is intended to address the 
cognitive burden of context switches to a human 
when viewing program source code, by ordering 
POIs such that the number of unnecessary switches 
in a POI visitation order is reduced. The POI 
Distance calculation described later is an example 
for applying this principle. 

• P:Timeboxing:  Human comprehension and learning 
is assumed to be time-limited in the form of a 
session. Thus, the visitation time for POIs is 
estimated, and only the subset of priority ordered 
POIs that can be feasibly visited in the given 
timebox is selected. This subset will then be 
reordered to consider locality.  

• P:CodeTrails: the recommendation service provides 
code trails as output with a navigation and visitation 
order recommendation for the POIs, whereby POI 
locality is taken into account. A mapping of the TSP 
and related planning algorithms [18] are applied to 
these granules (the POIs) and the associated 
knowledge distance between them. While the path 
suggest may not necessarily be the most optimal 

path, it provides an efficient path nonetheless 
through the knowledge landscape (source code). 

In ReSCU, POI visitation planning via the generated 
code trails focuses on invocation relationships rather than 
class relationships. Not following class relationships can be 
viewed as supported by an empirical eye-tracking study 
finding that "software engineers do not seem to follow binary 
class relationships, such as inheritance and composition" 
[19]. 

B. Features 
Besides the aforementioned principles, the solution 

includes the following additional capabilities:  
• User profiles: user's knowledge level (e.g., familiar 

vs. unfamiliar) and competency level (junior vs. 
senior) are taken into consideration. 

• Trail (Re-)planning: Two modes are supported: 
initial trail mode that generates a trail from scratch, 
and refactor trail mode that dynamically 
incorporates user actions and re-optimizes the trail 
based on the visited POI and the session time left. 
Visited POIs (including deviations) are detected via 
events and automatically removed from the next 
suggested trail. 

• Easily integratable: A REST-based service interface 
provides distributed local and remote access to the 
recommender service from various software 
development tool and integrated development 
environments (IDEs). 

C. Conceptual Architecture 
The conceptual architecture is shown in Figure 1 consists 

of three primary modules: Database Repository, Knowledge 
Processing, and Integration. 

 

 
Figure 1.  ReSCU solution architecture. 

The Database Repository module logically groups 
various databases to retain metadata and knowledge in forms 
such as a graph database for modeling the source code as a 
graph of nodes with properties, and a relational/NoSQL 
database for dealing with non-graph-related knowledge 
related to source code. 

The Knowledge Processing module includes components 
such as a POI Prioritizer for ranking POIs and a Trail 
Planner for planning the POI visitation time and order. 

The Integration module includes a Web Service API 
(application programming interface) for supporting 
integration with other tools, an input processor to deal with 
tool events (such as a POI visit) and importing and 
transforming code information from analysis tools, and a 
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trail generator for generating or transforming a planned trail 
into a desired format.  

D. MethodRank Calculation 
With regard to P:POIRanking, it is assumed that in 

general, given no other knowledge source besides the source 
code and assuming limited learning time, it is more essential 
for the user to become familiar with the methods of a project 
that are used frequently throughout the code, rather than ones 
that are only sparsely utilized. Thus, a variation of the 
PageRank [20] algorithm call MethodRank is used to 
prioritize the POIs, whereby instead of webpages we map 
methods and instead of hyperlinks we map invocations. 
Thus, those methods that have the most references 
(invocations) in the code set are ranked the highest. While 
this does not consider runtime invocations (such as loops), it 
can be an indicator for a method with broader relative 
utilization and thus likely of greater interest for 
comprehension. 

E. POI Distance Calculation 
To address P:POILocality, an underlying assumption is 

that (sub)packages map vertically to (sub)layers and classes 
serve as a type of horizontal grouping of methods. Thus, the 
distance between any two POIs (given in (3)) A and B 
(analogous to geographical distance) is determined by their 
vertical (1) and horizontal (2) distance.  

 VerticalDistance = | layer(A) − layer(B) | (1) 

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 = � 0    𝐻𝑖 𝐻𝐻𝐻𝐻𝐻(𝐴) = 𝐻𝐻𝐻𝐻𝐻(𝐵)
 1     𝐻𝐻ℎ𝐻𝐻𝑒𝐻𝐻𝐻                         

 (2) 

POIDistance = VerticalDistance + HorizontalDistance (3) 

For instance, the POIDistance between methods in the 
same class is 0, between classes in the same package 1, etc. 
Depending on the implementation, a higher layer may only 
represent a greater abstraction (e.g., only interfaces) and not 
necessarily be that far in cognitive "distance". Nevertheless, 
any sublayers between them should still be cognitively 
"closer". 

F. Hamiltonian POI Visitation Trail 
Assuming the principles of proper modularity and 

hierarchy are applied in a given project, a greater distance 
between POIs is equivalent to a larger mental jump. Thus, to 
reduce mental effort, once the distance for all pairs has been 
calculated, we desire the overall shortest trail that provides 
the visitation order for all POIs such that each POI is visited 
exactly once except that the starting point is also the end 
point, i.e. a Hamiltonian cycle. The calculation problem is 
equivalent to the well-known TSP.  

G. Knowledge Processing 
ReSCU knowledge processing stages are shown in 

Figure 2 and described below. 
 

 
Figure 2.  ReSCU knowledge processing stages. 

1) Input Processing: the source code as text files are 
imported and analyzed. A list of all the POIs in the project 
as FQNs is determined. The layer of each POI is determined 
by counting the subpackage depth of its FQN. If the project 
actually utilizes a layer structure is irrelevant here. This is 
then used to apply the aforementioned POI distance 
calculation.  

2) POI Filtering: POIs already visited by this user 
(either in the expected order or out of order) are filtered 
from the set for the initial planning or replanning. 

3) POI Prioritization: the aforementioned MethodRank 
calculation is used to create an ordered list of POIs. 

4) POI Time Planning: the actual POI visitation time is 
stored per user. Given no prior actual POI visitation time, a 
default visitation time can be estimated based on a user's 
profile utilizing a basis time per line of code in seconds, and 
factors correlated with the size and complexity of the 
current POI method, the knowledge level (stranger or 
familiar), and the competency level (junior or senior). Based 
on the limited session time available, the set of POIs the 
POI Time Planner component limits the set to an ordered 
list by priority that is cut off at the point that the cumlative 
time exceeds the timeboxed session. This reduces the size of 
the FQN set for locality planning and traversal. 

5) POI Locality Planning: from the resulting set, the 
POIs are then ordered using a planner for a Hamiltonian 
cycle and a TSP path that takes locality into account, such 
that those nearby are visited first before jumping to POIs at 
a further distance.  

6) Trail Generation: the recommended trail in the order 
visitation is generated. 

IV. REALIZATION 
To support validation of the solution concept and 

architecture, a prototype was realized in Java. It currently 
analyzes and generates code trails for Java program code. 
For simplification, only class methods are considered and 
method overloading is ignored (a single FQN is used for 
methods of the same name in trails). 

As a Representational State Transfer (REST) service, the 
Web Service component was realized with Restlet and can be 
run locally, on the team's server, or the cloud in order to 
easily integrate with various integrated development 
environments or software engineering environments. The 
Database Repository used H2 as a relational and Neo4J as a 
graph database. To support flexible integration, the output 
trail format is XML.  

The actual POI visitation time is tracked via navigation 
events received via the web service, with the table 
METHODRATING_TIMEONMETHOD storing MethodID, 
UserID, and visitation time (in seconds). POIs that were 
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already visited (expected or not) are then filtered and 
removed from the replanned trail. 

MethodRank requires a data structure with methods (as 
FQNs) and their target invocation relationships and counts. 
For this, static code analysis of a project's methods and 
invoke relationships is performed using jQAssistant 1.0.0 
and the GraphAware Neo4j NodeRank plugin [21]. A 
Cypher query selects all Method FQNs and their invoked 
Method FQNs and the result is exported to a CSV file. A 
separate simplified graph is then created by importing the 
CSV file into the Static Analysis Program with 
FQN(Method)->INVOKES->FQN(TargetMethod) 
relationships in the Neo4J server. GraphAware NodeRank 
then provides NodeRanks (i.e. MethodRanks) for every node 
(Method) for the number of invocations with the NodeRank 
stored in each node's property (Figure 3 shows a partial 
graph in Neo4J). The result is retrieved via the Neo4J REST 
API in JSON (example shown in Figure 4). The JSON was 
parsed, converted to FQNs, and placed in the H2 
MethodRank table.  

 

 
Figure 3.  Example partial MethodRank graph in Neo4J.  

 
Figure 4.  Example NodeRank request result in JSON. 

Users are differentiated by a user ID. The visitation time 
is adjusted by a factor (default = .5) was used to halve the 

estimated time if it is a senior engineer, and a factor (.5) also 
if the user is already familiar with the code. All user sessions 
are time-boxed (default setting is termination at midnight, 
but any end time can be set). Once the prioritized POI list is 
calculated, POIs are selected in priority order to be included 
in the trail until the accumulated expected visitation times 
exceed remaining session time. The Hamiltonian path 
calculation is then applied on this subset. 

To order the POI trail according to POI locality, the Trail 
Planner component integrated OptaPlanner, specifically 
optimizing the trail with regard to the TSP. For sufficient 
IDE interaction responsiveness during trail generation, the 
OptaPlanner solving time was explicitly limited to a 
maximum of 5 seconds to likely provide sufficient time for 
at least a solution to be found (depending on the project size, 
session time, and computation hardware) but not necessarily 
an optimum (absolute shortest path). 

 

 
Figure 5.  Eclipse client plugin that utilizes the ReSCU service. 

To demonstrate REST-based integration of ReSCU with 
an IDE tool, an Eclipse IDE client (SERE) was developed, 
shown in Figure 5. The upper part shows the current project, 
the middle part is used for starting and navigating a session, 
and the bottom displays the upcoming trail locations 
(methods). Double-clicking causes the method to be shown 
in the Eclipse source view. 

V. EVALUATION 
The focus of our initial evaluation was to a) validate that 

the solution principles, conceptual architecture, and 
processing work in harmony when applied to program code 
as knowledge. Having converted code into a knowledge 
representation of granules with properties and relationships, 
determine if it, as a tutor, automatically generates a realistic 
knowledge-based navigation recommendation for a time-
boxed session, and b) empirically validate the effectiveness 
and efficiency of the automatically generated code trails (i.e., 
as an automated tutor) in navigating and understanding 
unfamiliar program code (i.e., unfamiliar presented 
knowledge). For that, obfuscation was utilized to limit any 
intuitive mental model creation or semantic ordering so that 
ReSCU's effectiveness and efficiency for knowledge 
navigation could be assessed. 

The prototype ran in a VirtualBox (Debian 8 x86, single 
CPU, 1.7GB RAM) VM running on a Windows 10 x64 host 
with a T9400 CPU@2.5GHz and 4GB RAM. A project 
consisting of 15 POIs was used as shown in Figure 6a. 
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A. Code Trail Generation Validation 
For the original code (the source for the structure in 

Figure 6a), a code trail was generated as shown in Figure 7 
with a session timebox much larger than the cumulative 
estimated visitation time for the entire trail (46 minutes and 4 
seconds). Thus, no POI was time-filtered. 

 

 
Figure 6.  Project structure a) original b) obfuscated. 

 
Figure 7.  Code trail generated without limiting session timebox. 

 
Figure 8.  Code trail generated with limited session timebox. 

When the session timebox was limited to 30 minutes, 
lower ranked POIs with fewer invocations were removed 
from the set and the code trail replanned preserving locality 
as exhibited in Figure 8.  

B. Empirical Structural Code Analysis Study 
Obfuscation transforms or destroys the original software 

structure and semantics and negatively impacts the efficiency 
of attacks while reducing the gap between a novice and 
skilled attacker [22]. Although obfuscation is usually used to 
avoid code from being understood by an attacker, we apply it 
here to explicitly remove the semantic and structural points 
of reference in order to determine how well ReSCU supports 
a programmer navigating unfamiliar code.  

Code identifiers (as in Figure 9) were obfuscated with 
ProGuard utilizing random dictionaries containing strings of 
two character length generated by Random.org. Obfuscated 
.class files were decompiled to source code files with Java's 
decompiler (as in Figure 10).  

Using the convenience sampling technique, two users 
experienced with Java and the Eclipse IDE were asked to 
sketch a model of the program code using only the classic 
Eclipse IDE without ReSCU and then, after a new 
obfuscation, with ReSCU.  

 

 
Figure 9.  Example original project source code snippet. 

 
Figure 10.  Example obfuscated project source code snippet. 

User1 took 15:30 and User2 11:20 minutes to produce 
the diagrams transposed in Figure 11a and Figure 11b 
respectively (italic names were added afterwards to show 
mappings). A number of structural errors exist in the 
diagrams. 

Repeating it with a fresh obfuscation and with ReSCU, 
User1 needed 8:20 and User2 7:30 minutes to produce the 
diagrams transposed in Figure 12a and Figure 12b 
respectively (italic names were added afterwards to show 
mappings). 

We observed that the diagrams created by users using 
ReSCU code trail guidance exhibited an order based on 
locality (which ReSCU preserves) and had fewer errors. This 
limited empirical study showed improved effectiveness and 
efficiency in helping navigate unfamiliar program code. 
Future work will study a larger pool of subjects and projects. 
  

(a) (b)
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Figure 11. Transposed structure created without ReSCU by a) User1 b) User2. 

 
 

 
Figure 12. Transposed structure created when using ReSCU by a) User1 b) User2. 

 

b)a)

a) 

b) 
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VI. CONCLUSION AND FUTURE WORK 
As an automated tutor and recommender system in the 

program code comprehension space, ReSCU applies a 
conceptual mapping of geographical POIs to code locations, 
considers the locality or knowledge closeness of such 
granules, and applies TSP to an unfamiliar knowledge 
landscape consisting of program code. It incorporates 
MethodRanking as a variant of PageRanking and granular 
distance in the form of POI locality. Furthermore, it 
recommends a knowledge navigation order by generating a 
code trail as a Hamiltonian cycle. The evaluation based on a 
prototype and limited empirical study applied to obfuscated 
code indicated effectiveness and efficiency benefits for the 
ReSCU solution approach. 

Future work includes a comprehensive empirical study, 
utilization in larger scale code projects, support for 
additional programming languages, and the integration with 
visualization paradigms. Application of the elaborated 
ReSCU solution principles to other domains beyond software 
engineering could provide beneficial knowledge navigation 
guidance and recommendations in form of a trail for other 
unfamiliar knowledge landscapes. 
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Abstract—Making sense of social media data is increasingly
becoming a subject of concern to corporate organisations. It is
therefore, no coincidence that the subject of Knowledge Iden-
tification and Discovery is currently receiving a huge attention
within industry and academia. Research has shown that there
is an enormous wealth of actionable knowledge to be gained
from social media data for organisations’ strategic competitive
advantage. However, this opportunity is not being harnessed by
Small and Medium-sized Enterprises (SMEs) as much as it is
by larger enterprises. This is due, in part, to a misconception
that social media is not that relevant to SMEs as much as
it is to larger corporations. This paper presents a qualitative
exploratory study, which attempts to show that social media can
be mined for organisational knowledge that is relevant to the
strategic competitive advantage of SMEs. A case of a medium-
sized enterprise, which is previously without a significant social
media presence, is explored with regards to how public Twitter
data is exploited to discover actionable knowledge that propels
the enterprise’s strategic competitive advantage.

Keywords—social-media; data; twitter; SME; knowledge.

I. INTRODUCTION

Beyond their use for building relationships, connections,
and/or marketing leads, social media present an opportunity
for Small and Medium-sized Enterprises (SMEs) — just as
they do for large corporate enterprises — to exploit the wealth
of intrinsic insights embedded in the mass of social data
publicly available, for their strategic competitive advantage.
Yet, due to a perceived lack of relevance of social media to
certain types of industry/sector, SMEs are often disinclined
to adopting social media [1]. This work presents a case of a
medium-sized enterprise for which social media is perceived
as not relevant. Since the organisation is without a huge social
media presence, this work utilises public Twitter data, which
are mined for relevant insights, and the knowledge gained
are actioned for strategic competitive advantage. The pieces
of knowledge extracted are explored with a discussion on
their actionability as well as other valuable insights potentially
embedded in such public social data.

Background

Social media has been adopted by organisations to support
both the individual and corporate Knowledge Management
processes [2]. It forms a social machine that facilitates hu-
man interactions on the Web [3], enabling people to create
new knowledge by sharing and synthesising knowledge from
various sources. This is aided by the technological platforms

upon which social media tools are built, which facilitate the
cognitive processes previously performed by people [4][5].
Essentially, social media includes tools and software platforms
that enable humans to participate in the social process of
content and knowledge generation, collaboration and knowl-
edge sharing. Social media trends began with the rise of so-
called Web 2.0 [6], in which sites became sophisticated apps
and content-management platforms designed to facilitate the
creation and sharing of user-generated data and content [7].
These platforms include social sharing and networking tools
like Facebook, Twitter, blogs, wikis and forums [8][9][10].
In addition, [3, p.2] identifies mySpace, Ushahidi, Galaxy
Zoo, reCaptcha and Wikipedia as social software exemplars
of social machines.

With their support for contributions and knowledge sharing
from across a wide range of avenues (e.g., tweeting via Short
Messaging Services (SMS) or smart phone apps), social media
tools enhance knowledge sharing within the organisation in
their capacity for fostering discussions over documents and
thereby enabling organisations to build social environment or
communities of practice necessary for facilitating the sharing
of tacit knowledge [11][12, p.26]. This has impacted the
strictly-controlled world of corporate Information Technology
(IT) services, creating an agenda of Enterprise Mobility that is
implemented by employee-owned devices adapted for com-
pany use, a concept commonly referred to as Bring Your
Own Device (BYOD); and/or company-owned devices that
support personal use, also commonly referred to as Company-
Owned Personally-Enabled (COPE). Consequently, an enor-
mous amount of rapid and varied data is being produced
by social applications embedded in the workplace, potentially
available for organisations’ insight using techniques of big data
analytics such as text analysis of unstructured data sources
and massively parallel processing (MPP) to analyse streaming
data for informed decision and better results [13][12]. This
work utilises text analysis techniques to make sense of the
unstructured social media data harvested through Twitter’s
Streaming API.

As a social micro-blogging utility, Twitter creates increased
interest in organisations with regards to growth, features and
potential benefits to the organisation [14]. For example, apart
from its significant role in the US Elections of 2008 [15],
[6] also alluded to Dell’s claim that its use of Twitter has
generated $1 million in incremental revenue due to sales alerts.
Meanwhile, [16] describes Twitter as ‘a glorified piece of
valuable infrastructure that enables rapid and easy commu-
nication’ and, unlike Facebook or LinkedIn, its asymmetric
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relationship model of ‘following’ allows one to keep up with
the tweets of any other user without the need for the other user
to reciprocate. This facilitates a lateral flow of knowledge that
is powered by the intrinsic motivation of individual employees
within the organisation. Moreover, the consumerisation and
proliferation of mobile devices like smart phones has driven
the popularity of social media and enabled the adoption of Web
2.0 affordances, especially the deployment of micro-blogging,
to the business environment. This offers powerful opportunities
to distribute ‘tacit knowledge’ and ‘best practices’ within an
enterprise [15].

An increasing number of large enterprises have already
been able to tap into the benefits of Twitter as a micro-
blogging platform. According to a Gartner report referenced
in [15], leading-edge companies are investigating the potential
of micro-blogging to enhance other social media and channels,
and, as mentioned above, Dell recounts its use of Twitter as a
leverage for increased revenue gains while the electoral success
of Barack Obama as president in the US General elections of
2008 is largely credited to the use of Twitter by the Democratic
Party [15]. Also, Ford Motors and Zappos [17] are a few
examples of large enterprises already exploiting social media.
How could this trend be beneficial to Small and Medium
sized enterprises even where the social applications may not
be hugely embedded in the work place? This work presents
how a medium-sized enterprise was able to tap into the wealth
of Twitter data for its operational and strategic insights.

II. CASE STUDY METHODOLOGY

The role of Small and Medium-sized Enterprises within an
Economy is so crucial that the World Bank commits hugely
to the development of the sector as a significant part of its
efforts in promoting employment and economic growth [18].
Liaise Loddon is a medium-sized enterprise with about 220
employees, providing residential social care for adults with
autism and learning disabilities in Hampshire, United King-
dom. As typical in this sector, operational procedures result
in an enormous amount of documentation arising from daily
diaries, incident/activity reports and several other reporting in
compliance with regulatory requirements, analytical purposes
and decision making. Although the company has recently
deployed an enterprise mobility suite of mobile devices and
applications to replace the existing paper-based documentation
system, this experiment explores how this enterprise mobil-
ity agenda could be hardened with knowledge sharing and
knowledge extraction from the mass of social data freely
available on Twitter, for example, in such a way as it supports
the organisation at the second level of organisational change,
which highlights the people dimension of a socio-technical
system [19, p.35-38]. This work utilises simple textual analysis
techniques to make sense of the unstructured social media data
harvested through Twitter’s Streaming API. This is a practical
approach that is replicable with a cost of next to nothing.

Ordinarily, Liaise Loddon’s operations do not require social
media marketing, neither does it appear like the company
could benefit from its employees’ conversations and knowledge
sharing over social blogging platform like Twitter. As such,
this organisation, just like many other small and medium-
sized enterprises (SMEs), does not have a huge following

on Twitter, neither does it have any such enterprise micro-
blogging platform that generates sufficient data from which
employees’ conversations could be mined for insights. Yet, in
a bid to stay abreast of — and respond quickly to — issues
surrounding its area of specialism, this work harvested, from
global public tweets, for Autism, and its variants like ‘ASD’
and ‘disability’, which are categorical keywords that tend to
define aspects of its business domain.

III. DATA GATHERING AND FILTERING

For the experiment, a week’s worth of tweets are harvested
(from 30th April to 6th May, 2015) with a toital of 149,501
from the Twitter streaming API and, using textual analysis
technique, extraneous elements are filtered out in order to
reduce the data. In data mining, one solution to the challenges
of handling vast volumes of data is to reduce the data for
mining [20].

TABLE I: 3.5% OF TWEETS WITH LOCATION ENABLED

Percentage (%)
No. of Tweets without Country Value 144246 96.5

No. Tweets with Country Value 5255 3.5
Total No. of Tweets 149501 100

This dataset is a microcosm of the global public tweets
that feature the categorical keywords of interest as mentioned
above. In reducing the data, we also need to remove tweets
that are not in English language. For example, the French
word ‘autisme’, which is the same as ‘autism’ in English,
may have had the letter ‘e’ mistakenly omitted by a person
tweeting in French and this would have resulted in the French
tweet being harvested. As a way of delimiting the scope of
the study, tweets that are not in English language are filtered
out. Also, the abbreviation, ‘ASD’, would not always represent
our intended use neither would it always represent Autistic
Syndrome Disorder even in the English language.

Figure. 1: The Top 5 Languages of Tweets Polled

In essence, those tweets containing the polled keywords
are filtered out where they are deemed to be out of context.
Moreover, we could only determine the country for about 3.5%
of tweets in the harvested Twitter data, as indicated in Table
I. This is due to Twitter users not updating their profile with
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Figure. 2: The Top 5 Countries of Tweets Polled

their locations as well as some imperfection with Twitter’s
geolocation algorithm [21].

Therefore, to begin making sense of this data, we concen-
trate on the top 5 languages and top 5 countries as presented in
Figures 1 and 2 respectively, out of which the experiment was
narrowed to tweets in English language and from the United
Kingdom. (Please note the following expanded abbreviations
as used in Figure 1: en, English; und, Undecided; tr, Tradi-
tional Chinese; es, Spain; ja, Japan.)

TABLE II: CONTENT CLASSIFICATION OF TWEET DATA

Contents No. of Tweets
(Including RTs)

Impact of Technology on Disability 15
Information Gathering 10

Political Opinions (#votecameronout) 132
Social Welfare Benefits 327

Living with Autism 989
Total Tweets 1473

As indicated in Figure 2, there are 1,473 tweets emanating
from the United Kingdom. Using regular expressions, the
tweets are classified according to the contents as indicated in
Table II.

IV. FINDINGS AND KNOWLEDGE EXTRACTED FROM THE
DATA

Despite the data collection being based on domain-specific
keywords of interest to this paper’s case study, the research is
an exploratory study in which there was not a preconceived
idea of the insights/knowledge inherent in the data. Out of
an enormous amount of data, only a handful may contain
the valuable and actionable knowledge that propels an
organisation towards strategic competitive advantage [20,
p.5]. As such, the bulk of the contents as seen in Table II, are
largely re-tweets (RT) of the original messages and so, may
be regarded as extraneous amplification of the original tweets.
Therefore, this section describes the categories observed in
the data and the next section follows with a discussion on the
value and actionability of the knowledge so discovered:

1) Impact of Technology on Disability

“RT @BILD tweets: Helping to unlock the secrets
of autism - a project using innovative technology
aims to change how we address autism http:...”

The above tweet provides an insight into a project
using innovative technology to change how we ad-
dress autism. As this paper’s case study organisation
is in the business of autism support and also currently
implementing mobile technologies to enhance its
operational performance, it is worth exploring this
piece of insight further.

Figure. 3: Original Tweet with Link to Project on Innovative Tech-
nology

Although the link to the actual URL of the story
about the project is missing from the tweet, we can
easily follow up with the original source of the tweet,
as the above is a RT (Re-Tweet) of @BILD tweets,
which is the Twitter handle for BILD (British
Institute of Learning Disabilities). BILD actually
tweeted that piece of content on the 29th of April,
which is a day before our data capture began, as can
be seen in Figure 3. This explains why the original
tweet was not captured in our twitter streaming data
capture of 30th April to 6th May. From this original
tweet, we have been able to extract the URL link
(bit.ly/1JRNhV0) to the story about the project on
innovative technology. This is about the National
Autism Project, which “aims to create a more
strategic approach to addressing the challenges of
the condition”. This project highlights the impact of
iPads, picture dictionaries and interactive schedules
on the improvements of communication and
vocabulary of autistic people. Strategic competitive
advantage requires an alignment/tagging along with
this project. Below are samples of other tweets
related to this content of Technology’s impact
on disability while its pertinence, as an actionable
piece of knowledge, is discussed further in Section V:

“tech reducing the impact of disability - or are the
latest gadgets too pricey? Watch @SkyNewsSwipe at
2130 http://t.co/iHtX1spOqQ”

“Technology limits impact of disability
but is it affordable? @TwitterUser GT
http://t.co/Az3nJejO32”
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2) Information Gathering

“@TwitterUser @BBCNewsUS @BBCWorld Please
direct me to this research, the thing about vaccines
causing autism was admitted to be a fraud.”

The first tweet about vaccines causing autism in
this category is a request for information. Just as an
enterprise micro-blogging tool could be used within
the organisational social network, public micro-
blogging tools like Twitter provide the platform
to quickly seek information, knowledge and/or
ideas from a heterogeneous audience defying the
constraints of space, time and location. Thus, the
above tweet was almost instantly replied to by the
one below:

“@TwitterUser Here’s the original study that
said that vaccines cause autism, from a respected,
peer-reviewed journal: http://t.co/cmVVKpLQgh”

Even though the original study is from a ‘respected,
peer-reviewed journal’, as claimed by the sender of
the above tweet, we know from the link provided that
the publication of the research has been retracted as
shown in Figure 6. The ability for anyone to search,
gather and distribute information seamlessly in this
manner provides an interesting dimension of social
media as “relatively inexpensive and widely accessi-
ble electronic tools that enable anyone to publish and
access information...”[22].
Meanwhile, the following two tweets provide link to
further information that could help drive home the
knowledge that the research study in question has
actually been rebuffed:

“RT @TwitterUser: @SB277FF vaccines do not
cause autism. They don’t. But if they did, what would
you prefer? Autism or incurable smallpox/po”

“”RT @BILD tweets: There is ‘no link between
MMR and autism’, major study concludes.
http://t.co/Re9L8fPfGV via the @guardian #autism””

In as much as Twitter allows for an almost
spontaneous expression of opinions by anyone, it
offers a good platform for healthy debate on topical
issues from which knowledge could be mined, as
exemplified by the question of preference between
autism and incurable smallpox posed by one of the
tweets above.

Moreover, the following tweet with a URL link
to Learning Disability Census is an example in
knowledge discovery (of an official census and
regional data on Learning Disabilities), which when
actioned in conjunction with the enterprise resource
planning, could have an impact on the company’s
strategic planning:

“RT @dmarsden49: Learning disability census with
regional stats is out. Check http://t.co/Ja3tk7ZRDZ”

Figure. 4: The Proliferated Re-tweets of Political Opinion

3) Political Opinions (#votecameronout)

The role of public opinion cannot be over-emphasised
insofar as it shapes and is shaped by government
policies. A recent and relevant example is the UK
tax credits row [23], which has seen the planned
tax credit cuts, at the time of writing this report,
suspended by government because the scheme proved
unpopular to the public and thus defeated in the
House of Commons. Social media, especially Twitter,
provides a means of capturing and measuring the
sentiments and opinions of the electorate.
It is therefore, no coincidence that political opinions
that have been expressed, are included in the Twitter
data gathered over autism and disability keywords:

“#votecameronout Because he wants to get rid
of Human Rights Act which will affect: Maternity
Rights; Workers rights; Disability Rights”

“For the harassment of people struggling on sick &
disability benefits... #VoteCameronOut”

“5 more years of the Tories we will lose Social
Care, NHS, Human Rights, Workers Rights, Unions,
Disability support. #VoteCameronOut”

Using the hashtag #votecameronout in the run up
to the UK General Elections of 2015, the above
tweets represent an active campaign against the then
incumbent Tory-led government in which David
Cameron is Prime Minister. It is interesting to note
that the bulk (129) of the political tweets in this
experiment’s Twitter data are a proliferated re-tweets
(RT) of the above 3 original tweets as exemplified in
Figure 4. The correlation between public sentiments
on social media and elections results and/or on
government policies, is another growing area
of interest in social media research. In politics
meanwhile, it is not uncommon for opponents to
whip up public sentiments by whatever means
possible. Social Welfare issues are quintessentially
core, and often politicised, concerns in the UK. A
parallel category of tweets in this work is that of
social welfare benefits, which is described in the next
section. Although this research’s data-set is based, as
stated earlier, on categorical keywords that define the
business of the case study organisation, the infiltrated
political opinions cannot be ignored in as much as
these are public opinions that shape political trends
which potentially impacts on businesses in terms of
government policies. Akin to this is the category on
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Figure. 5: Public Spending on Benefits in the UK

social welfare benefits, described in the next section.

4) Social Welfare Benefits
Social Welfare simply implies the “Well being of
the entire society” [24], which promotes inclusivity
for the disabled, the sick, the elderly/pensioner, the
unemployed and even the low income earners. As
this is the hallmark of an egalitarian society, the
UK government renders financial assistance to these
categories of people in form of a range of Social
Welfare Benefit payments. Figure 5 provides an in-
sight into public spending on social welfare benefits
in the UK. [25]. As indicated in the preceding section,
social welfare issues affect the fabrics of the society
and any proposed significant cut in social welfare
benefits is a natural invitation for public dissent.
This category of tweets from this work represents
genuine sentiments and opinion of those expressing
them, without political motivations like the preceding
category:

“Uproar at thought of @Conservatives cutting child
benefits if elected - I wish there was same media
outrage over disability cuts #GE2015”

“@George Osborne If only I could live until
pensionable age. You‘ve reduced my disability benefit
well below living standards!”

“39 yo woman killed herself after Department Work
and Pensions threats to cut off disability benefits
http://t.co/TkVQF2UYki...”

Again, the above are a few samples of sentiments
and opinions about Child Benefits and Disability
Benefits, which provide an initial understanding to
the unassuming, that social welfare benefits are not a
one-size-fits-all affair but are multifarious (see Figure
5), with some being exclusively non- means tested

(e.g, Child Benefit). These tweets provide some
insights into public sentiments towards government
policies. Since any of such social welfare benefit
cuts would directly and/or indirectly impact the
service users and providers of social care, it can be
inferred that the case study organisation would also
share these public sentiments.

5) Living with Autism

Autism is defined as a life-long neurodevelopmental
condition interfering with the person’s ability to
communicate and relate to others [26]. How can
this definition be juxtaposed with one of the myths
surrounding autism [27, item 8] that autistic people
do not interact? This myth is however, dispelled by
the tweet below, which is a re-tweet of an original
tweet by an actual autistic blogger who attempts to
use his blog posts to connect with the general public:

“@matt diangelo RT? It would be truly amaz-
ing if u could view my blog about living
with Autism&amp;OCD. Would mean a lot-
http://t.co/JCGBBZz8fJ”

This category constitutes the bulk of the Twitter data
for this work as it contains multiple unique re-tweet
of the same tweet over 900 times (see Table II. This
is an indication of the public interest/curiosity and
positive sentiment towards the subject of autism in
general, and towards the autistic blogger in particular.
Despite the National Health Service (NHS)’s attempts
at educating the general public by diffusing some
of the myth surrounding the subject of Autism [28],
among several Autism Awareness initiatives, the story
of autism as told by an autistic person appears to
garner more public support and understanding .
Measuring public opinion and sentiments through
social media impact, reach and networks is another
interesting research area in social media research
towards which this work can potentially be extended.

V. ACTIONABILITY OF KNOWLEDGE EXTRACTED

The real essence of knowledge is its actionability, espe-
cially when it contributes to the advancement of a proposed
undertaking [29]. Each of the knowledge items discovered
from the tweet data, as highlighted above, is capable of pro-
viding significant insights that would inform decision making,
which impacts company’s proposed undertakings at one point
or the other. However, the first item, Impact of Technology on
Disability, (No.1) is more pertinent to the enterprise mobility
agenda by which the company deploys mobile application and
devices to its operations. For example, one of the shortened
URL above (http://t.co/Az3nJejO32) leads us to a Sky News
supplement on ‘How Tech is Helping with Struggle of Disabil-
ity’. To aspire to a leadership position in the health and social
care sector, the case study organisation cannot afford to be
oblivious to such reports as this, which could potentially shape
the industry trends and direction. This knowledge, coupled
with the insights gained from the use of iPads and pictorial
dictionary mentioned in the ‘Project on Innovative Technology’
resulted in an official resolution by the company to extend the
use of mobile devices to its service users as well, and not only
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to help staff in operational performances. It is worth noting
that, although the piece of actionable knowledge regarding the
impact of technology on disability was on the news prior to
the extraction of data for this work, it was neither known nor
acted upon by the company until the above decision was driven
through a presentation made by the authors of this paper.

Meanwhile, without a preconceived agenda, this work has
been able to discover actionable knowledge and strategic
insights from Twitter. As discussed, these are, that the use
of technology being embarked upon by the organisation is
not misguided; that the widespread belief that MMR vaccines
cause autism has been debunked; and the regional distribu-
tion of autism through the Learning Disability Census about
autism; among others.

Apart from the above insights, there are more valuable
insights that an organisation could derive from these kinds of
public social data. These include:

1) Expertise location:
The micro-blogging, hash-tagging and re-tweeting
affordances of Twitter places its contents in the
public space, as opposed to emails or local files,
which are prone to privacy concerns. According to
[10], “the diversity of both the content type and the
user associations with contents is an indication that
expertise information derived from social media data
can be of great value”. [10] further assert that social
media that reside behind a firewall (e.g., Yammer
— a corporate Twitter clone [30]), is typically used
by employees to discuss internal topics, and hence
reflects the organisation’s unique vocabulary and
areas of interest. This enables the organisation to
find people (or employees) who are knowledgeable
in a given topic.

2) Public Opinion and Sentiments:
Public opinion about the organisation’s image, prod-
uct or services can make the difference between
success and failure for the organisation. Knowing the
sentiments of the public would help the organisation
in responding in such a way that would ginger or
maintain favourable public opinion. Businesses have
made efforts to find out customers’ sentiments and
opinions, often expressed in free text, towards com-
pany’s products and services [31]. Twitter enables
expressions in free text, which is why the bulk
of Twitter data is textual. [12] cited a real world
example of a client who introduced a different kind
of environmentally friendly packaging for one of
its staple brands. Customer sentiment was somewhat
negative to the new packaging, and some months
later, after tracking customer’s feedback and com-
ments, the company discovered an unnerving amount
of discontent around the change and therefore moved
to a different kind of eco-friendly packaging. They
therefore, hypothesise that, “if you dont have some
kind of micro-blog oriented customer sentiment pulse-
taking going on at your company, you’re likely losing
customers to another company that does.”

Figure. 6: Retracted Study Linking Vaccine to Autism

VI. CONCLUSION

This paper has attempted to explore the viability of social
media as rich data sources from which SMEs — like large
enterprises — can discover knowledge and insights for their
strategic competitive advantage. The paper presented Twitter
as a prolific data source of all social media and examined the
case of a medium-sized enterprise for which public Twitter
data was explored and exploited for valuable insights without
a preconceived idea of the insights/knowledge inherent in
the data. The paper further examined the contents of the
social data with regards to the actionability of the pieces
of knowledge so discovered, which helped in demonstrating
that out of an enormous amount of data, only a handful may
contain the valuable and actionable knowledge that propels
an organisation towards strategic competitive advantage. In
view of this, this paper posits that small and medium sized
enterprises are not precluded from using social media data to
augment their corporate knowledge assets through knowledge
discovery, whether or not they have a huge presence or
following on social media. The paper concludes therefore, that
any enterprise of any size can explore and exploit public social
data to its organisational advantage whether or not they are
players in the social media sphere. Meanwhile, the structure of
the connections and relationships within a social network like
Twitter can be visualised to provide further depth and insights
to the pieces of knowledge discovered from the network. This
work can be extended to cover these terrains in future studies.
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Abstract—Spreading Activation algorithms are a well-known tool
to determine relevance of nodes in a semantic network. Although
often used, the configuration of a spreading activation algorithm
is usually very problem-specific, and experience-driven. There
are practically no guidelines or tools to help with the task. In
this paper, we present semantic network skeletons, which are
essentially a structural summary of a semantic network. We show
how to derive the skeleton from a given semantic network, and
how to derive conclusions about good configurations from it. Our
results are then demonstrated in a case study from the automotive
domain.
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I. INTRODUCTION
Spreading Activation algorithms are a long-known tool to

determine relevance of nodes in a semantic network. Originally
from psychology, they have been used in many other applica-
tion areas, such as databases, artificial intelligence, biology,
and information retrieval [1].

All spreading activation algorithms follow a basic pattern:
chunks of activation are spread pulsewise from nodes to
neighbor nodes, which marks those nodes as being relevant to a
certain degree. However, practically, each known implementa-
tion differs in many details, such as the amount and distribution
of activation. Whether a specific configuration for such an
algorithm is good or bad depends largely on two factors:
the problem to be solved by spreading, and the structure of
the underlying semantic network. Although there are many
working examples of such algorithms, until now there are
almost no guidelines on how to achieve a good configuration.

In this paper, we aim to gain insights on spreading config-
urations by analyzing the structure of the semantic network.
In many cases a semantic network consists of many thousands
of nodes and edges, and is therefore hard to comprehend. We
present a tool called semantic network skeleton that summa-
rizes basic structural information of a semantic network and,
thus, focuses on a few essential pieces of information.

In Section II, we will give a short summary about semantic
networks and spreading activation. In Section III, we will
introduce semantic network skeletons formally and visually,
followed by a description of the necessary steps to retrieve
skeletons from a semantic network in Section IV. Now, that we
have network skeletons available, we can use them to analyze
the underlying semantic network and to derive spreading
effects for different configuration decisions. In Section V,
this skeleton analysis for preconfiguration optimization will
be presented. Section VI is dedicated to a case study on an
advisory systems in the automotive domain. We finish the
paper with conclusions and an outlook on future research
potentials regarding semantic network skeletons.

II. BASICS AND RELATED WORK
We apply spreading activation as semantic search technique

on semantic networks. Therefore, we shed some light on both
concepts.

A. Semantic Network
Historically, the term semantic network had its origin in the

fields of psychology and psycholinguistics. Here, a semantic
network was defined as an explanatory model of human knowl-
edge representation [2][3]. In such a network, concepts are
represented by nodes and the associations between concepts as
links. Generally, a semantic network is a graphic notation for
representing knowledge with nodes and arcs [4][5]. Notations
range from purely graphical to definitions in formal logic.

Technically, among others semantic networks can be de-
scribed by RDF and RDF Schema (RDFS). The RDF data
model [5] is defined to be a set of RDF triples whereas each
triple consists of a subject, a predicate and an object. The
elements can be Internationalized Resource Identifiers (IRI),
blank nodes, or datatyped literals. Each triple can be read
as a statement representing the underlying knowledge. A set
of triples forms an RDF Graph, which can be visualized as
directed graph, where the nodes represent subject and object
and a directed edge represents the predicate [5].

According to the RDF Specification [5], resources such as
IRI and literals carry a particular meaning whereas blank nodes
stand for anything. Therefore, statements containing blank
nodes denote the existence of something with the statements
predicate. In contrast, statements without blank nodes mean
the relationship between concrete resources holds.

For the rest of this paper, we use the terms RDF and
semantic network interchangeably.

B. Spreading Activation
Spreading activation, like semantic networks, has a histor-

ical psychology and psycholinguistic background. It was used
as a theoretical model to explain semantic memory search and
semantic preparation or priming [2][3][6].

Over the years, spreading activation evolved into a highly
configurable semantic search algorithm and found its applica-
tion in different fields. In a comprehensive survey, Crestani
examined different approaches to the use and application
of spreading activation techniques, especially in associative
information retrieval [1]. Spreading Activation is capable of
both identifying and ranking the relevant environment in a
semantic network.

The processing of spreading activation is usually defined as
a sequence of one or more iterations, so-called pulses. Each
node in a network has an activation value that describes its
current relevance in the search. In each pulse, activated nodes
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spread their activation over the network towards associated
concepts, and thus mark semantically related nodes [1]. If a
termination condition is met, the algorithm will stop. Each
pulse consists of different phases in which the activation
values are computed by individually configured activation
functions. Additional constraints control the activation. Fan-
out constraints limit the spreading of highly connected nodes
because a broad semantic meaning may weaken the results.
Path constraints privilege certain paths or parts of them.
Distance constraints reduce activation of distant nodes, because
distant nodes are considered to be less associated to each other.
There are many other configuration details such as decays,
thresholds, and spreading directions.

A challenge, mentioned in spreading activation related
research is the tuning of the parameters, e.g., values associated
with the different constraints as well as weighting or activation
functions [7]. For evaluation of the prototype WebSCSA (Web
Search by Constrained Spreading Activation) in [7], values
and spreading activation settings are identified experimentally,
empirically, or partly manually according to the experiments
requirements. Álvarez et al. developed a framework for the
application and configuration of spreading activation over RDF
Graphs [8]. They state that a deep knowledge of the domain
and the semantic network is necessary and domain-specific
customization configuration is needed. It is a known fact that
spreading activation configuration has a huge impact on the
quality of the spreading results. Currently, there exists no sys-
tematic approach for the determination of proper configuration
settings. Moreover, not even guidelines for the appropriate
configuration are available to potential users. There is a lack of
systematic analyses of the impact and interaction of different
settings and parameters. The semantic network skeleton pre-
sented in this paper aims at facilitating such analyses in order
to gain helpful insights and support appropriate configurations.

III. SEMANTIC NETWORK SKELETON
As stated before, proper configuration of a spreading

activation algorithm is a challenging task. One important
influencing factor for a good configuration is the structure of
the underlying semantic network. Often however, semantic net-
works tend to be very large, and therefore hard to comprehend.

In this paper, we propose a tool called semantic network
skeleton, which is supposed to summarize the structure of
a semantic network. Therefore, using a skeleton shall make
it easier to comprehend their structural properties and draw
conclusions for configurations.

A. Skeleton Introduction
A skeleton of a semantic network is a directed graph that

has been derived from a semantic network. We will call the
semantic network from which the skeleton has been derived
the source (network).

Generally spoken, the skeleton shall represent the semantic
structure of the source. Therefore, similar nodes and edges are
grouped and represented by single node representatives and
edge representatives in the skeleton. Thus, the skeleton hides
all the parts of the source which are similar, and it makes the
structural differences in the network more explicit.

Often, a semantic network contains also nodes and edges
that carry little semantic value and therefore should be ig-
nored by a spreading activation algorithm. An example are
blank nodes, which by definition carry no specific meaning.
Therefore, before creating a skeleton from a source, one first

has to define the semantic carrying set of nodes and edges.
This choice is very problem-specific, and therefore cannot be
generalized. We call the semantic carrying subnetwork of the
source the spread graph.

Since the skeleton is based on the spread graph, it repre-
sents only semantic carrying nodes and edges. The skeleton
usually contains three types of node representatives: those
classes, instances, and literals. Since the relationships between
instance node representatives carry the most structural informa-
tion about the semantic network, we call this part the skeleton
core.

B. Types of Semantic Network Skeletons
We distinguish between two types of skeletons regarding

their completeness and detail level: the maximum and the
effective skeleton of a network.

A maximum skeleton contains all potential nodes and rela-
tions of the source. It is comparable with a UML class diagram
in the sense that it shows everything that is theoretically
possible in that network. However, it does not transport any
information about the actual usage of classes/instances in the
source network. Therefore, the maximum skeleton might con-
tain nodes and relationships that have never been instantiated
in the source.

An effective skeleton represents the structure of a specific
instance of a semantic network. Therefore, it contains only
nodes and relations that are actually part of the source network.
This means, that a class that is part of an RDF schema, but that
has not been instantiated in a concrete instance of that RDF
schema would have a node representation in the maximum
skeleton, but not in the effective skeleton.

Comparing maximum and effective skeletons, we find
advantages and disadvantages for both of them: The maximum
skeleton is the more generalized skeleton version, and therefore
it applies to many different network instances of the same RDF
schema. However, its generality also means, that it carries less
specific information about each single instance, and therefore,
conclusions drawn from a maximum skeleton are weaker than
those drawn from an effective skeleton. The effective skeleton
is specific to one instance of a semantic network. Thus, it
cannot be reused for other instances, but it results in more
precise conclusions.

C. Annotations
While the skeleton structure helps to understand the basic

structure of the source network better, a detailed analysis
often requires more information: It might be useful to know,
how many node or edges are subsumed by a node or edge
representative in the skeleton; The average number of incoming
or outgoing edges for all represented nodes could indicate a
certain spreading behaviour; Maybe there are 10.000 edges
of the same type subsumed by one edge representative, but
actually they all originate in only 10 different nodes. To capture
such (often numerical) information, skeletons can be enhanced
by annotations. Typically, there are four types of annotations:
those, that describe node or edge representatives and those that
describe the source or target of an edge representative.

Since effective and maximum skeletons carry different
information, this also applies to annotations on them. While
annotations on an effective skeleton refer to a concrete network
instance of an RDF Schema (e.g., the concrete count of
instances of a node type), annotations on a maximum skeleton
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describe potential values. Thus, an instance count could have
the value ∗, meaning that any number of instances is possible.

D. Syntax
Let L be a set of labels. A Semantic Network Skeleton S

is defined by
S = (N,E, s, t, l),

where
• N is a non-empty set of node representatives,
• E is a set of edge representatives,
• s : E → N is the source map,
• t : E → N is the target map, and
• l : N × E → L is the labelling.

The node and edge representatives each represent a set of
nodes/edges of the same type from the original semantic
network. Each edge representative e ∈ E has a source
node representative s(e) and a target node representative t(e).
Furthermore, all node and edge representatives have a label
l(n)/l(e) assigned.

Given a semantic network skeleton S = (N,E, s, t, l), and
let n1, n2 ∈ N , e ∈ E, s(e) = n1, and t(e) = n2. Then the
triple

T = (n1, e, n2)

is called a skeleton triple of S. A skeleton triple represents all
corresponding RDF triples of the source network.

It is often useful to annotate statistical values to node or
edge representatives, or sources/targets of edge representatives.
For a skeleton S the skeleton annotation AS is defined as

AS = (An, Ae, As, At),

where
• An : K ×N → V is the node annotation,
• Ae : K × E → V is the edge annotation,
• As : K × E → V is the edge source annotation, and
• At : K × E → V is the edge target annotation.

Here, K stands for a set of annotation keys, and V stands for
a set of annotation values.

E. Graphical notation
The graphical notation for the skeleton corresponds to the

graphical notation of RDF Graphs. In Figure 1, the proposed
graphical notation is depicted. A node representative n ∈ N
is represented by a circle with its label l(n) denoted over
the circle. An edge representative e ∈ E is represented by
an unidirectional arrow with its label l(n) denoted next to
the arrow center. An arrow must connect two circles, with
the arrow start connecting to the circle that represents the
source and the tip of the arrow connecting to the circle that
represents the target. Annotations are denoted in the circles,
or near the start, middle, or end of the arrow, depending on
their annotation type (node, edge, edge source, or edge target
annotation).

F. Formal notation of graphical example
A skeleton S = (N,E, s, t, l) that contains among others

the node and edge representatives depicted in Figure 1 would
be formally denoted by
• the labels Function, Malfunction, hasMalfunction ∈ L,
• two nodes n1, n2 ∈ N with l(n1) = Function, and

l(n2) = Malfunction,

Annotations

6434
20 64

hasMalFunction
64

MalFunctionFunction

Labels

Node 
Representative

Node 
Representative Edge 

Representative

Figure 1. Graphical notation for skeletons.

• an edge e ∈ E with l(e) = hasMalfunction, s(e) =
n1, and t(e) = n2.

Additionally, the skeleton annotation AS = (An, Ae, As, At)
would contain the following mappings:
• An(node count, n1) = 34,
• An(node count, n2) = 64,
• Ae(edge count, e) = 64,
• As(src rep, e) = 20, and
• At(tgt rep, e) = 64.

Here, node count and edge count are the numbers of
nodes/edges that have been subsumed by a node/edge rep-
resentative. The source and target annotations src rep and
tgt rep are the number of represented nodes, that are part of
represented RDF triples. Thus, 20 of the 34 nodes represented
by n1 are connected to nodes represented by n2 via an edge
represented by e.

IV. SKELETON RETRIEVAL
Semantic network structures are as diverse as their poten-

tial applications and user-specific design decisions. Generally,
semantic networks of all kinds can be subject to skeleton
retrieval. However, transformation rules must guarantee that
the semantic definition described in Section III-A holds.

In this paper, we focus on retrieving skeletons from seman-
tic networks based on RDF and RDF Schema, more specifi-
cally, we utilize the RDF statements from the corresponding
RDF Graph. Technically, different approaches are possible
from successively parsing RDF Statements to utilizing query
languages such as SPARQL [9]. A comprehensive technical
description of potential transformations would go beyond the
scope of this paper. Therefore, we rather offer an abstract
method focusing on semantic compliance.

A. Creating Effective Skeletons
For retrieving the effective node and edge representatives

from the spread graph, we apply the following abstract method.
1) Find all resources that are RDF classes. Each class

becomes a node representative in the skeleton.
2) For each class find all its instances. All instances of

one class are subsumed by one node representative.
3) Find all literals. They are subsumed by one node

representative in the skeleton.
4) For each statement, add an edge representative (if

not yet existent) for the predicate between the node
representative of the statements subject and the node
representative of the statements object in the skeleton.

Additionally, during the skeleton retrieval process, the desired
annotation values can be computed.
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We propose to subsume all literals by one node representa-
tive in the skeleton. In RDF, the literals of the class rdfs:Literal
contain literal values such as strings and integers. A literal
consists of a lexical form, which is a string with the content,
a datatype IRI, and optionally a language tag. It is of course
possible to further distinguish dependent on datatype or even
analysing value equality instead of term equality. However, the
content string of the lexical form seems to be most important
and sufficient for the application.

B. Creating Maximum Skeletons
For creating a maximum skeleton, we apply the following

method to retrieve node and edge representatives from a spread
graph.

1) Find all resources that are RDF classes. Each class
becomes a node representative in the skeleton. Ad-
ditionally a node representative for instances of this
class must be created. For resources that are classes
themselves and subclasses of another class all prop-
erties must be propagated from its superclass.

2) Find all properties and their scope (range, domain).
For each property add (if not existent yet) an edge
representative from the node representative for the
instances of the specified domain to the node repre-
sentative for the instances of the specified range. For
each subproperty p1 of a property p2 edge representa-
tives must be created between all node representatives
connected via p2.

Again, required annotation values can be computed during the
skeleton retrieval process.

V. SKELETON ANALYSIS FOR
PRECONFIGURATION OPTIMIZATION

Structural network properties as well as spreading activa-
tion constraints and configuration settings affect spreading acti-
vation results. Each particular network property and spreading
activation setting may have a particular effect. In combination
they even have mutual effects. Knowledge about effects and
their causes allows for pre-configuration analyses in order to
optimize the settings to retrieve the desired effects.

Therefore, in this section, we present some basic skeleton
pre-configuration analysis. First, we examine network proper-
ties as well as node and edge properties, that can be derived
from skeleton annotation analysis. Furthermore, we introduce
two potential effects. The analysis can easily be extended and
deepened by attaching other useful annotations to the skeleton,
developing different metrics and measures.

A. Network Properties - Distance Analysis
Due to its abstraction from a very complex background,

the skeleton view gives a clear overview about potential
spreading routes through the network. Routes between specific
nodes are of special interest. For example, spreading allows
for searching for specific node types initiated from some
starting node(s). Thus, the distance between representatives
of starting and search goal nodes denotes the minimal number
of spreading pulses required to at least arrive at and possibly
distribute any activation to search goal nodes and, therefore,
show relevance between both nodes. In distance analysis,
the distance between interesting pairs of node representatives
can be calculated. Usually, consideration of the environment
semantically contributes to the results and is wanted because
a straight route may neglect additional useful relationships.

Therefore, in order to gain a proper recommendation result,
we propose balancing the pulse step configuration based on
the distance. Moreover, the diameter of the skeleton (maximum
path length between any pair of node representatives) stands
for the minimal number of spreading pulses necessary to at
least spread the entire source represented by this skeleton.
With this knowledge, it is possible to prearrange an appropriate
spreading pulse count, which may decrease efforts made for a
well-spread solution graph.

B. Node and Edge Properties
The presented semantic network skeleton allows for exten-

sible annotation options for customized analyses. Annotations
presented in this paper aim at analyzing how and where nodes
and edges are connected. The provided statistical information
can be utilized for calculation measures describing the state of
specific zones in the network, e.g., the zone around a specific
node representative or the zone of a skeleton triple.

Common basic annotations are those presented in Section
III-F, e.g., node count. From those, one can derive further
more advanced annotations, of which we will present some of
the most useful ones. The presented annotations mostly relate
to a specific skeleton triple, but usually a global version is
possible, too.

For a skeleton triple T = (n1, e, n2), the branching
probability of a node representative n1 denotes the probability
that a represented node of n1 connects with any represented
node of n2 in the underlying network.

bprob(n1) =
As(src rep, e)

An(node count, n1)
(1)

The effective average degree degeff (n1) of a node repre-
sentative n1 is the average number of edges to which each
represented node of n1 is connected to.

For a skeleton triple T , the branching ratio of a node
representative n1 denotes the average number of edges each
represented node of n1 connects with any represented node of
n2 in the underlying network.

b(n1) =
Ae(edge count, e)

An(node count, n1)
(2)

Node representatives with high branching ratios can be
considered to be high connectors, which means their repre-
sented nodes are highly connected to neighbor nodes in the
source network. In contrast, node representatives with low
branching ratios can be considered to be low connectors,
which means their represented nodes are sparsely connected
to neighbor nodes in the source network. Branching ratio 1
indicates a simple connector. It means that averagely one edge
per represented node connects with a neighbor.

C. Potential Effects of Network Properties on the Spreading
Result

Spreading Activation effects result from the impact of con-
figuration settings on network properties. An effect describes
a behavior specific nodes or edges have while spreading, with
respect to the given input.

Two important effects for pre-configuration analysis are
the distributor effect and the sink effect. If a node generously
spreads activation to a number of neighbor nodes above
average the node operates as a distributor. If a node does not
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(or only sparsely) spread activation to neighbor nodes the node
operates as a sink (one-way street).

The distributor and sink effects correlate with connectivity
information as well as configuration settings such as fan-out
constraints and activation thresholds. As an example, a high
connector can operate as a distributor and spread activation
values via many connected edges. Assuming restrictive fan-
out constraints in combination with a low threshold, a high
connector may also operate as a sink because the high branch-
ing values affect potential distribution disadvantageously and
the threshold may be unmanageable.

VI. CASE STUDY
The research of this paper contributes to the enhancement

of recent research on an advisory system for decision-making
support for hazard and risk analysis in the automotive domain,
called HARvESTer (Hazard Analysis and Risk assessment
dEcision Support Tool). This advisory system will be utilized
for first experiments with the skeleton presented in this paper.
Below, the advisory system will be introduced as well as its
skeleton creation and subsequent analyses.

A. Recommendation and Advisory System for Decision-
making Support for Hazard and Risk Analysis

Since 2011, automotive companies have to adhere to the
functional safety standard ISO 26262 [10]. One important
safety activity described in the standard is the hazard analysis
and risk assessment (HARA), which is strongly expert-driven,
and therefore expensive, time consuming, and dependent from
the individual experts opinion. In this analysis, experts ex-
amine the system under consideration with respect to its
functions, possible malfunctions, and the consequences of
those malfunctions in different situations. The result of the
analysis is a certain safety level and safety goals to reduce
the risk introduced by the new system to an acceptable level.
According to [11], the experience of experts is still the main
means to conduct a proper HARA. Without automation and
tool support, a HARA becomes expensive and its results can
become inconsistent with results of earlier analyses conducted
by other experts.

Therefore, the advisory system automatically combines
finished HARA projects and supporting information in a
knowledge base and searches it for useful recommendations
during a new HARA. Useful recommendations are found
by applying spreading activation on the spread graph of the
knowledge base. The algorithm determines the most relevant
nodes for a specific user query with predefined starting nodes
and a search goal, e.g., finding possible hazards for a specific
function.

In our preliminary case study, we examined a spread graph
of this advisory system. This network is based on RDF Graph
and consists of more than 118.000 edges (representing 45
predicates) and more than 48.000 nodes. It contains data from
more than 150 HARA projects. A part of this spread graph is
depicted in Figure 2. Basically, some functions, malfunctions,
hazards, and safety goals are shown. Our expectation is, that
the hazard originating from the unintentional closing of the
sun roof, i.e., contusion of body parts, may also be relevant
for the function close boot lid, as well as the associated
safety goal. For the recommendation query Show safety goal
recommendations for Ins Function 2, we expect the special
semantic relevance to be detected.
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Figure 2. HARA Spread Graph - Extract from the Semantic Network.

B. Effective Skeleton of HARA Spread Graph
The spread graph shown partly in Figure 2 is the input

for the skeleton creation process. Since the spread graph is an
instance of a network model with concrete data, it does not
necessarily contain all potential relations between each pair
of nodes. Therefore, we retrieve an effective skeleton of the
spread graph. Figure 3 depicts the effective skeleton of the
HARA spread graph used for the presented advisory system.
The used annotations in this skeleton are those described
in Section III-F. The semantic center of the skeleton is the
skeleton core which only contains representatives of instance
nodes.

The effective skeleton of the network only consists of 37
node representatives and 94 edges. The maximum skeleton
of the network only consists of 37 node representatives and
103 edges. The difference originates from the fact that in the
concrete spread graph not all specified relationships are used
at least once.

C. Analysis
Analyses are performed on the effective skeleton in Fig-

ure 3.
1) Distance Analysis: The diameter of the skeleton core in

the example is 4. The diameter informs us about the necessary
spreading steps for reaching each node representative at least
once.

For the earlier mentioned query, we would start spreading
at some node represented by Ins Function and search for
goal nodes represented by Ins SafetyGoal. The distance
between those two node representatives is 3, which means that
we have to spread for at least 3 pulses before any activation can
reach the goal node. However, for more meaningful activation
values, the influence of the other node representatives on
the result is interesting, too. Therefore, a good spreading
configuration ensures, that the activation values reached all
node representative in the skeleton (6 pulses) before reaching
the goal node representative (again 6 pulses). Altogether 12
pulses are therefore necessary. Of course, other spreading
parameters could heavily influence the number of meaningful
pulses, but at least the diameter provides some first insights.
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Figure 3. Skeleton of HARA Semantic Network.

2) Connectivity Analysis: We distinguish between high and
low connector nodes. Low and high connector nodes are
characterized by a high and low branching ratio, respectively.
A high connector triple would be T1=(HazardousEvent, type,
INS HazardousEvent) with a branching ratio of 4223, whereas
T2=(INS HazardousEvent, hasIsoAsil, INS IsoAsil) is a sim-
ple and low connector with a branching ratio of 1.

With T1 being such a high connector, any configuration
with a strong fan-out constraint would make it a sink, meaning
that it would distribute almost no activation. In combination
with an activation threshold, T1 would probably distribute
no activation at all. Since a sink does not contribute to the
overall spreading result, such a configuration would make T1

meaningless (except as a search goal).

VII. CONCLUSION AND FUTURE WORK
In this paper, we introduced semantic network skeletons

as a new tool for analyzing semantic network properties
and spreading activation configuration settings on semantic
networks. The skeleton syntax was presented formally and
visually. Furthermore, we described how a skeleton can be
retrieved from a semantic network based on RDF Graph and
explained analyses on network, node, and edge properties.
Additionally, we described two effects observable while per-

forming spreading activation and how skeleton analyses may
support effect detection. We then presented our results in a
case study on an advisory system for hazard analysis and risk
assessment in the automotive domain and showed analyses on
a real skeleton in order to optimize pre-configuration.

In this paper, only selected analyses were introduced.
In future, description of more effects and their correlation
with network properties and configuration settings can im-
prove analysis results. Especially, new metric, measure, and
ratio definitions can be helpful. A long term goal may be
self-configured spreading activation, independently performing
spreading activation without manual configuration. A short
term goal is providing extensive guidelines for optimally
configuring the spreading algorithm with respect to a given
network. We furthermore plan on extended case studies exper-
imenting with preconfigured spreading activation. Lastly, po-
tential spreading activation micro-simulation can be examined.
Skeletons can be valuable beyond utilization in the context
of spreading activation. The compressed and summarized
character of network skeletons might be useful for cognate
disciplines also dealing with large semantic networks.
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