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Abstract—The visual behaviour analysis of individual and group dynamics is a subject of extensive research in both academia and industry. However, despite the recent technological advancements, the problem remains difficult. Most of the approaches concentrate on direct extraction and classification of graphical features from the video feed, analysing the behaviour directly from the source. The major obstacle, which impacts the real-time performance, is the necessity of combining processing of enormous volume of video data with complex symbolic data analysis. In this paper, we present the results of the experimental validation of a new method for dynamic behaviour analysis in visual analytics framework, which has as a core an agent-based, event-driven simulator. Our method utilizes only limited data extracted from the live video to analyse the activities monitored by surveillance cameras. Through combining the ontology of the visual scene, which accounts for the logical features of the observed world, with the patterns of dynamic behaviour, approximating the visual dynamics of the world, the framework allows recognizing the behaviour patterns on the basis of logical events rather than on physical appearance. This approach has several advantages. Firstly, the simulation reduces the complexity of data processing by eliminating the need of precise graphic data. Secondly, the granularity and precision of the analysed behaviour patterns can be controlled by parameters of the simulation itself. The experiments prove in a convincing manner that the simulation generates rich enough data to analyse the dynamic behaviour in real time with sufficient precision, completely adequate for many applications of video surveillance.

Keywords—Video Surveillance; Video Analytics; Individual and Group Dynamics; Behaviour Patterns; 3D simulation.

I. INTRODUCTION

The analysis of dynamic behaviour has wide applicability in a range of domains, including video surveillance and security, accident and safety management, business customer insight and computer games programming. Of particular interest is the analysis of dynamic behaviour of individuals and groups of individuals moving at relatively normal speeds in bound spaces such as supermarkets, shopping malls, tall buildings, transport stations and airports, large planes and ship vessels.

The recent advancement in visual data processing using numerical methods (Markov models, statistical pattern recognition and qualitative physics for the analysis of individual dynamics [1]-[4] and group dynamics [5]-[7]) as well as the availability of tools for video analysis (e.g. 3VR Video Intelligence Platform, savVI Real-Time Event Detection, PureTechSystems Video Analytics, IndigoVision Advanced Analytics, IBM Intelligent Video Analytics [8]-[12]) show promising results, but the problem still remains difficult.

There are two factors that impact the real-time video analytics: the processing of immense amount of visual data coming from surveillance cameras and the need to associate additional symbolic data with it, in order to conduct the behaviour analysis. While the first issue can be addressed using technological solutions available on the market of tools for visual information processing, the second one remains a serious bottleneck for any video analytics project. Our research forms a central part of the framework currently under development at the Cyber Security Research Centre of London Metropolitan University, dedicated to machine processing of video surveillance information in real time [16]. This framework includes visual scene extraction, trajectory reconstruction, dynamic simulation and behaviour analysis for online processing of live video from closed-circuit television (CCTV) system cameras. In this research, we focus on the last two components of the framework – the 3D visual scene simulator and the dynamic behaviour pattern recognizer, while the trajectory reconstruction and the other components of the framework are reported elsewhere [17][22]. In this paper, we will report the results of our experimentation with the model-driven behaviour pattern analyser, which works in pair with a 3D visual scene simulator as shown on Figure 1.
II. DYNAMICS OF THE VISUAL SCENE AND PATTERNS OF DYNAMIC BEHAVIOUR

The starting point for our analysis and the core of the entire framework for visual analytics is the ontology of the visual scene [16]. The purpose of this ontology is to provide an abstract representation of the information, which can be used in the logical analysis of the behaviour patterns. Various ontologies of bound worlds have been used for quite some time in Computer Science – i.e., in Computer Games [14] and Robotics [15]. Both areas share certain commonalities considering the fact that in both worlds the visual scene is observed from the point of view of a single “eye” (or pair of “eyes”) – the “eye” of the robot or the “eye” of the gamer.

A. Ontology of the visual scene

Our ontology looks similar to the Spatio-Temporal Visual Ontology (STVO) presented in [21], although it has been developed completely independently on the base of the previous research of the authors in Artificial Intelligence (AI) and Computer Games.

At the top level of our ontology are the Entities, which are objects residing in the world. In Computer Games, objects are part of the game scene that can be managed or interacted with by the player. In Robotics, physical entities refer to objects that possess location in space and time that can be manipulated by robots. The objects recognized by a video camera can be specified implicitly by their physical attributes (location, velocity, orientation, etc.), which can be altered to execute some form of dynamic action. This is similar to the concept of “Entity Manipulation” element presented in the ontology of [14], where general Entities are classified on the basis of the actions they are capable of executing and their attributes. There are Static Entities that do not possess the ability to execute any action on their own; typically they are just part of the game world without changing their physical appearances. On the other side of the spectrum, there are Dynamic Entities possessing the ability to perform an action in order to manipulate the properties of other entities.

In Robotics, the ontologies contain an ‘autonomous robot’ agent that is capable of adapting to the changing environmental and executing actions on their own without human intervention [15]. The autonomous individual captured in the video footage may also be considered as a dynamic object capable of controlling its own movements and interaction with other objects on its own, without the need of intervention from any other objects. Individuals may form social groups in order to collaborate on achieving common goals. This is closely related to the definition of a ‘robot group’ in [15], where the term is specified as “a group of robots organized to achieve at least one common goal”. There is one special case of a group made out of only two individuals, which differs in being described by binary relations. In our ontology, it is classified as pair [16]. For example, if two paired individuals are talking to each other; they are also listening to each other during the conversation, while a third individual, observing the pair can only listen to them without talking to them.

The Game Ontology Project (GOP) introduced in [14] for describing and analysing games was built on the assumption formulated in [16] that the game elements and relationships between them are identified on the basis of visual perception and analysis of videogames. Without the insight of game designers’ knowledge, their intentions or plans, the ontology is solely built on visual analysis of the game worlds. In other words, the ontology is based on how the authors perceived games as players and not necessarily as designers. Following this approach, from the visual observation of video footage, we can define the ontology of visual scene using the following core concepts:

Scene: provides information on boundaries of the space where objects are situated. It provides basis for coordinates of the restricted world monitored by physical video camera.

Object: an identified object that has physical location in space and time. There are three types of objects that can be identified: Static Objects, Dynamic Objects and Individuals.

Static Object: object that does not possess ability to execute any action and whose physical attributes can only be altered by dynamic objects or individuals. This type of object remains static for most of the time. Example: doors, shelves, stairs.

Dynamic Object: object that possess the ability to change physical properties of objects due to external factors or intervention or interaction of other objects at a particular time. Example: trolley, shopping product, envelope.

Individual: an autonomous dynamic object that has some degree of control over its movements. Individuals are capable of executing actions on their own without the need of intervention of other objects that may lead to interaction with other individuals or objects. Example: human, animal, autonomous robot.

Pair: two identified individuals that formed a relationship in which a certain degree of collaborative activities and interrelation can be observed between them. The activities in such a relationship can only be perceived as symmetric, anti-symmetric and generic types binary relations.

Group: an identified collection of three or more individuals exhibiting similar motions and potentially some level
of collaborative activities in order to achieve a mutual goal. A group can be treated as a single entity by aggregating all its participants’ activities.

The above ontological concepts are the backbone of the 3D simulator of visual scene, which have been implemented as part of our framework using jMonkeyEngine [13]. The principles behind the 3D simulation have been introduced in our previous publication [16], while more details can be found in the PhD thesis of the first author [23]. The simulator has been extensively tested and shows excellent performance, matching the speed of video footage within the range 5-30 fps, which is sufficient for real-time applications.

B. Ontology of the dynamic patterns

The patterns of behaviour are derived from observation and analysis of the dynamics of objects previously identified in the visual scene. Assuming that we know the location of each individual, the position of their limbs relative to the body and the directions of movement and viewing at any moment of time, we can define a number of actions, which can be executed by those individuals. These actions are the building blocks of the complex patterns of dynamic behaviour. They can be recognized purely based on logical analysis, which is a cornerstone of our simulation approach.

The correlation between individual actions of the individuals and the events, which occur at the visual scene, can be modelled using three alternative ontological approaches:

- **The actions are considered as changing the world and the events are only triggering them.** In this approach, changes may or may not occur in time because the world remains in the same state if no activities are taking place. The changes are always caused by activities, while the events are relative to the time but independent from the actions. This approach is suitable for modelling actions that are instantaneous and triggered by events; the processes, unlike actions, have duration. It is commonly adopted in object-oriented modelling paradigm because the objects remain in the same state if no external activities are affecting them. This is the oldest approach widely employed in the early research in intelligent robots [15]. Similarity can also be found in the “Interface” conceptual element of the game ontology [14]. The input device provides the players means of sending signals to the game interface so that they can be turned into suitable actions. Whenever a player causes an event in the form of pressing a button, a corresponding action is executed on the screen. It may or may not change the state of the game world (change attributes of the entities of the game world). Time in this case can be completely disregarded as it does not influence the way events and actions occur. However, this approach leads to representational issues related to the so called “frame problem” in AI [18]. To tackle this problem, we have adopted the principle of inertia.

- **The events are considered as changing the world and the actions are just collecting them.** In this approach, the events are happening all the time, so the time is attributed to them. The state of the world in this case is defined in terms of the history of events. The world in such a case may or may not change depending on the events, not on the actions. The time measures the delay between events (frame update) but it does not initiate the changes. To that end, the actions would have to be defined through events as well. This approach is relatively new in Computer Science. It is less intuitive and leads to more complex logics [19]. But the effect of the events happening in the world according to this approach coincides with the effect of the actions, which changes in accordance with the previous approach if there is only one observer in the world, so in the case of a single camera this model is unnecessary complication.

- **The world changes constantly with the time, the events and actions are just happening along the time line.** In this approach, the changes are caused by the time while the actions are no longer instantaneous and have real physical duration. This approach has been successfully used in AI planning [20]. It would allow proper treatment of parallel activities, but may require synchronization of the visual data processing. This, in turn, would lead to a complicated implementation of multi-threaded services, which can run on a central server only.

The approach that has been adopted to model our world follows closely the first approach as outlined above. Our working assumption is that we have only one camera and all information collected from it is processed in a centralized manner. More complex approaches to the dynamic ontology could be introduced at a later stage, when considering multiple cameras monitoring the same scene. In that case the visual information processing will require synchronization in order to be analysed properly. This could involve several technical complications due to the need for synchronization of frame rates, elimination of overlapping signals, reducing the delay of frame updates, etc. If, for instance, the movements of one object are identified in one camera output but not in the others because of differences in their frame rate, discrepancies may occur between the data coming from two different cameras. This, in turn, may result in erroneous analytical output. A good candidate for adequate treatment in this case is the ontology of actions and time based on event structures.

Based on the combination of two ontologies outlined above, a language for describing the patterns of dynamic behaviour within the visual scene has been developed. Figure 2 presents the top-level class view of its ontology modelled using Protégé.

![Figure 2. Ontology of the visual scene and dynamic behaviour](image-url)
dynamic patterns are recognized on the basis of the syntactic analysis of the event logs, generated during the simulation in accordance with the syntax of this language [16]. More detailed specification of the language is provided in the PhD dissertation of the first author [23].

III. 3D SIMULATION OF INDIVIDUAL AND GROUP DYNAMICS

The 3D Simulator is a self-contained software application capable of simulating dynamic movements of individuals within the three-dimensional space of the visual scene in real-time, as illustrated in Figure 3. Using limited spatial information about the objects, such as approximate geometry, location and orientation, the simulator is capable to simulate the dynamics of the scene in real time. Thanks to the number of techniques borrowed from game programming, such as ray casting and ghosting [16], and by incorporating of a number of empirical laws of the naïve dynamics [31] the simulator is capable to perform simulation in real time with satisfactory performance.

The simulator possesses several features that are important for the subsequent analysis of dynamic behaviour:

i) The rendering window, which allows observing the changes in a 3D scene visually.

ii) The parameters panel, which allows interactively adjusting the simulation parameters at runtime.

iii) Saving and loading of the simulation configuration defined in XML format.

iv) The console output panel, which allows tracing the events arising during the simulated scenario.

v) The generator of the event log defined in XML formatted files for subsequent analysis.

The graphical rendering of the scene is convenient for tuning and testing, but is not necessary for the analysis and can be switched off to improve the performance.

Figure 3 shows the three panels of the simulator – the visual output produced during the simulation, the event log generated by the logger and the parameter configuration menu for setting up the simulation parameters.

All input data used by the simulator arrives at its input in real time in the form of a XML-formatted stream of data, created at the preliminary stage of visual processing of the original video footage by other components of the framework (Figure 1). It includes the following information:

- The reconstructed trajectories of moving objects describing their locations, orientation in space, direction of movement and viewing direction captured at specific time intervals.
- The physical properties of static entities residing in the visual scene extracted from the video footage offline or at run-time.
- The asynchronous events recognized in the video footage at the time of the analysis or the system events triggered by the simulator, such as changing the parameters of the simulation at run-time.

In addition to the 3D simulation, the simulator prepares the necessary data for behaviour analysis of the actual footage. It is doing this by generating a discrete log of the events occurring during the simulations. These events are detected and analysed by a separate module of the simulator using an event buffering technique commonly used in game programming. The detected events are logged as entries in the event log according to the syntax of the language, which describes the patterns of behaviour and analysed.

By replacing the continuous stream of purely physical data from the visual scene with discrete logs of the events it becomes possible to analyse the dynamic behaviour of the objects on the scene solely using symbolic methods.

IV. INDIVIDUAL AND GROUP DYNAMIC BEHAVIOUR ANALYSIS

The pattern analyser uses the output of the simulator for deriving the individual and group dynamic behaviour by processing the event log generated by the simulator. The event log, as the name implies, contains the relevant information about the events occurring during simulation. From the 3D scene perspective, the events in most cases emerge from the detection of logical collisions between objects for which only partial data has been delivered to the simulator. The simulator itself generates the additional information needed for detecting the collisions. The novelty of this approach is that the relations between the entities are established purely logically, based on the ontological model of the visual scene embedded in the simulation, rather than physically, based on the visual information extracted from the video footage. In its current implementation the pattern analyzer module is capable of recognizing nearly 40 different patterns in real time (i.e., at a speed of up to 30fps). Amongst the more interesting patterns are:

- “Somebody/a pair/a group is walking towards/away from something”
- “Somebody/a pair/a group is walking along something”
- “Somebody climbs on/off something”
- “Somebody goes up/down”
- “Somebody looks left/right/up/down”
- “Somebody drops something down”
- “Somebody holds something over something”
In the current version of the analyzer, all patterns are purely relational in the sense that they incorporate a fixed number of parameters from specific types. In the next version, we are planning to introduce polymorphic parameters and inheritance, which would allow us to account for the preliminary classification of static objects. This would increase the precision of simulation and would allow recognizing of more fine-grained patterns.

V. EXPERIMENTAL EVALUATION OF THE SIMULATOR AND THE PATTERN ANALYZER

Since the simulation is based on input data extracted from actual video footage, one of the problems we had to address in the experimental evaluation was to acquire appropriate empirical data for conducting the experiments. In order to solve it, a simple keyboard-controlled emulator was implemented. It generates the synthetic data needed for the analysis directly from the “movies” produced using keyboard-controlled simulation. Because the speed of movement on the visual scene is relatively low, the dynamics of the generated “movies” is representative for the dynamics of the actual video footage so we can use the emulated data with satisfactory adequacy. Table I describes briefly some of the “movies” generated by this method, used as a feed into the input during simulation of a given scenario for experimental validation of the analyzer at runtime.

TABLE I. DESCRIPTION OF THE “MOVIE” FILES

<table>
<thead>
<tr>
<th>File</th>
<th>Length</th>
<th>Scenario Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>004.xml</td>
<td>856 Frames</td>
<td>Two agents walking around the visual scene in a pair, then move away from each other, meet up and form a pair again.</td>
</tr>
<tr>
<td>005.xml</td>
<td>1128 Frames</td>
<td>Two agents walking around the visual scene; one of them climbs up the stairs.</td>
</tr>
<tr>
<td>006.xml</td>
<td>808 Frames</td>
<td>A pair waiting. An agent walks in from a different room and moves towards it. He joins and the pair becomes a group.</td>
</tr>
<tr>
<td>007.xml</td>
<td>1479 Frames</td>
<td>Four agent walking around in two different rooms, separated by the wall. At one point they meet up in one of the rooms.</td>
</tr>
<tr>
<td>008.xml</td>
<td>1466 Frames</td>
<td>Three agents whose viewing directions change slowly; they form pairs and a group while walking around the visual scene.</td>
</tr>
<tr>
<td>009.xml</td>
<td>875 Frames</td>
<td>A crowd consisting of nine agents walking around, forming pairs, groups and</td>
</tr>
</tbody>
</table>

The accuracy of the analyzer was estimated through replaying the “movies” recording different scenarios as described in Table I and comparing the logs produced by the analyzer with the actual content of the “movies”. During these experiments, the pattern analyzer was operating in parallel with the simulator and was reporting the exact movie frame at which the corresponding pattern was recognized. To verify the patterns, we compared the actual changes in the agent properties and the predicted changes of these properties over several visual frames, which delimit the boundaries of a specific time period.

Figure 4 depicts such a timeline showing the changing spatial properties of an individual agent. While the static object (the shop counter in this case) remained in the same location, the position of the agent and its orientation changed over the sequence of 20 frames. At the end, the agent not only came closer to the counter but also changed its direction of movement, pointing towards it. In order to recognize that the agent started walking towards the counter, an additional ray casting was performed to detect if any other entities (static or dynamic) are not between them. This is necessary to avoid situations when patterns are being reported despite the fact that potential obstacles may be located between the entities involved, such as tills, shelves or walls. By parameterizing the set of rules for capturing a given pattern the configuration of the simulator can be also adjusted to fulfill system requirements in real-time.

A similar experimental setup was used to test the pattern analyzer. For this purpose, each frame was timestamped in the movie file, which was generated during the simulation. By comparing the timestamps of the frame at which the pattern can be identified during the recording phase with the timestamp of the frame at which the same pattern has been recognized during the analysis phase we can calculate the delay in recognition of the patterns. Table II presents the delays in reporting the recognition of several dynamic patterns while replaying the movies at 30 fps. It is obvious that the analyzer is efficient and the delay is not substantial. We have also extensively tested the pattern analyzer by varying the speed of recording and the speed of replaying with satisfactory results. Further series of tests were conducted to estimate the degree to which the analyzer is immune to degradation of computational resources. For this purpose, we forced the analyzer to skip frames and estimated the delay in reporting the recognized patterns at different speeds of replaying.

The accuracy of the analyzer was estimated through replaying the “movies” recording different scenarios as described in Table I and comparing the logs produced by the analyzer with the actual content of the “movies”. During these experiments, the pattern analyzer was operating in parallel with the simulator and was reporting the exact movie frame at which the corresponding pattern was recognized. To verify the patterns, we compared the actual changes in the agent properties and the predicted changes of these properties over several visual frames, which delimit the boundaries of a specific time period.

Figure 4. Changes of spatial properties of an Agent over time.
TABLE II. DELAY DUE TO COMPUTATIONAL AND RENDERING PROCESS OF THE MOVIE FILES

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Critical Frame</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;Walking towards something&quot;</td>
<td>23</td>
<td>0.44%</td>
</tr>
<tr>
<td>&quot;Walking towards something while in a group&quot;</td>
<td>45</td>
<td>0.39%</td>
</tr>
<tr>
<td>&quot;Walking away from something&quot;</td>
<td>105</td>
<td>0.31%</td>
</tr>
<tr>
<td>&quot;Walking along something while in a group&quot;</td>
<td>133</td>
<td>0.27%</td>
</tr>
<tr>
<td>&quot;Climbing something up&quot;</td>
<td>214</td>
<td>0.22%</td>
</tr>
<tr>
<td>&quot;Forming a pair&quot;</td>
<td>442</td>
<td>0.13%</td>
</tr>
<tr>
<td>&quot;Forming a group&quot;</td>
<td>663</td>
<td>0.72%</td>
</tr>
<tr>
<td>&quot;Group moving towards something&quot;</td>
<td>747</td>
<td>4.51%</td>
</tr>
<tr>
<td>&quot;Group moving along something&quot;</td>
<td>1013</td>
<td>5.81%</td>
</tr>
<tr>
<td>&quot;Leaving a group&quot;</td>
<td>211</td>
<td>0.14%</td>
</tr>
</tbody>
</table>

Table III presents the delay in recognition dependent on the frame skipping rate at 30fps speed. Again, the results are very encouraging and prove the feasibility of the model-driven simulation-based methodology of analysis.

TABLE III. DELAY DUE TO COMPUTATIONAL AND RENDERING PROCESS OF THE MOVIE FILES

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Critical Frame</th>
<th>Skipped frames</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;Walking towards something&quot;</td>
<td>23</td>
<td>50%</td>
<td>0.22%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>66%</td>
<td>0.38%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>76%</td>
<td>0.50%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>83%</td>
<td>0.41%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>90%</td>
<td>0.41%</td>
</tr>
<tr>
<td>&quot;Walking towards something while in a group&quot;</td>
<td>45</td>
<td>50%</td>
<td>0.45%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>66%</td>
<td>1.82%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>76%</td>
<td>8.37%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>83%</td>
<td>7.59%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>90%</td>
<td>9.4%</td>
</tr>
<tr>
<td>&quot;Walking away from something&quot;</td>
<td>105</td>
<td>50%</td>
<td>0.26%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>66%</td>
<td>0.38%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>76%</td>
<td>0.42%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>83%</td>
<td>0.35%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>90%</td>
<td>0.37%</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper, we have presented the results of an experimental analysis of a 3D simulator and the associated model-driven analyser, which are parts of a framework for individual and group dynamic behaviour analysis in video surveillance. The results convincingly demonstrate the feasibility of this approach to the analysis and build the necessary confidence in the possibility to use model-driven and simulation-based approach in video analytics with a wide range of potential applicability in video surveillance. During the next phase of research we plan to extend the simulator with the possibility to model the shapes of the static objects on the scene, to account the physical boundaries of the space and to make use of the sight sense of the agents, which would allow to analyse more precisely the behaviour and to recognize more complex patterns.

ACKNOWLEDGMENT

This research is sponsored by The Vinyl Factory, London.

REFERENCES

K-Nearest Neighbours Based Classifiers for Moving Object Trajectories Reconstruction

Muhammad Majid Afzal
Decibel Insight
London, UK
e-mail: admtel@gmail.com

Karim Ouazzane, Vassil Vassilev
Cyber Security Research Centre
London Metropolitan University, London, UK
e-mail: {k.ouazzane, v.vassilev}@londonmet.ac.uk

Abstract—This article presents an exemplary prototype implementation of an Application Programming Interface (API) for incremental reconstruction of the trajectories of moving objects captured by Closed-Circuit Television (CCTV) and High-Definition Television (HDTV) cameras based on K-Nearest Neighbor (KNN) classifiers. This paper proposes a model-driven approach for trajectory reconstruction based on machine learning algorithms which is more efficient than other approaches for dynamic tracking, such as RGB-D (Red, Green and Red Color model with Depth) images or scale or rotation approaches. The existing approaches typically need a low-level information from the input video stream but the environment factors (indoor light, outdoor light) affect the results. The use of a predefined model allows to avoid this since the data is naturally filtered. Experiments on different input video streams demonstrate that the proposed approach is efficient for solving the tracking of moving objects in input streams in real time because it needs less granular information from the input stream. The research reported here is part of a research program of the Cyber Security Research Centre of London Metropolitan University for real-time video analytics with applicability to surveillance in security, disaster recovery and safety management, and customer insight.
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I. INTRODUCTION

Several different approaches have been used for moving objects tracking but this remains a difficult issue in computer vision and video analytics. Multiple objects tracking have many useful applications in the scene analysis for computerized surveillance. If the system can track different objects in an environment of multiple moving objects and reconstruct their trajectories, then there will be a variety of applications, such as motion detection/tracking in secure areas, controlling the flow of mass movements, analysis the pattern of movements etc. This research is focused on reconstructing the trajectory of body movements in continuous stream of video signals with the help of classifiers for the purpose of further analysis. The existing approaches [1]-[4] typically need a low-level information from the input video stream but the environment factors (indoor light, outdoor light) affect the results. The use of classifiers would make the object tracking simpler and more efficient. In this research, KNN has been selected as an algorithm for classification because it is simple and efficient and fulfills the requirements. Our method is based on the use of a predefined body model to capture only the most relevant information needed to reconstruct the trajectory. This approach has not been explored much by the research community - see [1][2] for use of approximate proximal gradient and Gaussian mixture model for object tracking, [3][4] for the use of detection and tracking approach, [5][6] for data association done with the help of online learning and [7][8] for interoperability of traditional trajectory information and generic sensors.

This research is part of the research program for Simulation-based Visual Analysis of Individual and Group Dynamic Behavior carried out within the Cyber Security Research Centre of London Metropolitan University. The research group is interested in real-time video analytics with applicability to surveillance in security, disaster recovery and safety management, and customer insight. The ultimate goal of this research program is to construct an efficient framework for visual analytics in real time, as presented in [17].

In our approach, moving object tracking is based on the object-centric representation of the position which forms a tube-like model of the spatial navigation and allows isolated manipulation of the video objects within the focus [10]. This can be achieved through an incremental algorithm for processing of the information flow, as illustrated in Figure 1.

![Figure 1. Incremental trajectory reconstruction using KNN classifiers](image)

The moving human object in the video is modeled as a collection of spatiotemporal object volumes (object tubes). Key for reconstructing the trajectory in this model is the estimation of the object positions and the navigation
parameters of the object movements such as rotation, direction of movement and speed.

KNN classifiers are used for reconstruction of moving object trajectories and they help in starting the extraction of the motion information from the video and representation of object trajectories in a 3D grid. Motion based on video representations has been used in other video navigation and annotation systems, but the focus of these systems is mainly on providing an in-scene direct moving object trajectory from the video. As expected, the reconstruction of the trajectory is based on analytical methods for connecting the spatial locations of the identified objects across the frames. This is pursued on the basis of incremental approximation of the spatial locations of the video frames using different computational techniques and approximations.

The rest of this paper is organized as follows. Section II describes the proposed classifiers methodology. Section III addresses the data post processing. Section IV reports on the implementation of the framework. Section V presents the experimental evaluation. The conclusions and references close the article.

II. USING CLASSIFIERS FOR RECOGNITION AND TRACKING

This section shows the use of the classifiers for segmentation of moving objects based on the features extracted from the input video stream. The feature vectors are created at the learning stage, as displayed in Figure 2.

\[
a_j \in \mathbb{R}^{n \times m} \quad (2)
\]

while the \( j \)-th feature vector is

\[
f_j (j = 1, ..., m) \quad (3)
\]

In accordance with this, the multi-dimensional matrix of combined features and samples takes the form

\[
A = f_1; f_2; f_3; \ldots; f_m \quad (4)
\]

For a matrix \( C \), the Frobenius norm can be calculated as

\[
||C||_{F_1} = \sqrt{\sum_{i=1}^n |c_i|^2} \quad (5)
\]

\[
||C||_{F_2} = \sqrt{\sum_{j=1}^m |c_j|^2} \quad (6)
\]

Using this measure, the features can be shown as

\[
||C||_{2,1} = \sum_{i=1}^n \sqrt{\sum_{j=1}^m c_{ij}^2} \quad (7)
\]

where, \( c_i \) and \( c_j \) denote a row and a column of the original multi-dimensional matrix, respectively. This matrix contains all information for the features used by the classifier. To estimate a single feature \( f_j \), we can use the following linear regression model:

\[
f_j \approx \sum_{i=1}^m f_i s_{ij} = A_{ij}, \quad j = 1, 2, \ldots, m \quad (8)
\]

where, \( s_{ij} \) represents the \( i \)-th feature vector to the \( j \)-th sample. In this case the co-efficient vector of the feature \( f_j \), can be formulated as

\[
s_j = [s_{1,j}; s_{1,j}; \ldots; s_{m,j}] \in \mathbb{R}^{m+1} \quad (9)
\]

As a result, the multi-dimensional matrix can be written as

\[
A \approx AS \quad (10)
\]

where \( A \) is the linear combination of all features and

\[
S = [s^1; s^2; \ldots; s^m] \in \mathbb{R}^{m \times m} \quad (11)
\]

The value of \( S \) can be calculated as follows:

\[
\min ||A - AS||_F^2 \quad (12)
\]
To reduce the redundancy and keep the features unique, we can use the co-efficient matrix of $|< s^i, s^j |>$, where, $s^i$ and $s^j$ denote $i^{th}$ row and $j^{th}$ row vector of S, respectively. To use all vectors, the following formulas hold:

$$\Omega(S) = \sum_{i=1}^m \sum_{j=1, j \neq 1}^m |< s^i, s^j >|$$  \hspace{1cm} (13)

$$\Omega(S) = \frac{\sum_{i=1}^m \sum_{j=1}^m |< s^i, s^j >| - \sum_{i=1}^m |< s^i, s^i >|}{\sum_{i=1}^m \sum_{j=1}^m |< s^i, s^j >|}$$  \hspace{1cm} (14)

$$\Omega(S) = \sum_{i=1}^m \sum_{j=1}^m |< s^i, s^j >| - \sum_{i=1}^m \|s^i\|^2$$  \hspace{1cm} (15)

III. DATA POST PROCESSING

In order to provide informative reconstruction of the trajectories, it is essential to perform some post processing of the data generated after the classifier completes its task. The most important processing steps are as follows:

- **Estimating the viewing direction**: The viewing direction is calculated with the help of the head sphere of the moving object model and with the position of the eyes in the head sphere. If the eyes direction and moving object direction is same then object is viewing in direction of movement.

- **Orientation of the moving parts**: This information is calculated with the help of position of face and head hairs. This step is necessary in order to distinguish between left and right hand. The same is applied on the legs of moving object.

- **Completing the invisible body parts**: The missing body parts of moving object of seven sphere based model are estimated in order to generate meaningful trajectory data.

- **Estimating the depth of 2D projection**: The depth of moving object in the video stream is calculated with the help of geometric calculations.

- **Detecting of the moving objects**: The moving objects can be detected with the help of some historical information. All static objects do not change the position in a sequence of frames, while the dynamic object do and this can be a criteria for identifying new objects on the scene.

- **Origin adjustment**: The logical center of the scene can be adjusted in order to make the displacement and movement calculations easier.

- **Camera position adjustment**: The camera position can be adjusted to coincide with the origin of the visual scene.

The above tasks are executed after the trajectory data is calculated using the information obtained during the trajectory reconstruction to facilitate the further analysis by the behavior analyzer of the video analytics framework [18]. The limited space of the article does not allow more details.

IV. IMPLEMENTATION OF THE FRAMEWORK

The trajectory reconstruction module of the video analytics framework performs the actual processing of the video frames under the control of OpenCV engine [11]. The engine supports the following main operations:

- High-level GUI and Media I/O
- Image processing of the video frames
- Geometric transformations
- Structural analysis and shape approximation

The values calculated using (13) are required to identify the features in the input video stream and to track the moving objects and their parts. These features will be used by the classifier at the later stage to reconstruct the trajectories of moving objects. This process is executed in a sequence of steps, as shown in Figure 3.

Features information generated with the help of the equations presented in this section and the KNN classifier decide if a moving object is a human being or not. Similarly, classifiers decide about different moving parts of a moving object.

![Flow of video stream analyzed using KNN classifiers](image-url)
Our module operates in real-time, implementing recurrent algorithm for KNN classification and trajectory reconstruction based on the model described in the paper. It performs several tasks as follows:

A. Selection of video frames for processing

The video data consists of video frames which are 2D objects. These frames are combined in the time sequence to form a video by the digital devices as shown in Figure 4.

Typically, the CCTV and HDTV surveillance cameras produce frames at a rate which does not exceed thirty frames per second. Most of the video processing frameworks also do not process each and every video frame. Some of the frames presented in Figure 5 are shown in white color and few more are shown in gray color as we assume that we are processing only the frames in grey after skipping few frames in white. The criteria for choosing which frames to process depends on the complexity of the algorithms and the frame content.

B. Moving objects segmentation using classifiers

This component of the trajectory reconstruction module performs operations on all selected frames to identify and approximate the contour of the objects within the frame (Figure 6). The input video stream data is provided to the classifiers to distinguish the moving object in focus. The segmentation component first converts the frame into binary format and then performs processing of the pixels to find the approximate contour of the moving object.

C. Computing moving objects displacement

Displacement component keeps track of the moving object identified by the segmentation component of the module. It calculates the displacement of the moving objects in each processed frame, which is needed for subsequent trajectory reconstruction.

D. Reconstructing the moving objects trajectory

The reconstructed trajectory data is calculated on the basis of the information about object location, their descriptors and the values of displacement. It is a continuous stream of information calculated recurrently and generated as an output of the module for further analysis.

V. EXPERIMENTAL EVALUATION

In this section, we carry out simulated experiments to demonstrate the advantage of the proposed KNN based classifier for reconstruction of trajectories compared with other three approaches namely CEMMT [15], DCOMT [16] and KSP[17]. To evaluate the performance of different approaches, two most commonly used datasets PETS 2009 S2L1 and PETS 2009 S3MF1 are selected. These datasets have different challenges, such as occlusion, people with same color of clothing, pose changes and exit and entry of scene.

To compare the multi object tracking algorithms, we have adopted the CLEAR metrics [14] which is the most widely used protocol for quantitative evaluation. The different measures for comparison in this benchmark are as follows:

<table>
<thead>
<tr>
<th>Methods</th>
<th>Comparison Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rec.</td>
<td>Prec.</td>
</tr>
<tr>
<td>CEMMT [15]</td>
<td>94.2</td>
</tr>
<tr>
<td>DCOMT [16]</td>
<td>90.0</td>
</tr>
<tr>
<td>KNN</td>
<td>85.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods</th>
<th>Comparison Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rec.</td>
<td>Prec.</td>
</tr>
<tr>
<td>CEMMT [15]</td>
<td>97.7</td>
</tr>
<tr>
<td>KSP[17]</td>
<td>87.9</td>
</tr>
<tr>
<td>KNN</td>
<td>96.8</td>
</tr>
</tbody>
</table>
**Groundtruth** (GT): The number of trajectories in the groundtruth.

**Mostly tracked trajectories** (MT): The percentage of trajectories that are successfully tracked for more than 80 percent divided by ground truth.

**Mostly lost trajectories** (ML): The ratio of mostly lost trajectories, which are successfully tracked for less than 20 percent.

**Partially tracked trajectories** (PT): The ratio of partially tracked trajectories.

**ID switches** (IDS): The total number of times that a tracked trajectory changes its matched groundtruth identity.

**Recall** (Rec.): The number of correctly matched detections divided by the total number of detections in groundtruth.

**Precision** (Prec.): The number of correctly matched detections divided by the total number of output detections.

**Multi-Object Tracking Accuracy** (MOTA): A measure of tracking accuracy that takes into consideration, false positive, false negatives and ID switches.

**Multi-Object Tracking Precision** (MOTP): This measures the position of objects in experimental results with the actual dataset.

### A. Quantitative evaluation

Table I shows the experiment comparison values of PETS 2009 S2L1 dataset. This is a difficult dataset as it has 794 frames. Moving objects (people) in the dataset are wearing same color cloths. Dataset has three different backgrounds house, grass and street. As shown in Table I, this dataset is used with different object tracking algorithms,

- CEMMT [15] generate multiple few hypothesis for each detection and selecting those which have minimize energy, in this way moving object tracking is the minimization of continuous energy.
- DCOMT [16] simple closed form solution is used as continuous fitting problem for trajectory estimation.

Our approach outperforms the other methods in terms of ID switches and MOTP. CEMMT [15] obtained the best results in terms of Recall (94.2), MT (21) and MOTA (90.6) but has more ID switches than our method [11]. Best precision (98.7) value is obtained by DCOMT [16]. Figure 6 shows the comparison of the values obtained by using different methods during the experiments. It is clear from the graph that DCOMT [16] has high number of ID switching while our approach has low ID switching. Our approach also outperforms MOTP.

Table II shows the experiment comparison values of PETS 2009 S3MF1 dataset. This dataset has 107 frames. Dataset has three different backgrounds house, grass and street like the previous dataset. Initially, objects are moving in uniform direction in this dataset and then objects start motion in random directions. As shown in Table II, this dataset is used with different object tracking algorithms in the same way as previous table. Our approach obtains the best results in terms of multi object tracking accuracy with the difference of 11.4 percent.

### B. Qualitative evaluation

We applied our framework to PETS 2009 S2L1 dataset. Figure 9 shows the changing frames with tracking of several moving objects identified on them. In Figure 8, the trajectory of objects with ID=9 and ID=1 occupy two different positions in frame 290. After five frames in frame 295 object with ID=9 covers object with ID=1.

However, object with ID=1 does not lose its trajectory and there is no ID switch. Finally, in frame 319, object with ID=1 does not cover object with ID=9 anymore, its direction of movement has changed and the trajectories split. This shows fewer ID switches even the moving objects were overlapping.
Dataset PETS 2009 S3MF1 is used with our approach and Figure 10 below shows the tracking of new moving objects entering the scene.

![Figure 10. PETS 2009 S3MF1 dataset (frame number 38 and 68)](image_url)

Figure 10 shows that ID=6 and ID=7 are entering in view in frame number 38. In frame number 68, ID=6 and ID=7 have complete tracking information and they show two different trajectories. This shows that our method is also able to track the motion and handle the trajectories of new objects entering the scene.

VI. CONCLUSION

This paper presents an efficient model-driven approach to moving object trajectory reconstruction using KNN classifiers which can be used for real-time video analytics. Our approach has a number of advantages compared to other existing approaches including Microsoft Kinect model [12] [13] commonly endorsed in computer games industry. Firstly, the use of classifiers makes the extraction of trajectory data easier and make it possible in real live video stream. Secondly, trajectory data can be reconstructed using less information because of the simpler geometry which lowers the requirements for preliminary visual image processing. Thirdly, the reconstruction of the trajectory is more efficient because of the simpler approximation, which makes this approach preferable for real-time systems. Finally, the overall algorithms of moving object trajectory reconstruction are far simpler than the other algorithms reviewed in the literature and as a result the software which implements them becomes more compact, which allows an easy embedding in other software for visual analytics.

Our immediate plans after finalizing the basic trajectory data extraction is to implement the full trajectory reconstruction module of the video analytics framework, which is needed for further analysis of the dynamic behavior in areas such as customer insight, security and safety management. Furthermore, we are planning to enhance our model through combining features of the seven spheres model used here with the six lines model of Kinect in order to be able to analyze gestures as well.
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