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UBICOMM 2025

Forward

The Nineteenth International Conference on Mobile Ubiquitous Computing, Systems, Services and

Technologies (UBICOMM 2025), held between September 28th, 2025, and October 2nd, 2025, in Lisbon,

Portugal, continued a series of international events meant to bring together researchers from the

academia and practitioners from the industry in order to address fundamentals of ubiquitous systems

and the new applications related to them.

The rapid advances in ubiquitous technologies have made fruition of more than 35 years of research

in distributed computing systems, and more than two decades of mobile computing. The ubiquity vision

is becoming a reality. Hardware and software components evolved to deliver functionality under failure-

prone environments with limited resources. The advent of web services and the progress on wearable

devices, ambient components, user-generated content, mobile communications, and new business

models generated new applications and services. The conference makes a bridge between issues with

software and hardware challenges through mobile communications.

Advances in web services technologies along with their integration into mobility, online and new

business models provide a technical infrastructure that enables the progress of mobile services and

applications. These include dynamic and on-demand service, context-aware services, and mobile web

services. While driving new business models and new online services, particular techniques must be

developed for web service composition, web service-driven system design methodology, creation of

web services, and on-demand web services.

As mobile and ubiquitous computing becomes a reality, more formal and informal learning will take

place out of the confines of the traditional classroom. Two trends converge to make this possible:

increasingly powerful cell phones and PDAs, and improved access to wireless broadband. At the same

time, due to the increasing complexity, modern learners will need tools that operate in an intuitive

manner and are flexibly integrated in the surrounding learning environment.

Educational services will become more customized and personalized, and more frequently subjected

to changes. Learning and teaching are now becoming less tied to physical locations, co-located members

of a group, and co-presence in time. Learning and teaching increasingly take place in fluid combinations

of virtual and "real" contexts, and fluid combinations of presence in time, space and participation in

community. To the learner full access and abundance in communicative opportunities and information

retrieval represents new challenges and affordances. Consequently, the educational challenges are

numerous in the intersection of technology development, curriculum development, content

development and educational infrastructure.

We take here the opportunity to warmly thank all the members of the UBICOMM 2025 technical

program committee, as well as all the reviewers. The creation of such a high-quality conference program

would not have been possible without their involvement. We also kindly thank all the authors who

dedicated much of their time and effort to contribute to UBICOMM 2025. We truly believe that, thanks

to all these efforts, the final conference program consisted of top-quality contributions. We also thank

the members of the UBICOMM 2025 organizing committee for their help in handling the logistics of this

event.
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We hope that UBICOMM 2025 was a successful international forum for the exchange of ideas and

results between academia and industry for the promotion of progress related to mobile ubiquitous

computing, systems, services, and technologies.
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Abstract— The exponential growth of digital data presents 

escalating challenges for terrestrial data centers, including 

energy consumption, ecological impact, and cybersecurity 

risks. Deploying data centers in space emerges as a compelling 

alternative, leveraging microgravity, extreme temperatures, 

and isolation to enhance computational efficiency and 

environmental sustainability. This study explores the 

technological foundations and feasibility of emerging Space 

Data Center concepts. It also highlights the environmental 

burden imposed by terrestrial data centers, particularly their 

high water and land usage for hosting web services. In 

response, a space-based architecture is proposed to support 

low-cost, eco-friendly web development and content delivery. 

The research underscores space data centers as a forward-

looking strategy for sustainable digital infrastructure. 

Keywords – Data centers; satellite; space Integrated; 

computing networks; photonics. 

I. INTRODUCTION 

Data centers are vital for hosting digital content accessed 
over the Internet, supporting key applications such as social 
media and data storage. Terrestrial data centers consist of 
multiple servers requiring substantial power and cooling, 
often leading to high water and land footprints. Water-
intensive cooling systems, such as chillers and indirect 
evaporative cooling, contribute significantly to 
environmental strain [1], [2], while power demands escalate 
with data center scale [3], [4]. These constraints limit 
deployment in water-scarce, landlocked, or densely 
populated regions, resulting in content latency and power 
strain, especially in developing areas. Solutions to mitigate 
these challenges have been proposed in [5], [6]. The 
discussion in [5], and [6] also shows that future trends in the 
continued use of terrestrial data centers aim to address 
challenges in ensuring that data centers deploy their own 
power sources and systems. However, it is recognized that 
these approaches do not eliminate the competition for natural 
resources between terrestrial data center operators and other 

entities seeking to deploy power systems for other 
applications.  

Terrestrial centers process space-based data [7], but the 
growing volume from small satellites and the latency in 
downlinking such data hinder timely decision-making. To 
address these limitations, there is a need for alternative 
infrastructure with lower environmental impact and reduced 
latency, the Space Data Center (SDC). SDCs eliminate 
dependence on Earth’s land and water resources and are 
positioned to process satellite data in orbit, enabling rapid 
access and decision-making for latency-sensitive 
applications. They also host caches to support low-latency 
content delivery in landlocked regions, offering advantages 
over terrestrial centers for satellite-based communications. 

The concept of SDCs is gaining global attention, with 
initiatives such as the European Union’s ASCEND 
(Advanced Space Cloud for European Net Zero Emission 
and Data Sovereignty) project [8], [9] exploring large-scale 
orbital data centers powered by solar energy to reduce the 
carbon footprint of information technology. This paper 
explores the feasibility, technological underpinnings, and 
environmental implications of deploying data centers in 
space. It also investigates the role of SDCs in supporting web 
development tasks, where the reliance on cloud-based tools 
typically hosted on terrestrial infrastructure incurs significant 
environmental costs. By shifting such workloads to SDCs, 
the potential exists to achieve more sustainable computing. 

The research being presented focuses on the design and 
application of SDCs in the area of web development. The 
motivation for the consideration of the web development 
application is that web development utilizes a significant 
proportion of existing computing resources. It is proposed 
that web development be migrated to SDCs. This has the 
benefit of reducing the environmental toll due to the use of 
existing terrestrial data centers for executing web 
development. The research presents a network architecture 
i.e., entity identification and describing entity relations. This 
is done to achieve the goal of executing web development 
aboard SDCs. In addition, the research recognizes the SDC 

1Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-288-3
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as the new computational workhorse for future execution of 
web development. It also presents the subsystems and 
components alongside space related elements for the 
realization of SDCs to be used in the proposed application. 
The use of SDCs is expected to be beneficial from an 
operational perspective. This is because of the abundance of 
solar power in space, which is accessible by SDC’s onboard 
solar panels during the SDC’s lifetime. The SDC does not 
need to incur high costs in comparison to terrestrial data 
center operation.  

The remainder of this paper is structured as follows: 
Section II presents background work on data centers; Section 
III introduces the SDC technology concept; Section IV 
outlines potential advantages; Section V explores use cases 
and applications; Section VI discusses enabling hardware 
and software; and Section VII concludes the study. 

II. LIMITATIONS AND CHALLENGES OF TERRESTRIAL 

DATA CENTERS 

    Terrestrial data centers are centralized infrastructures 
that host computing and networking resources, including 
servers, storage systems, and communication hardware. They 
form the digital backbone for a broad spectrum of services, 
such as website hosting, cloud applications, enterprise IT 
operations, and content delivery. In particular, they are vital 
for web hosting and online enterprises, providing the 
essential computational support required for digital content 
accessibility across the globe. Currently, approximately 
4,798 data centers are operating worldwide, with over 500 
categorized as hyperscale facilities. These hyperscale data 
centers, typically operated by global technology firms, such 
as Amazon, Microsoft, Google, and Meta, are characterized 
by their immense capacity, architectural scalability, and 
advanced energy and infrastructure management capabilities 
[10]. In Africa, South Africa leads in terrestrial data center 
deployment, with major installations in Cape Town and 
Johannesburg [15]. These facilities support national and 
regional digital services but face significant operational 
constraints.  

One of the most pressing challenges is the immense 
energy demand required to power servers and cooling 
systems. Data centers globally account for roughly 1–2% of 
electricity consumption, and this figure is expected to rise as 
digital services expand [11]. Maintaining an optimal thermal 
environment for servers further exacerbates energy 
consumption. Conventional cooling techniques, such as 
chilled water systems, are especially energy intensive. Even 
with improved methods like indirect evaporative cooling, the 
overall environmental toll remains significant, particularly 
due to high water usage [12]. 

The spatial requirements of large-scale data centers also 
contribute to broader urban planning and environmental 
challenges. These facilities often occupy large tracts of land, 
including prime real estate in urban areas, thereby competing 
with residential, agricultural, and infrastructural 
developments. In regions with high population densities or 
limited land availability, allocating space for new data 
centers becomes increasingly problematic. From an 
environmental standpoint, terrestrial data centers contribute 

significantly to global carbon emissions. Their high 
electricity consumption, coupled with reliance on water-
intensive cooling systems, has led to increased scrutiny amid 
growing concerns about climate change and ecological 
degradation [16]. The environmental cost is especially acute 
in water-stressed and landlocked regions, where freshwater 
and land resources are either unavailable or severely 
constrained. This geographical limitation also leads to 
latency issues for users located far from major data center 
hubs. 

Security and data privacy represent additional concerns. 
Data centers manage and store vast quantities of sensitive 
information, including personal, financial, and corporate 
data. As a result, they are frequent targets of cyberattacks. 
Breaches can result in severe financial and reputational 
damage, prompting constant investment in advanced 
cybersecurity infrastructure and regulatory compliance 
mechanisms [17]. 

Meanwhile, as the Internet of Things (IoT) continues to 
grow, the volume of data requiring real-time processing has 
increased significantly. This rise presents new latency and 
bandwidth challenges for conventional centralized data 
centers, which often struggle to efficiently support the 
responsiveness demanded by distributed IoT networks. 
Although architectural solutions, such as edge computing 
and fog computing address these issues, they add additional 
layers of complexity and cost [11]. 

In addition to supporting digital consumer services, 
terrestrial data centers process vast volumes of space-derived 
data, including imagery and telemetry from satellites. The 
transmission of such data from orbit to ground stations and 
then to terrestrial data centers introduces latency and relies 
on limited spectrum availability. As the number of small 
satellites and Earth observation missions increases, this 
bottleneck becomes more pronounced, hindering timely data 
analysis and decision-making [18]. These challenges, 
ranging from high energy and water consumption to land 
constraints, environmental impact, and latency, underscore 
the limitations of traditional terrestrial data center 
architectures. As demand for data processing escalates and 
the environmental and infrastructural costs of terrestrial data 
centers rise, the exploration of alternative solutions becomes 
increasingly justified. 

III. THE CONCEPT OF SPACE-BASED DATA CENTERS 
 

The prospect of deploying data centers in space is 
increasingly gaining traction as a feasible future alternative 
to terrestrial infrastructures. Several leading technology 
corporations and governmental bodies, including the 
European Union through its ASCEND project, are actively 
exploring this alternative. The ASCEND initiative envisions 
the deployment of orbital data center stations powered by 
high-capacity solar power plants, potentially generating 
several hundred megawatts. The primary objective is to 
significantly reduce the environmental impact of information 
technology infrastructure by harnessing solar energy in the 
space environment, thereby mitigating the carbon footprint 
associated with traditional, Earth-based data centers. 

2Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-288-3
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One potential solution is the utilization of a satellite 
networking system. This approach would entail the 
collection of data from Earth, followed by its transmission to 
space for processing and storage. The system would employ 
photonics and optical technology, thereby reduce energy 
consumption and increase in the data transmission speed. 
Such a system would be immune to the effects of adverse 
weather conditions or natural disasters, ensuring 
uninterrupted communication. In a collaborative effort, 
Japan's NTT has joined forces with SKY Perfect JSAT to 
develop a satellite network system, designated as the Space 
Integrated Computing Network. As stated in [13], the Space 
Integrated Computing Network is a novel infrastructure to be 
constructed by combining NTT's network and computing 
infrastructure with SKY Perfect JSAT's space assets and 
business. The system will integrate multiple orbits from the 
ground to High-Altitude Platform Stations (HAPSs) flying at 
high-altitude, Low Earth Orbit (LEO) satellites and 
Geostationary orbit (GEO) satellites. The constituent 
components will be connected to the ground via an optical 
wireless communication network, thereby forming a 
constellation that will enhance the processing of various data 
sets through distributed computing. Furthermore, it will 
facilitate access to terrestrial mobile devices, thereby 
extending the service coverage to an ultra-wide range. Each 
satellite will be equipped with computing functions that can 
process data, connecting to a network of satellites that 
perform the function of an optical communications data 
center. This eliminates the necessity for data to be 
transmitted back to the Earth for processing and analysis, 
which impedes data traffic and consumes a considerable 
amount of power. Here is a description of each potential 
satellite orbit: (i) Low Earth Orbit: It is located at an altitude 
of between 200 and 2000 km above the earth, and is 
characterized by low latency time, better performance for 
real-time communications, LEO satellites move quickly 
around the Earth, requiring satellite constellation networks to 
ensure continuous coverage, (ii) Medium Orbits (MEO–
Medium Earth Orbit) Approximately located at 2000 to 
35786 km: fewer satellites needed for global coverage 
compared to LEO, MEO satellites can operate at similar 
efficiencies to fibre optics, even in remote areas of the world, 
and they are most often used for GPS, (iii) Geostationary 
Earth Orbit (GEO):  It is located about 5000 km above the 
earth. GEO has the following characteristics: (i) A single 
satellite can cover a large part of the Earth's surface, (ii) 
Satellites remain stationary concerning a fixed point on 
Earth, and (iii) GEO satellites yield high ROI thanks to their 
high reliability and long life spans. 
    The scenario of a space-integrated computing network 
showing the role of the space data center in the context of a 
space application is shown in Figure 1. The application 
context of the SDC presented in Figure 1 is that of enabling 
low latency via free space optical networks for a space-based 
IoT (Space IoT) application. The SDC executes IoT data 
storage and Artificial Intelligence (AI) related processing. In 
this case, it is identified that computing platform-related 
applications using SDCs do not experience service 
interruptions from natural disasters. This provides an 

additional layer of physical level protection against the 
occurrence of natural disasters. Hence, the use of SDC is 
beneficial for use in regions with high susceptibility to 
natural disaster occurrence. The realization of the SDC in the 
scenario presented in Figure 1 recognizes the capability of 
SDCs to integrate with other non-terrestrial network entities 
such as HAPSs.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. Space Integrated Computing Network. 

The application context presented in Figure 1 is of 
enables the SDCs or a constellation of SDCs to accept, store, 
and process data from multiple Earth observation satellites. 
This is crucial considering the large number of in-orbit 
remote sensing satellites. The hosting of satellite systems 
enabling SDC functionality requires the derivation of global 
continuous coverage. This requires the specification of 
important orbital parameters such as: (i) Satellite orbital 
parameters, (ii) Orbital inclination, (iii) Number of orbital 
planes, and (iv) Satellite spacing.  In the case of satellite 
orbital parameters, it is important to have global coverage 
with low latency. This requires ensuring proper organization 
of orbiting satellites.  The important factors to consider are 
the orbital altitude. The orbital altitude influences: (i) Field 
of View: The higher the altitude, the wider the field of view 
of each satellite, but this can increase communication 
latency, (ii) Exposure to Space Debris: Lower altitudes may 
have a higher density of space debris, which increases the 
risk of collision, (iii) Lifespan: Satellites in lower orbit 
undergo greater atmospheric drag, which can reduce their 
lifespan unless regular orbit correction manoeuvres are 
performed. 

The orbital inclination’s related parameters are associated 
with latitudinal coverage and population access. The relevant 
parameters in this case are the latitudinal coverage and 
associated population access. The inclination determines the 
latitudes covered by the satellite. For example, an inclination 
of 90 degrees allows coverage up to the poles. The number 
of orbital planes also describes satellite distribution and 
influences the coverage density. Distributing satellites across 
multiple orbital planes allows for uniform coverage of the 
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Earth's surface, and Coverage Density. The more orbital 
planes there are, the denser the coverage, thus reducing 
poorly covered or uncovered areas. The use of multiple 
orbital planes also reduces interference between satellites. 
This is because it enables increased satellite spatial 
separation. In addition, the satellite spacing is an important 
orbital parameter as it influences : (i) Intervals: Satellites 
should be spaced evenly in each orbital plane to avoid 
interference and ensure uniform coverage, (ii) Revisit Time: 
Spacing affects the time it takes for a satellite to return above 
the same region (orbital period) in a given orbital altitude 
i.e., LEO, MEO and GEO, and (iii) Load Balancing. Proper 
spacing balances the communication load across the satellite 
network, ensuring optimal performance and reliability. 

Besides the orbital aspects, the use of SDCs should 
consider their role in future network architectures alongside 
the evolution of crucial networking protocols. These aspects 
are crucial for describing the supported and realized data 
transmission. The data transmission protocol aspects are: (i) 
Photonics: These data centers will use photonics through 
Innovative Optical Wireless Network (IOWN) technology. 
This technology reduces satellite power consumption and 
allows satellites to withstand radiation better. (ii) TCP/IP 
over Satellite: The TCP/IP protocol, which forms the basis of 
the Internet, can be adapted for satellite communications. 
However, adjustments are necessary to accommodate latency 
and higher packet losses, and (iii) DTN (Delay-Tolerant 
Networking): This protocol is designed for environments 
where delays and interruptions are frequent, such as space. 
DTN stores and retransmits data until it can be delivered, 
ensuring reliable communication despite difficult conditions. 
The realization of low-latency and high data rate 
communications in SDC networks requires the use of optical 
communications. This is because optical communications 
offer higher data rates and better security. It is used for 
communications between satellites and between satellites 
and ground stations. 

The realization of meaningful application-based 
communications with SDCs requires data exchange with 
ground stations. The required network architecture elements 
enabling this capability are: (i) ground stations, and (ii) relay 
(forwarding) satellites. Ground stations enable the 
establishment of a connection between higher-capacity 
terrestrial data centers and orbiting SDCs. This is useful in 
establishing uplink, and downlink connections. Relay 
satellites enable the execution of forwarding 
communications between orbiting SDCs and ground stations. 
This can include SDC satellites in low Earth orbit (LEO), 
medium Earth orbit (MEO), and geostationary Earth orbit 
(GEO), thereby ensuring global coverage, and reducing 
latency. In this case, the relations of SDCs with satellites in 
this context are presented in Figure 2.  

The benefits and advantages of using SDCs are identified 
as: (i) Global coverage: The potential exists for SDCs to 
provide more equitable access to data services across the 
globe, (ii) Enhanced security: The physical isolation of SDCs 
offers additional protection against certain security threats, 
due to the reduced risk of external interference, (iii) 
Abundant solar energy. In the absence of atmospheric 

interference, solar panels in space could harness 
uninterrupted sunlight, thereby providing a constant and 
renewable energy source. The utilization of SDCs would not 
constitute an additional burden to the grid. In addition, the 
use of SDCs has a reduced environmental impact. By 
moving data centers off-planet, their direct impact on 
terrestrial ecosystems could be minimized. 

Furthermore, SDCs benefit from natural cooling. The 
cold vacuum of certain locations in space may offer an 
optimal environment for cooling heat-generating SDC.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Space-based data center communications with satellites across the 

altitudes of LEO, MEO, and GEO. 

Although the establishment of general-purpose large-
scale SDCs (with power consumption more than 5.5 GW) 
may not be a realistic proposition soon, there are specific 
applications where large-scale SDCs could prove beneficial. 
Smaller SDCs with power consumption in the range of tens 
of MWs can be beneficial in (i) Scientific Research: The 
processing of data from space-based sources could prove 
advantageous for the analysis of extensive datasets generated 
by space telescopes, Earth observation satellites, and other 
scientific instruments in orbit, (ii) Disaster Recovery and 
Backup: Space-based data storage has the potential to serve 
as an ultra-secure backup solution for critical data, protected 
from terrestrial disasters, (iii) Edge Computing for Space 
Operations: As human activities in space increase, having 
computing resources in orbit could support various space 
operations, from satellite management to future lunar or 
Mars missions, and (iv) Global Communications 
Infrastructure: Although not yet at the level of full-scale data 
centres, satellite constellations providing Internet services 
are already exhibiting some of the principles that could lead 
to more sophisticated space-data processing capabilities. 

IV. TECHNICAL CHALLENGES AND CONSIDERATIONS 

The discussion in this section has two aspects. The first 
focuses on the SDC’s components. The second focuses on 
the discussion of the application architecture for the SDCs in 
this case. The architecture is designed for SDC-anchored 
web development.  
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A. SDCs – Components and Enablers 

SDCs present a promising alternative to traditional 
terrestrial facilities, particularly in addressing challenges 
related to energy consumption, environmental sustainability, 
and data latency. The development and deployment of SDCs 
involve a range of complex technical and operational 
challenges that must be addressed to realize their full 
potential. 

One of the challenges is the launch and deployment of 
SDC infrastructure into orbit. Despite the significant 
reduction in launch costs in recent years, driven by 
advancements in aerospace technology and the increased 
availability of commercial launch vehicles [14], the expense 
associated with transporting sophisticated computing 
equipment to space remains substantial. In addition to cost, 
the physical design of these systems must account for the 
harsh launch conditions and the extreme space environment. 
Equipment must be robust enough to withstand vibrations 
and temperature fluctuations, while being resilient to 
radiation exposure, necessitating the use of radiation-
hardened components.  

  The implementation of SDCs introduces complex 
regulatory considerations. The operation of such systems 
raises issues related to orbital rights, space debris mitigation, 
and international jurisdiction over data and communications. 
These challenges are compounded by the current lack of 
comprehensive global regulatory frameworks governing 
commercial data infrastructure in orbit. Effective policy will 
be essential in ensuring the responsible and sustainable use 
of orbital space for data storage and processing. 

Energy management represents another critical aspect of 
SDC deployment. Although solar energy is abundant in 
space, the practical realization of a continuous and efficient 
power supply requires careful consideration. Energy systems 
must be designed to capture solar radiation effectively while 
accounting for panel degradation caused by radiation over 
time. Moreover, during eclipse periods, when solar power is 
temporarily unavailable, sufficient energy storage must be 
ensured through the integration of high-capacity batteries 
and intelligent power control systems.  

Scalability is also a key consideration in SDC design. 
Unlike terrestrial data centers, which can expand horizontally 
by adding more physical infrastructure, orbital deployment is 
constrained by launch vehicle capacity and spaceborne 
volume limits. However, the relative abundance of orbital 
slots offers opportunities for distributed deployment. A 
constellation-based approach to SDCs could provide a 
scalable solution by enabling the deployment of multiple 
units across various orbital positions. This approach would 
also enhance redundancy and reduce latency by placing 
processing units closer to data sources in space. 

Cost-effectiveness remains one of the most significant 
barriers to widespread adoption of SDCs. The high capital 
expenditure required for research, development, fabrication, 
launch, and maintenance must be weighed against long-term 
operational savings and environmental benefits. These 
benefits include a substantial reduction in terrestrial resource 
consumption, particularly water and land, and a minimized 

carbon footprint, especially when powered entirely by space-
based solar energy systems. Nonetheless, whether SDCs can 
achieve economic competitiveness with terrestrial data 
centers in the near future remains an open question. 

B. Proposed Low-Scale SDC Configuration 

In this study, a low-scale SDC configuration is proposed 

as a viable and scalable architecture for orbital data 

processing. The model envisions a compact system with 

fewer than twenty servers, denoted as , optimized to 

minimize total mass and reduce launch costs. The overall 

system mass, , is a summation of contributions from 

the servers, power subsystem, communication components, 

and thermal management infrastructure. The total SDC 

launch mass SDC is denoted  and given as:  

 

  

 

  is the mass of a single server,  corresponds to the 

power system mass,  is the mass of the communication 

subsystem, and  is the mass of the thermal management 
system. 

The SDC’s power budget is driven by the total average 

power consumption , which aggregates the power 

requirements of the computing, communication, and control 

electronics. This is expressed as:  

 

   

 

 denotes the power consumed per server,  is the 
power consumption of the communication system.  and 

 is the power consumption of the operational control 
units.  

Energy generation is handled through photovoltaic solar 
arrays. The total daily energy produced in orbit and 

accessible for SDC operation is denoted , and given as:  

 

    

where  represents solar conversion efficiency, 

 is the area of the solar panels,  is the solar 

irradiance in orbit (approximately ), and  
is the duration of sunlight exposure per orbit. 

During eclipse phases, the system relies on onboard 

batteries with energy storage capacity  to maintain 

operations. This requires that , ensuring 
sufficient energy availability when solar input is absent. 
Efficient thermal management is a critical design 
consideration, especially in the vacuum of space. Instead of 
traditional fluid-based cooling, the SDC relies on radiative 
heat dissipation, governed by the Stefan–Boltzmann law. 

The total radiated thermal power , is modeled as  
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where  is the emissivity of the radiator surface,  is the 

Stefan–Boltzmann constant,  is the surface area of the 

radiators,  is the radiator surface temperature, and , 
approximately  3K, is the ambient temperature of space. 

The relation in (4) serves to identify that the proposed 
SDC will be cooled via the radiation. In this case, heat pipes 
from the server interior will be connected to SDC exterior 
radiators. This ensures that server electronics are maintained 
at the requisite operational temperature.  

Communication between the SDC and terrestrial stations 
is achieved through high-gain directional antennas, operating 
in the X or Ka bands. The link budget is constrained by the 
signal-to-noise ratio (SNR), given by the equation:  

 
 is the transmit power,  and  are the gains of the 

transmit and receive antennas respectively,  is the 

operating SDC wavelength,  is the distance from the SDC 

to Earth,  is Boltzmann’s constant,  is the system noise 

temperature, and  is the communication bandwidth. 

Through the coordinated integration of these subsystems 
into a cohesive and space-resilient design, the low-scale SDC 
illustrates the feasibility of deploying efficient and 
environmentally sustainable data processing infrastructure in 
orbit. This approach reduces reliance on land and water, and 
introduces new paradigms in distributed computing and 
remote sensing data processing, setting the stage for more 
ambitious deployments in the future. 

C. SDC – Application Architecture  

The proposed SDC architecture enables the remote 
development and hosting of websites using space-based 
computational infrastructure. Situated in LEO, the SDC is 
configured to support interactive web development tasks by 
Earth-based developers who access hosted tools, libraries, 
and development environments through satellite Internet 
connections. 

A typical SDC pass over a ground station provides a 
communication window of approximately 7 minutes, or 

 seconds. Given the average round-trip latency of 

 seconds, the maximum number of potential 
bidirectional communication epochs per pass is 

. This suggests that despite inherent latency, 
a significant number of interactions can be supported during 
each orbital pass, allowing developers to upload scripts, 
receive feedback, and test website functionality. 

To manage this interaction efficiently, the SDC integrates 
interconnected logical entities. Commands issued by a 
developer from Earth are first received by the Script 
Receiver Entity (SSRE), which acts as the primary interface 
for incoming web development instructions. These 

commands, denoted , are passed to the Web Rendering 
Entity (WRE), responsible for executing them and rendering 

the resulting webpage. The rendered webpage state  
evolves based on the input command as 

, where  is a function that maps 
developer input to the updated state of the web interface. 

Given the latency sensitivity of space-based 
communication, the architecture includes a Render Pause 
Entity (RPE), which temporarily halts script execution when 
latency levels exceed tolerable thresholds. This behavior is 
informed by the Communication Profile Entity (CPE), which 
continuously monitors communication latency. Suppose the 

current latency measurements over a window of  epochs are 

; the moving average latency  is computed as 

. If the current latency  exceeds the average 

by a defined margin  such that , then the CPE 
signals the RPE to activate, resulting in a temporary 
suspension of script execution, effectively setting a script 

execution flag . This mechanism prevents unstable 
page rendering due to excessive delay. 

In parallel, web content that has already been developed 
and is ready for access is managed by the Web Access Entity 
(WAE). When user requests are received, either from 
developers or end-users, the CPE determines whether the 
request pertains to command execution or content retrieval. 
If it concerns access, the request is routed to the WAE, 
which retrieves and prepares the corresponding webpage 

 for downlink. These components interact 
bidirectionally: the uplink allows for script transmission and 
page development, while the downlink returns rendered 
output and user-facing web pages. All data exchanges 
between users and the SDC are routed through an Internet 
Exchange Point (IXP), which connects the orbital system to 
terrestrial Internet infrastructure. The final content delivery 

process can be modeled as , where 

 is the user request and  denotes the IXP routing 
function. 

Through this architecture, the SDC demonstrates the 
feasibility of low-latency, interactive web development and 
hosting in orbit. It addresses key latency challenges through 
computational buffering, latency-aware pausing, and an 
intelligent routing scheme. The resulting system not only 
serves as a viable complement to terrestrial web services but 
also establishes the foundation for scalable, environmentally 
responsible orbital computing platforms.  

 
 
 
 
 
 
 
 
 
 
 

 

 
Figure 3. Architecture showing the relations between the entities WRE, 

SSRE, RPE, CPE, and the WAE. 
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V. CONCLUSION 

The concept of Space Data Centers (SDCs) represents a 
convergence of data technology and space exploration. The 
miniaturization of electronics and a reduction in launch costs 
could render aspects of this concept feasible. From the 
perspective of near-term prospects, it is probable that there 
will be more advances in the processing capabilities of data 
in space rather than the establishment of comprehensive 
orbital data centres. Such developments could encompass the 
implementation of enhanced onboard computing for 
satellites and the utilization of limited-scale experimental 
platforms. SDC use in the medium term presents 
opportunities that should be further analyzed. From this 
perspective, we might see the deployment of small, 
specialized data centers in Low Earth Orbit (LEO). The 
discussion presents an application context for the LEO based 
SDC. The application is one in which the SDC enables web 
development and accessing developed web pages. Such an 
application is considered to have a significant role due to the 
pervasive deployment and use of web portals on existing 
data centers (with a high environmental toll). The research 
presents an architecture enabling subscribers to access the 
web page developed via rendering and execution aboard the 
SDC. Future work will focus on enabling additional 
functionalities for the SDCs. Advances in autonomous 
maintenance and space-based power generation will be key 
to making SDCs feasible, setting the stage for larger future 
projects. In the long term, as human space exploration and 
application development improves, the development of a 
space-based data infrastructure may become a necessity. 
Future work will address how the use of the medium earth 
orbit by the SDC can be sustainably realized. In addition, 
future work will address the need to design web development 
protocols that are suited to the space-based data center as a 
precursor to the conduct of performance analysis.  
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Abstract— In light of the growing risks posed by high-impact, 

low-frequency events (such as those driven by climate change and 

other emerging hazards) utilities are increasingly deploying 

Distributed Energy Resources (DER), both utility- and customer-

owned, to enhance grid reliability. These assets play a vital role in 

addressing system constraints during peak demand (thermal and 

voltage), mitigating power outage impacts, and improving overall 

resilience by supporting the formation of microgrids when 

distribution grid integrity is compromised. Yet, microgrid 

deployment presents its own technical challenges, particularly in 

coordinating the DERs involved. Critical functions such as grid 

separation (islanding), black start procedures, operational 

control, and eventual grid reconnection, must be executed with 

precision to ensure system stability. Poor coordination can 

exacerbate existing grid disturbances, extend recovery 

timeframes, and ultimately undermine the very resilience the 

microgrid is intended to deliver. To address these challenges, this 

paper proposes a microgrid architecture anchored by three 

resilience-enhancing pillars: (1) robust protection and power 

quality, (2) high-speed, reliable communication infrastructure, 

and (3) Machine Learning (ML) driven control and management. 

Each pillar is introduced through its operational goals and 

technical contributions, followed by a test case illustrating the 

integrated architecture in action. 

Keywords—Adaptive control; machine learning; microgrid; 

robust control; power system resilience. 

I. INTRODUCTION 

The conversion of energy into electricity remains a 
cornerstone of societal advancement. As underscored by the 
Rockefeller Foundation [1], electricity is now a more pivotal 
driver of economic growth and global competitiveness than ever 
before. Even in developing regions, robust, secure, and reliable 
power systems are essential to economic stability and social 
progress. 

This widespread dependence on electricity has spurred 
innovation and improved quality of life, but it also exposes the 
urgency of updating aging infrastructure. A modernized grid is 
key to ensuring resilient and consistent power delivery to both 
everyday consumers and critical facilities. 

Since the earliest stages of electrification, the safety and 
reliability of power systems have been foundational concerns, 
particularly within transmission networks, given their central 
role in system performance [2], [3], [4]. Within distribution 
systems, however, safety, strategic planning, and system 
availability are equally vital, enabling the efficient transfer of 
power from high-voltage transmission to end users. 

To evaluate the reliability of electric power systems, 
regulators and utilities employ service quality indicators; 
quantitative metrics designed to measure system performance 
[2]. In distribution networks, reliability assessments typically 
draw on infrastructure and equipment data to estimate outage 
restoration times. While such outages are generally short and 
frequent, they are accounted for in power system design. 
However, their cumulative impact over the course of a year can 
degrade service quality metrics, potentially triggering financial 
penalties to offset disruptions experienced by customers. 

Beyond these routine disturbances, power delivery can be 
compromised by rare but severe events capable of causing 
extensive damage. The system’s ability to recover from such 
high-impact failures defines its resilience [5], [6]. Though a 
universally accepted technical definition is still lacking, experts 
broadly agree that resilience is associated with low-probability, 
high-consequence disruptions [7]. 

The U.S. Department of Energy (DOE) has noted the lack of 
universally accepted metrics for assessing grid resilience. As a 
result, federal policy does not prescribe specific resilience 
standards for electric systems [8], [9]. Instead, resilience 
(defined by the grid’s ability to adjust to evolving conditions and 
recover rapidly from disruptions) is treated as an integral aspect 
of the broader reliability framework. 

Multiple factors affect the resilience of distribution systems, 
ranging from natural disasters to human-induced risks, such as 
cyber-attacks, labor shortages, and other societal dynamics. 
When resilience is diminished, the repercussions often extend 
beyond infrastructure damage, posing risks to vulnerable 
communities and broader societal functions. 
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In response, utilities are increasingly integrating Distributed 
Energy Resources (DER), whether utility-owned or customer-
owned, to improve grid reliability. These resources help mitigate 
system violations during periods of high demand (thermal and 
voltage), reduce the impact of power outages, and bolster 
resilience by enabling the formation of microgrids when the 
integrity of the distribution grid is disrupted [10]. 

However, forming a microgrid introduces its own set of 
challenges, primarily due to the need for precise coordination of 
the DER involved. Key activities (including islanding from the 
distribution grid, black start procedures, operational control, and 
reconnection) must be carefully managed to ensure stability. 
Poor coordination during these stages can exacerbate grid issues, 
prolong restoration efforts, and turn a potential solution for 
reliability and resilience into a source of additional disruption. 

This paper proposes a microgrid architecture grounded in 

three key pillars of resilience: (1) robust protection and power 

quality, (2) fast and reliable communication infrastructure, and 

(3) Machine Learning (ML) based management for intelligent 

microgrid control. Each pillar is briefly examined through its 

objectives, culminating in a test case to demonstrate the 

proposed approach in practice. Section II describes the resilient 

microgrid architecture, Section III highlights a case study while 

Section IV concludes the paper and highlights future work. 
 

II. RESILIENT MICROGRID ARCHITECTURE 

As outlined earlier, the three foundational pillars of resilient 
microgrid architecture serve as a framework for the effective 
coordination of DER. These pillars encompass key technical 
recommendations designed to address the following operational 
challenges and performance objectives (illustrated in Fig. 1): 

 

Fig. 1. Performance objectives of the resilient microgrid architecture. 

• Uninterrupted Power Supply: Maintain service to 
controllable loads despite intermittent generation. 

• Resilient Power Management: Leverage energy storage 
and dynamic load control to mitigate generation 
variability. 

• Current Imbalance Minimization: Apply targeted 
techniques to preserve power quality across phases. 

• Secure Communication: Ensure the integrity, reliability, 
and responsiveness of control signal transmission. 

• Adaptive Control: Incorporate predictive control, 
anomaly detection, and optimization strategies to 
enhance operational intelligence. 

• Robust System Architecture: Define the microgrid’s 
structural design and its supporting communication 
network. 

These performance objectives are described as follows. 

A. Uninterrupted power supply 

This goal of the resilient microgrid architecture is composed 
by the DER deployed within the microgrid. It includes: 

• Intermittent DER such as solar Photovoltaic (PV), wind 
turbines. 

• Energy storage systems, such as battery banks or buffer 
intermittent generation. 

These energy resources, whether utility-owned or customer-
owned, must be coordinated during microgrid formation to 
account for their availability and operational roles. This includes 
identifying devices that provide a grounding reference, such as 
Grid Forming Inverters (GFM), as well as supporting generation 
sources configured to follow the reference, such as Grid 
Following Inverters (GFL) [11], [12], [13]. 

The available DER capacity within the microgrid influences 
its charge and discharge cycles, as well as the operational usage 
rate while grid connected. This coordination supports 
preparation for potential islanding events. Additionally, DER 
capacity determines the microgrid’s autonomy (defined by the 
number of hours it can supply energy independently) and 
governs the usage rate sustainable during island mode. 

B. Resilient power management 

In addition to DER, intelligent load-controlling devices play 

a key role in managing energy within a microgrid. Examples 

include smart thermostats, switches, and heat strips, controllable 

loads that the microgrid controller can leverage to reduce 

demand and extend the duration of available energy resources 

[14], [15]. See an illustration in Figure 2.  

 

 
Fig. 2. Demand side management from within a microgrid. 
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This is especially relevant for energy storage systems, where 

discharge rates depend directly on the load profile. Coordinated 

adjustments (such as slightly lowering thermostat setpoints) can 

help batteries deliver additional service hours during periods 

without local generation, all while minimizing customer 

discomfort. 
Traditionally, demand-side management has been used to 

help utilities mitigate system violations (thermal and voltage) 
while connected to the grid, often enabling deferral of large 
infrastructure investments. Within the context of microgrids, 
controllable loads offer an additional advantage: they transform 
demand into a dynamic energy management tool, enabling finer 
optimization of energy use and supporting resilient island-mode 
operation.  

Power intermittency, stemming from the variability of 
available generation types, is a key consideration in microgrid 
power management. To maintain uninterrupted supply and 
improve system resilience, the following strategies can be 
implemented: 

• Energy Storage Sizing: Leverage historical generation 
and load data to appropriate size Energy Storage 
Systems (ESS), ensuring coverage of worst-case 
generation deficits. 

• Load Prioritization: Categorize controllable loads into 
tiers (critical, semi-critical, and non-critical) and 
implement load shedding for non-critical demands 
during supply shortfalls. 

• Demand Response (DR): Dynamically adjust 
controllable loads to align with real-time generation 
availability. 

• Together, these measures support optimized energy 
utilization within the microgrid, helping ensure reliable 
performance and extended autonomy during islanded 
operation. 

Equation (1) serves as a reference point for assessing the 
microgrid's operational status by evaluating the current load 
relative to the available DER. 

 

𝑃𝑔𝑒𝑛 + 𝑃𝑑𝑖𝑠(𝑡) − 𝑃𝑐ℎ(𝑡) = 𝑃𝑙𝑜𝑎𝑑(𝑡) − 𝑃𝑠ℎ𝑒𝑑(𝑡)      (1) 

 

Where: 

 

Pgen(t): Power from renewable sources. 

Pdis(t), Pch(t): Discharging and charging power of ESS. 

Pload(t): Total load demand. 

Pshed(t): Sheddable load (non-critical loads). 

 

The ESS State of Charge (SOC) is updated as indicated in 

(2).  

𝑚𝑖𝑛 ∑ 𝑃𝑠ℎ𝑒𝑑(𝑡)
𝑇

𝑡=1
  (2) 

 

This is subject to the constraint of the ESS state of charge, 

SoC:  

SoCmin ≤ SoC(t - 1) ≤ SoCmax      (3) 

 

The objective of this equation is to minimize load shedding 

by maximizing the utilization of renewable generation. 

C. Current imbalance minimization 

Managing current imbalance is a critical operational 
objective within microgrids. It supports maintaining voltage 
levels within acceptable ranges, prevents conductor overload, 
and minimizes zero-sequence current; factors that, if left 
unaddressed, can contribute to system faults and compromised 
reliability [16], [17]. 

In a three-phase system, current imbalance can lead to 
voltage imbalance and equipment damage. Current imbalance is 
defined as the deviation from balanced three-phase currents. 
This impact can be calculated using the Current Imbalance 
Impact (CII) [18] shown at (3). 

 

𝐶𝐼𝐼 =
|𝐼𝑚𝑎𝑥 − 𝐼𝑎𝑣𝑔| + |𝐼𝑚𝑖𝑛 − 𝐼𝑎𝑣𝑔|

𝐼𝑎𝑣𝑔

∗ 100%          (4) 

 
Where Imax, Imin, Iavg are the maximum, minimum, and 

average of the three-phase currents. 

A robust control strategy is essential for maintaining phase 
balance and minimizing disruptions within microgrid 
operations. This strategy begins with actionable interventions, 
such as applying phase swapping for single-phase loads where 
technically feasible and dynamically adjusting the operation of 
controllable loads across phases to correct imbalance. These 
approaches provide the groundwork for a more intelligent and 
responsive microgrid framework. 

Building on this, the control strategy is formalized through 
an optimization problem aimed at minimizing CII. The 
optimization targets load-level power adjustments on each 
phase, governed by system-level constraints that ensure total 
power demand is met, either fully or within allowable shedding 
margins, and that device-specific constraints, such as minimum 
on/off durations, are respected. 

By harmonizing device-level control with system-wide 
optimization, this framework supports both operational 
reliability and efficiency. It enables microgrids to handle 
variable demand profiles and DER with greater agility, paving 
the way for more resilient and adaptive energy ecosystems. 

D. Secure Communication 

Microgrid operation relies on uninterrupted, low-latency 
data exchange among controllers, sensors, DERs, and loads. 
Secure communication is crucial to ensure control commands, 
measurements, and system updates (as shown in Figure 3) are 
delivered accurately and promptly enabling essential functions 
such as voltage regulation, frequency control, and seamless 
islanding transitions,. 

During island operation, microgrids must function 
independently, without assistance from the main grid. To 
maintain system integrity and extend autonomy, secure 
communication is essential. It enables seamless coordination 
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among distributed assets such as energy storage systems, grid-
forming inverters, and controllable loads.  

Critical functionalities like demand response, load 
prioritization, and predictive dispatch rely on the accuracy and 
timeliness of real-time data. In the absence of secure 
communication, optimization algorithms may receive corrupted 
or delayed inputs, potentially leading to inefficiencies or 
operational faults. Far more than a background utility, secure 
communication serves as the microgrid’s nervous system, 
empowering intelligent control, defending against emerging 
threats, and ensuring that distributed resources operate as an 
integrated, resilient whole [19]. 

 
Fig. 3. Communication as the microgrid nervous system. 

Recent advancements in Internet of Things (IoT) 
technologies have enabled the integration of heterogeneous 
devices and control strategies within microgrid architectures. To 
achieve the full functionality of the IoT, intelligent 
protocols/algorithms are needed for Device to Device (D2D)  
communications in the IoT [20]. In this work, a foundational 
communication framework to support interoperability, 
scalability, and security across diverse technologies is proposed.  

The framework outlines a set of minimum requirements for 
communication infrastructure, including: confidentiality and 
data integrity, enforced through industry-standard encryption 
algorithms such as Advanced Encryption Standard (AES) -256 
and secure transport protocols (e.g., (Datagram Transport Layer 
Security) [DTLS], (Transport Layer Security) [TLS]); device 
authentication, achieved via digital certificates or pre-shared 
keys; and low-latency communication, facilitated by Quality of 
Service (QoS) prioritization for control messages and edge 
computing for distributed decision-making. To enhance 
resilience against cyber threats, the architecture incorporates 
Intrusion Detection Systems (IDS) and network redundancy 
mechanisms. 

Additionally, the proposed solution leverages a multilayered 
IoT communication stack, comprising: the application layer, 
employing lightweight messaging protocols, such as Message 
Queuing Telemetry Transport (MQTT) or Constrained 
Application Protocol (CoAP); the network layer, utilizing 
Internet Protocol version 6 (IPv6) with IPv6 over Low-Power 
Wireless Personal Area Networks (6LoWPAN) to enable 

efficient header compression and address allocation; and the link 
layer, based on low-power communication standards such as 
IEEE 802.15.4 or Low-Rank Adaptation (LoRa) to support 
constrained and distributed environments. Collectively, these 
components establish a secure, responsive, and extensible 
communication backbone suited for next generation microgrid 
systems [21], [22], [23], [24], [25], [26]. 

E. Adaptive control and Robust architecture 

Microgrids function in highly dynamic environments where 
variables such as solar irradiance, wind conditions, load profiles, 
and grid connectivity can change rapidly. To sustain optimal 
system performance, adaptive control mechanisms adjust 
control parameters in real time, eliminating the need for 
predefined system models.  

This approach enhances voltage and frequency regulation, 
particularly during critical transitions between grid-tied and 
islanded operation. A key example is adaptive droop control, 
which achieves more balanced current sharing and improved bus 
voltage stability compared to static control schemes [19].  

Unlike conventional controllers that depend on accurate, 
fixed system representations, adaptive control accommodates 
incomplete or fluctuating system data, making it especially 
effective in settings with plug-and-play DERs or continuously 
evolving network topologies. 

This work suggests that a suite of Machine Learning (ML) 
techniques can be designed to enhance microgrid intelligence 
across forecasting, control, protection, and cybersecurity 
domains. 

Generation and Load Forecasting leverages Long Short-
Term Memory (LSTM) networks to predict renewable energy 
generation and load demand. The models use inputs such as 
weather data, historical generation and consumption patterns, 
and temporal factors (e.g., time of day) to improve forecasting 
accuracy and enable more informed operational decisions. 

Optimal Power Dispatch is approached through 
Reinforcement Learning (RL), where a trained agent optimizes 
Energy Storage System (ESS) charging and discharging, along 
with load control actions, to minimize costs and load shedding. 
The agent observes system states, including State of Charge 
(SOC), current generation, load, and time; and executes actions 
involving ESS power and load control signals. The reward 
function penalizes a combination of shedding cost, power 
imbalance, and ESS degradation, driving the agent toward 
efficient and resilient dispatch strategies. 

To ensure timely fault mitigation, a Fast Protection System 
is also suggested to enhance response speed and reduce system 
vulnerability to electrical disturbances or equipment failures. 

For phase balancing, clustering algorithms such as k-means 
are used to group loads with similar demand patterns and 
strategically assign them across phases to improve balance. 
Reinforcement Learning can also be deployed to enable real-
time phase switching decisions, allowing adaptive control based 
on evolving operational conditions. 

Finally, Anomaly Detection in Communication can be 
addressed using unsupervised learning methods like 

11Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-288-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

UBICOMM 2025 : The Nineteenth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                            21 / 52



autoencoders or isolation forests. These algorithms identify 
abnormal traffic patterns that may indicate cyber-attacks or 
system faults, enhancing the microgrid’s security posture and 
operational reliability. 

III. CASE STUDY AND ANALYSIS 

This section presents a simple test case based on the IEEE 
8500 node test system where a microgrid is formed. In this 
microgrid, there are 50 residential customers (2.5 kW nominal 
each, power factor 0.95 – summer load assumed) plus an 
commercial customer (50 kVA, power factor 0.9). In this 
microgrid, the residential customers have rooftop solar panels 
installed. Their installations vary between 1.5 (60% of 
customers) and 3 kW (40% customers), allowing customers to 
supply their own demand and some of them being able to deliver 
a few kW to the grid. 

The commercial customer is supported by its own 
installation of rooftop solar (100 kW) and a battery energy 
storage systems with a capacity of 2 MWh with an interfacing 
inverter of 250 kVA. The system schematic is shown in Figure 
4. 

 

Fig. 4. IEEE 8500 nodes test system including microgrid. 

After an outage event, the microgrid separates from the grid 
through the recloser installed at the edge of the microgrid. Once 
this occurs, the adaptive control determines the SoC of the 
Battery Energy Storage System (BESS) installed at the 
commercial customer. Simultaneously, it disconnects all the 
solar PV delivering power to the microgrid. 

Once the microgrid is OFF, the adaptive algorithm based on 
the SoC uses the BESS as GFM for referencing the microgrid. 
Once the BESS inverter is connected in GFM configuration the 
black start operation begins, as shown in Figure 5. The voltage 
increase at the BESS point of connection, as shown in Figure 5.  

During the initial 60 milliseconds of operation, photovoltaic 
(PV) systems remain intentionally disconnected, allowing 
system voltage to stabilize within acceptable limits. This delay 
is essential for enabling Grid Following (GFL) devices to 
synchronize with the GFM inverters, thereby preventing faults 
or voltage oscillations that could compromise microgrid 
stability. 

The current profile at the BESS is illustrated in Figure 6, 
highlighting a reduction in delivered current as GFL devices 
(solar PV systems) begin to contribute power to the microgrid. 
This interaction supports the overall demand and effectively 
extends the operational capacity of the BESS. The coordination 
between GFM and GFL components is managed by the adaptive 
control system, ensuring seamless integration and balanced 
power sharing. 

 

Fig. 5. Voltage during black start led by BESS. 

 

Fig. 6. BESS current during the power restoration. 

IV. CONCLUSION AND FUTURE WORK 

This paper presented a microgrid architecture anchored by 
three resilience-enhancing pillars: (1) robust protection and 
power quality, (2) high-speed, reliable communication 
infrastructure, and (3) Machine Learning (ML)-driven control 
and management. Each pillar was introduced through its 
operational goals and technical contributions. A simulated test 
case illustrating the benefits of the proposed framework was 
briefly presented, highlighting the energy interactions occurring 
during the microgrid islanding and later black start. 

The Future work will entail quantitative results on D2D 
Quality of Supply (QoS), using formal optimization models to 
ensure chance-constrained guarantees in the network. Other 
goals, such as current imbalance, secure communications will be 
discussed in further publications. 
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Open Source Real-Time Automatic Modulation Classification with Deep Learning for 

Internet of Things Devices 

 

 

 

 

 
Abstract— Deep Learning (DL) has redefined Automatic 

Modulation Classification (AMC) by replacing traditional 

hand-engineered features with end-to-end neural networks 

that process raw signal data, thus demonstrating high accuracy 

at moderate-to-high Signal-to-Noise Ratios (SNRs). While 

contemporary convolutional and hybrid recurrent network 

architectures achieve excellent performance, they often incur 

significant computational costs that hinder deployment on 

resource-constrained Internet of Things (IoT) edge devices. To 

address this challenge, this work proposes and presents a low-

cost, open-source radio platform that performs signal 

acquisition and utilizes vector extensions for accelerated 

inference. The platform integrates a commodity Realtek 

Software-Defined Radio (RTL-SDR) with Reduced Instruction 

Set Computer – Five (RISC-V) processors. The workflow 

methodology for the proposed approach is a reproducible, end-

to-end pipeline for deploying signal classification models on 

resource-constrained devices in IoT networks. The pipeline's 

primary strength is its deterministic dataset assembly. The 

workflows process establishes a coherent baseline for 

embedded classification under strict memory and processing 

power constraints typical in IoT devices.  

Keywords-Automatic modulation classification; Signal to 

noise ratio; RISC-V; interference. 

I.  INTRODUCTION 

Deep learning has reshaped AMC by replacing hand-
engineered features with end-to-end models that operate 
directly on raw In-phase and Quadrature (I/Q) sequences, 
that achieve strong performance at moderate-to-high SNRs. 
Convolutional Neural Networks (CNNs) and hybrid 
Convolutional Neural Network–Recurrent Neural Network 
(CNN–RNN) models trained on datasets such as RadioML 
have shown much higher accuracy, often above 90–98% at 
stronger SNRs. However, these models come with 
significant computational costs during inference, making 
efficient IoT edge device deployment a big challenge. 
Though CNN variations and spectrogram-based techniques 
are continually introduced, showing the clear shift toward 
deep learning. Yet, persistent issues remain, including 
performance drops at low SNR, difficulty generalizing 
beyond synthetic datasets, and the need to sustain real-time 
processing under hardware limits [1],[2]. 

Open RISC-V platforms with the RISC-V Vector (RVV) 
1.0 vector extension help accelerate vector-heavy signal-

processing and inference workloads central to intelligent 
radio. The acceleration is done via RVV’s Vector-Length 
Agnostic (VLA) programming model, flexible register 
grouping, and support for mixed-precision arithmetic. These 
processes enable scalable Single Instruction, Multiple Data 
(SIMD) style parallelism tuned from embedded to High-
Performance Computing (HPC) class implementations. 
RISC-V vector cores illustrate how RVV-backed designs 
pair a scalar pipeline with a decoupled vector unit and high-
throughput memory subsystems. The pairing facilitates 
efficient IoT edge device inference with publicly 
documented configurations touting 512-bit vector registers, 
BFloat16 (BF16)/16-bit Floating Point (FP16)/8-bit Integer 
(INT8) support, and Machine Learning (ML) oriented 
instruction extensions for neural kernels and matrix 
operations [3],[4],[5],[6],[7],[8]. 

The RTL-SDR, which is a USB Software-Defined Radio 
(SDR) derived from Digital Video Broadcasting – Terrestrial 
(DVB-T) tuner chipsets, provides wide coverage and stable 
sample rates up to roughly 2.56 Mega Samples per second 
(MS/s) for reliable demodulation. The wide coverage 
provided is commonly between 24 MHz and 1766 MHz with 
popular tuners. These attributes make the RTL-SDR a 
practical, inexpensive front end for collecting real I/Q 
datasets to complement synthetic corpora during 
development and testing. As a commodity device with 8-bit 
Analog-to-Digital Converter (ADC) samples and ubiquitous 
host support, it enables rapid, repeatable data capture across 
bands of interest for model pre-training, augmentation, and 
validation. These enable it to keep total system cost low 
enough and allow it to scale benchtop experiments to 
distributed field measurements [2],[9]. 

Therefore, this work proposes and presents a new 
approach for real time automatic modulation classification 
using open-source platforms. The method utilizes 
inexpensive RTL-SDR USB dongles for capturing signals 
and RISC-V vector chips for fast speed running of Artificial 
Intelligence (AI) models on miniature, power-constraint 
devices. The contribution and significance of this approach is 
fourfold. First, it equips IoT nodes and gateways with on-
device spectrum intelligence. Such capability allows 
distributed IoT devices to monitor, classify, and react to the 
radio frequency environment in real time without relying on 
centralized cloud processing. Second, it shortens the path 
from simulated data to real over-the-air recordings, by 
improving real-time speed and reliability for AMC. 
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Particularly, this reduction in time supports IoT use cases 
such as local interference detection on smart-city lampposts, 
factory floor coexistence monitoring, and edge device 
anomaly alert transmission without the need for constant 
cloud backhaul. Third, implementing AMC at the ultra-edge 
also facilitates the adaptation of radio in situ for IoT device 
deployments.  For example, selecting robust modulation 
techniques under congestion, flagging unauthorized emitters 
near industrial assets, or triaging spectrum events in 
environmental sensor networks are possible. All these 
capabilities reduce latency, bandwidth, and power while 
maintaining service quality. Lastly, the approach makes 
wide-area spectrum monitoring become feasible due to the 
adoption of distributed receivers on battery-powered or 
solar-powered IoT gateways. These gateways classify signals 
locally and share only compact summaries, in order to 
improve scalability and privacy while preserving situational 
awareness. IoT applications that benefit from this capability 
include utility metering, telehealth, telemetry backhaul, and 
campus-scale asset tracking.  

Overall, the proposed approach makes spectrum 
intelligence more accessible by pairing modern deep learning 
with vectorized execution on widely available RISC-V 
hardware. Both concepts have been explored separately, but 
until now, have not been paired together as explored in this 
work. The methodology leverages the growing adoption of 
RISC-V in IoT edge devices due to cost, openness, and 
efficiency. Specifically, the aforementioned capabilities 
support IoT deployments in smart cities, industrial 
environments, and environmental monitoring sensor 
networks. They facilitate localized decision-making, latency 
reduction, bandwidth conservation and network reliability.  

The remainder of this paper is organized as follows: 
Section II surveys and motivates the selection of hardware 
platforms. A comparison of RISC-V compute modules and 
SDR front-ends is given to highlight trade-offs in cost, 
performance, and suitability for edge deployment. Section III 
presents the end-to-end workflow of the proposed approach, 
which includes data collection, signal preprocessing, 
spectrogram-based CNN training, and compilation to kmodel 
for execution on constrained K210 microcontrollers. Section 
IV outlines directions for future work, including 
implementation in advanced and alternative architectures, 
utilizing expanded over-the-air datasets, and signal 
intelligence testing in broader applications. Section V 
concludes the paper by highlighting the work’s contributions 
to accessible edge spectrum intelligence for typical miniature 
IoT devices. 

II. HARDWARE SURVEY AND SELECTION 

 There are potentially different types of hardware that can 
be used as the platform for this work. Thus, it is important to 
evaluate candidate platforms along both performance and 
integration dimensions. For an IoT-oriented pipeline, cost, 
power consumption, and form factor are just as critical as 
raw computational throughput. Accordingly, two categories 
of hardware are reviewed which are RISC-V and software-
defined radio (SDR). RISC-V compute platforms are capable 

of running machine learning inference at the edge, while 
SDRs are front-ends for signal capture. 

A. RISC‑V compute platforms 

These are low-cost platforms that facilitate efficient on-
device inference for edge Digital Signal Processing (DSP) 
classification. Their key differentiators include the CPU 
microarchitecture, availability of vector or Neural Processing 
Unit (NPU) acceleration, memory capacity, and indicative 
pricing for Bill Of Materials (BOM) planning. These 
platforms are particularly well-suited for IoT nodes because 
they balance affordability with power efficiency, making it 
feasible to deploy spectrum-aware intelligence across a large 
number of distributed IoT devices. By handling feature 
extraction and inference locally, such platforms reduce the 
need for continuous backhaul to the cloud, improving both 
scalability and responsiveness. The results of this survey are 
summarized in Table I. 

B.  SDR front‑ends (RX/TX) 

On the RF side, SDR front-ends were surveyed to 
identify capture devices that complement lightweight RISC-
V compute platforms. Available SDRs span ultra-low-cost 
USB dongles through to higher-end lab-grade radios. 
Selection criteria included frequency coverage, converter 
depth and sampling rate, frequency stability, front-end 
filtering, duplex capability (receive-only or full 
transmit/receive), and cost trade-offs for system integration. 
For IoT deployments, receive-only devices often suffice, 
since the primary task is passive spectrum monitoring and 
classification rather than active transmission. Low-cost 
SDRs with stable frequency control and sufficient bandwidth 
can therefore enable practical large-scale sensing 
deployments while keeping per-node costs minimal. Table II 
compares candidate SDR devices. 

C. Selection rationale 

For cost‑effective, edge‑deployed classification, the 
MaixCAM provides enough integer SIMD and a small NPU. 
These features accelerate lightweight DSP and inference 
under tight power and memory budgets, while maintaining a 
compact BOM and integrated camera‑oriented I/O for data 
capture. The RTL‑SDR Blog V4 pairs well by offering stable 
frequency control, improved high frequency performance, 
and integrated filtering at a fraction of the cost of wideband 
Transmit/Receive (TX/RX) radios whose transmit capability 
is unnecessary for receive‑only classification pipelines. 
Together, these devices can be used to create a compact, IoT-
ready sensing node capable of autonomous spectrum 
monitoring, which is critical for distributed edge applications 
where network connectivity may be intermittent or 
bandwidth-limited. IoT application examples include Health 
Internet of Things where devices are miniature and resource 
constrained.
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TABLE I - COMPARISON OF RISC-V COMPUTE PLATFORMS 
Device SoC / cores Vector / NPU RAM Storage I/O highlights Notes 
Sipeed 

MaixCAM 
Sophgo SG2002, dual 

T‑Head C906 (1.0 
GHz + 0.7 GHz) 

Legacy RVV 0.7.x; 1 
TOPS NPU 

256 MB 
DDR3 

microSD MIPI CSI, DVP 
cam, USB‑C 

Compact module for edge 
vision/DSP; selected 

compute node 
StarFive 

VisionFive 2 
StarFive JH7110, 

quad SiFive U74 (up 
to 1.5 GHz) 

No RVV; RV64GC 2–8 GB 
LPDDR4 

microSD GbE, HDMI, 
M.2 (PCIe 2.0) 

Mature RISC‑V SBC with 
broad Linux support 

Milk‑V Duo S Sophgo SG2000, dual 
C906 + 1× 

Cortex‑A53 

Legacy RVV 0.7.x; 
vendor NPU 

512 MB SIP 
DRAM 

microSD MIPI CSI/DSI, 
USB 

Tiny hybrid RISC‑V + ARM for 
I/O flexibility 

Sipeed 
LicheePi 4A 

T‑Head TH1520, quad 
C910 

Vendor vector ext; 
NPU present 

4–16 GB 
LPDDR4 

microSD/e
MMC 

PCIe 3.0, 
HDMI, MIPI 

Higher‑end RISC‑V SBC for 
heavier workloads 

Milk‑V Mars T‑Head TH1520, quad 
C910 

Vendor vector ext; 
NPU present 

4–16 GB microSD/e
MMC 

PCIe, HDMI, 
MIPI 

Dev board variant around 
TH1520 

Pine64 
Star64 

StarFive JH7110, 
quad U74 

No RVV; RV64GC 4–8 GB 
LPDDR4 

microSD GbE, PCIe, 
HDMI 

JH7110 platform in Pine64 
ecosystem 

Banana Pi 
BPI‑F3 

SpacemiT K1 
(multi‑core RISC‑V) 

Vendor vector/NPU 
(SoC‑dependent) 

up to 8 GB microSD/e
MMC 

GbE, PCIe, 
HDMI 

Newer RISC‑V SBC line; specs 
evolving 

MangoPi 
MQ‑Pro 

(D1) 

Allwinner D1, single 
XuanTie C906 (~1 

GHz) 

Legacy vector ext 512 MB 
DDR3 

microSD GPIO, USB OTG Ultra‑low‑cost entry RISC‑V 
Linux 

HiFive 
Unmatched 

SiFive FU740 (quad 
U74 + S7) 

No RVV; RV64GC 8 GB DDR4 M.2 NVMe PCIe x8 (x4 
elec), GbE 

High‑end dev board; limited 
availability 

BeagleV 
Ahead 

T‑Head TH1520 Vendor vector ext; 
NPU present 

4–8 GB microSD/e
MMC 

PCIe, HDMI, 
MIPI 

Community SBC with 
TH1520 

StarFive 
VisionFive 

(v1) 

StarFive JH7100 
(dual U74) 

No RVV up to 8 GB microSD GbE, HDMI First‑gen predecessor to VF2 

Milk‑V Meles CVITEK CV1800B 
(RISC‑V C906) 

Vendor vector; 
ISP/NPU (SoC) 

512 MB microSD Dual MIPI CSI, 
Ethernet 

Camera‑centric edge module 

 

TABLE II - COMPARISON OF SOFTWARE DEFINED RADIO FRONT-ENDS 
Device Frequency coverage ADC / sample rate TCXO Preselection / 

filters 
Notes 

RTL‑SDR 
Blog V4 

~0.5–30 MHz (direct) 
+ ~24/28–1766 MHz 

8‑bit (RTL2832U), 
up to ~2.4–3.2 Msps 

1 ppm Improved HF path, 
FM notch 

Bias‑T; RX only; 
Selected RF frontend; stable, low cost 

RTL‑SDR 
Blog V3 

~0.5–30 MHz (direct) 
+ 24–1766 MHz 

8‑bit, up to ~2.4 
Msps 

1 ppm Basic, optional FM 
notch 

Bias‑T; RX only; 
Proven baseline dongle 

HackRF One ~1 MHz–6 GHz 8‑bit, up to 20 Msps ~20 ppm Minimal onboard 
filtering 

No Bias‑T; Half‑duplex TX/RX 
Wideband, experimental TX 

Airspy Mini ~24–1800 MHz 12‑bit, up to 6–10 
Msps 

0.5 ppm Moderate front‑end 
filtering 

No Bias‑T; RX only;  
High dynamic range for VHF/UHF 

Airspy R2 ~24–1800 MHz 12‑bit, up to 10 
Msps 

0.5 ppm Improved 
linearity/filtering 

No Bias‑T; RX only;  
Performance‑oriented dongle 

Airspy HF+ 
Discovery 

~0.5 kHz–31 MHz + 
60–260 MHz 

16‑bit MF stages, 
high effective ENOB 

0.5 ppm Strong HF 
preselection 

No Bias‑T; RX only; 
Elite HF sensitivity and selectivity 

SDRplay 
RSP1A 

~1 kHz–2 GHz 12–14‑bit, up to 10 
Msps 

0.5 ppm Multi‑band 
preselection 

No Bias‑T; RX only;  
Versatile coverage with filtering 

SDRplay 
RSPdx 

~1 kHz–2 GHz 12–14‑bit, up to 10 
Msps 

0.5 ppm Enhanced HF 
front‑end 

No Bias‑T; RX only; 
Improved LF/MF/HF robustness 

SDRplay 
RSPduo 

~1 kHz–2 GHz (dual 
tuners) 

12–14‑bit, up to 10 
Msps 

0.5 ppm Preselection per 
tuner 

No Bias‑T; RX only (dual coherent) 
Diversity/DF use cases 

LimeSDR 
Mini 2.0 

~10 MHz–3.5 GHz 12‑bit, up to ~30.72 
Msps 

1 ppm Basic, external 
filtering advised 

No Bias‑T; Full‑duplex 
Compact TX/RX platform 

ADALM‑Plut
o (PlutoSDR) 

~325 MHz–3.8 GHz 
(70 MHz–6 GHz mod) 

12‑bit, up to ~61.44 
Msps RX 

1 ppm Minimal onboard 
filtering 

No Bias‑T; Full‑duplex 
Flexible teaching/experimental SDR 

USRP 
B200mini‑i 

~70 MHz–6 GHz 12‑bit, up to ~56 
Msps 

2.5 ppm 
OCXO (‑i) 

External filtering 
recommended 

No Bias‑T; Full‑duplex; 
Lab‑grade, UHD ecosystem 

KrakenSDR 
(coherent) 

~24–1766 MHz (5 
coherent tuners) 

8‑bit, per‑tuner 
~2.4 Msps 

0.5–1 ppm FM notch options Bias‑T; RX only; 
DoA/beamforming with 5‑way 

phase‑coherence 
KerberosSDR 

(coherent) 
~24–1766 MHz (4 

tuners) 
8‑bit, per‑tuner 

~2.4 Msps 
0.5–1 ppm Optional filtering No Bias‑T; RX only; 

Earlier 4‑tuner coherent array 
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III. WORKFLOW- METHODOLOGY 

In this section, the proof-of-concept implementation of 
the proposed approach is presented. The flowchart in Figure 
1 illustrates the workflow methodology. The end-to-end 
pipeline runs on a desktop host and outputs a compact 
kmodel artifact for the K210’s Kendryte Processing Unit 
(KPU). It starts with raw I/Q captures and finishes with a 
compiled model that adheres to the memory and operator 
constraints documented for Maix/MaixPy deployments on 
the K210. Although development occurs on a desktop host, 
the resulting models are fully compatible with IoT edge 

devices. Consequently, the models facilitate the 
implementation of autonomous spectrum classification in 
IoT devices deployed in remote or power-constrained 
environments. The workflow uses SDR# as shown in Figure 
2 with an RTL-SDR to collect labeled I/Q recordings, 
Scientific Python (SciPy) to generate time-frequency 
spectrograms from complex baseband arrays, 
TensorFlow/Keras to train a CNN on those images, and 
TensorFlow Lite plus nncase/KPU tooling to export and 
compile an embedded-ready kmodel  which is standard 
practice supported by [1],[2],[3],[4],[5]. 

 
Figure 1. Workflow Approach. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. Data collection on PC 

During this process, raw complex baseband streams are 
recorded interactively in SDR# via the Recording tab, which 
supports baseband I/Q capture to Waveform Audio File 
Format (WAV). The WAV file is used for later offline 
processing and precise replay in SDR# to enable 
deterministic dataset curation for downstream steps. To 
assemble a minimal labeled corpus aligned with target 
classes, one can capture a strong local FM broadcast 
segment, record a National Oceanic and Atmospheric 

Administration (NOAA) Weather Radio transmission within 
the 162.400–162.550 MHz Very High Frequency (VHF) 
allocation. Then gather a clip from an unoccupied channel to 
form a noise baseline, with files organized into class-named 
directories and metadata preserved in filenames to aid 
traceability. Alternate SDR ecosystems and guidance on I/Q 
data handling reinforce the objective of producing 
contiguous, timestamped baseband data suitable for 
reproducible post-processing and later validation, 
independent of the specific GUI tool used [1],[6],[7]. 

Figure 2. SDR Sharp (SDR#) Interface. 
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B. Signal preprocessing and spectrograms  

At this stage, complex I/Q arrays are transformed into 
two-dimensional time–frequency images using a Short-Time 
Fourier Transform (STFT) spectrogram. The SciPy’s 
documentation specifies outputs as frequency bins, time-
frames, and a non-negative spectral representation suitable 
for learning and visualization. A practical implementation 
loads each I/Q recording, computes spectrograms with fixed 
window and overlap for consistent resolution. Log scaling 
and normalization are performed, and standardized images 
are written to per-class folders. These align with established 
spectrogram practice and tutorials [4],[8]. 

C. CNN training on spectrograms 

During this task, with a directory of labeled spectrogram 
images, a compact CNN is defined and trained using Keras. 
The task follows TensorFlow’s canonical model creation and 
training patterns that interoperate cleanly with subsequent 
TensorFlow Lite conversion. In addition, the training routine 
uses consistent image dimensions and a simple stack of 
convolutional and pooling layers ending in a softmax head. 
Then, it saves a validated host‑side model artifact before any 
edge‑oriented conversion, which cleanly separates algorithm 
development from deployment concerns as suggested [5]. 

D. Model conversion to TensorFlow Lite  

After host‑side validation, the Keras model is converted 
into a .tflite FlatBuffer using the TensorFlow Lite Converter 
API, which converts Keras models to byte buffer for 
exporting and saving the result. To meet embedded 
constraints, post‑training quantization can be enabled during 
conversion to reduce model size and improve inference 
efficiency. These steps establish both float and quantized 
TFLite variants for rapid A/B checks prior to device‑specific 
compilation as proven in [5],[9]. 

E. Compilation to kmodel for K210  

At this level, the Kendryte K210’s KPU executes models 
in the vendor-specific kmodel format generated by nncase. 
The Sipeed’s Maix/MaixPy documentation outlines KPU 
loading modes, typical memory ceilings by firmware variant, 
and the expectations for kmodel artifacts compiled from 
TFLite. In practice, the TFLite model is compiled with 
nncase to produce a kmodel and then verified against the 
host TFLite baseline on representative inputs. The process 
ensures operator support and adherence to KPU memory 
limits described in Sipeed guidance for C software 
development kit (C SDK) or MaixPy runtimes. Community 
implementation notes also emphasize using a compatible 
nncase release for K210 workflows and cross-checking 
inference numerics between TFLite and kmodel before 
flashing or SD-card deployment [2],[3],[10]. 

F. Setting up the edge device to run the converted model 

The sub-steps for this task are 1) on the edge device, a 
suitable MaixPy firmware or a C SDK–based firmware is 
installed, 2) on either the SD card or in on-board flash, the 
kmodel is provisioned, as supported by MaixPy’s KPU 
loader and the Kendryte flashing utility, 3) loading models 

are placed on an SD card with the MaixPy KPU API using a 
filesystem path; models flashed to a designated offset can be 
loaded from flash, with Sipeed documentation to describe 
memory limits and firmware variants, 4) modules are 
deployed, which typically involves flashing firmware with 
kflash.py or its GUI, copying the kmodel to SD or 
embedding it in flash, and writing a minimal runtime that 
initializes the sensor or input pipeline, 5) frames are pre-
processed to the model’s input shape and data layout; this 
invokes the KPU inference, and emits results over serial, 
display, or General-Purpose Input/Output (GPIO) as 
applicable to scenarios discussed in [2],[3],[11]. 

G. Reproducibility considerations 

Replaying recordings to validate labeling and 
preprocessing is facilitated by SDR#’s ability to open 
baseband I/Q WAV files in order to enable confirmation of 
tuned stations, SNR, and channel occupancy prior to batch 
spectrogram generation and training. Moreover, informative 
file naming, directory schemes, and general I/Q data 
management best practices support traceability across data 
collection, preprocessing, and inference stages without 
changing the core methods described here. Retaining both 
original I/Q archives and derived spectrograms ensures 
experiments can be reconstructed or extended. The 
maintenance of float and quantized TFLite baselines 
provides stable references for evaluating compiler effects 
prior to kmodel flashing and device trials. By producing 
compact, portable models, this workflow allows IoT devices 
to perform on-site classification, anomaly detection, and 
local interference management while maintaining minimal 
power and memory usage.  

IV. CONCLUSION AND FUTURE WORK   

This work has aimed to present an end-to-end, 
reproducible pipeline for converting raw SDR# baseband 
recordings into an optimized model for inference on 
resource-constrained Kendryte K210 microcontrollers. The 
methodology integrates four key stages and a total of six 
tasks including the key stages. These key stages are 
standardized spectrogram preprocessing, compact CNN 
training, post-training quantization via TensorFlow Lite, and 
final compilation using nncase. The resulting workflow 
establishes a tractable and verifiable pathway from RF signal 
acquisition to on-device classification, explicitly addressing 
the memory and operator limitations inherent to edge 
hardware. This approach makes spectrum intelligence 
accessible to a wide range of IoT deployments, enhances 
local decision-making, reduces latency, and conserves 
bandwidth. However, areas for future work include 
implementing formal dataset quality assurance beyond 
manual replay, empirically justifying spectrogram 
parameters, enforcing numerical parity between the TFLite 
and kmodel outputs, and conducting instrumented on-device 
profiling to measure real-world performance.  

The next steps of this proof of concept will focus on the 

following activities: 
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• Porting to a Ratified RVV 1.0 Platform: The highest 
priority is to migrate the entire workflow to a newer 
RISC-V platform that implements the fully ratified 
version 1.0 of the RVV Extension. Migration will enable 
a quantitative analysis of the performance gains 
achievable using the more powerful and flexible VLA 
programming model rather than the legacy vector 
implementation used in this work. This step is crucial 
for demonstrating the full potential of standardized 
RISC-V vector processing for ML workloads. Porting to 
RISC-V platforms could further enhance IoT nodes by 
enabling larger or more sophisticated models to execute 
on small, distributed devices at the network edge. 

• Comparative Benchmarking: A performance 
benchmark will be conducted to compare RISC-V-based 
platform with a low-cost edge AI accelerator, such as 
the Raspberry Pi with a Google Coral Tensor Processing 
Unit (TPU) or the NVIDIA Jetson Nano. This will 
provide insightful trade-offs between performance, 
power consumption, cost, and openness across different 
edge computing paradigms. 

• Advanced Model Architectures: Models like 
MobileNets, SqueezeNets, quantization-aware networks 
could potentially improve classification accuracy on 
more complex modulation schemes while maintaining 
or even reducing inference latency. Therefore, more 
sophisticated and computationally efficient neural 
network architectures will be explored.  

• Expanded Over-the-Air (OTA) Dataset and 
Classification Tasks: Training on a larger, more diverse 
dataset, which includes various modulation techniques 
like QPSK, GMSK, 16-QAM, and 64-QAM, will 
enhance the platform's ability to operate reliably in 
several RF conditions. This will improve the 
performance of IoT applications such as smart city 
infrastructure, telehealth, telemetry, and environmental 
monitoring. 

• Exploration of New Applications: The validated 
platform serves as a foundation for exploring other 
signal intelligence tasks beyond AMC. The platform can 
also support IoT-specific applications such as 
autonomous anomaly detection, RF fingerprinting for 
device authentication, interference localization in 
distributed sensor networks, and automated spectrum-
aware control of edge devices, or automated signal 
protocol identification. 
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Abstract— The Health Internet of Things (HIoT) enables 

Device-to-Device (D2D) communication among heterogeneous 

medical devices. However, optimal D2D connectivity is 

challenging due to traffic demand, the inherent environmental 

and device constraints. Prior works have characterized HIoT 

networks with single objective optimization models and either 

simplify or ignore device and environmental constraints, thus 

yielding poor scalability and limited practical value. Thus, this 

paper casts optimal HIoT D2D connectivity as a stochastic 

Multi-Objective, Mixed-Function and Mixed-Constraint (MO-

MF-MC) problem. An analysis of why the HIoT D2D network 

is fundamentally stochastic is presented. In addition, the paper 

presents and formalizes two views to model optimal D2D 

connectivity. These are the Constraint Based (CB) and the 

Pareto Optimal Vector (POV) perspectives. The paper supports 

POV as most suitable. The contributions of this paper are: (1) 

an analysis of the challenges of modeling optimal HIoT D2D 

connectivity (2) the formulation of the stochastic D2D optimal 

connectivity from CB and POV perspectives, (3) justification of 

POV modeling for optimal D2D connectivity in HIoT. This work 

establishes the need for the design of lightweight, scalable, and 

adaptive protocols for sustainable, reliable real-time and 

optimal connectivity in HIoT D2D networks.  

Keywords- Constraint based; Device-to-Device; Health 

Internet of Things; Optimization; Pareto vector. 

I.  INTRODUCTION 

The Health Internet of Things (HIoT) connects medical 

sensors, wearables, clinical instruments and infrastructure for 

real-time patient diagnosis, treatment, and monitoring. A key 

enabler of the HIoT ecosystem is Device-to-Device (D2D) 

networks, which facilitate direct data transfer between 

devices, thereby reducing dependency on centralized 

infrastructure [1][2]. In healthcare scenarios, this is crucial 

because timely and reliable data transmission are essential for 

clinical decisions and emergency response. Thus, low 

latency, loss and jitter along with high data rate are required 

Quality of Service (QoS) [2][3]. However, HIoT D2D 

networks face unique challenges due to constraints imposed 

by their operational environment, the type of devices and 

traffic they support.  Typically, these networks operate in Not-

For-Wire (NFW) environments, which refer to any domain 

where wired connections are either infeasible, impractical, or 

undesirable. In such domains, devices exchange data by 

leveraging the wireless medium, which is shared, inherently 

unstable, and resource constrained. It is also characterized 

with limited bandwidth and data transmissions are prone to 

interference and high path loss.  These conditions degrade and 

affect the network’s performance to guarantee optimal 

connectivity essential for reliable communication within 

healthcare systems. Additionally, HIoT D2D devices are 

unconventional, miniature, and constrained in resources, such 

as computational power, memory, and battery life [4][5]. 

Traffic is diverse, ranging from data generated by patient 

monitoring, mission-critical and real-time operations to 

emergency alerts. These traffic streams require differentiated 

treatment and stringent QoS guarantees. However, the 

constraint imposed by devices, the unpredictability of the 

NFW environment coupled with the unique traffic types, 

introduces unpredictable conditions that cause stochastic 

connectivity and thus makes it difficult to guarantee QoS.  
In HIoT D2D networks, connectivity implies that QoS 

demands by active traffic flows are simultaneously satisfied. 
QoS metrics include latency, jitter, throughput, and packet 
loss.  The basic expression for connectivity is given by 
equation (1) 

𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ⇔ ∀𝑖,  𝑓𝑖(𝑥) ≤ 𝑏𝑖                           (1) 

where  

• 𝑖: index over all QoS metrics 

• 𝑓𝑖(𝑥):  objective function of QoS metric i. 

• bᵢ: the bound value for QoS metric i  

Equation (1) states that connectivity is achieved, if and only 

if (iff), all QoS metrics indexed by i satisfy their respective 

bound (threshold). fᵢ(x) represents the QoS performance 

under a given network configuration x, while 𝑏𝑖  denotes the 

required bound that must be satisfied for each metric. For 

example, in a healthcare scenario, latency measured using   

 𝑓𝑙𝑎𝑡𝑒𝑛𝑐𝑦(𝑥)   must not exceed its critical bound 𝑏𝑙𝑎𝑡𝑒𝑛𝑐𝑦  and 

similarly, packet loss must remain below its acceptable 

threshold. Quantifier ∀i ensures that QoS demand is 

simultaneously satisfied. 

Consequently, sustaining QoS in HIoT D2D network 

requires protocols that utilize Multi-Objective, Mixed-

function, Mixed-constraint (MO-MF-MC) optimization 
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approach. The approach ensures that trade-offs between 

conflicting goals are carefully balanced. However, there is a 

lack of such protocols because most networking protocols 

were not designed to handle the multi-layer dynamics of QoS 

objectives, device constraints and uncertainty that exists in the 

NFW environments [6].   

    These dynamics highlight the importance of treating 

optimal D2D connectivity in HIoT as a stochastic MO-MF-

MC problem. It is also desirable to have protocols that 

facilitate optimal D2D connectivity. To address these gaps, 

this paper focuses on: 

“How optimal connectivity can be achieved despite the 

tradeoff that exists in meeting conflicting and stringent QoS 

demands of mission-critical traffic traversing the constrained 

HIoT D2D network operating under stochastic conditions”  

The contributions of this paper are: 1) analysis of the 

inherent challenges for optimal connectivity and the 

limitations of single-objective optimization models in HIoT 

D2D networks 2) formulation of optimal connectivity with a 

stochastic MO-MF-MC model under the Constraint Based 

(CB) and Pareto Optimal Vector (POV) perspectives. 3) 

justification of POV as the perspective that best captures the 

realistic trade-offs among QoS metrics subject to device and 

environment constraints. Moreover, one of the challenges for 

optimal connectivity identified and introduced in this paper, is 

the unique characteristic of HIoT D2D traffic flow, which has 

been termed “Mixed-criticality, Bound-assured, Mission-

synchronous” (MC-BAMS). The term is explained in Section 

II. Lastly, the paper provides insight into a framework to be 

adopted in the design of next generation communication 

protocols for HIoT D2D networks. The future work that builds 

upon this paper includes a lightweight protocol that 

operationalizes the POV framework. The paper’s content is as 

follows: Section II presents the challenges for optimal D2D 

connectivity in HIoT, Section III discusses optimization in 

HIoT, Section IV presents the optimal connectivity model and 

Section V concludes the paper.  

II. CHALLENGES FOR OPTIMAL CONNECTIVITY  

Within the HIoT D2D networks, three main challenges 
impose the need for tailored protocols to facilitate optimal 
connectivity. These are operational challenges, which affect 
QoS performance objectives and in turn impacts connectivity. 
They stem from environmental and device constraints, and 
heterogeneity of data traffic, which are discussed as follows.  

A. Not-For-Wire (NFW) Environmental conditions 

The operational domain of HIoT D2D networks is often a 

NFW setting where links are wireless. Conditions within 

such settings are inherently unpredictable due to co-located 

medical systems, patient movement and deteriorating signal 

strength. These conditions introduce interference and 

fluctuations that cause connectivity to be stochastic thus, 

making QoS guarantees difficult to sustain [3][7]. While 

deterministic connectivity models may suffice in stable 

networks, the instability of NFW environmental conditions 

favors stochastic modeling especially in healthcare systems 

where millisecond delays can impact outcomes [7][8]. An 

example of the NFW environment is smart Intensive Care 

Units (ICUs) where ventilators, infusion pumps, and 

monitors exchange critical data simultaneously over the 

shared wireless spectrum. The setting reduces cable clutter 

and improves safety but raises signal interference risk [8]. In 

homecare, data generated by wearable ECG patches and 

implantable glucose sensors is wirelessly sent to smartphones 

or clouds systems and thus allow patient mobility. However, 

these medical devices contend with home appliance 

operating in the same frequency bands and patient mobility 

can affect link quality [9]. Mobile emergency care further 

highlights the stochasticity in NFW environments. The 

ambulances stream vital signs en route, so low latency and 

negligible error rates are essential for pre-arrival 

interventions, yet handoffs and fading continually perturb the 

wireless links [7][10]. HIoT D2D networks need robust, 

adaptive mechanisms that handle environmental variability 

while preserving the performance of life-critical traffic. 

Therefore, optimization frameworks should explicitly model 

NFW uncertainty and guarantee QoS bounds [7][8][9]. 

B. Device Constraints  

In D2D networks, devices are often miniature embedded 
systems designed with strict size for comfort and usability 
requirements. Smartwatches, biosensors, and implantable 
medical devices prioritize patient convenience and portability 
but at the cost of battery capacity, memory, and processing 
power [11]. Limited energy prevents prolonged high data rate 
thus making it challenging to guarantee continuous, low-
latency transmission. Memory and computational limitations 
further restrict the use of conventional protocols, which often 
require data buffering, complex computations and large 
memory [4]. For instance, real-time ECG monitoring 
generates massive data streams, but devices often lack the 
capacity to buffer or preprocess data locally [12]. This 
constraint forces reliance on lightweight, efficient 
communication mechanisms tailored for low-resource 
devices. Additionally, battery longevity is a critical factor. 
Many implantable wearable devices must function for months 
or even years without replacement and frequent recharging is 
impractical. Battery power constraint impacts not just 
transmission occurrence rate but also the complexity of 
protocols that can be executed.  

C. Traffic Characteristics 

The data traffic in HIoT D2D networks is highly 

heterogeneous. It includes data generated by routine updates, 

monitoring devices and mission-critical alerts from 

pacemakers. Diversity means that different traffic streams 

require differentiated QoS guarantees. For healthcare traffic, 

timeliness is as crucial as accuracy [13]. Inherently, traffic is 

generated in real-time and delayed data may become 

irrelevant, thus reducing their utility for clinical decisions. For 

example, a physician monitoring a remote patient’s heart 

rhythm requires data to be streamed in near real time. A 
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delayed transmission of the same data will lose diagnostic 

value. However, while routine patient monitoring data can 

tolerate modest delays, mission-critical signals must be 

delivered with minimal latency and low jitter [13]. The diverse 

traffic requirements make prioritizing traffic during resource 

allocation difficult. High-priority emergency traffic must 

preempt less urgent transmissions without entirely starving 

background data streams, such as periodic wellness updates. 

Thus, the nature of traffic flow is such that they are “mixed-

criticality, bound-assured, mission-synchronous” (MC-

BAMS). MC-BAMS implies that “At any time, there exist 

diverse traffic flow with different criticality level and QoS 

bounds that must be simultaneously guaranteed and 

transmitted in a shared, unpredictable, and resource-

constrained environment, where no traffic can be deferred”.  

This traffic flow characteristic is unique to HIoT D2D 

networks. Consequently, designing scheduling and resource 

allocation protocols to facilitate fair differentiated service by 

supporting MC-BAMS traffic flows under device and 

environmental constraints remains a challenge.  

D. Architectural Overview of HIoT D2D Networks 

Figure 1 depicts a simplified architectural overview of 
the challenges for optimized connectivity in HIoT D2D 
networks. Typically, such networks integrate multiple types 
of medical and wearable devices that communicate directly 
without relying exclusively on centralized infrastructure. The 
devices include implantable sensors, wearable glucose 
monitors, smartwatches, infusion pumps, ventilators, and 
imaging systems. Each device is constrained by size, memory, 
computational capacity, and battery power, limiting its ability 
to process and transmit continuous high-volume traffic.  

These limitations necessitate lightweight optimization 
strategies to maintain network reliability. The environment is 
depicted as a Not For Wire (NFW) medium, characterized by 
interference, unpredictability, mobility, and shared spectrum 
resources. Within this environment, different types of traffic 
coexist.  

 
Figure 1. Architectural Challenges for Optimized Connectivity in HIoT 

D2D Networks. 

Each traffic type has unique QoS requirements as outlined:  

• Imaging data (high bandwidth, moderate latency 

tolerance). 

• Alerts (ultra-low latency, mission-critical). 

• Vitals monitoring (periodic updates, moderate QoS). 

 The figure illustrates how device limitations, volatile 

environments, and heterogeneous traffic demands combine to 

create optimization challenges for HIoT D2D networks. 

E. Need for lightweight protocols 

Commonly used standardized networking protocols were 
not designed for the highly unstable and constrained condition 
of the HIoT D2D network. Those protocols function with high 
signaling overhead, computational processes and memory 
resources, which cannot be supported by miniature medical 
devices. Moreover, most do not adapt to the NFW 
environments where connectivity is stochastic. Furthermore, 
these protocols do not implement mechanisms that can cater 
for the unique nature of MC-BAMS traffic flow in HIoT D2D. 
Thus, making them inadequate for mission-critical health 
applications where real-time medical signals require stringent 
QoS guarantees simultaneously. Due to these limitations, 
HIoT D2D networks require lightweight, adaptive protocols 
that will optimize and allocate resources fairly while meeting 
stringent QoS requirements of heterogeneous medical traffic. 
Such tailored protocols should be based on optimization 
models that will ensure that life-critical communications are 
reliably sustained under device, environmental and traffic 
requirement constraints. 

III. OPTIMIZATION IN HEALTH INTERNET OF THINGS (HIOT) 

In this section, a comparison of single and multi-objective 
optimization techniques for HIoT is presented. Existing 
approaches and gaps are also discussed.  

A. Single objective vs. Mult objective Optimization  

Single-objective optimization approaches focus on one 

metric at a time, for example, minimizing latency or 

maximizing data rate. They are simple, computationally less 

intensive and easier to interpret thus appear appealing for 

modeling constrained environments [14]. However, their 

weakness lies in oversimplification and the inability to 

combine multiple metrics’ objectives simultaneously. For 

example, minimizing latency without regarding data rate 

forces very short traffic inter-arrival times and high 

scheduling frequency, which inflates protocol overhead and 

reduce effective data rate. Conversely, if data rate is 

maximized without regard for latency, large data 

aggregation, and buffering raise queueing delays (and jitter), 

thus impacting end-to-end latency.  

In real-world HIoT D2D network applications, where 

performance dimensions are highly interdependent, single-

objective approaches often fail to capture the true complexity 

of the problem. By contrast, multi-objective optimization 

models recognize trade-offs across multiple metrics [14][15]. 

These models enable the design of protocols that can generate 

sets of optimal solutions instead of committing to a single 

“winner.” This is valuable in HIoT D2D networks, where 

objectives of guaranteeing multiple QoS demands such as 

minimizing latency, maximizing data rate and minimizing 

data error and loss are simultaneously critical. 
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While single-objective optimization provides clarity, it 

lacks realism for HIoT D2D applications. Multi-objective 

models, though more complex, provide the flexibility and 

adaptability needed to balance diverse, and often conflicting 

requirements exhibited by the MC-BAMS traffic flow in a 

NFW, device constrained healthcare-focused D2D networks. 

B. Optimization aproaches in IoT and HIoT  

Optimization in the IoT has been widely studied. 

Particularly, wireless sensor networks (WSNs) formed the 

basis of many early optimization frameworks. These networks 

highlighted the challenges of balancing multiple objectives 

such as data rate and latency. In [15] the authors provided 

comprehensive taxonomies of Multi-Objective Optimization 

(MOO) in WSNs. They examined both scalarization 

approaches (e.g., weighted sums) and evolutionary 

algorithms. Such methods laid the groundwork for extending 

optimization approaches into the more complex domain of 

HIoT. 

In the HIoT context, optimization approaches have 

focused on areas such as task scheduling, device allocation, 

and network resource management. Nucci et al presented a bi-

objective scheduling framework. It minimizes operational 

costs, maximizes quality of care simultaneously with non-

dominated sorting genetic algorithm II (NSGA-II) heuristics. 

The framework takes into consideration device constraints 

such as compatibility, limited battery capacity, and setup 

overheads. This dual-focus design underscores the necessity 

of balancing operational efficiency with service quality in life-

critical environments. Similarly [17] focused on multi-

objective model for IoT application placement (MAPO) to 

address application placement by balancing latency, energy 

consumption, and operational costs. Such approach 

demonstrates particular relevance for medical applications, 

where offloading and distributed computing reduces stress on 

resource-constrained devices while still meeting stringent 

latency and reliability requirements.  
      More recently, adaptive strategies leveraging evolutionary 
and reinforcement learning have been introduced. 
Evolutionary Multi-Objective Optimization (EMO) 
techniques have shown promise in handling the scale and 
complexity of large HIoT deployments [18]. Furthermore, 
Multi-Objective Reinforcement Learning (MORL) has 
emerged as a dynamic solution, capable of learning adaptive 
trade-off policies under uncertain environments without 
relying on predefined training data [19]. Such methods are 
increasingly attractive for HIoT networks. 

C. Gaps: lack of real world conditions  

Despite advancements in optimization frameworks, 

existing models often fall short in their applicability in real-

world HIoT scenarios. Many rely on idealized assumptions 

such as stable wireless channels, unconstrained processing 

power, and predictable traffic patterns. These assumptions do 

not reflect the stochastic nature of the NFW environment of 

HIoT D2D networks. Most models assume deterministic QoS 

guarantees by discounting the reality of fluctuating NFW 

settings and the constraints of miniature devices. 

Scalability presents another significant challenge. While 

evolutionary algorithms are robust in generating optimal 

solutions, their computational complexity grows 

exponentially with the number of objectives or devices [18].  

Consequently, this can create a bottleneck in large-scale 

deployments of real-time HIoT D2D applications, where 

instantaneous decision-making is critical. Optimizing all data 

traffic QoS demand across hundreds of devices 

simultaneously can exceed the practical computational 

capacity of even fog-enabled networks. 

Moreover, most of the existing frameworks do not 

integrate dynamic, stochastic constraints into their models. 

Real-world HIoT D2D networks may be subject to fluctuating 

interference and unpredictable error rate, which leads to 

unstable connectivity for traffic flows with diverse criticality 

levels. Yet most optimization studies often treat constraints as 

static, ignoring temporal variations and unpredictability [17]. 

Finally, the lack of lightweight protocols derived from 

optimization insights remains a critical concern. Current 

optimization research tends to stop at theoretical modeling, 

without translating results into deployable protocols that 

resource-constrained devices can implement.  
These gaps undermine the delivery of consistent QoS in 

real medical environments, where momentary lapses in 
connectivity can jeopardize patient safety. Addressing these 
gaps require developing scalable, adaptive, and lightweight 
MO-MF-MC frameworks that integrate stochastic constraints 
and translate directly into operational protocols suitable for 
HIoT D2D networks. 

IV. OPTIMAL CONNECTIVITY MODEL 

A. Stochastic Nature of Connectivity 

         Connectivity is achieved in HIoT D2D networks if and 
only if all QoS requirements are simultaneously satisfied. This 
reflects the mission-critical nature of such networks, where 
failing in one metric implies network failure. However, the 
stochastic nature of connectivity, due to the NFW 
environmental conditions, makes it challenging to satisfy 
simultaneous demands. As a result, QoS metrics cannot be 
taken on fixed values but rather be modeled as random 
variables with probability distributions [20]. For example, the 
probability of maintaining latency below a certain threshold 
may vary significantly depending on interference levels, 
which means deterministic guarantees are impossible. Instead, 

probabilistic QoS guarantees, e.g., P(latency≤τ )≥0.95 

must be incorporated into optimization formulations to 
account for the stochastic nature of connectivity. However, the 
stochasticity also complicates optimization because even 
when devices operate under optimal configurations, 
performance guarantees may not be met due to environmental 
variations. For example, significant loss of data may occur due 
to unpredictable interference bursts, even if optimal QoS 
targets have been initially met. Hence, connectivity 
optimization frameworks must be designed to adapt 
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dynamically to changing states while tolerating uncertainty. 
Stochasticity also arises from device mobility and human 
activity patterns. Wearable sensors and implantable devices 
attached to patients move unpredictably, thus making 
deterministic assumptions impractical. Moreover, the pattern 
of the MC-BAMS traffic flow validates the importance of 
accounting for stochasticity. Traffic flow competes for 
resources that must be shared fairly and optimally. 

B. Network Objectives function (QoS Metrics)  

     The primary goal of HIoT D2D network is to ensure 

connectivity by guaranteeing QoS requirements of traffic 

flows generated for healthcare service delivery. Latency and 

jitter are among the most vital metrics. The transmission of 

ECG data during cardiac arrest must occur timely with strict 

bounds on delay variation. Data rate and data loss are equally 

important, as compromised arrival rate and integrity of 

medical data can lead to unintended consequences.  Data rate 

becomes very critical when devices are streaming medical 

data in images and videos format. The network must balance 

the requirements from all traffic flows simultaneously 

without sacrificing any traffic demand. In summary, 

connectivity is achieved by simultaneously meeting multiple 

QoS objectives in HIoT D2D networks, which extend beyond 

conventional communication goals. Meeting these combined 

stringent performance metrics’ objectives, which are 

imperative for timeliness and accuracy of healthcare services 

demands tailored frameworks. 

C.  Network Constraints (Device and Environmental)  

        While objectives define “what” should be achieved, 

constraints determine “how” or “if” such objectives are 

possible. In other words, in HIoT D2D networks, QoS 

metrics establish performance targets, however, they can 

only be achieved within the bounds of multiple layers of 

constraints. The first set of constraints are device-level 

constraints, which are due to the limitations of medical 

devices’ hardware. These devices are miniature, and resource 

constrained. Limited operating power creates tension 

between sustaining QoS metrics and preserving device 

lifetime. Continuous and frequent high data rate 

transmissions can drain power. Furthermore, computational 

and memory limitations restrict the complexity of algorithms 

and the size of data buffers that can be deployed on these 

devices. Environmental constraints also influence 

performance. HIoT D2D networks function in NFW medical 

environments where unpredictable channel conditions, 

multipath fading and interference impact the stability of 

network connectivity. Therefore, these constraints must be 

appropriately modelled. 

D. Formulation of Optimal Connectivity  

To achieve optimal D2D connectivity, the conflicting goal 
is to minimize and maximize multiple objective functions 
simultaneously. Thus, the connectivity problem can be 
defined as a stochastic MO-MF-MC optimization problem. 
The objectives functions are the QoS performance metrics that 

capture the QoS goals, which are to minimize latency, jitter, 
loss and maximize data rate simultaneously. Constraints 
functions, which are either deterministic or stochastic, model 
the limitations imposed by devices and the NFW 
environmental factors. The stochastic MO-MF-MC problem 
that can be framed from two perspectives. These perspectives, 
which are discussed in this section are the Constraint Based 
(CB) and Pareto Optimal Vector (POV) perspectives. Note 
that in this paper, these perspectives are QoS-based or QoS-
focused. The modeling for each of these perspectives involves 
six steps, which are the formulation of: 1) QoS metrics as 
objective functions, 2) QoS bounds, 3) one liner connectivity, 
4) compact max connectivity, 5) connectivity indicator (for 
one liner and compact max form) and 6) the optimal 
connectivity. The notations used in the formulation, and their 
definitions are outlined in Table I. 

 

TABLE  I. FORMULATION NOTATIONS AND DEFINITIONS 

NOTATION DEFINITION 
i Index of a QoS metric 
k Total number of QoS metrics 
x Decision variable  
b QoS bounds 
f(x) Objective function 
g(x) Inequality constraint 
h(x) Equality constraint 
 𝑔𝑗(𝑥, 𝜔) 

 ℎ𝑡(𝑥, 𝜔) 
Stochastic constraint, (device/environmental)  

𝜔 Randomness/uncertainty 

∂ Weight  

𝛽 set of all x that fulfills the QoS bounds for POV 

perspective  

P Probability of occurrence 

𝛼 Probabilistic threshold/reliability level 

σ  POV directions. σi=+1: metric is minimized and -1: 

metric is maximized 

1 Binary indicator 

 

1) Constraint Based (CB) perspective  
The CB perspectives for optimal connectivity, their 

formulation steps and how they are interrelated are presented 
in this subsection. CB perspective treats connectivity as a 
feasibility question on a strict binary bound or a chance bound.  

The outcome for connectivity is either binary (feasible or 
not) or based on the chance of achieving a given probabilistic 
threshold. The former case is termed constraint-based binary 
(CBB) while the latter is constraint based stochastic (CBS). 
From CBB perspective, connectivity exists if the specified 
QoS targets are satisfied; otherwise, it does not. CBS states 
that connectivity exists when the QoS metric bounds are met 
with a probability. 

Moreover, the binary outcome in CBB can be specified as 
being deterministic (CBB-D) or as stochastic (CBB-S).  In 
CBB-D, QoS objective functions are set to be achieved in a 
deterministic “ideal” environmental condition in which there 
no uncertainty or randomness. The objective function takes 
the form f(x) in equation (2). In addition, with reference to 
equation (1), these functions may be constrained with equality 
or inequality and expressed as fi(x)=bi, fi(x)<bi or fi(x)>bi, if 
no randomness exists. Equations (2) – (7) express the 
formulation steps for CBB-D. 
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The QoS objective functions in CBB-S are set with 
“realistic conditions”, that reflects the existence of 
randomness within the network. The functions take the form 
f(x,𝜔), in equation (8) where 𝜔 indicates the uncertainty 
influencing the QoS objective. If randomness exists, the 

objective functions may also be constrained with equality or 
inequality and can expressed as fi(x,𝜔 )=bi, fi(x,𝜔)<bi or 
fi(x,𝜔)>bi). Equations (8) – (13) express the formulation steps 
for CBB-S. 

 
 

In CBS, connectivity is stochastic, and objective functions 
are chance (stochastically) constrained and takes the form 

P(fi(x, 𝜔) ≤bi) ∈ [𝛼 1]). Objectives must satisfy at least a 

target probability threshold. Connectivity holds when the 
probabilistic QoS requirements modeled by the objective 
functions are all satisfied in other words, each QoS bound, bi 
is met with probability of at least a target 𝛼. (i.e. within 
threshold [𝛼 1] and under bounded device and environmental 
constraints 

A QoS metric is satisfied if there is a probability of ≥ 𝛼 

of its value being within the required bound. CBS builds upon 
the CBB-S notion by requiring that connectivity is established 
at a probability of at least some target level (e.g., 95%). 
Connectivity is defined in terms of the reliability of the 
network given uncertain conditions. This means that the 
network is “connected” when the QoS bounds are achieved 
with at least the likelihood threshold that is specified, thus 
reflecting randomness and variation in channel and traffic 

conditions. This captures real-world variability in the NFW 
environment while still being constraint-based. The 
requirements are stated in probabilistic terms. So, CBS is a 
decision-level formalization that uses the CBB-S and then 
controls it via a probabilistic threshold, in order to gauge the 
networks’ reliability in the presence of uncertainty   A 
reliability threshold is a common way to certify connectivity 
under uncertainty in wireless QoS contexts [21][22]. 

Generally, from CB perspective, optimal connectivity 
exists if all QoS objective function are simultaneously met 
within acceptable bound, if one bound cannot be guaranteed, 
then connectivity does not exist. The connectivity feasibility 
indicator is either {0,1} or it is feasible with a probability 𝛼 

∈  [𝛼 1]. All quantities f(x, 𝜔) and constraints g(x,𝜔) or 

h(x,𝜔) have fixed performance expectations, which may be 

deterministic or stochastic. Equations (14)– (19) give the 

formulation steps for CBS. 

 
 

 

STEP 1: QoS metrics  𝑓𝑖(𝑥),    𝑖 = 1 … . . 𝑘                                                                                                                                            (2) 

STEP 2: QoS bounds  𝑓𝑖(𝑥) ≤ 𝑏𝑖    𝑖 = 1 … . 𝑘   and    𝑓𝑖(𝑥) ≥ 𝑏𝑖     𝑖 = 1 … . 𝑘                                                                                       (3) 

STEP 3: One liner Connectivity  𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ⇔ ∀𝑖,  𝑓𝑖(𝑥) ≤ 𝑏𝑖                                                                                                                        (4) 

STEP 4: Compact max form 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ⇔ max
𝑖=1…𝑘

 (𝑓𝑖(𝑥) − 𝑏𝑖), ≤ 0                                                                                                        (5) 

STEP 5: Connectivity Indicator One liner: 𝛷𝑑𝑒𝑡(𝑥) = 𝟏{∀𝑖:  𝑓𝑖(𝑥) ≤ 𝑏𝑖} ∈ {0, 1}                                                                                              (6a) 

Compact max form: 𝛷𝑑𝑒𝑡(𝑥) = 𝟏 {∀𝑖: 𝑚𝑎𝑥
𝑖=1…𝑘

 (𝑓𝑖(𝑥) − 𝑏𝑖), ≤ 0} ∈ {0, 1}                                                       (6b) 

STEP 6: Optimal Connectivity 𝑂𝑝𝑡𝑖𝑚𝑎𝑙 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ⇔ 𝛷𝑑𝑒𝑡(𝑥) = 1                                                                                                            (7) 

STEP 1: QoS metrics  𝑓𝑖
(𝑥, 𝜔),    𝑖 = 1 … . . 𝑘                                                                                                                                 (8) 

STEP 2: QoS bounds  𝑓𝑖(𝑥, 𝜔) ≤ 𝑏𝑖    𝑖 = 1 … . 𝑘                                                                                                                                    (9a) 

𝑓𝑖
(𝑥, 𝜔) ≥ 𝑏𝑖    𝑖 = 1 … . 𝑘                                                                                                                         (9b) 

STEP 3: One liner Connectivity  𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ⇔ ∀𝑖,  𝑓𝑖(𝑥, 𝜔) ≤ 𝑏𝑖                                                                                                   (10) 

STEP 4: Compact max form 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ⇔ 𝑚𝑎𝑥
𝑖=1…𝑘

 (𝑓𝑖(𝑥, 𝜔) −  𝑏𝑖), ≤ 0                                                                               (11) 

STEP 5: Connectivity Indicator One liner: 𝛷𝑠𝑡𝑜𝑐ℎ(𝑥, 𝜔) = 𝟏{∀𝑖:  𝑓𝑖(𝑥, 𝜔) ≤ 𝑏𝑖} ∈ {0, 1}    𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝜔  

Compact max form: 𝛷𝑠𝑡𝑜𝑐ℎ(𝑥, 𝜔) = 𝟏 {∀𝑖: 𝑚𝑎𝑥
𝑖=1…𝑘

 (𝑓𝑖(𝑥, 𝜔) −  𝑏𝑖), ≤ 0} ∈ {0, 1} 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝜔                      (12) 
STEP 6: Optimal Connectivity  𝑂𝑝𝑡𝑖𝑚𝑎𝑙 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ⇔ 𝛷𝑠𝑡𝑜𝑐ℎ(𝑥, 𝜔) = 1                                                                                               (13) 

STEP 1: QoS metrics  𝑓𝑖
(𝑥, 𝜔),    𝑖 = 1 … . . 𝑘                                                                                                                               (14) 

STEP 2: QoS bounds  𝑓𝑖(𝑥, 𝜔) ≤ 𝑏𝑖    𝑖 = 1 … . 𝑘 

𝑓𝑖
(𝑥, 𝜔) ≥ 𝑏𝑖    𝑖 = 1 … . 𝑘                                                                                                                         (15) 

STEP 3: One liner Connectivity  𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ⇔ 𝑃(∀𝑖,  𝑓𝑖(𝑥, 𝜔) ≤ 𝑏𝑖)                                                                                          (16) 

STEP 4: Compact max form 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ⇔ 𝑃( max
𝑖=1…𝑘

 (𝑓𝑖(𝑥, 𝜔) −  𝑏𝑖), ≤ 0                                                                         (17) 

STEP 5: Connectivity Indicator 𝛷𝑠𝑡𝑜𝑐ℎ(𝑥, 𝜔) = 𝟏{∀𝑖:  𝑓𝑖(𝑥, 𝜔) ≤ 𝑏𝑖} ∈ {0, 1}   

𝛷𝑠𝑡𝑜𝑐ℎ(𝑥, 𝜔) = 𝟏 {∀𝑖: 𝑚𝑎𝑥
𝑖=1…𝑘

 (𝑓𝑖(𝑥, 𝜔) − 𝑏𝑖), ≤ 0} ∈ {0, 1} 

For both online and compact max, probability of being connected 

𝛷𝐶𝐵𝑆(𝑥, 𝜔) = 𝟏 (𝑃(𝛷𝑠𝑡𝑜𝑐ℎ(𝑥, 𝜔) = 1)) ∈ [0,1]                                                                                (18) 
STEP 6: Optimal Connectivity Chance constraint declaration of optimal connectivity at level alpha 

𝑂𝑝𝑡𝑖𝑚𝑎𝑙 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ⇔ 𝛷𝐶𝐵𝑆(𝑥, 𝜔)  ≥ 𝛼                                                                                                  (19) 
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2) Pareto Optimal Vector (POV) perspective  
The constraint-based perspective strictly defines a binary 

feasible region which shows that all QoS metric bounds are 
being met. This does not require Pareto optimization because 
connectivity is bound by hard constraints. However, in 
optimization practice, especially under stochastic and 
resource-constrained environments, it is rarely possible to 
meet all objectives’ strict thresholds simultaneously. Thus, 
Pareto optimality becomes important. Instead of absolute 
satisfaction, connectivity can be interpreted as being Pareto 
efficient, which means that no objective (e.g., latency) can be 
improved without worsening another (e.g., data rate). Thus, 
the connectivity indicator can be expressed as belonging to the 
Pareto frontier of feasible solutions. Pareto-based modeling is 
highly suitable for HIoT D2D where traffic flows are of MC-
BAMS types, the environment is NFW with stochastic 
conditions and devices introduce constraints. The QoS 

performance objectives take the form σi fi(x, 𝜔) ≤bi where 

σi ∈{+1, −1} encodes direction ( σi = +1 for “minimize,” σi 

= −1 for “maximize,” so all objectives are cast as ≤). The 

QoS bounds bi are hardbound ceilings for QoS performance 
of cost type metrics, where upper limits is bmax and hardbound 
floors for QoS performance of benefit-type metrics with lower 

limits bmin. A Pareto efficient point (PEP) is any feasible 
decision, which no other feasible decision dominates under 
the Pareto dominance condition. A Pareto efficient vector 
(PEV) is the space vector of the objectives induced by a set of 
PEPs that reflects the combination of QoS metrics to be met 
simultaneously. The set of all PEVs form the Pareto front and 
naturally exhibits trade-offs among metrics. In Pareto 
perspective, connectivity means there exists at least one 
feasible PEV; which is expressed with the usual one-liner 
feasibility condition. Alternatively, the compact max form 
generates PEPs and thus PEVs using weighted sum 
scalarization. Pareto Optimal Vectors (POVs) denote the 
subset of PEVs that satisfy the floors/ceilings bound for the 
objective functions.  Thus, the connectivity indicator specifies 
the binary existence of at least one POV. Optimal connectivity 
exists if there is at least one POV that can provide an 
acceptable optimal operational trade-off for the network QoS 
performance required by an application. The parameters of 
that POV are then used to configure D2D links. A PEV is the 
objective-space performance vector on the Pareto front while 
a POV is a PEV that satisfies the specified floors/ceilings. 
Equations (20) – (25) gives the optimal connectivity 
formulation steps for the POV perspectives. 

 

 

 

E. Justification for POV 

In real practice, multi-objective trade-offs are 
unavoidable. Though strict feasibility defines and models the  
ideal connectivity, Pareto vectors define and model the 
realistic operating points where optimal trade-offs are 
achieved. If strict thresholds are non-negotiable, then 
connectivity is treated with a hard feasibility. If trade-offs are 
possible, then connectivity is represented as a Pareto vector 
solution space. However, when conflicting objectives exist, 
such as minimizing latency, maximizing throughput, the 
network does not have a single feasible optimum, instead there 
is a set of solutions that form the Pareto optimal vectors, which 
are the feasible regions of connectivity. A set of Pareto 
optimal vectors indicate connectivity. In addition, the ability 
to visualize trade-offs through Pareto fronts makes stochastic 
MO-MF-MC optimization effective in HIoT D2D networks. 
For instance, a Pareto front might reveal that slightly higher  

 
 

 

 
latency can significantly extend device battery life, which is 
an acceptable trade-off for routine monitoring, but 
unacceptable in emergency care. Such nuanced decision 
support is vital for adaptive, real-time systems, where 
conditions shift unpredictably and human lives may depend 
on microsecond-level performance [21]. 

V. CONCLUSION AND FUTURE WORK 

This paper studied connectivity in HIoT D2D networks 
operating in NFW environments and under strict resource 
limits, which makes connectivity fundamentally stochastic. 
Therefore, optimal connectivity in HIoT D2D networks has 
been modelled as a stochastic MO-MF-MC optimization 
problem, where the network must meet diverse traffic 
demands while operating within strict device and 
environmental limitations. The paper identified the unique 
characteristics of traffic flow in HIoT D2D as MC-BAMS. 

 

STEP 1: QoS metrics 𝐟(𝑥, 𝜔) = (𝜎𝑖  𝑓𝑖(𝑥, 𝜔), 𝑖 = 1 … . . 𝑘)                                                                                                (20) 

STEP 2: QoS bounds 𝐟(𝑥, 𝜔) ≤ 𝐛𝑚𝑖𝑛 
 , 𝐟(𝑥, 𝜔) ≥ 𝐛𝑚𝑎𝑥

                                                                                                      (21) 

STEP 3: One liner Connectivity  Given the Pareto dominance condition.:  

 ∀𝑖 𝑓𝑖(𝑥′, 𝜔) ≤   𝑓𝑖(𝑥, 𝜔)  and  ∃𝑗 ∶   𝑓𝑗(𝑥′, 𝜔) <  𝑓𝑗(𝑥, 𝜔).  

𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ⇔ {(𝑥, 𝜔)  ∈  𝑃𝐸𝑉 ∶= { ∄𝑥′ ∶  ∀𝑖 𝑓𝑖(𝑥′, 𝜔) ≤   𝑓𝑖(𝑥, 𝜔)  and  ∃𝑗 ∶   𝑓𝑗(𝑥′, 𝜔) <

 𝑓𝑗(𝑥, 𝜔)} }                                                                                                                                                     (22) 

STEP 4; Compact max form 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ⇔ {(𝑥, 𝜔)  ∈  𝑃𝐸𝑉 ≔ { ∃𝑥: min
𝑧

∑ 𝛿𝑖
𝑘
𝑖=1  (𝑓𝑖(𝑥, 𝜔) , 𝛿𝑖 ≥ ,   ∑ 𝛿𝑖𝑖 =

1}}                                                                                                                                                    (23) 

STEP 5; Connectivity Indicator 𝛷𝑃𝑂𝑉(𝑥, 𝜔) = 𝟏{𝑥 ∈ 𝛽: (𝑥, 𝜔)  ∈  𝑃𝐸𝑉} ∈ {0, 1}                                                          (24) 

STE 6: Optimal Connectivity 𝑂𝑝𝑡𝑖𝑚𝑎𝑙 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ⇔ {𝑥 ∗∈ : 𝛷𝑃𝑂𝑉(𝑥, 𝜔) = {𝑥 ∈ 𝛽: (𝑥, 𝜔) ∈ 𝑃𝐸𝑉} = 1  
𝛽 = {𝑥:  𝐟(𝑥, 𝜔) ≤ 𝐛𝑚𝑖𝑛}----------- bound condition                                                                             (25) 
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Optimal connectivity was formulated from the CB and 
POV perspectives. A justification was made for the POV 
perspective. The constraint-based view defines optimal 
connectivity as either deterministic or chance constrained for 
reliability targets, while a Pareto view reveals the trade-off 
frontier where no QoS metric improves without another 
worsening within limits. POV is supported because it 
explicitly manages trade-offs among competing QoS metrics 
(e.g., latency, jitter, loss, data rate) while respecting device 
and environmental constraints. This perspective provides a 
practical foundation for scalable adaptive HIoT device to 
device systems in dynamic clinical settings. Future work 
includes a lightweight protocol that instantiates the chance 
constrained Pareto framework on constrained devices, online 
learning to tune priorities thresholds and schedules in real 
time, energy aware orchestration that couples power 
budgeting harvesting and thermal safety with QoS guarantees, 
privacy and safety co design aligned with clinical risk, 
hardware in the loop validation in ICU and home care testbeds 
with 5G and 6G URLLC, and open benchmarks to support 
reproducible progress on dependable HIoT connectivity. 
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Abstract—The basic concept of slotted ALOHA as a Random
Access Protocol (RAP) is commonly implemented for ubiquitous
access in many wireless networks. In this paper, we study the
generalization of the network control by Bayesian broadcast to the
environment of M -MRP Multiple Packet Reception (MPR) when
channel impairments are considered. In our M -MPR model, up
to M data packets transmitted in the same time-slot can be
correctly decoded by using capture effect and some advanced
signal processing techniques such as Successive Interference Can-
cellation (SIC) combined with Multiple-Input Multiple-Output
(MIMO). We show that the broadcast or permission probability
that maximizes the throughput (packets per slot successfully
transmitted) is sensitive to channel characteristics. While with
ideal channel conditions of maximum capacity a binary feedback
– collision versus non-collision – is required, and in the more
realistic channel conditions, M + 1 feedback is needed.

Keywords-Pseudo-Bayesian Control, Multiple Packet Reception.

I. INTRODUCTION

For ubiquitous multi-access in wireless networks, a single
channel is shared by a population of devices or users. In order
to share this common transmission medium among users, a
Medium Access Control (MAC) protocol must be properly
designed. When users act in an independent manner, i.e.,
with minimum coordination between them, we need a suitable
Random Access Protocol (RAP). The area of RAPs started
with the seminal work by N. Abramson in 1970 [1], where
the ALOHA protocol was proposed. Later in 1972 [2], Roberts
adds to ALOHA the additional feature of slot synchronization,
so the S-ALOHA was proposed as a substantial improvements
of its throughput, increasing from the 1/2e ≈ 0.1839 channel
utility for pure ALOHA to 1/e ≈ 0.3679 packets/slot for
S-ALOHA. Since then, many RAPs based on the ALOHA
principles have been proposed for wired Local Area Networks
(LANs) and wireless (cellular, Wireless Fidelity (WiFi), etc.)
communication systems. The main advantage of ALOHA
protocol is its easy and simple implementation. Unlike Carrier
Sense Multiple Access (CSMA) protocol, in ALOHA no
sensing functioning needs to be performed. Furthermore, the
hidden terminal effect that can significantly deteriorate the
CSMA performance does not affect the operation of the
ALOHA protocol. A basic background on this matter can be
found in [3] [5] [7].

ALOHA alike protocols are inherently located at the MAC
layer. The improvement of ALOHA protocols can be achieved
when combining with other physical layer techniques such as
Multi-User Detection (MUD), Multiple-Input Multiple-Output

(MIMO) or a combination of both techniques (MU-MIMO).
In MUD, a single receiver is able to decode the intended
signals from interference and noise. MUD techniques include
Maximum-Likelihood (ML), Parallel Interference Cancella-
tion (PIC), Successive Interference Cancellation (SIC), etc.
In MIMO technique, more than one antenna at transmitter
and at the receiver part are installed to get improvements in
parameters such as throughput and channel robustness. For
more details, interested readers are referred to [11]. At the
physical layer, the use of MIMO, MUD and SIC will benefit
the Multiple Packet Reception (MPR) reception technique. So,
a cross layer cooperation based on the use of at the physical
layer and the S-ALOHA protocol at the MAC layer will bring
benefits in the throughput of wireless access system. Thanks
to this cooperation, we can enjoy the M -MPR capability.

Additional contributions in the M -MPR area can be found
in [6] [10]; where the number of packets that can be received
and decoded simultaneously is M , and the stability analysis
of MPR is studied in a deep way. In [12], the authors study
the M -MPR using the principle of MUD at the Base Station
(BS). The authors adopt the adaptive interference canceler
employing the Recursive Least Square Maximum Likelihood
Sequence Estimation (RLS-MLSE) scheme. Through com-
puter simulation and field trial under a realistic scenario, it
is shown that up to three (M = 3) simultaneously transmitted
packets can be detected, even though they limit their study
to M = 2. That is, for M = 2, very reliable of real time
applications, the maximum throughput can exceed 0.7, which
is a significant improvement compared to the convention S-
ALOHA of 1/e ≈ 0.3679.

In [14], a finite number of devices access to a common
wireless channel using S-ALOHA, where the M -MPR scheme
with the all-or-nothing philosophy is assumed. Devices oper-
ate in saturation conditions (there are always packets to be
transmitted) and the permission or transmission probability
is constant. Their analysis lacks of dynamic adaptation of
the transmission probability. In [15], the authors provide an
in-depth analysis of the M -MPR protocol for ALOHA and
CSMA random access algorithms. However, with regard to
ALOHA protocol, the analysis does not take into account the
arrival process that could joint backlogged data packets.

In order to avoid total loss of packets to collisions, several
strategies supporting power transmission have been proposed
for ALOHA packets [17] [18]. Hence, in [18], the authors
study the non-orthogonal random access technique for 5th
Generation (5G) networks in which due to the different level
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of the received power at the BS, it enables the BS to decode
two packets simultaneously using SIC. The analysis is carried
out in terms of access delay, throughput, and energy efficiency.

The capture effect can happen so allowing the decoding of
a number of packets lower or equal to the number of packets
that simultaneously coincide in the same time slot. The authors
of [12] provide an analysis quite parallel to our work but
the novelty of our work is the Bayesian estimation of the
number of users in contention in a framed-slotted ALOHA
environment, as an enhancement to the work by [4]. In [19],
the distribution of new plus backlogged packets are assumed
to follow a Poisson distribution.

In all these previous studies, the main assumption is that the
channel is ideal, i.e., neither fading nor interference happens.
All of them consider that the channel capacity is M and, when
the number of data packets in one slot is not greater than M
all packets can be successfully decoded, otherwise the slot is
considered as collision (garbled).

In this work, we assume a general model where αm,k

for 0 ≤ k ≤ m ≤ M denotes the conditional probability
to detect correctly k packets assuming that m packets were
transmitted. The aim of this paper is to extend the pseudo-
Bayesian broadcast control algorithm of Rivest [4] developed
to Single-Packet Reception (SPR) to the case of MPR. Then,
first we deal with a finite number of active devices and second
we follow with an arbitrary number of active devices. The
closest approach to our work or the most related work with
our paper is the one presented in [16], but they use the all-or-
nothing model defined below.

The rest of this paper is organized as follows. In Sec. II, we
describe the model of the system under study. In Sec. III, the
optimal permission probability for a given number of active
devices is derived. Sec. IV deals with the estimation of the
number of active devices, so with the updating permission
probability based on the Bayesian rules. In Sec. V, we intro-
duce the common assumption of Poisson distribution for the
number of active devices and the Pseudo Bayesian procedure
is described. In Sec. VI, some particular cases are studied. The
paper ends with conclusions in Sec. VII.

II. SYSTEM MODEL

Consider a time-slotted channel. A finite number of active
devices, sufficiently large enough, transmit their packets uplink
towards an Access Point (AP) or a 5G BS, i.e., nest generation
Node B (gNB). A given device becomes active when it has a
packet ready to transmit. Packets are of constant length that
fits with the length of the time-slot.

Devices follow the Immediate First Transmission (IFT)
principle instead of the Delayed First Transmission (DFT)
principle. That is, as soon as a given device becomes active the
corresponding packet joints the set of backlogged packets and
follows the RAP’s rules. In the RAP, all active devices (new or
backlogged) transmit with the same broadcast or permission
probability provided by the gNB instantly in the beginning of
a time-slot. In other words, new and backlogged packets are
treated in the same way. The permission probability is updated

by the gNB in a slot-by-slot basis according to the observed
results in each time slot and according to the expected number
of new active devices (the arrival process).

In the M -MPR model, the channel for transmission-
reception is represented by a set of conditional probabilities,
time invariant, given in the following the MPR stochastic
matrix [6],

A =
α0,0 0 . . . 0 α0,c

α1,0 α1,1 . . . 0 α1,c

...
...

. . .
...

...
αM,0 αM,1 . . . αM,M αM,c

αM>,0 = 0 αM>,1 = 0 . . . αM>,M = 0 1

 (1)

In (1), M> is identified as greater than M and αi,c denotes
the probability the receiver interprets as collision when i
packets are transmitted. The set {αi,j} contains the condi-
tional probabilities that characterize the transmission-reception
characteristics of the wireless channel. Each probability αi,j

is interpreted as follows. For an arbitrary time slot, first, we
assume that no packets are transmitted. Then, with probability
α0,0, the slot is correctly interpreted by the gNB, i.e., as a hole,
and with probability α0,c = 1 − α0,0, the empty slot may be
seen as a garbled or collision time-slot, for instance, due to the
interference and noise of the channel. Second, we assume that
a single packet has been transmitted, the second row of the
MPR matrix. Then, the gNB interprets, with probability α1,0,
as an empty slot (the transmitted packet might vanish due to
channel fading conditions), with probability α1,1, the packet is
correctly decoded and with probability α1,c = 1−α1,1−α1,0,
the slot is observed as a garbled time slot (collision). Third,
we assume that two packets are simultaneously transmitted,
the third row of the MPR matrix. Then, with probability α2,0,
the slot is observed as empty; with probability α2,1, one of the
two packets is correctly decoded while the other one is lost
(the capture effect [8]); with probability α2,2, both packets
are correctly decoded (using SIC techniques [18]), and with
probability α2,c = 1 − α2,0 − α2,1 − α2,2, the observed slot
is seen as garbled, as a collision slot. And so on. Finally,
when in the same observed time slot more than M packets
are transmitted, with probability 1, the gNB interprets as a
collision slot, i.e., for i > M we have αi,j = 0 and αi,c = 1.

In the M -MPR model, the all-or-nothing scheme has often
been considered. Accordingly, the receiving station is able
to successfully decode m simultaneous transmissions with
probability one if and only if m ≤ M and no decoding can be
achieved when m > M , which in turns means that A = I, the
identity matrix. This is the typical assumption in many papers
such as [15], [16], [19]. Our study generalizes this particular
case. For some particular cases, in the same way as in [9], we
consider the case where the set of probabilities {αi,j} being
system feature, are known a priori or a good estimation of
them is known.

III. BROADCAST OR PERMISSION PROBABILITIES

We consider a number of active devices Nt, each one with
a single packet ready to be transmitted at time-slot t. The idea

29Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-288-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

UBICOMM 2025 : The Nineteenth International Conference on Mobile Ubiquitous Computing, Systems, Services and Technologies

                            39 / 52



is to use the optimal broadcast or permission probability that
maximizes some relevant function, such as the throughput,
defined as the mean number of packets successfully transmit-
ted in time-slot t. Here, we obtain the optimum permission
probability, first when the number of active devices is finite
and second when this number follows a given distribution.

A. For a Fixed Number of Active Devices

We assume a fixed number of active devices, Nt = n,
each one with one packet ready to be transmitted at time-
slot t. We consider that n > M . Nt needs to be estimated,
but initially we assume that the gNB has perfect knowledge
of it. Each active device will transmit with the probability
of permission bM,t and will wait for the next slot with the
probability wM,t = 1 − bM,t (the IFT principle). Then, the
following events are considered, empty slot (hole), slot with
m successes (success=m), with 0 ≤ m ≤ M , and slot with
collision; i.e., the probability of observing a hole,

Pr(hole/(Nt = n, bM,t)) =

HbM,t(n) =
∑M

k=0
Bn

k (bM,t)αk,0,
(2)

where Bn
k (bM,t) denotes the binomial distribution,

Bn
k (bM,t) =

(
n
k

)
bkM,t.w

n−k
M,t , 0 ≤ k ≤ n.

The probability of observing m successes,

Pr(success = m/(Nt = n, bM,t)) =

Sm,bM,t(n) =
∑M

k=m
Bn

k (bM,t)αk,m,
(3)

and, the probability to observe a collision,

Pr(collision/(Nt = n, bM,t)) =

CbM,t(n) = 1−HbM,t(n)−
∑M

m=1
Sm,bM,t(n) =

1−
∑M

m=0
Sm,bM,t(n); (S0,bM,t(n) = HbM,t(n)).

(4)

Observe that the event hole can be regarded as the event
m = 0 success, i.e., HbM,t

(n) = S0,bM,t
(n), and this explains

the last equality in (4). The mean value of the number of
packets successfully transmitted is given, after some simple
rearrangement of terms, by

E(#successes/(Nt = n, bM,t)) =∑M
m=1 mPr(success = m/(Nt = n, bM,t))

=
∑M

m=1 m
∑M

k=m Bn
k (bM,t)αk,m =

∑M
m=1 B

n
m(bM,t)αm,

(5)
where αm =

∑m
k=1 kαm,k (0 < m ≤ M ) is the expected

number of correctly decoded packets when m packets are
transmitted simultaneously in the same time-slot [13]. The
maximum of (5) can be computed by differentiating and root
finding. Then, from (5), we have found for b̂M,t (also, see (5)
in [15] where αm = m),

b̂M,t =

∑min (n,M)
m=1 mαmBn

m(b̂M,t)

n
∑min (n,M)

m=1 αmBn
m(b̂M,t)

= hM,α(b̂M,t) (6)

with α = [α1, α2, . . . , αM ]. In (6) we can apply the fixed
point iteration method, i.e., b̂(i+1)

M,t = hM,α(b̂
(i)
M,t), i = 1, 2, . . .,

with b̂
(0)
M,t ∈ [0, 1] and the optimum permission probability

b̂M,t = b̂
(∞)
M,t is obtained, i.e., the iteration always converges

to the unique solution. Moreover, explicit expressions can be
found for M = 1, 2, and 3. When M = 1, we have α≥2,c = 1,
equivalent to α≥2 = 0 and trivially we obtain b̂1,t = K1/n =
1/n. When M = 2, α≥3,c = 1 (equivalent to α≥3 = 0), the
optimum value of the permission probability, b̂2,t is,

b̂2,t =
(n−1)α2−(n+1)α1+

√
∆

n
[
(n−1)α2−2α1

] > 1
n ; , n = 3, 4, . . .

with ∆ = (n−1)
[
(n−1)

(
α2
1+α2

2

)
−2α1α2

]
= (n−1)

[
n
(
α2
1+

α2
2

)
−
(
α1 + α2

)2]
. For large values of n we can write,

b̂2,t ≈
α2 − α1 +

√
α2
1 + α2

2

nα2
=

K2

n
>

1

n
; , n = 3, 4, . . .

with

K2 = 1 +

√
1+

(
α2/α1

)2
−1

α2/α1
= 1 +

√
1+x2−1

x =

1 + 1
2x− 1

22.2!x
3 + 1.3

23.3!x
5 − 1.3.5

24.4!x
7 + 1.3.5.7

25.5! x
9 . . .

and x =
α2,1+2α2,2

α1,1
= α2

α1
.

(7)

Note that when α2 → 0, i.e., x → 0, the evaluation of (7)
using the closed form (the expression with a square root) may
lead to some imprecise calculation. In this case we could use
the approximation given by the Taylor expansion.

Due to the page limit, we omit the exact analytical expres-
sion for M = 3. In general, for any M , and for large values
of n, b̂M,t can be expressed as b̂M,t ≈ KM/n. In fact, (5) can
be approximated by

E(#successes/(Nt = n, bM,t)) =

≈
∑M

m=1
(nbM,t)

m

m! αme−nbM,t .
(8)

B. For a Random Number of Active Devices.

Now, we assume that Nt follows a discrete probability
distribution, pn,t, with Generator Function (GF), given by,
respectively

Pr(Nt = n) = pn,t; P ∗
t (z) =

∞∑
n=0

pn,tz
n. (9)

Furthermore, we assume that the gNB has a perfect knowl-
edge of pn,t. Therefore, unconditioning (5) with pn,t, the
throughput, which defined as the expected number of successes
at time-slot t, is given by, after some algebra,
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TM,α(bM,t) = E(Pr(success at slot t)/bM,t) =∑M
m=1

bmM,t

m!
dmP∗

t (wM,t)
dwm

M,t
αm.

(10)

The optimum permission probability b̂M,t = 1 − ŵM,t

that maximizes (10), a polynomial in the unknown variable
bM,t, can be computed by differentiating and root finding.
In a practical sense, the computation required to obtain bM,t,
would be time consuming. This can be avoided by using the
approximation b̂M,t ≈ KM/E(Nt). However, the pseudo-
Bayesian broadcast algorithm described in the next section
appears to be an excellent approach [4].

IV. ESTIMATING NUMBER OF ACTIVE DEVICES

In an M -MPR channel, the permission probability b̂M,t to
be used in time-slot t is evaluated according to the procedure
described in previous section. b̂M,t is updated on a slot-by-
slot basis. The update procedure is based on the outcomes in
time-slot t observed by the gNB and on the arrival process
of new packets, i.e., on the number of devices that become
active during time-slot t. For the first item, we apply Baye’s
rule, as suggested in [4]. For the second item we consider a
general distribution {an,t} with GF, A∗(z) =

∑∞
n=0 an,tz

n.
Furthermore, the arrival process is assumed to be independent
of the RAP.

A. Bayesian Updating of the Probability Vector

Assume that the procedure to estimate the probability vector
Nt, pt = [p0,t, p1,t, p2,t, . . .], is reasonably good. Now, we
describe how the gNB updates this probability vector of Nt,
given that slot t was a hole, a success-m, or a collision. Denote
E=Evidence (hole, success-m, collision) and H=Hypothesis
(Nt = n data packets). The Bayes’ rule tells us,

Pr(H/E) =
Pr(E/H)Pr(H)

Pr(E)
. (11)

Then, the gNB will use the evidence available up to time-
slot t to update {pn,t}, given the available evidence. This is
the so called Bayesian broadcast procedure, since it relies
on Bayesian reasoning to estimate pt = [p0,t, p1,t, p2,t, . . .]
according to (11).

Let p′n,t denote the final probability Pr(Nt = n/Et) where
Et is the slot t evidence (hole, success-m, or collision), i.e.,
p′t = [p′0,t, p

′
1,t, p

′
2,t, . . .]. The probabilities p′n,t (Pr(H/E))

are easily obtained using Bayes’ rule by multiplying each
initial probability pn,t (Pr(H)) by the appropriate likelihood
HbM;t

(n), Sm,bM;t
(n) or CbM;t

(n) (Pr(E/H)) (see (2), (3)
and (4)), according to whether a hole, success-m, or collision
was observed, and then normalizing so that the p′n,t add up to
one. Then, the numerator of (11) is evaluated as follows,

If the gNB observes a hole,

p′t =
[p0,tHbM;t

(0), p1,tHbM;t
(1), . . .]

Cht
. (12)

If the gNB observes a success-m event, for m =
1, 2, . . . ,M ,

p′t =
[p0,tSm,bM;t

(0), p1,tSm,bM;t
(1), . . .]

Csm,t
. (13)

Finally, if the gNB observes a collision event,

p′t =
[p0,tCbM;t

(0), p1,tCbM;t
(1), . . .]

Cct
. (14)

where Cht =
∑∞

n=0 pn,tHbM;t
(n), Csm,t =∑∞

n=0 pn,tSm,bM;t
(n) and Cct =

∑∞
n=0 pn,tCbM;t

(n)
are the respective normalization constants. Note that the case
hole can be regarded as a particular case of success-m when
m = 0, i.e., HbM;t

(k) = S0,bM;t
(k) and Cht = Cs0,t.

B. Modeling Successful Packet Transmission

When the gNB observes the evidence Sm (m =
1, 2, . . . ,M ), the number of packets pending to be transmitted
is m less than the estimated number before the access action.
For the evidences H and C the number of packets that are
pending to gain the access in the next time slot t+1 is the same
as the one we have at time slot t. Therefore, considering the
observations, hole, success-m (m = 1, 2, . . . ,M ) or collision,
we have, including the GF of the probability vector,

If a hole is observed,

p
′′

n,t = p′n,t ⇒ P
′′∗
t (z) = P

′∗
t (z). (15)

If a success-m is observed,

p
′′

n,t = p′n+m,t ⇒ P
′′∗
t (z) = P

′∗
t (z)z−m. (16)

If a collision is observed,

p
′′

n,t = p′n,t ⇒ P
′′∗
t (z) = P

′∗
t (z). (17)

C. Modeling the Arrivals of New Packets

Let us assume that new packets arrive independently of the
the contention process. Assuming a memoryless arrival process
on a slot basis, we define an,t the probability that n packets
are generated in time slot t with GF A∗

t (z) =
∑∞

n=0 an,tz
n.

Furthermore, we also assume that ân,t, (Â∗
t (z)), the estimation

of an,t, (A∗
t (z)), it can be done with sufficient accuracy.

D. The Probability Vector at Time Slot t+1

Since the arrival process is independent of the RAP, the GF
of probability vector at time-slot t + 1 is the product of the
two related generating functions, i.e.,

P ∗
t+1(z) =

∑∞
n=0

pn,t+1z
n = P

′′∗
t (z)Â∗

t (z) =
P

′∗
t (z)Â∗

t (z), hole

P
′∗
t (z)z−mÂ∗

t (z), success−m

P
′∗
t (z)Â∗

t (z), collision

(18)

and the optimum broadcast probability b̂M,t+1 for the next slot
t+ 1 is derived using the vector probability given by (18) in
(10) and the root finding procedure. With this last step, the
cycle is completed.
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V. THE PROBABILITY VECTOR: POISSON ARRIVALS

The previous procedure can be simplified by assuming that,
in the same way as in many other works, [4], [5], [6], [12],
[16], [18], [19], the vector of probabilities pn,t at time-slot
t, (new arrivals + backlogged packets) can be approximated
reasonably, by a Poisson distribution with rate νt. In this case,
(9) turns as,

pn,t =
(νt)

n

n!
e−νt , P ∗

t (z) = eνt(z−1). (19)

Observe that now, the slot-by-slot updating procedure for
the probabilities pn,t is simplified to the task of updating the
rate νt = E(Nt), i.e., the single parameter that defines the
Poisson distribution. We recall that νt is the average number
of active devices at the beginning of time-slot t and it must be
estimated. Then, inserting (19) into (10) and with the notation
x = νtbM,t, after some algebra,

TM,α(x) = E(Pr(success at slott)/bM,t) =

=
∑M

k=1
(νtbM,t)

k

k! αke
−νtbM,t =

∑M
k=1

xk

k! αke
−x.

(20)

Notice that the throughput is a function of the product x =
νtbM,t. Let x̂M = KM be the value that maximizes TM,α(x).
Then, setting to zero the first derivative of (20), we have,

dTM,α(x)dx =

M∑
k=1

(
xk−1

(k − 1)!
αk − xk

k!
αk

)
e−x = 0 (21)

Leaving aside the exponential factor e−x, the condition in
(21) can be expressed in the following form,

x =
x
∑M

k=1
xk−1

(k−1)!αk∑M
k=1

xk

k! αk

= hM,α(x) (22)

where we have defined the function hM,α(x).
In addition, it is trivial to check that hM,α(x) < hM+1,α(x)

for 0 < x, we can assert that, . . . x̂M−1 < x̂M < x̂M+1 . . ..
Therefore, additional computing time savings can be achieved
by choosing as the initial estimation for x̂M+1 the previous
value, i.e., x(0)

M+1 = x̂M = KM .
For M = 1, 2, 3, closed form expressions are obtained for

x̂M = KM ; but, in general numerical computation to find KM

is required.
Since Nt is randomly distributed and since b̂M,t is a

probability where x̂M = νtb̂M,t we finally set,

b̂M,t = 1− ŵM,t = min

(
KM

νt
, 1

)
. (23)

Clearly, νt in (23) is unknown so it needs to be estimated
and adapted in a slot-by-slot manner. Let ν̂t denote the
estimation of νt at the beginning of time-slot t (in (23) ν̂t
will be used instead of νt). Then, as we have discussed
before, ν̂t+1, the estimation of νt+1, is supported by two
items. First, by the outcomes of slot t observed by the gNB.
Second, by the arrival process of new packets that joint the

backlogged packets and follow the common RAP. Remember,
the algorithm is supported by the IFT principle.

A. Bayesian Updating of the Probability Vector

If the gNB observes a hole, (12) becomes, after the normal-
ization step,

p′n,t =

∑M

k=0
Bn

k (bM,t)αk,0∑M

k=0

(νtbM,t)
k

k! αk,0

νn
t

n! e
−νtwt ; n ≥ 0. (24)

with GF,

P
′∗
t (z) =

∑M

k=0

(νtbM,tz)
k

k! αk,0∑M

k=0

(νtbM,t)
k

k! αk,0

eνtwM,t(z−1). (25)

We observe that (25) is a weighted sum of M + 1 Poisson
distributions, where each distribution is obtained by shifting
k positions to the right (k = 0, 1, . . . ,M ) the distribution
eνtwM,t(z−1). Consequently, we could reconsider the initial
hypothesis of Poisson distribution for pn,t and to inquire about
a linear combination of M + 1 Poisson distributions as a
better distribution for pn,t. However, to derive this possibility
is beyond the scope of this paper.

The first derivative of P
′∗
t (z) evaluated at z = 1 is,

mean valueE=H = νtwM,t +

∑M

k=0
k

(νtbM,t)
k

k! αk,0∑M

k=0

(νtbM,t)
k

k! αk,0

=

νt − x

∑M

k=0

xk

k! (αk,0−αk+1,0)∑M

k=0

xk

k! αk,0

(26)

with x = νtbM,t and αM+1,0 = 0, see channel characteristics
in (1). Observe that, according to (15), (16), (17), we identify
P

′′∗
t (z) = P

′∗
t (z).

Note that if αk,0 = δk,0 (Kronecker delta) then
meanvalueE=H = νtwM,t = max(νt − KM , 0). In other
words, if bM,t = 1, we are certain that the number of data
packets ready for transmission was zero. Otherwise, this case
cannot be confirmed when bM,t < 1.

If the gNB observes the success-m event (13), i.e., m
packets are successfully decoded, including the normalization
step, we have,

p′n,t =


0;n = 0, 1, . . . ,m− 1;∑M

k=m
Bn

k
(bM,t)αk,m∑M

k=m

(νtbM,t)
k

k!
αk,m

νn
t
n!

e−νtwM,t ; n ≥ m.
(27)

with a generating function,

P
′∗
t (z) =

∑∞
n=0 p

′
n,tz

n =∑M

k=m

(νtbM,tz)
k

k! αk,m∑M

k=m

(νtbM,t)
k

k! αk,m

eνtwM,t(z−1).
(28)

As in (25), we observe that (28) is a weighted sum of M −
m+1 Poisson distributions, where each distribution is obtained
by shifting the same distribution eνtwM,t(z−1) k positions to
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the right (k = m,m+ 1, . . . ,M ). The first derivative of (28)
evaluated at z = 1, gives us, after some simple algebra,

mean valueE=Sm
=

= νt +m− x+

∑M

k=m
(k−m) xk

k! αk,m∑M

k=m

xk

k! αk,m

(29)

with x = νtbM,t.
As soon as at least one of the parameters αk,m (k = m,m+

1, . . . ,M ) is greater than zero (column m of matrix A, (1)),
the first fraction in (29) is greater than or equal to m and
it is a non-decreasing function for x = νtbM,t ≥ 0. First,
it is trivial to see that, for x → 0 the fraction approach to
m (L’Hopital’s rule). To check the non-decreasing property,
we proceed in a similar manner to the checking procedure
we use for hM,α(x) in (22). Then, the interpretation of (29)
is that when the event success-m is observed by the gNB at
least m packets, those that successfully pursue medium access,
were transmitted in the observed time slot. We add further
discussions when dealing with two particular cases in Sec. VI.

Then, from (16), the construction of P
′′∗
t (z) implies that,

after the observation success-m, the distribution of p′n,t must
be shifted m positions to the left. We do this action with the
term z−m, i.e., P

′′∗
t (z) = P

′∗
t (z)z−m. Also, we remark the

fact that the event “hole”, (25), (26), can be seen as a particular
case of the event success-m, (28), (29), for m = 0.

When considering the all-or-nothing channel model, i.e.,
when αk,m = δk,m for 0 ≤ m ≤ M , then mean valueE=Sm

=
νtwM,t = max(νt − KM , 0). In other words, if bM,t was
one, we are certain that the number of data packets ready
for transmission was m. If bM,t < 1, some uncertainty exists
about such an assumption.

When the gNB interprets as collision, i.e., one garbled slot
is observed, (14) becomes, including the normalization step,

p′n,t =

= (νt)
n

n! e−νtwM,t

1−
∑M

k=0

(
n
k

)
bkM,tw

n−k
t (1−αk,c)

eνbM,t−
∑M

k=0

(
n
k

)
bk
M,t

wn−k
t (1−αk,c)

(30)
where αk,c = 1 −

∑k
l=0 αk,l for k ≤ M and αk,c = 1 for

k > M . Its generating function is,

P
′∗
t (z) = P

′′∗
t (z) =

eνtbM,tz−
∑M

k=0
(1−αk,c)

(νtbM,t)
k

k! zk

eνtbM,t−
∑M

k=0
(1−αk,c)

(νtbM,t)
k

k!

eνtwM,t(z−1).
(31)

where the first equality in (31) comes from (17). Notice that,
in opposite way to (25) and to (28), (31) is not represented by
a linear combination of Poisson distributions.

The first derivative of (31) in z = 1 gives us, using the
notation of x = νtbM,t

mean valueE=C = νt + x

∑M

k=0
(αk+1,c−αk,c)

xk

k!

ex−
∑M

k=0
(1−αk,c)

xk

k!

. (32)

Note that it is reasonable to assume that the fraction of (32)
is positive for x > 0. In fact, obviously the denominator is
always positive since ex >

∑M
k=0(1 − αk,c)x

k/k!. Also, the
numerator is always positive as we admit the common sense
assumption that αk+1,c ≥ αk,c, meaning that the probability
of observing a collision with k+1 packets is not less than the
probability of observing a collision with k packets.

B. Modelling Successful Packet Transmission

For arrival, we also simplify the Poisson process with rate
λt. Then, inserting (25), (28) and (31) into (18), we observe
that, in general the resulting estimated probability vector for
time-slot t + 1 is no longer Poisson, i.e., P

′′∗
t (z)eλ̂t(z−1) ̸=

eν̂t+1(z−1). Nevertheless we can approach the resulting distri-
bution of P

′′∗
t (z)eλ̂t(z−1) by one of Poisson for pn,t+1 with

mean value ν̂t+1 equal to the mean value of the computed
vector probability P

′′∗
t (z)eλ̂t(z−1). In other words, we obtain,

by using x = ν̂tbM,t, that
For a hole,

ν̂t+1 = λ̂t + νt − x+

∑M

k=0
k xk

k! αk,0∑M

k=0

xk

k! αk,0

; (33)

For a success-m,

ν̂t+1 = λ̂t + ν̂t − x+

∑M

k=m
(k−m) xk

k! αk,m∑M

k=m

xk

k! αk,m

; (34)

For a collision,

ν̂t+1 = λ̂t + ν̂t + x

∑M

k=0
(αk+1,c−αk,c)

xk

k!

ex−
∑M

k=0
(1−αk,c)

xk

k!

; (35)

Then, the deriving cycle is completed.

C. The Pseudo Bayesian Procedure

Here we summarize how the procedure works. At the end
of time-slot t − 1, the gNB estimates the number of devices
(new arrivals + backlogged), ν̂t, that will be active in the next
time-slot t. Based on (33), (34) and (35), the gNB needs to,

• inform about the permission probability, bM,t =
min(KM/ν̂t, 1), for time-slot t used by all active devices.

• if the gNB observes a success-m (m = 0 is a hole, while
0 < m ≤ M indicates a success with multiplicity m)
decrement the actual estimation ν̂t as,

ω̂t = ν̂t −
(
KM −

∑M
k=m(k −m)

Kk
M

k! αk,m∑M
k=m

(ν̂tbM,t)k

k! αk,m

)
; (36)

• if the gNB observes a collision increment the actual
estimation ν̂t as,

ω̂t = ν̂t +KM

∑M
k=0(αk+1,c − αk,c)

Kk
M

k!

eKM −
∑M

k=0(1− αk,c)
Kk

M

k!

; (37)

the gNB configures,
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TABLE I. M -MPR: OPTIMAL THROUGHPUT TM,α(x̂M ) WITH
x̂M = KM FOR A CHANNEL WITH MAXIMUM CAPACITY; αm = m,

m = 1, 2, . . .M ; I.E. MATRIX A = I, SEE (1).

M → 1 2 3 4
TM,α(x̂M ) 0.36879 0.83996 1.37110 1.94238
x̂M = KM 1.00000 1.61803 2.26953 2.94518

ν̂t+1 = ω̂t + λ̂t (38)

where the estimation value λ̂t can be set equal to the
number of successful packet transmitted in time-slot t.

VI. SOME PARTICULAR CASES

As illustrative examples, we discuss in this section the
obtained results for two cases in M -MPR. First, the all-or-
nothing model and second the non-perfect capture model.

A. The All-or-Nothing Model

In this case, the channel is characterized by the identity
matrix of suitable dimensions, i.e., A = I, which means
that αm,m = 1, i.e., αm = m for all 0 ≤ m ≤ M and
αm,c = 1 for all m > M . These are the transmission-
reception characteristics used in [16]. Then, the throughput,
TM,α(νt, bM,t) is given by,

TM,α(νt, bM,t) =
∑M

m=1

(νtbM,t)
m

(m−1)!
e−νtbM,t =

∑M

m=1

νm
t

(m−1)!
e−νt ; νt ≤ KM → bM,t = 1;∑M

m=1

Km
M

(m−1)!
e−KM ; νt > KM → bM,t < 1.

(39)

For M = 1, the SPR case, K1 = 1 regardless the value
of α1. The maximum achievable throughput is e−1α1 ≈
0.3679α1, then equal to e−1 (S-ALOHA) when α1 = 1.

For M = 2, K2 = (1+
√
5)/2 ≈ 1.618034, see (7), and the

maximum throughput is ≈ 0.839962 (coincident with [12]).
For M = 3, K3 = (S1 + S2 + 1)/3 ≈ 2.26953084

where S1,2 =
3
√
37± 3

√
114, and the maximum achievable

throughput is ≈ 1.37110.
For M > 3 we do not find a closed form expression, so we

resort to numerical calculation as has described above.
Table I shows the maximum throughput TM,α(x) for the

all-or-nothing model in M -MPR for several values of M , in
coincidence with the values obtained in [12].

About the Pseudo Bayesian procedure in this case we notice
that in case of hole or success-m, (36) becomes (the same
action for all those events),

ω̂t = ν̂t − ν̂tbM,t =

ν̂t −min(KM , ν̂t) = max(ν̂t −KM , 0);
(40)

and in case of collision, we have from (37)

ω̂t = ν̂t +

KM+1
M
M !

eKM −
∑M

k=0

Kk
M
k!

; (41)

The final step is achieved when (41) is inserted into (38).

TABLE II. M -MPR: ∆ν̂t FOR A “ALL-OR-NOTHING” CHANNEL;
αm = m, m = 1, 2, . . .M (MATRIX A = I, SEE (1)).

M → 1 2 3 4
hole, m = 0 -1.00000 -1.61803 -2.26953 -2.94518
success, m = 1 -1.00000 -1.61803 -2.26953 -2.94518
“, m = 2 - -1.61803 -2.26953 -2.94518
“, m = 3 - - -2.26953 -2.94518
“, m = 4 - - - -2.94518
“, m = 5 - - - -
“, m = 6 - - - -
collision, m > M 1.39221 1.89876 2.34994 2.76516

The fraction in (41) is the bias or error of the a priori
estimate of ν̂t evaluated at the beginning of time-slot t.
At the end of this time-slot t, after the observation of the
event collision has been taken into account, ω̂t reflects the a
posterior estimate of the number of packets involved in that
collision. In other words, ω̂t is the corrected estimate of ν̂t.
Notice that for ν̂t → 0 the bias approaches to M + 1, i.e.,
ω̂t → M + 1 as expected. That is, since the system is an M -
MPR with the all-or-nothing capability, M+1 is the minimum
number of packets involved in one collision, very close to this
value for very low traffic. Although, surprisingly, the bias in
(41) decreases when ν̂t increases from zero up to ν̂t = KM (in
this interval the probability bM,t keeps constant equal to one)
the net effect is that the a posterior estimate ω̂t increases when
ν̂t increases, as common sense dictates. Note that it is straight-
forward to check that the first derivative of the bias is negative
for any value of x = νtbM,t. However, it is also surprising that
the bias remains constant, for values of ν̂t > KM (in this case
bM,t < 1). That is, when ν̂t > KM (bM,t < 1) the bias keeps
constant, equal to 1.39221, 1.89876, 2.34994, . . . respectively
for M = 1, 2, 3, . . .. Those values are reflected in the row
collision of Table II and are the positive bias we use for the
Bayesian estimation of the number of packets involved in one
collision.

Moreover, it is worth mentioning that the maximum achiev-
able throughput per slot, TM,α(x̂M ), increases with M , as
expected, i.e., starting with ≈ 0.3679 for SPR, i.e., M = 1,
then to ≈ 0.839962 for M = 2, then to ≈ 1.37110 for M = 3,
and so on. In fact, it is a linear increasing form.

Then, we conclude that it is trivial to compute the updated
broadcast or permission probability b̂M,t as has been summa-
rized in Sec. V-C. We remark that the gNB acts according
to a binary feedback, i.e., non-collision versus collision, as
observed in Table II.

B. The Non-Perfect Capture Effect Model

With this model, the gNB has the chance to correctly decode
one packet despite the presence of other packets in the same
time slot. In general, the probability that one packet is decoded
successfully depends on the number of packets involved in the
collision [8]. Here we study the simple case of non-perfect
capture, i.e., according to a noiseless channel based on [3],
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α0,0 = 1; αm,1 =

{
1; m = 1,
qm; m = 2, . . . ,M
0; m > M.

;

αm,c =

{
0; m = 0, 1.
1− qm; m = 2, . . . ,M
1; m > M.

;

(42)

so, α0 = 0, α1 = 1 and αm = qm for m = 2, . . . ,M .
Equivalently, in matrix form,

A =


1 0 . . . 0 0
0 1 . . . 0 0

...
...

. . .
...

...
0 qM . . . 0 1 − qM

α>M,0 = 0 α>M,1 = 0 . . . α>M,M = 0 1


(43)

Clearly, we have the perfect capture case when q = 1. On
the other hand, when q → 0, the model degenerates to the SPR
model in which M = 1, i.e., no capture effect. In general, a
greater capture capability is obtained with large values of q
(to deal with how the value of q could be estimated is out
of the scope of this paper). Then, the events observed by the
gNB are: hole, success-1, and collision, and the corresponding
actions associated to (36) and (37) become as,

If a hole is observed

ω̂t = max(ν̂t −KM , 0); (44)

If a success-1 is observed (m = 1)

ω̂t = ν̂t−
(
ν̂tbM,t−

∑M
k=2(k − 1)

(qν̂tbM,t)
k

k!

ν̂tbM,t +
∑

k = 2M
(qν̂tbM,t)k

k!

)
; (45)

If a collision is observed,

ω̂t = ν̂t + ν̂tbM,t.

.
(1−q)ν̂tbM,t+

∑M

k=2
qk(1−q)

(ν̂tbM,t)
k

k! +qM
(ν̂tbM,t)

M

M!

eνtbM,t−1−ν̂tbM,t−
∑M

k=2

(qν̂tbM,t)
k

k!

.
(46)

From previous expressions, we have ternary feedback in the
non-perfect capture effect. The optimal throughput has been
evaluated for several values of the parameter q, see (20);

TM,α(x̂M ) =
∑M

m=1
x̂k
M

k! αke
−x̂M . (47)

The results are reported in Table III.

VII. CONCLUSIONS

In this paper, we generalize the pseudo-Bayesian broadcast
control algorithm when the communication system works in
the environment of M -MPR in a time slot-based scheme. Up
to M packets that are simultaneously are transmitted in the
same time slot can be received and perfectly decoded. To that
purpose, the use of capture effect, SIC, and MIMO techniques
are essential to increase throughput.
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TABLE III. M -MPR: OPTIMAL THROUGHPUT TM,α(x̂M = KM ) FOR A
CHANNEL WITH NON-PERFECT CAPTURE EFFECT ACCORDING TO (43).
q ↓ M → 1 2 3 4

0.0 TM,α(x̂M ) 0.36787 - - -
x̂M = KM 1.00000 - - -

0.1 TM,α(x̂M ) 0.36787 0.36972 0.36978 0.36978
x̂M = KM 1.00000 1.00500 1.00533 1.00534

0.3 TM,α(x̂M ) 0.36787 0.38480 0.38662 0.38676
x̂M = KM 1.00000 1.04490 1.05460 1.05578

0.5 TM,α(x̂M ) 0.36787 0.41659 0.42659 0.42814
x̂M = KM 1.00000 1.12310 1.17364 1.18606

0.7 TM,α(x̂M ) 0.36787 0.46786 0.50236 0.51222
x̂M = KM 1.00000 1.23183 1.38575 1.45989

0.9 TM,α(x̂M ) 0.36787 0.54132 0.63352 0.68095
x̂M = KM 1.00000 1.35419 1.67287 1.94236

1.0 TM,α(x̂M ) 0.36787 0.58693 0.72603 0.81671
x̂M = KM 1.00000 1.41421 1.81712 2.21336
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Abstract—Biodiversity loss driven by climate change, habitat 

degradation, and anthropogenic pressures demands efficient 

wildlife monitoring solutions. Conventional methods are often 

costly, invasive, and limited in spatial or temporal coverage. 

Acoustic monitoring provides a non-intrusive alternative but 

faces challenges related to high data volumes, limited power 

availability, and restricted communication bandwidth in remote 

deployments. This paper presents a low-power distributed 

acoustic sensor network for autonomous wildlife monitoring, 

with emphasis on bird species. Each node combines an ESP32 

microcontroller, a high-sensitivity digital microphone, and a 

Long Range (LoRa) transceiver to capture and transmit event-

triggered audio. Real-time Fast Fourier Transform (FFT) 

analysis detects relevant acoustic activity, triggering Adaptive 

Differential Pulse Modulation (ADPCM) compression and 

LoRa-based transmission to a central receiver. The backend 

decodes the audio, applies the BirdNET Artificial Intelligence 

(AI) model for species identification, and stores results in a 

MongoDB database with web-based visualization. Experimental 

validation demonstrates high detection reliability for species 

with distinctive calls, confirming the system’s scalability, energy 

efficiency, and suitability for long-term biodiversity monitoring 

in remote environments without continuous connectivity. 

Keywords-. LoRa, acoustic sensors, wildlife monitoring, 

bioacoustic, low-power IoT, BirdNET, FFT, ADPCM 

compression, environmental sensing, edge computing. 

I.  INTRODUCTION 

In recent decades, biodiversity conservation has become a 

global priority. Impacts resulting from climate change, 

urbanization, intensive agricultural expansion, and noise 

pollution are causing a drastic decline in many animal species, 

such as birds and insects. These species groups are essential 

to ecological balance due to their role in pollination, biological 

pest control, and forest regeneration [1].  

Therefore, passive and noninvasive wildlife monitoring 

has become a fundamental research and environmental 

management tool. Traditional wildlife monitoring methods, 

such as camera trapping or manual censuses, present 

significant limitations regarding coverage, cost, impact, and 

dependence on the human factor. Faced with these 

restrictions, distributed acoustic sensors have proven to be an 

effective alternative for detecting animal presence through 

their vocalizations or sounds associated with their activity [2]. 

Acoustic technology allows species to be detected even in low 

visibility conditions or at night, greatly expanding observation 

time windows. 

However, one of the main challenges facing acoustic 

monitoring systems is data processing and transmission. 

Continuous audio recording generates large volumes of 

information, which algorithms for artificial intelligence must 

efficiently manage for storage, transmission, or processing. 

Furthermore, these systems must operate in remote areas 

without electrical infrastructure or conventional connectivity. 

In this scenario, Low-Power Wide-Area Network 

(LPWAN) technologies, such as LoRaWAN have emerged as 

promising solutions. LoRaWAN enables data transmission 

over long distances (up to several kilometers) with minimal 

power consumption, utilizing Europe's free 868 MHz 

spectrum. Unlike other alternatives such as Sigfox or 

Narrowband Internet of Things (NB-IoT), LoRaWAN stands 

out for its flexibility, low cost, and open ecosystem, which 

facilitates its adoption in academic and industrial settings [3]. 

This paper proposes designing and implementing a 

distributed network of autonomous acoustic sensors for 

wildlife detection, focusing primarily on birds. The system 

comprises nodes based on ESP32 microcontrollers and high-

sensitivity digital microphones (such as the INMP441), 

capable of performing real-time spectral analysis using FFT. 

Only in the presence of acoustic activity within the expected 

frequency ranges does the system trigger audio recording and 

compression, which is then transmitted in fragments via LoRa 

to another node, which then transmits to its web server. On the 

server, the Python backend is responsible for receiving and 

assembling the audio fragments, decoding them, and 

analyzing them using the locally running BirdNET tool. 

BirdNET has demonstrated high accuracy in species 

classification using convolutional neural networks trained 

with millions of acoustic recordings from birds worldwide. 

After species identification, the data is stored in a MongoDB 

database, from which interactive dashboards are generated for 

visualization and temporal and geographic analysis. The 

added value of this project lies in the combination of four key 

elements:  

• real-time acoustic detection. 

• energy efficiency. 
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• optimized LoRa communication.  

• intelligent local processing. 

This architecture allows the system to be deployed in rural 

or protected areas without constant maintenance or connection 

to mobile or Wi-Fi networks. Furthermore, its modular and 

open design facilitates scalability and adaptation to different 

ecological contexts. 

The need for this type of solution is evident in the face of 

ecosystem management and protection challenges. In 

European countries like Spain, the decline of endemic species, 

such as the lesser grey shrike (Lanius minor) and the black 

stork (Ciconia nigra), requires new monitoring tools that allow 

for rapid and precise action. Ultimately, this project responds 

to a real need to improve environmental monitoring systems 

through low-cost, highly efficient, and minimally intrusive 

technologies. It provides a viable, replicable, and sustainable 

solution for researchers and administrators. 

The main objective of this work is to design, implement, 

and validate a low-power distributed acoustic sensor network 

capable of autonomously detecting and identifying wildlife 

species—particularly birds—in remote environments without 

continuous connectivity, and to integrate the collected data 

into a digital twin for environmental monitoring. The 

proposed system combines energy-efficient hardware, 

optimized communication via LoRa, and artificial 

intelligence-based bioacoustic analysis to provide a scalable, 

low-cost, and minimally intrusive solution that feeds real-time 

information into a virtual replica of the monitored ecosystem. 

The paper is structured as follows. Section II reviews 

related work in acoustic monitoring and low-power 

communication technologies. Section III details the proposed 

system architecture and operation. Section IV presents and 

discusses the experimental results. Finally, Section V provides 

the conclusions and outlines directions for future work. 

II. RELATED WORK 

Numerous solutions have been developed in recent years 
for environmental monitoring and bioacoustics detection of 
wildlife, leveraging Low-Power Wide-Area Networks 
(LPWAN) such as LoRaWAN due to their low consumption 
and broad coverage. 

A notable reference is the work by FentonSigla  [4], which 
presents a distributed acoustic monitoring system 
characterized by energy efficiency and flexibility. Based on 
ESP32 nodes and INMP441 microphones, its architecture 
shares similarities with this project. However, it only extracts 
derived acoustic parameters (such as Sound Pressure Level 
(SPL) or direction of arrival) instead of transmitting audio 
fragments for detailed analysis. 

Other contributions explore complementary approaches, 
such as the Internet of Things (IoT) architecture by 
Mohandass et al. [5] for animal health monitoring and 
intrusion detection, or the work of Ojo et al. [6], which 
experimentally evaluates LoRa propagation in forest 
environments. Likewise, Martínez Rach et al. [7] designed a 
ZigBee-based bioacoustics sensor to detect the red palm 

weevil, focusing on pest monitoring with high accuracy in 
acoustic recognition. 

Beyond connectivity and hardware, several methods have 
been proposed for acoustic activity detection and wildlife 
classification. Traditional threshold-based triggering [8] and 
more advanced spectral analysis using FFT [10] allow event-
driven audio capture, although both are susceptible to false 
activations under noisy conditions. Recent works have also 
incorporated Machine Learning at the edge (TinyML), such as 
Tinybird-ML [9], capable of performing syllable-level bird 
song analysis with low-power consumption. Similarly, call 
density estimation methods [10] directly model the occurrence 
of vocalizations without relying solely on threshold events, 
increasing robustness in complex soundscapes. Another line 
of research uses animal-borne soundscapes loggers [11], 
enabling classification and transmission directly from tags 
attached to animals, particularly for underwater soundscapes. 

One of the most widely adopted tools in classification 
models is BirdNET [13], an Artificial Intelligence (AI) based 
system trained with millions of recordings worldwide. 
BirdNET applies convolutional neural networks to 
spectrograms for species identification and has demonstrated 
high accuracy even in noisy conditions. Its ability to operate 
locally, without dependence on cloud services, makes it 
especially suitable for autonomous monitoring projects such 
as the one presented here. Alongside BirdNET, lightweight 
embedded classifiers based on spectrograms and Mel-
Frequency Cepstral Coefficients (MFCCs) [10] have also 
been explored. However, they remain limited by the 
computational and memory constraints of low-power devices. 

Overall, prior work highlights both feasibility and the 

challenges of combining low-power communication with 

bioacoustics analysis. The present study builds upon these 

contributions by integrating real-time acoustic activity 

detection, efficient LoRa transmission, and BirdNET-based 

classification into a distributed sensor network designed for 

long-term wildlife monitoring. 

III. SYSTEM PROPOSAL 

This section describes the design and implementation of 

the proposed distributed acoustic sensor network for 

autonomous wildlife monitoring. It begins with an overview 

of the system’s architecture, detailing the hardware 

components, communication modules, and operating 

principles. Then, it explains the end-to-end workflow, from 

audio capture and activation strategies to compression, 

segmentation, and LoRa-based transmission. Subsequent 

subsections address the reception, decoding, and artificial 

intelligence-based bioacoustic analysis, followed by the 

storage and visualization of results. 

A. System Overview 

The proposed solution consists of the design and 

implementation of a distributed network of energy-efficient 

wireless acoustic sensors capable of capturing sounds emitted 

by wildlife, identifying relevant events in real time, and 

transmitting the audio fragments to a LoRa-based remote 

processing infrastructure. The information is processed with 
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artificial intelligence tools to determine the detected species 

and is stored in a cloud-based MongoDB database, allowing 

for subsequent visualization and analysis through interactive 

dashboards. 

The developed system is based on a low-power, low-cost 

architecture, designed to operate autonomously in natural 

environments. Each sensor node comprises three main 

elements: an ESP32 microcontroller, an INMP441 digital 

microphone, and a LoRa communication module with its 

corresponding antenna. Their technical characteristics and 

function within the system are described below. 

This section describes the overall operation of the system, 

from audio capture to results visualization. The process is 

divided into three main blocks: the transmitter, the receiver, 

and the backend, as shown in Figure 1.  

The transmitting node captures audio in short windows 

and applies real-time FFT spectral analysis to detect acoustic 

activity in the target band. When a significant event is 

detected, the recording of the entire fragment is triggered, 

which is then compressed using the ADPCM algorithm. Once 

compressed, the file is fragmented and transmitted to the 

receiving node via LoRa.  

At the receiver, the fragments are reassembled to 

reconstruct the original file. Once completed, the file is 

temporarily stored and automatically sent via WiFi to a web 

server for processing.  

In the backend, the ADPCM file is decoded into WAV 

format. The audio is then analyzed using BirdNET to identify 

animal species based on their vocalizations. The results 

obtained and the original fragment are stored in a MongoDB 

database. Finally, all this information is accessible through a 

web panel that allows users to view, filter, and query the 

detected acoustic events in a structured manner.  

 

 
Figure 1. Block diagram of the complete system operation, from audio 

capture to its analysis and insertion into the database. 

B. Acoustic activity detection and audio capture 

The first key component of the proposed system is the 

process of capturing ambient audio by the sensor nodes. Since 

audio fragments contain critical information for detecting 

animal species, their recording must be selective, energy-

efficient, and accurate enough to ensure its subsequent use in 

bioacoustic analysis processes. To this end, the nodes 

implement an intelligent activation strategy, meaning they are 

not continuously recorded but are activated only when they 

detect relevant acoustic activity. This decision was made after 

comparing activation methodologies. 

After evaluating these approaches, FFT spectral analysis 

was selected as the activation strategy because it offers an 

appropriate balance between accuracy, energy efficiency, and 

feasibility of implementation on an ESP32-based platform. 

Table 1 below shows an estimated comparison between the 

different acoustic activation methodologies [12]. 

 
TABLE 1. QUANTITATIVE COMPARISON OF METHODOLOGIES 

Method Precision 
Consumption 

(mA) 
Latency 

Sound 

threshold 
20–40% 1–5 1 ms 

FFT 60–80% 10–20 50–100 ms 

TinyML 85–95% 50–100 
200–500 

ms 

Multiple 

sensors 
70–90% 5–15 10–50 ms 

 

Once an acoustic event is detected in the band of interest, 

the node begins recording an audio fragment. To do this, an 

INMP441 digital microphone is connected to the ESP32 via 

the Inter-IC Sound (I2S) interface, allowing high-quality 

sampling at 16 kHz with 24-bit resolution. The recording 

duration is set to 20 seconds.  

Once the capture is complete, the audio fragment is saved 

to the ESP32's flash memory using the SPI Flash File System 

(SPIFFS). This non-volatile memory, accessible like a small 

virtual disk, allows files to be preserved even after reboots or 

power losses. Throughout the process, the node continues 

monitoring the environment to verify the persistence of 

acoustic activity, thus avoiding storing empty or redundant 

fragments. 

The resulting file represents the basic information unit of 

the system, which will subsequently be compressed and 

transmitted using LoRa technology for remote analysis. 

C. Audio compression and segmentation 

Since LoRa technology presents strict limitations 

regarding bandwidth and maximum packet size (for example, 

51 bytes per packet in the European band with SF12), it is 

essential to apply data compression techniques to reduce the 

amount of information before transmission. In this project, the 

ADPCM algorithm was chosen, widely used in embedded 

applications due to its low computational cost and good 

compromise between compression and fidelity. ADPCM is a 

differential coding technique that predicts the value of the next 

audio sample based on the previous one and transmits only the 

quantized difference. This difference is represented with 

fewer bits than a full sample. In this project, a 4-bit-per-
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sample encoding is used, which reduces the file size by half 

compared to an 8-bit linear Pulse-Code Modulation (PCM), 

and up to 4 times compared to a 16-bit recording. 

The algorithm is efficient enough to run in real time on an 

ESP32 without the need for additional coprocessors, and the 

resulting quality has proven sufficient for bioacoustics 

analysis tasks such as BirdNET classification, especially in 

environments without excessive noise. 

Once the node has captured a 20-second fragment of 

digital audio, the buffer is processed by the ADPCM 

algorithm. The result is a compressed binary file that occupies 

approximately 160KB. 

The main advantage of ADPCM in this context is its low 

CPU and RAM requirements, allowing for efficient real-time 

implementation without compromising system autonomy. 

Furthermore, its simple structure facilitates encoding and 

decoding both on the node and in the backend. 

However, it also has some limitations. Its compression is 

not as efficient as that of codecs such as MP3 or Opus, and it 

is more sensitive to noise in signals with abrupt changes. Even 

so, it has been experimentally verified that files compressed 

with ADPCM maintain sufficient fidelity for BirdNET to 

correctly identify characteristic vocalizations of wild species. 

This file is temporarily stored in memory and later 

segmented into blocks compatible with LoRa payload 

limitations. Segmentation is performed by ensuring that each 

packet contains a header with minimal information such as 

fragment number, node ID, and end-of-transmission flag. This 

allows the complete file to be reconstructed on the destination 

server even if packets are received out of order. 

D. Transmission of compressed audio via LoRa 

A point-to-point wireless communication system based on 

LoRa technology was implemented to transmit compressed 

audio fragments, using two Heltec WiFi LoRa 32 V2 boards. 

These boards operate on the 433 MHz band, which allows for 

more flexible experimental use as they are not subject to the 

duty cycle restrictions inherent to LoRaWAN. The 

modulation was configured with a Spreading Factor of 7, a 

bandwidth of 250 kHz, and a coding rate 4/5, optimizing the 

balance between transmission speed and channel robustness.  

The compressed file, approximately 160 kB for 20 

seconds of audio, is fragmented into blocks of 220 bytes of 

data plus a 2-byte header. Each packet includes a sequence 

identifier and an end-of-transmission indicator, allowing for 

orderly reconstruction at the receiver. A sliding window of 

size three is used to improve efficiency, allowing multiple 

packets to be kept in flight without saturating the channel.  

Based on a Heltec board, the receiver reconstructs the file 

over SPIFFS and acknowledges each packet using ACKs. If a 

packet is not acknowledged, the transmitter automatically 

resends it after a delay. Once all the fragments have been 

received, the receiving node verifies the file's integrity using 

a Secure Hash Algorithm (SHA-256) hash function and, if 

everything is correct, sends the file over WiFi to a web server 

for analysis.  

This scheme has proven effective and robust in a 

laboratory environment, enabling reliable transmission 

without perceptible loss of quality and the need for 

LoRaWAN infrastructure [13]. 

E. Receiving, reassembling and decoding the file 

Once all the compressed audio file fragments have been 

transmitted via LoRa, the receiving node stores them locally 

and reconstructs the complete file in. ADCPM format [14]. 

This reconstruction is based on the indices' order in each 

packet header, allowing the content to be assembled 

accurately even if the fragments arrive out of order or with an 

unavoidable delay.  

When the End-Of-Transmission (EOF) packet is detected, 

the file is considered complete and is saved in the receiving 

node's SPIFFS file system. At that point, the file is 

automatically sent to a web server via WiFi, where it is 

decoded.  

The backend, developed in Python, converts the ADCPM 

file into an audio file in WAV format format. To achieve this, 

a decoder is implemented that reverses the ADPCM 

compression process, reconstructing a 16-bit, 16kHz linear 

PCM signal. This transformation is essential to ensure 

compatibility with acoustic analysis tools such as BirdNET, 

Audacity, or Sonic Visualizer.  

The decoding process is fully automated and is part of the 

system's continuous processing flow. This integration ensures 

that each recording transmitted via LoRa can be reliably 

stored and analyzed, maintaining the fidelity necessary for 

subsequent acoustic classification based on artificial 

intelligence. 

F. Bioacoustic analysis 

Once the audio file has been reconstructed and converted 

to the appropriate format, the next step is automatically 

identifying the species in the recording. To do this, BirdNET 

[15] was used, an artificial intelligence tool developed by the 

Center for Conservation Bioacoustics at Cornell University, 

in collaboration with the Technical University of Chemnitz. 

This platform is specifically designed to recognize bird 

vocalizations, although it can also detect other types of fauna 

in more advanced versions. 

BirdNET works by converting the audio into 

spectrograms, which visually represent how the signal's 

energy is distributed over time and at different frequencies. 

From this representation, a convolutional neural network 

model, pre-trained with millions of recordings, can identify 

characteristic patterns associated with different species. 

One of BirdNET's most significant advantages is that it 

can operate locally, without relying on cloud services. This 

makes it especially useful in projects like this one, which seek 

to maintain system autonomy and minimize the need for a 

permanent connection. For this work, BirdNET-Analyzer was 

used, a version optimized for execution on personal computers 

that is easily integrated into automated analysis flows. 
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BirdNET was chosen for several reasons. On the one hand, 

it is a tool widely validated in scientific work, with excellent 

results even in noisy environments or low-quality recordings. 

On the other hand, it is specifically oriented toward the 

acoustic analysis of wildlife, which fits perfectly with the 

objective of this project. Unlike other, more generic audio 

classifiers, BirdNET returns very detailed information: the 

common and scientific names of the species, the exact time it 

was detected, and the confidence level of the prediction.  

Furthermore, as an open-source project with clear 

documentation and an active community, its integration has 

been relatively simple and offers room for improvement for 

future versions. However, for it to function correctly, the input 

files must meet certain format conditions, which have been 

considered from the early design stages, both in audio capture 

and compression and decoding. 

G. Storing and displaying results 

Once the audio file has been reconstructed and converted 
to the appropriate format, the next step is automatically 
identifying species. For this purpose, the system integrates 
BirdNET-Analyzer [14], executed locally on the backend 
server. 

The tool processes the decoded audio fragments by 
converting them into spectrograms and applying a 
convolutional neural network inference. The backend records 
the species name, confidence score, and time stamps for each 
detected vocalization, storing these results with the original 
audio fragment in the database. 

This integration allows the proposed architecture to 

benefit from a widely validated AI model while maintaining 

local autonomy, without needing cloud-based services. 

Furthermore, the modular design of the backend enables 

future integration of alternative classifiers (e.g., TinyML 

models or call density estimation methods) to complement 

BirdNET or extend recognition to other taxa. 

IV. RESULTS 

Throughout the development of the system, multiple tests 

have been performed to validate the correct operation of each 

module and to assess the performance of different activation 

methods for acoustic event detection. These tests, described in 

the corresponding sections, focus primarily on the evaluation 

of FFT-based activation and the subsequent classification of 

bird species using BirdNET under control conditions. The 

validation process employed recordings from the Xeno-Canto 

platform [16], played back near the microphone to simulate 

realistic field scenarios. Tests were conducted with three bird 

species—Eurasian Nightjar (Caprimulgus europaeus), 

Eurasian Blackbird (Turdus merula), and Mallard (Anas 

platyrhynchos)—using 10 or 11 audio fragments per species. 

These species were selected to represent different levels of 

vocal distinctiveness: the Eurasian Nightjar has a highly 

characteristic and continuous call, the Eurasian Blackbird 

produces more common and melodically variable songs, and 

the Mallard emits short, low-frequency quacks that can be like 

other waterfowl sounds. This diversity allows the evaluation 

of the system under varying degrees of classification 

difficulty. 

Next, we will discuss the accuracy and confidence results. 

For the Eurasian Nightjar, the top 1 classification accuracy 

was 72.7 % (8 out of 11 recordings correctly identified). 

Confidence scores for correct detections were generally high 

but not uniformly near 1.0, with some variability across Figure 

2 recordings. This indicates that, even after compression, 

segmentation, transmission, and reconstruction, the call 

retains enough spectral fidelity for reliable recognition in most 

cases, though a fraction of recordings still leads to 

misclassification. 

 

Figure 2. Species detected by recording and confidence level for Eurasian 
Nightjar. 

 

In contrast, species with more common or less distinctive 

vocalizations, such as the Eurasian Blackbird or the Mallard, 

show a greater dispersion in confidence levels and, in some 

cases, lower results, as seen from Figures 3 and 4. This is 

consistent with the difficulty of automatically identifying 

sounds overlapping with many other species.  

 

Figure 3. Species detected by recording and confidence level for Eurasian 
Blackbird. 

Figures 3 and 4 show the results of the BirdNET model in 

ten analyses performed on recordings of the Eurasian 

Blackbird and Mallard, respectively. Each bar represents a 

species detected by the model in a specific recording, with its 

corresponding confidence level. Unlike the Eurasian Nightjar, 

these recordings show greater dispersion of results, with 

several species identified as possible candidates. In many 

recordings, the Eurasian Blackbird, like the Mallard, Anas 

platyrhynchos, appears with medium or low confidence, while 

in others it is outperformed by acoustic similar or commonly 
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occurring species. This behavior highlights the system's 

sensitivity to song characteristics and the fidelity of the 

transmission process, especially in species with less 

distinctive vocalizations. 

 
Figure 4. Species detected by recording and confidence level for Mallard 

Anas Platyrhynchos. 

To gain a broader view of the system's performance, a 

comparative graph was created representing the BirdNET 

model's reliability for multiple bird species common in urban 

and natural environments in Spain. This comparison is shown 

in Figure 5. The graph uses violin diagrams to represent the 

complete distribution of confidence values obtained by the 

BirdNET model in the different recordings analyzed for each 

species. This type of representation allows us to observe the 

median confidence, the variability, and the density of values. 

The wider the curve in each area, the greater the concentration 

of detections in that confidence range. For the Eurasian 

Nightjar and Common Nightingale species, both with very 

distinctive and melodic vocalizations, the system presents 

consistently high confidence values, close to 1.0. 

 
Figure 5. Distribution of BirdNET model confidence by species. 

In contrast, species such as the Eurasian Blackbird, the 

Magpie, or the Wood Pigeon, whose songs are more common, 

less distinctive, or louder, present more variable and generally 

lower confidence levels. One of the conclusions drawn from 

the tests is that part of the loss in detection reliability, 

especially in species with less distinctive calls, is due to the 

implemented audio compression. To reduce the size of the 

transmitted fragments and adapt to the limitations of the LoRa 

channel and the need for higher transmission speeds, a 

compression scheme based on the ADPCM codec was chosen. 

While maintaining reasonable quality for human vocal 

frequencies and simple song patterns, this introduces 

degradations that affect the spectral integrity of certain birds' 

songs. It has been observed that, in complementary tests 

conducted with the same audio fragments but without 

applying prior compression, the system's reliability increases 

slightly, confirming that compression, although necessary for 

channel efficiency, sometimes negatively impacts the 

identification capacity of the artificial intelligence model. 

Furthermore, it should be noted that the system relies on pre-

trained AI models (BirdNET), whose extensive database does 

not always offer uniform performance for all species. It is 

possible that some of the birds used in the tests are not 

sufficiently represented in the model's training set, 

contributing to lower reliability in certain circumstances. 

These factors, combined with the acoustic characteristics 

of each species, explain the differences observed in the quality 

of the detections and should be considered when interpreting 

the system's results represented in Figure 6. 

 

Figure 6. Location map of the detected species. 

V. CONCLUSIONS AND FUTURE WORK 

This work has presented the design, implementation, and 

validation of a low power distributed acoustic sensor system 

that automatically detects wildlife, focusing on birds. The 

integration of accessible technologies such as ESP32, digital 

microphones, and LoRa communication, combined with 

advanced artificial intelligence models (BirdNET), has 

enabled the development of an efficient and autonomous 

environmental monitoring solution. Additionally, the system 

features a modular design that facilitates expansion, 

integration with additional sensors, and advanced analysis 

through web platforms. 

The results indicate that the system can detect and identify 

species with distinctive calls under real conditions, 

maintaining acceptable performance despite limitations 

imposed by ADPCM compression and the constraints of the 

LoRa channel. Compression, necessary to optimize 

transmission, introduces degradations that affect the 

detection of less distinctive vocalizations, representing a 

challenge to be addressed. 

It has been shown that the AI models and dataset used do 

not offer uniform coverage for all species, affecting reliability 

in some instances.  

Future directions include optimizing compression 

algorithms, incorporating edge AI inference in sensor nodes 

to further reduce data transmission, and deploying the system 

in natural environments powered by renewable energy to 

evaluate autonomy and robustness. Additionally, future work 

should focus on a more comprehensive evaluation of the 
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entire system beyond model accuracy. This includes 

experiments under real deployment conditions with a 

network of low-cost, energy-efficient sensors, reporting key 

performance metrics such as LoRa packet loss rates, battery 

lifetime (closely tied to local processing and transmission 

loads), and overall system reliability in the field. 

In summary, this project represents a significant advance 

toward accessible, scalable, and automated biodiversity 

conservation and monitoring systems, providing innovative 

tools that could be integrated into large-scale environmental 

programs. 
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