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Forward

The Sixth International Conference on Social Media Technologies, Communication, and
Informatics (SOTICS 2016), held on August 21 - 25, 2016 in Rome, Italy, was an event on social eco-
informatics, bridging different social and informatics concepts by considering digital domains, social
metrics, social applications, services, and challenges.

The systems comprising human and information features form a complex mix of social sciences
and informatics concepts embraced by the so-called social eco-systems. These are interdisciplinary
approaches on social phenomena supported by advanced informatics solutions. It is quit intriguing that
the impact on society is little studied despite a few experiments. Recently, also Google was labeled as a
company that does not contribute to brain development by instantly showing the response for a query.
This is in contrast to the fact that it has been proven that not showing the definitive answer directly
facilitates a learning process better. Also, studies show that e-book reading takes more times than
reading a printed one. Digital libraries and deep web offer a vast spectrum of information. Large scale
digital library and access-free digital libraries, as well as social networks and tools constitute challenges
in terms of accessibility, trust, privacy, and user satisfaction. The current questions concern the trade-
off, where our actions must focus, and how to increase the accessibility to eSocial resources.

We take here the opportunity to warmly thank all the members of the SOTICS 2016 technical
program committee, as well as all of the reviewers. We also kindly thank all the authors who dedicated
much of their time and effort to contribute to SOTICS 2016. We truly believe that, thanks to all these
efforts, the final conference program consisted of top quality contributions.

We also gratefully thank the members of the SOTICS 2016 organizing committee for their help in
handling the logistics and for their work that made this professional meeting a success.

We hope that SOTICS 2016 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the area of social eco-
informatics. We also hope Rome provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful historic city.
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Abstract— TV broadcasters are increasingly adopting social 

TV strategies to affect the viewers’ online behavior. The 

research done so far suggests that different drivers play 

different roles and their effects are different according to the 

specific type of online behavior. In order to extend this 

research, through hierarchical linear regression models, we 

compare the effects of the different drivers on the online 

behavior of “influencers”, i.e., users having a large number of 

followers, and “ordinary” users. Despite some limitations, we 

show relevant differences between the online behaviors of these 

two kinds of users, particularly the social TV strategies do not 

affect the online behavior of the “influencers”, while some of 

them affect the online behavior of “ordinary” users.  

Keywords-social TV; engagement; online behavior; 

influencer. 

I. INTRODUCTION 

In the context of the “Social TV” phenomenon [2], 
social networks, as Twitter, have gained a relevant role, by 
allowing viewers to share online their real-time viewing 
experiences [1]. On the other hand, broadcasters often use 
Social TV strategies [2][3][4] to prompt viewers to interact 
online during the TV programs [3] and then increase the 
viewers’ involvement [5] and the online engagement around 
the TV programs, that is the amount of viewers’ interactions 
occurring online [3]. Viewers can interact online through 
different types of behaviors: in particular, on Twitter they 
can post original tweets, share tweets (retweets), reply to 
tweets (replies). Previous research found a relationship 
between some viewers’ online behaviors and specific TV 
programs and contents [13], while few studies have 
explored the effects of the Social TV strategies on viewers’ 
online engagement. Reference [3] showed that displaying a 
TV show-related tweet on TV screen increases the number 
of retweets, while showing a hashtag increases the viewers’ 
online engagement during commercial breaks. Furthermore, 
reference [9] demonstrated that the effects of Social TV 
strategies and TV contents on online engagement can be 
better explained by distinguishing the different kinds of 
online behaviors (i.e., generating original tweets, sharing 
tweets and replying to tweets). They found that some 
strategies positively affect the generation of original tweets 
and negatively affect retweets and replies, while the absence 
of a strategy has a negative effect on all kind of behaviors. 
Moreover, different TV contents have different effects on 
different kinds of online behaviors. In particular, during 
commercial breaks the generation of original tweets 
decreases, while retweets and replies increase.  

However, in order to better examine the viewers’ online 
engagement, relevant aspects of online social networks 
should be considered. In social networks’ context, indeed, 
one of the most relevant aspect characterizing the online 
behavior is represented by the individual characteristics 
[10], specifically the influence a user exerts in his/her 
network to spread information further [10]. This kind of 
user is called “influencer” [8][10] (also “influential” or 
“opinion leader” [6]) and generally the behavior is different 
from the one of the other members of the network, called 
“ordinary” users [7]. For instance, by analyzing the online 
behaviors on a Google Groups’ sample, reference [11] 
demonstrated that “influencers” are more likely to post 
messages and reply to other messages than other members 
of the network. Therefore, “influencers” are generally 
characterized by a different behavior in comparison with the 
remainder of the network. “Influencers” are identified by 
considering several metrics, such as the number of followers 
[7][8][10]. The distinction between “influencers” and 
“ordinary” users is valid also in the Social TV context but 
no studies have explored their behavior. In particular, no 
studies explored whether “influencers” and “ordinary” users 
show different reactions to the TV contents and the Social 
TV strategies. Therefore, our aim is to examine in depth the 
effects of Social TV strategies and TV contents on the 
online behaviors [9], by studying the difference between 
“influencers” and “ordinary” users. 

The paper is structured as follows. The section II depicts 
the methodology of our research, in terms of dataset, 
variables’ description and method applied to study the 
relationship between variables. The section III illustrates the 
preliminary results and conclusions. 

II. METHODOLOGY 

According to prior research, we want to study the effects 
of Social TV strategies and TV contents on the online 
behaviors of “influencers” and “ordinary” users. In order to 
do so, first we collected approximately 500,000 viewers’ 
tweets during the entire 2015 edition of the Italian TV show 
“L’Isola dei Famosi”, one of the most popular reality show 
using social TV strategies, where celebrities had to survive 
on a desert island. During the show (one episode a week for 
seven weeks), the broadcaster delivered several strategies on 
the second screen app dedicated to the program. The 
collected data were further distinguished between original 
tweets, retweets, replies and tweets generated through the 
second screen app. Then, we defined two different types of 
users: “influencers” and “ordinary” users. In order to do so, 
we measured the number of followers [7][8][10] of each 

1Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-504-3
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user and we built a frequency distribution of the number of 
followers per user. Finally, we identified the group of 
“influencers” by considering the top 1% of users [12], 
which are the users with the highest number of followers. 
The rest of the network has been labeled as “ordinary” 
users. 

In addition, for each minute of the show (including 
commercial breaks), we measured: the type of TV content 
shown on screen, the type of Social TV strategy used, the 
number of viewers, the number of total tweets further 
distinguished into original tweets, retweets, replies and 
tweets generated through the second screen app. According 
to previous research [9], we applied hierarchical multiple 
linear regressions using the following dependent variables: 
online engagement (OE), i.e., total number of tweets, and 
the different kinds of online behaviors, such as original 
tweets (OT), retweets (RT), replies (RP) and tweets 
generated through the second screen app (AT). The 
dependent variables were shifted by a time delay of one 
minute with respect to the measurement of independent 
variables [9]. The independent variables are: the TV 
content, i.e., (1) general contents, (2) challenge, (3) 
nomination, (4) week summary, (5) contestant’s elimination, 
(6) appearance of eliminated contestant in studio, (7) visit in 
“Playa Desnuda”, (8) start of voting, (9) commercial break; 
the Social TV strategy, i.e., (1) call to comment, (2) 
survey/quiz, (3) call to predict, (4) photo gallery, (5) call for 
appreciation, (6) call to vote, (7) displaying related 
information, (8) absence of strategy. Finally, we considered 
viewership and time (the minute within the episode and the 
number of the episode within the season) as control 
variables.  

III. RESULTS 

In this section, we report the main results obtained from 
our models. For the sake of brevity, we just discuss the 
statistical significant results (p-value is lower than 0.1) as in 
[9], without showing any table. We found that viewership 
positively affects the OE generated by both “influencers”  
and “ordinary” users. We also found that during the season 
only the “ordinary” users increase all kinds of online 
behaviors, while during each episode only the “influencers” 
increase their online behaviors.  

Concerning the Social TV strategies, the results show 
relevant differences between the two types of users. First of 
all, the absence of Social TV strategies (strategy 8) has a 
negative effect on the online behavior of the “ordinary” 
users, while it does not affect the online behavior of the 
“influencers”. The Social TV strategies do not affect the 
online behaviors of the “influencers”, while some of them, 
such as strategy (5), negatively affect the online behaviors 
of the “ordinary” users, and some other Social TV 
strategies, such as strategy (1), positively affect their posting 
behavior and negatively affect their sharing behavior.  

Looking at the TV contents’ effects, we found that some 
contents (such as content 2 or content 9) generate increases 
and decreases in different types of online engagement for 
the two groups of users. In particular, during commercial 
breaks, i.e., content (9), RT generated by both kinds of users 

increases. However, “ordinary” users decrease OT and 
increase both RT and RP, while “influencers” increase only 
RT. In other words, “influencers” and “ordinary” users react 
differently to different kinds of TV contents and, in 
particular, during the commercial breaks, only the 
“ordinary” users decrease the posting behavior.  

In this paper, we have shown the preliminary results of 
our research, which aims at demonstrating that the 
distinction between “influencers” and “ordinary” users is 
useful to explore the effects of Social TV strategies and TV 
contents in the Social TV context. The results suggest that 
the two kinds of users are characterized by different 
behaviors: “influencers” increase the online behaviors 
during the episode, while “ordinary” users increase the 
online behaviors during the season. Moreover, “ordinary” 
users are more affected by Social TV strategies than 
“influencers”, while different TV contents lead to different 
effects on the online engagement of the two groups of users. 
As next steps, we will observe in depth the difference 
between these two kinds of users, by further analyzing the 
two subsets. In particular, we will include further metrics 
suggested by the previous literature to identify “influencers” 
and “ordinary” users, including the “Pareto principle”). 
Furthermore, we will take into account other similar TV 
shows in order to confirm these results.      
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Abstract—Current research is continuously examining the 

benefits of using Social Networking Sites, particularly 

Facebook, in higher education to enhance the learning 

process. More specifically, a few researchers have tackled the 

nature of interaction that takes place on social networks 

between students and educators, outside the learning and 

teaching setting. This paper aims to classify and investigate 

the types of interaction that take place on a closed Facebook 

group between undergraduate students, faculty members and 

administration staff in the College of Management at a private 

university in Egypt. A web application was developed to 

extract the posts and discussions taking place on the group 

using the Facebook Graph API. The application then helps in 

classifying and analyzing the extracted data. Results show that 

the Facebook group acts as an information-sharing hub for 

news and announcements, as well as a question and answer 

platform for academic and non-academic topics involving 

students, faculty, and college administration staff. The study 

shows interesting results, such as the appearance of implicit 

types of interaction due to important features like tagging and 

liking. 

Keywords- Social Networking Sites; Facebook; Online 

Interaction; Higher Education; Facebook Groups. 

I. INTRODUCTION 

The role of social networks is increasingly gaining 

momentum in today’s web-oriented society. Social media 

can be defined as a group of Internet-based applications 

built on the ideology and technology of Web 2.0 that allow 

for the creation and exchange of user-generated content [1]. 

Social media is known to play an essential role in 

collaboration, community building, participation and 

sharing. 

One vital aspect of social media is that it uses mobile 

and web-based technologies to create highly interactive 

platforms through which individuals and communities can 

share, discuss, and modify user-generated content [2]. This 
technology exists in different forms, such as Internet 

forums, web logs, social blogs, micro blogging, wikis, 

podcasts, ratings, social bookmarking and social networks 

[3]. 

According to Facebook statistics, 1.04 billion users on 

average were active each day in December 2015; 934 

million of them were active daily through their mobile 

devices [4]. With 22.4 million users as of mid-2014, Egypt 

is ranked 14
th

 worldwide in terms of audience size, and 

ranked 1
st
 among Arab countries. 

Facebook in Egypt is a youthful community, users 

younger than 35 years old represent about 85% of total 

users, while users aged 45 years or older only make up 

about 5% of total users. Eighteen-year-old users are the 

largest single-year group on Facebook, with about 1.3 

million users, alone representing more than 6% of the total 

Facebook users in Egypt. The age group ranging from 19 to 

24 represents 31% of the Facebook users in Egypt; this is 

the same age group of the youth studied in this research [5]. 

Students feel the need to get together, collaborate, have 

discussions, and exchange information with others who 

share similar interests [6].  
This study analyzes the use of the closed Facebook 

group created for the Student Union of the College of 

Management (CMT) and Technology at the Arab Academy 

for Science and Technology (AAST) [7] in Alexandria, 

Egypt. The research aims to investigate how Social 

Networking Sites, in this case Facebook, could be used by 

the college community in the educational context. This 

Facebook group was initially created in March 2011 by the 

college administration to notify students of important 

general announcements. The admins of the group were all 

college staff members at that time. Currently, the group 

admins include both staff members and member students of 

the CMT Student Union. The admins are responsible for 

approving the addition of new members and monitoring 

language and content to make sure it’s relevant to the 

purpose of the group. 

The students of CMT are middle/upper class youth, 
with an age range between 18 and 23. All students must 

pass an admissions test to prove their English language 

proficiency, unless they are enrolled in the Arabic 

department, which comprises 27% of the total number of 

students enrolled in all departments. 

On Facebook, users can perform three actions on each 

post: like, comment, and share [8]. The group studied in 

this paper is closed only for members participation and did 

not allow the option of sharing posts, therefore the data 

collected only includes the post content, with all its details 

including number of likes, and the comments that it 

received. 

Previous work that tackled the same area of research are 

discussed in section 2, followed by the detailed research 

method and steps in section 3. Section 4 presents and 

discusses the findings of the research after showing the 

4Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-504-3

SOTICS 2016 : The Sixth International Conference on Social Media Technologies, Communication, and Informatics

                            14 / 45



analysis results. Finally, in section 5 the conclusion, 

limitations, and future work are presented and reviewed. 

II. PREVIOUS WORK 

Many previous studies have focused on exploring the 

use of social media by as an educational tool [9]. Gafni and 

Deri have studied the costs and benefits of using social 

networking in the learning and teaching environment [10]. 

In a study focused on the Facebook walls of 

undergraduate students at a UK university [11], Selwyn 

investigated why and how students communicate on 

Facebook in relation to their studies. He believes that 

communication over Social Networking Sites (SNS) 

corresponds in an electronic way with face-to-face social 

learning contexts at academic institutions, and further 

suggests that the conversational and collaborative potential 
of SNS can be utilized for academic purposes. His study 

points out how SNS can be used educationally to support 

communication between students during learning 

situations, as well as for educator-learner dialogue. SNS 

provide channels for informal and unstructured forms of 

learning. On the other hand, Selwyn notes that educators 

are concerned that social networking may distract learners 

from their studies.  

Selwyn [13] regularly logged in to sites of 909 students, 

not to participate or interact, but to observe the sites and 

profiles that were publicly accessible and to systematically 

archive relevant exchanges. A pattern that emerged was the 

use of Facebook for practical information, such as 

schedules and venues. Although this was also available on 

official channels, some students preferred accessing 

Facebook for this information. In this paper we decided to 

explore how SNS can be used to connect a college’s 
community outside the boundaries of a specific course or a 

specific group. In the case of the group we are studying, the 

group is considered one of the official college channels of 

information sharing, as it was created and is moderated by 

the college administration. Furthermore, Selwyn explored 

the possibility of merging social and educational 

environments in order to understand students’ purposes for 

using Facebook and the relationship of their interactions to 

educational aspects. Five themes emerged from his analysis 

of over 2000 education-related posts: (1) recounting and 

reflecting of university experience; (2) exchange of 

practical information; (3) exchange of academic 

information; (4) displays of supplication and/or 

disengagement; and (5) banter (i.e., exchanges of humor 

and nonsense). 

Another study by Pollara [12] explored the use of 

Facebook to determine if the implementation of social 
networking in education would strengthen the relationship 

between mentors and mentees and increase student 

participation and dialogue outside formal settings. Results 

indicated that the use of Facebook positively affected the 

relationships between mentors and mentees. In addition, 

students believed they learned more by using Facebook and 

would prefer using it for other educational purposes. 

In her study, de Villiers [13] described and discussed a 

venture in which postgraduate distance-learning students 

joined an optional group on Facebook for the purpose of 

discussions on academic, content-related topics, largely 

initiated by the students themselves. The study revealed 

that learning and insight were enhanced by these 

discussions and that the students were benefiting from 

contact with fellow students. 

Most of the studies in the literature have investigated 
the effect of social networks, especially Facebook, on the 

learning process and ignored the perspective of exploring 

what the features and functions, like Facebook groups, 

could offer to academic institutions and its stakeholders; 

that is what this paper aims to explore. 

III. RESEARCH METHOD 

This study analyzes the use of a closed Facebook group 

created for the Student Union of the College of 

Management and Technology at the Arab Academy for 

Science and Technology in Alexandria, Egypt. This 

Facebook group was initially created in March 2011 by the 

college administration to notify students of important 

general announcements.  

Using the classification in Mouton’s map of research 

designs [14], the methods used in the study are a 

combination of content analysis of the posts and 

quantitative descriptive statistical analysis of the dataset.  

A. The Closed Facebook Group 
The purpose of using the Facebook group within the 

college community has evolved over the four years since it 

was first created. This study analyzes the posts and 

interactions that happened within the group during the fall 

semester of the 2015/2016 academic year. Since the 

Facebook group is a closed group, the researcher was 

granted administrator permission to have access to content 

and advanced controls in the group. 

a) Group Members 

As of January 2016, the number of members in the 

group had reached 4500 members. This number includes all 

the faculty, admin staff members, and students that have 

joined the group since March 2011. Joining the Facebook 

group is not mandatory, therefore the active number of 

students is estimated to be a little below the total number of 

students that are currently enrolled in the College of 

Management, which is a total of 1701 students. 

b) Departments and Courses 
The Facebook group is neither course-specific nor 

department-specific. The members of the group include 

students from the seven academic departments of the 

College of Management who are enrolled in the more than 

282 courses offered that semester. 

B. The Web Application 

A web-based application which uses the public 

Facebook Graph API was developed to retrieve all the 

posts and comments that took place on the group page 

starting at the end of September 2015 and ending in 
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January 2016. The posts were then saved in a database and 

later analyzed to reach the research findings. 

In addition to the post content itself, information like 

the number of likes, and the name of the user who posted 

were also extracted from Facebook and stored in the 

database. To prepare the dataset for analysis, the 

application helps add descriptive attributes to each post and 

each comment. The following attributes were used to 

describe each post: 

 Who made the post? 

 A classification of the content of the post. 

 The language used in the post. 

 What was the feedback on the post? 

Additionally, special remarks were added to each post 

to further describe its content and the feedback it received 

(see Fig. 1). 

C. Ethical Considerations 

Ethical clearance was obtained from the college’s 

research ethics committee before starting the study. A 

disclaimer was posted on the group to notify all members 

that the content posted during the semester was subject to 

academic research. All information and identities were to 

be kept anonymous and any member was given the right to 

withdraw his participation and actions from the study. 

IV. ANALYSIS AND FINDINGS 

A total of 1344 posts and 4580 comments on these posts 

were collected. After classifying the posts according to 

content, the role of the user who posted, and the feedback 

and number of likes, the following analysis were 

conducted. 

 

 

A. Who Posts on the Group 

As shown in Fig. 2, the largest number of users who 

posted on the group was students and student union 

members (SU students), with a total of 69% of the collected 
posts. This was followed by faculty and instructors, 

representing 22% of the total posts for the semester. The 

admin staff represented only 7% of the total 

announcements. Some advertisements were also allowed to 

be posted on the group by approved training centers and 

AAST institutes outside CMT. 

 

Figure 2. Users Who Posted on the Group 

B. Posts Classification 

After the posts were reviewed, the following 

classifications were created to describe the content of the 

posts. The classification process was semi-automated, as it 

had to include human intervention at some cases. Two 

major notification types were classified: enquiries and 

announcements. These two classifications were further 

grouped into sub-classifications according to the 

occurrences found in the post content (see Fig. 3 and Fig. 

4). 

The third frequently used classification was sharing of 

academic content by students and faculty. Students shared 

content to help each other before exam times; and some 

interesting posts were extracted where students took 
pictures of their handwritten notes and posted them on the 

group. Faculty also shared course material files like PDFs, 

PPTs, and video tutorials. 

 

 

Figure 3. Classification of Posted Announcements 

Other types of posts were also identified, such as 

student complaints, condolences on the occasion of death, 

and some advertisements posted by entities and other 

institutes in AAST (e.g., Graduate School of Business, 

AAST Alumni).  

Figure 1. Screenshot of Post Classification Page 
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The highest post type used on the group was enquiries 

(51% of total posts), followed by announcements (36%) see 

Fig. 5. 

 

Figure 4. Classification of Posted Enquiries 

 

Students posted 97% of the total enquiries, whereas the 

announcements were posted by faculty members, student 

union members and administration staff. 

The term ―Good Luck‖ occurred in a total of 37 faculty 

posts before exam times, to encourage them, and received a 

high number of likes relative to the average of the total 
posts by faculty members.  

It was detected that the rate of new posts being added to 

the group increased during specific time periods. After 

further investigation, Fig. 6 shows how that academic 

calendar highlights were the reason behind the high rate of 

posting. 

 

 

 

Figure 5. Post Types 

 

Posts were grouped according to the time span of the 

academic calendar highlights. The highest percentage of 

post types consisted of enquiries, followed by 

announcements, and shared academic material during exam 

times. Example of student enquiries during exam times are 

asking about exam schedule, chapters included in exams, 

and asking about grades. Announcements during exam 

times were made by faculty, Student Union members and 

admin staff regarding schedules, exam rooms, and course 

content covered in exams. Furthermore, course material 

was shared by faculty and students. During registration 

time, the enquiries were all posted by students to ask about 

course availability, tuition payment and semester starting 

dates. 

 

 
Figure 6. Post Types During Academic Calendar Highlights 

 

C. Language Used 

Out of the total number of students enrolled in CMT at 

the time of the study, 99% were native Arabic speakers, 

which was reflected in the language of the discussions on 

the group page. The language was classified into English 

and Arabic, and then further classified according to the 

script used for writing. The language was classified as 

shown in Fig. 7. 

Fig. 8 shows that the highest number of posts were 

written in a mix between English and Arabic text written in 

Latin script; this dual language was used in 92% of the 

enquiry posts made by students. 31% of the posts were 
written in English using Latin script, mostly by faculty and 

SU students in official announcements. 14% of the posts 

were written in the Latin transliteration of the Arabic 

language with no English words included. 

 

 

Figure 7. Classification of Language and Script Used 

 

7% of the posts were fully written in Arabic using the 
Arabic script and were almost all announcements posted by 

faculty or staff members in the Arabic department of the 

CMT that were directed to the enrolled students. 
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D. Discussions and Feedback on Posts 

A total of 4580 comments was extracted and added to 

the database to represent the feedback on the posts, along 

with the number of likes, which could also be extracted 

using the Facebook API. 

 

 

Figure 8. Languages and Scripts Used in Posts 

 

a) Comments 

The average number of comments on all the posts in 

the dataset was 3.4 per post, but not all posts had users 

comment on them. The posts were classified into seed and 

non-seed posts [15], the seed posts being those that have 

developed a thread of comments and discussions, and the 

non-seed posts being those who have failed to attract 
engagement from the group members. Posts that received 

likes but no comments were not counted as seed posts. 

Interestingly, only 41% of all posts were seed posts, while 

the rest were non-seed posts. An example of a seed post 

that gathered a relatively high number of comments is 

when the campus had to close due to bad weather 

conditions and the responsible faculty member posted that 

the following day’s classes were cancelled. The post was 

written in both English and Arabic, and the Arabic 

language had some humor in it, because the professor who 

posted knew that students would like taking a day off from 

college. 

Post exclusivity has also been found to have an effect 

on the post feedback; the post with the highest number of 

comments was posted by a student who had an exclusive 

announcement. The same content was posted later three 

times but did not receive the same amount of feedback. 
The comments on enquiry posts were analyzed and 

classified into positive and neutral feedback. Where 

positive feedback included helpful information that answers 

the enquiry and neutral feedback didn’t really help with 

answering the enquiry. Interestingly 83% of the comments 

on enquiries were positive feedback comments that helped 

the students by giving them either the solution or answer to 

their enquiries or helped leading them to it (e.g., tagging 

friends who had answers). 

b) Likes 
The like feature on Facebook allows users to press the 

like button, either on a post or a picture or a comment, 

which signifies that a user liked that particular content. In 

the dataset, the average number of likes on posts was 2.5 

and the average number of likes on comments was 0.7. The 

types of posts with the highest average number of likes 

were announcements, such as exam schedules or exam 

results. Fig. 9 shows a scatter chart of the number of likes 

and the number of comments each post in the dataset 

received. The correlation coefficient r=0.552 which 

indicates a low positive correlation between the number of 

likes and the number of comments on each post. The post 

with the highest number of likes, 239 likes, was a video 

shared by a student after the graduation projects 
presentations. The student shot a video including all his 

friends and all students of the marketing department who 

were presenting that day. The post received the highest 

number of likes because everyone could see themselves in 

the video and the students were proud of their work. The 

same post received a total of 43 comments, of which 40 

comments were students tagging their friends. 

 
Figure 9. Likes and Comments on Posts 

 

c) Tagging 

The tagging feature in Facebook allows users to add 

the name of another user in a post or a comment, so that the 

tagged user understands that the posting user wants him 

involved in that specific topic. Tagging was used in 87% of 

the comments, where students tagged their friends, or 
tagged certain faculty members, when they needed them to 

either answer an enquiry or felt that they needed to notify 

them with the information being shared in a specific post. 

Faculty members explicitly asked the students to tag 

their classmates in 21 occurrences, when they posted 

important and urgent announcements. Two posts by 

students also included a request to tag the teaching 

assistants, in urgent enquiry posts. On Facebook you can 

only tag someone who is already on your friend list, hence 

the need for the tagging request in the posts. 

 

V. CONCLUSION AND DISCUSSION 

After analyzing the content of the posts and comments 

and discussions, as well as all the descriptive data and 

classification, we concluded that a group on a SNS can act 

as a variety of interesting platforms for interaction in higher 
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education institutions. A study by Mbodila et al. [16] on the 

effect of social media on students engagement 

recommended that in order to communicate effectively 

with students, higher education professionals must embrace 

new technologies and explore opportunities to implement a 

social media presence; this is what was taking place on the 

CMT closed Facebook group. The interaction between the 

members of the group allows us to conclude that SNS can 

help the higher education communities, outside interact by 
acting as a (1) notification center; (2) question and answer 

platform; (3) student affairs portal; (4) learning 

management system. 

A. Notification Center 

The group acted as a notification center where 

announcements were made about all activities that can 

happen on a college campus. It was used for information 

sharing between students, as well as between students and 

faculty and college admin staff. 

B. Question and Answer Platform 

The group acted as a question and answer platform 

where students could enquire about anything related to their 

studies, courses and exams. They were either answered by 

other students or by faculty and staff members. This created 

engaging collaboration between students, outside the 

boundary of a specific course or educational setting. 

C. Student Affairs Portal 

The student affairs administration staff used the group 

to share information and announcements; students also 

used it for their student affairs-related enquiries. 

D. Learning Management System 

10% of the total collected posts were shared academic 

content of different courses, either by students or by faculty 

members. Moodle [17] is being used by CMT as a learning 

management system since 2009 for all courses in course 

material sharing, assigning submissions etc. Despite this 

fact, it was interesting to observe that both faculty and 

students also used the Facebook group as a mean of 

material sharing. 

E. Implicit Interaction 

Interesting implicit interaction was detected when 
students used the Facebook tagging feature to tag their 

friends on important notification posts. After seeing the tag, 

the friends often liked the comment that included the tag, as 

confirmation that they were aware of the announcement of 

the post. This was possible due to the tag and like features 

provided by the Facebook, and occurred in 81% of the total 

posts announced by faculty and staff members. 

Although the frequency of their appearance was 

relatively low, emojis [18] found in posts and comments 

did sometimes hide implicit meanings like sarcastic smiles, 

or conveying a message without actually typing it in text. 

The use of emojis could be further investigated in future 

work. 

F. Limitations 

It is inevitable that interaction on the group continues 

after the dataset was collected, more likes and comments 

are added by the users. This results in extended discussions 

that could not be included in the dataset because they did 

not exist at data collection time. In March 2013, Facebook 

announced a new feature [19] that enables the users to 

directly reply to specific comments left on any post instead 

of generally replying to the post. This feature makes it easy 
to keep relevant conversations connected, but when the 

comments in our study were collected, there was not 

differentiation between comments on a specific post, and 

comments replied to a specific comment on that post. All 

comments were treated equally in our study. 

A further limitation that hindered the study from 

having more elaborate statistical results of the students 

interacting on the group, is that the total number of students 

enrolled in the Facebook group includes students that have 

already graduated. Furthermore, not all the students 

registered at the college during the semester have Facebook 

accounts or are members of the group. 

G. Future Work 

As a result of the study, we observed that some 

important posts were not found interesting and were 

neglected by students. As future work, the reasons behind 

this could be explored and we could help recommend how 

to create more interesting content for students with which 

they will be willing to interact. 

This paper is not intended to prove that Facebook is 

better than learning management systems that are originally 

designed for educational purposes, but a comparison 

between the two could be further explored in future 

investigations. 

Furthermore, the degree of formality of the used 

language and the sentiments detected from the comments 

were also observed and could be explored in future work. 
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Abstract—Social networking services (SNSs), which are global 
phenomena, allow users to share messages with others, result-
ing in a rapid widespread distribution. Because an inappropri-
ate post may cause trouble for a user, it is important for a user 
to be aware of potential issues. In this study, we propose an 
information ethics system to determine the degree of risk of a 
post. When the system detects a high-risk post, it isolates the 
post on a virtual network. 

Keywords- SNS; Social Networking Service; Information 
Ethics; Virtual Network; OpenFlow . 

I.  INTRODUCTION 

The Internet is ubiquitous, and many users enjoy social 
networking services (SNSs), which promote communica-
tions with others around the globe. On a SNS network, a 
user posts a message willingly and other users provide feed-
back in a short timeframe, allowing a user to receive ap-
proval from others. Occasionally a user receives negative 
feedback when sharing an inappropriate post, image, or 
video. Often inappropriate content spreads quickly before 
the user can retract the post. Thus, a user must always be 
aware of whether a post contains problematic content. How-
ever, users, especially those unfamiliar with SNSs, have a 
low consciousness of a post’s risk.  

In this study, we suggest a system that can learn infor-
mation ethics by checking the degree of risk of a user’s 
posts. The user posts on a SNS via a virtual network. The 
virtual network evaluates the risk of the post. Typically, the 
virtual network posts directly to the SNS. However, if the 
system detects a high-risk post, it isolates the post on a vir-
tual network and sends a warning to the user, allowing the 
user to naturally learn about information ethics. 

Section 2 describes the feature of our study. Section 3 de-
scribes the architecture of the proposed virtual network 
system. Finally, section 4 concludes this paper. 

 

II. FEATURE OF OUR STUDY 

Twitter is one example of a SNS with many users. In 
Twitter, the privacy settings are public and protected. When 
other users see a post, they can easily share a public post via 
the retweet function. Furthermore, many users post messag-

es that unconsciously include personal information, which 
others can easily extract. Through this process, posts, in-
cluding inappropriate ones or those with sensitive infor-
mation, spread in a short time. In addition, the likelihood 
that emotional contents are included is high because Twitter 
users post in short sentences. Herein we suggest an infor-
mation ethics learning support system for Twitter users. 

We established a risk analysis system server on a virtual 
network. This system transmits a user’s post once to a virtu-
al network. If the content is problematic, this system stops 
the post from going public, reducing fears of inappropriate 
posts from being scattered on the Internet. This system also 
issues a warning to the user that a post is inappropriate by 
transmitting a message to the user from the virtual network. 
In addition, posts with privacy breaches of the users are 
stored in the virtual network. Because such posts are han-
dled in a virtual network, the contents are not watched by a 
third party nor are they rapidly spread on the Internet. 

 

III. SYSTEM SUMMARY 

Fig. 1 overviews the constitution of the network. The vir-
tual network increases the flexibility of the overall constitu-
tion and the placement of the system by controlling it using 
OpenFlow [1]. For OpenFlow controller, we set a packet of 
SNS client software installed in a client PC. The OpenFlow 
switch can divide a posting packet to SNS in two from a 
packet transmitted from a client PC. 
 

 
Figure 1.  Constitution of the network  
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This system is easy to install in existing networks. Be-
cause this system is implemented using JAVA, it is inde-
pendent of the platform. In addition, we intended for Twitter 
by this system as SNS. The access to Twitter uses Twitter4j 
[2] as a library and free (no cost) open use is possible.  

 
Fig. 2 shows the structure of the risk analysis system. The 

system initially reads the new post of the user and evaluates 
it based on the user’s previous Twitter posts. Then the sys-
tem conducts a morphological analysis for a message. Cur-
rently, the system only supports posts written in English or 
Japanese. The English morphological analysis uses Stanford 
Log-linear Part-Of-Speech Tagger [3], while the Japanese 
morphological analysis uses lucene-gosen [4]. 
 

 
Figure 2.  Structure of the risk analysis system 

A morphological analysis library allows the system to 
evaluate the words in a post. This system is based on three 
factors:  

 
1. Component analysis of the swearwords 

The risk analysis system reads a list of swearwords stored 
on the server. This system compares each word in the mes-
sage to the list of swearwords and analyzes the risk based on 
the number of swearwords. Currently, the list of swearwords 
is compiled manually. The swearwords include profanity, 
inflammatory, discriminative, and crime-related terms. In 
addition, the swearwords are converted into a basic form 
after the morphological analysis and a conjugation before 
converting to a list. 

 
2. Number of the onomastic appearances 

The risk analysis system stores proper nouns, including 
names and locations. Proper nouns in a message are not 
immediately considered risky. However, a proper noun be-
comes an identifiable factor when it appears consecutively 
in a short timeframe. When the number of the onomastic 
appearances continues, this system warns the user. Thus, 
this system can highlight risks to the user.  
 

3. Component analysis of an image link and the positional 
information 

When a link to an image is included in a post, the risk 
analysis system warns the user. Because automatically ana-
lyzing the content of image data is difficult, the system con-
firms that inappropriate contents are not included. In addi-
tion, this system determines whether a post contains GPS 
information because such information increases the risk that 
personal information such as the user’s home address can be 
identified. When positional information is included in a post, 
this system provides a warning to the user.   

 
If a message is problem-free according the risk analysis 

system, the virtual server posts the message to Twitter. 
When an item is risky, the virtual server sends a warning to 
the user and does not post the message to the actual Twitter 
server. This system encourages users to correct the content. 
Because the contents of the messages accumulate on the 
server in a virtual network, the user can ignore the warning. 
However, the message is not transmitted outside the virtual 
network, preventing public comments and retweets on a 
public server. However, the server on the virtual network 
allows replies and retweets from virtual users, and the sys-
tem displays issues with the message. Thus, the user can 
experience the consequence of an inappropriate post virtual-
ly, allowing the user to learn information ethics on a non-
public server. 

 

IV. CONCLUSION 

In this paper, we propose a system that learns and then 
teaches users about information ethics of SNSs. Our system 
teaches users about risky situations and the consequences of 
an inappropriate message on a virtual system, which is more 
effective than a user learning on a public SNS. 
Future works include: 
 
 Implementation of the server on a large-scale virtual 

whole network  
 Automation of the system populating the swearwords 

list  
 Improvement of the examples of trouble from a risky 

message  
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Abstract—The massive growth of social networks has created a 

need for the development of algorithms and systems that can 

be used for their analysis.  Techniques that reveal the structure 

and the information flow within the network can be used to 

understand the dynamics of the network and provide new 

opportunities in promoting virtual communities for a variety of 

purposes.  The basis of this research work is the understanding 

of a social network community, with special emphasis on 

communities that overlap.  A community is defined as a 

subgraph with a higher internal density and a lower crossing 

density with others subgraphs. In this research, we apply a 

distance based ranking algorithm, the Overlapped Correlation 

Density based Partitioning (OCDP), to understand 

communities that overlap.  We introduce the OCDP algorithm, 

and present preliminary results of the technique through its 

application to a real world data set, the Bottlenose dolphin 

network.  The OCDP is compared with other algorithmic 

approaches, and in preliminary results show that it has good 

performance across different evaluation metrics. 

Keywords:  Dynamic social network, Organizational 

structure, Overlapping Community discovery, Correlation 

Density Rank 

I.  INTRODUCTION (HEADING 1) 

Community detection is an significant issue in social 

network analysis, where the objective is to recognize related 

sets of members such that intra-community associations are 

denser than inter-communities associations [2][3][5][6][8]-

[11][14][15]. Researchers have presented various methods 

to extract communities from an SN that paper [17] presented 

a survey of these studies. Specifically, discovering the 

organizational structure of communities in an SN has been 

identified as an interesting but challenging problem [4,13]. 

Examples of important applications include characterizing 

potential key candidates for viral marketing or discovering 

core members of criminal group in monitoring criminal 

network [13]. Research on finding motivated members in a 

Social Networks is one component of this researhc, but 

outcomes have limited power to supply a complete view of 

the organizational structure.   

In the real-world networks, communities are often not 

disjoint but overlapped to some extent [19]. For example, in 

social life, a person usually has connections with several 

social groups such as family, friends, and colleagues; a 

researcher may collaborate with other researchers in 

different fields. This can also happen in many other 

complex networks including biological networks, online 

social networks, and so on. Indeed, overlap is quite a 

significant feature in real-world social networks [20]. For 

this reason, researchers have paid attention to the problem 

of overlapping community detection, and many techniques 

have been proposed, such as the the Link method which 

reinvents communities as groups of links rather than nodes 

[21], fuzzy c-means clustering [22],  and the algorithms 

utilizing local expansion and optimization including LFM 

(Local Fitness Maximization) [23], UEOC (the Unfold and 

Extract Overlapping Communities) [24], DenShrink 

(Density-based Shrinkage) [25] and the method based on a 

local definition of community strength [25]. A review of 

overlapping community detection algorithms is found in 

[26] along with quality measures and several existing 

benchmarks.   The authors have previously defined the 

Community Density Rank [18], a measure that is used to 

evaluate the structure of a community.  In this research 

paper, we extend the CDR algorithm to define the 

Overlapped Correlation Density based Partitioning (OCDP), 

to understand communities that overlap, and present initial 

results from the application of the algorithm to a real world 

data set, the Bottlenose dolphin network.  The OCDP is 

compared with other algorithmic approaches, and it is 

shown that it has an equal performance with several 

published algorithms over a publicly available community 

data set, the Bottlenose Dolphin Network.  It should be 

noted that this research effort is a work in progress, and 

though promising the OCDP has to be validated over much 

larger data sets.  

The rest of the paper is organized as follows. Section II 

introduces the methodology and outlines the OCDP. Section 

III presents the results of the analysis on a real life data set 

and Section IV concludes the paper and proposes future 

work.  

II. METHODOLOGY 

In the analysis of a network, the first task is to compare 

nodes.  In order to execute this task, the importance of each 

node within the network has to be understood. The nodes 
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that link to many other important nodes are themselves 

important. This process of analysis is similar to PageRank 

based algorithms [24].  The PageRank algorithm is the best 

known of these approaches, having been the basis of the 

original search mechanism for Google.  Here the global 

“importance” ranking for every web page is obtained by 

analyzing links among web pages. Other algorithms that 

improve on PageRank such as HITS, OPIC and etc. have 

been proposed.  

The OCDP computation proceeds in two parts- first we 

compute the Correlation Density Rank (CDR) of each node, 

and second, we use the CDR to find core nodes and the 

nodes associated with the cores (the community).  The 

Correlation Density Rank (CDR), is based on finding more 

frequent and influential Randomized Shortest 

Paths(RSP)[57] between nodes. In RSP model, the 

randomness of the walker is constrained by fixing the 

relative entropy between the distribution over paths 

according to the reference probabilities and the distribution 

over paths that the walker actually chooses from. With this 

constraint, the walker then chooses the path from the 

probability distribution that minimizes the expected cost.  

We employ the RSP measurement method in [23] as the 

distance between nodes, but with one major difference: we 

consider customized initial cost for edges such that, along 

with finding shortest path between nodes. The random 

walker intelligently selects the most important neighbor 

resulting in lower cost and smaller distance.  The CDR 

considers the distance between nodes as punishment and 

computes the density ranks of nodes. Hence, there will be a 

larger traffic amongst shortest path of nodes, if the distance 

becomes smaller. If the distance between nodes, i and j was 

less than the distance between i and k, then, i’s rank effect 

on j is more than on k, and the probability that a random 

surfer reaches j from i is more than the probability to reach 

k. Therefore, the objective is to minimize punishment so that 

a node with less distance entropy to have a higher rank.  The 

CDR scores of a node are compared with the nodes in its 

vertex border to determine the “core” of the community.  

Communities are then constructed around the cores 

iteratively, using a membership formulation, where each 

node can participate with communities formed by multiple 

cores.   
Definition 1 (Cardinality of a community). The cardinality 
of a community C is the number of its vertices. It is denoted 
by

C
. 

Definition 2 (Direct neighbor). In the graph G = (V, E), the 

vertex v is a direct neighbor of the node u if v and u are 

connected by an edge. This relationship is represented by 

the edge  ,v u E .  

Definition 3 (Vertex border). It is all the direct neighbors of 

node v in the graph. This set is noted by B(v). More 

formally this quantity is noted as follows: 

  
  ( ) ; ,B v u V u v E  

 

Definition 4 (Internal Degree of a vertex to a community). 

We call internal degree of a vertex v to a community C as 

the number of edges that point towards members of C.  

                                                       

    , , ,ind v C v v E v C   
                 

Definition 5 (External Degree of a vertex to a community). 

We call external degree of a node v to a community C as the 

number of its direct neighbors who are not in C.       

                                                       

    , , ,extd v C v v E v C   
                    

Definition 6 (Average distance between a node and a 

community). It is the sum of distances of node u to different 

nodes 𝑣 ∈ 𝐶, divided by the cardinality of C.  

                                                     

( , )

1
( , )

( , )

v C

avrage

v C

RSP u v

if u C
C

dist u C
RSP u v

otherwise
C











 









           
Definition 7 (Weighting coefficient). It is the degree of 

compactness of one node u to a community C.  

                                                                        

( )
( , )

( , )in

B u
u C

d u C
 

                      
Definition 8 (Membership degree). The membership degree 

of node v to community C is given by: 

                                                          

1
( , )

( , )* ( , )avrage

Md u C
dist u C u C



          

Definition 9   (Influence Cofficient degree) where   is the 

parameter of control overlapping extent of communities. 

                                                         

 * 1 *
2

u u
in extu

C u u
in ext

dist dist
F

dist dist

  



            

 

Algorithm 1. Calculating m-Score for members: 

Correlation Density Rank (CDR) 

Input: social network G 

Out: vector of m-Score for all members R 

1. Initialize cost distance matrix C 

 
(1 exp( ))

1
[ , ] log ij

in out
ij ij

f

w w
C i j

 


  

2. Finding  the matrix of RSP dissimilarities [43]: 

{  

a. W ← exp( )refP C  
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b. Z ←  
1

I W


  

(Note that  
1 2 3 ...)I W I W W W


       

c. S ←    ( )Z C W Z Z    

d. C ← 
T

sS ed  

e. RSP ← (1 ) TC C               0 1       

} 

3. M ← Normalize matrix RSP on rows 

4. For each node in ( 1 i k  ) compute the 

entropy of related row from matrix M: 

a. iE ← 
1

1
( )

k

ij ij

j

M Ln M
Lnk 

   

b. id ← 1 iE  

c. iR ← 

1

i
k

ii

d

d


 

5. Return R 

Algorithm 2: Overlapped Correlation Density based 

Partitioning (OCDP) 

Data: A graph ( , )G V E  

Begin 

1: Calculate Correlation Density Rank of all nodes 

(see Algorithm 1) 

2: u, if CDR(u) > CDR(B(u))  u is core of the 

Community        

3:  For all cores do extend algorithm { 

Build border of C:  ( ) ( )i iedg C v v B C  . 

While   ( ( )edg C   )  do 

         Choose the candidate node iv  of ( )edg C

which has the highest membership degree to C. 

           

   

0

( )

( )

iv
C

i

If F then

C C v

Update of edg C

else

edg C

end



 



 

End 

Return C 
End. 

III. RESULTS  

An experimental analysis of OCDP using a publicly 
available data set is described. We compared OCDP with 
five well-known algorithms: (1) CFinder (CPM) which 
implements the clique percolation (2011); (2) COPRA which 
is based on label propagation (2010); (3) GCE greedy 
approach (2013); and (4) EAGLE modularity-based 
approach (Eagle Community Detection Algorithm, 2012). 

(5) DOCNet (2014).  Bottlenose dolphin network is the real 
and well-known Dolphins social network which describes 
the associations between 62 dolphins living in Doubtful 
Sound, New Zealand (Figure 1).  The relationship between 
dolphins represent the statistically significant frequent 
association between them. This network is interesting 
because, during the course of the study, the dolphin group 
split into three smaller subgroups following the departure of 
key members of the population. In four commonly used 
measures in the overlapping community structure research, 
the modularity, 𝑄𝑜𝑣 ; the M rank; number of detected 

overlapping nod  es 𝑂𝑛
𝑑and detected memberships 𝑂𝑚

𝑑 ,)  the 
OCDP had similar or better results (Table 1). The measure 
evaluations are as follows (indicates better performance):  

𝑄𝑜𝑣 , 𝑂𝑛
𝑑 , 𝑂𝑚

𝑑 : higher,  M: lower.  While the results of the 
OCDP in comparison to other published techniques looks 
promising, it should be noted that this is a research effort in 
progress.   

 

Figure 1.  Bottlenose dolphin network. 

 

Figure 2.  Detected overlapped Communities in Dolphin 

Network 

TABLE I.   QUALITY MEASURE COMPARISON 

 

	 COPRA	
(2010)	

CPM	
(2011)	

EAGLE	
(2012)	

GCE	
(2013)	

DOC-NET	
(2014)	

OCDP	
(2015)	

Qov	 0.32	 0.29	 0.32	 0.33	 0.41	 0.47	

M	 3.00	 4.00	 4.00	 4.00	 3.00	 3.00	

Om
d
	

2.00	 2.00	 2.00	 2.00	 2.00	 2.00	

On
d
	

1.75	 2.00	 1.50	 2.00	 1.66	 2.00	

	

15Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-504-3

SOTICS 2016 : The Sixth International Conference on Social Media Technologies, Communication, and Informatics

                            25 / 45



 

IV. CONCLUSION 

Social networks have become an ubiquitous feature of a 
highly connected global network of users.  Analysis of these 
networks is difficult due to the massive scale of the network 
and the complexity of the connectivity.  Of special interest is 
the structure and the information flow within the network.  
Knowledge of these may be leveraged to provide a basis for 
virtual communities that interact to achieve common goals in 
a number of domains.  In this research, we developed an 
algorithm the Overlapped Correlation Density based 
Partitioning (OCDP), that attempts to understand the 
structure of communities that share members.  We present 
preliminary results of the OCDP technique through its 
application to a real world data set, the Bottlenose dolphin 
network.  The Dolphin network while interesting is 
somewhat limited in the number of participants and their 
interactions.  Currently popular social networks involve 
hundreds of millions of participants, with billions of 
interactions and the scale up of this technique needs to be 
investigated. 
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Abstract—As online social networks have surged in popularity, 

a new wave of privacy discussions are taking place as evolving 

technology influences perceptions and demands in regard to 

privacy. From a practitioner’s perspective, there is a need to 

model, measure, and understand information quality in social 

networks and its relationship to data privacy and trust. From a 

user’s perspective, there is a need to more fully understand 

both the trust aspects and the visibility and other privacy 

aspects of information shared online as well as implications 

from future use of that data. The goal of this research 

therefore is to model user based modifications to information 

quality due to data privacy and trust related concerns within 

online social networks in order to more fully explore the 

interrelationships and trade-offs between data privacy, trust, 

and information quality. This research focuses on: 1) 

development and validation of relationship matrices for data 

privacy, online social networks, information quality, and trust 

as a research framework, 2) development of syntax for a 

conceptual model of data privacy, trust, and information 

quality in online social networks, and 3) development of a 

structural equation model for understanding the trade-offs and 

influences between data privacy, trust, and information quality 

in online social networks. The greatest implications of this 

research come through development of integrated matrix 

frameworks, a privacy/trust/information quality modeling 

syntax, and structural equation scoring measures that will be 

applicable to future research efforts. The research will enhance 

methods of modeling and measuring data privacy, trust, and 

information quality within online social networks. In 

application to online social networks, it lends itself to a better 

understanding of the quality of shared information in given 

data privacy and trust scenarios. It provides future researchers 

with a formal framework for relating privacy, trust, and 

information quality as well as a formal way to understand 
information quality modification. 

Keywords-Information quality; privacy; trust; online social 

networks. 

I. INTRODUCTION 

Social media as communication media have surged in 
popularity over the past decade. Social networking websites 
such Facebook, MySpace, and Twitter have been the 
champions of this social phenomenon [1]. As the use of 
social media networks increases there are growing concerns 
about data privacy. A recent paper [2] noted that as 
information technology evolves it greatly influences 
perceptions and demands in regard to privacy. Because of 

this, developments in social computing are driving a new 
wave of privacy discussions. Government and corporate 
database privacy issues are often discussed and remain 
highly important, but according to Zittrain [3] these are 
“dwarfed by threats to privacy that do not fit the standard 
analytical template for addressing privacy issues”. He used 
the term Privacy 2.0 to refer to this non-standard view. 
Zittrain argued that governments or corporations are not 
always the ones managing surveillance and that control of 
the transfer of personal information can be eliminated by 
peer-to-peer technologies. 

Frederick Lane, when discussing privacy in a webbed 
world as part of American Privacy, declared that 
“information wants to be free” [4]. He continued that social 
network sites succeed because individuals crave community 
and will share personal information in order to build it. 
“Online social networks,” he stated, “thrive because they 
enable us to share personal information more quickly and 
easily than ever before, creating the impression that we are 
all newsworthy now”. Lane further noted that individuals 
make seemingly rational decisions to post information online 
in order to receive perceived benefits, but fully rational 
decisions require complete information and most individuals 
don’t understand what little control they hold over 
information posted on social networking sites or personal 
websites. In a similar vein, Zittrain stated that “people might 
make rational decisions about sharing their personal 
information in the short term, but underestimate what might 
happen to information as it is indexed, reused, and 
repurposed by strangers” [3]. 

A. Research Focus 

In research related to the general concepts of privacy, 
trust, and information quality (IQ) each is often addressed in 
a multi-faceted manner focusing on dimensions, aspects, and 
properties. To further this, trust, privacy, and information 
quality as areas of study are interrelated and overlapping in 
relation to online information disclosure, but how they 
interact with each other is not fully defined. This is 
especially true in relation to online social networks (OSNs). 
Previous research, such as Bertini [5], has noted that there is 
a direct relationship between privacy, trust, and an 
individual’s willingness to share information of increasing 
quantity and quality. This creates an opportunity for 
research. From a practitioners’ perspective, there is a need to 
model, measure, and understand social network information 
exchanges in regard to privacy, trust, and information quality 
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trade-offs and modifications. From a users’ perspective, 
there is a need to more fully understand both the trust aspects 
and the visibility of information shared online as well as 
implications from future use of that data. The goal of this 
research therefore is to apply an information quality 
perspective to the modeling of data privacy within social 
media networks in order to enable the exploration of the 
interrelationships and tradeoffs between data privacy, trust, 
and information quality. 

This research will address two problem areas. First, a 
standard way to frame, model, and measure the relationship 
of the sub-aspects of data privacy, trust, and information 
quality to facilitate understanding does not exist. This limits 
research in relation to a comprehensive understanding and 
restricts cross-discipline communication. Second, a specific 
understanding of how information quality modification is 
used by members of online social networks as a reaction to 
privacy and trust related concerns has not been fully 
addressed by the information quality research field. This 
limits the understanding of outcomes based on existing 
research models in regard to both antecedent influence and 
behavioral intentions vs. actual behavior within online social 
networks from an information quality perspective. A greater 
understanding of these factors can facilitate online social 
network organization changes to encourage greater sharing 
while simultaneously giving a deeper insight into how 
information is shared from an information quality point of 
view. 

B. Research Implications 

The greatest implications of this research will come 
through development of integrated matrix frameworks, a 
privacy/trust/information quality modeling syntax, and 
structural equation scoring measures that will be applicable 
to future research efforts. The research can enhance methods 
of modeling and measuring data privacy at both the data 
element and entity levels. In application to online social 
networks, it may lend itself to raised awareness of data 
visibility in social media as well as a better understanding of 
the quality of shared information in given data privacy and 
trust scenarios. 

C. Structure 

The remainder of this paper is organized as follows. 
Section II describes background issues and related literature. 
Section III presents research methodologies. Section IV 
discusses initial results of the research. Section V considers 
challenges, limitations, and future research opportunities. 

 

II. BACKGROUND AND RELATED LITERATURE 

A. Privacy 

According to Daniel Solove in Understanding Privacy 
[6], nearly 120 years after “The Right to Privacy” by Warren 
and Brandeis was first published in the Harvard Law 
Review, current views in the field of privacy form a 
“sweeping concept” that includes “freedom of thought, 
control over one’s body, solitude in one’s home, control over 

personal information, freedom from surveillance, protection 
of one’s reputation, and protection from searches and 
interrogations”. He highlighted others who describe privacy 
as “exasperatingly vague”, “infected with pernicious 
ambiguities”, and “entangled in competing and contradictory 
dimensions”. Helen Nissenbaum [7] noted that privacy is 
commonly characterized in literature as either a constraint on 
access or a form of control. As theorists conceptualize 
privacy, they are typically searching for a core common 
denominator that forms the essence of privacy, but Solove 
argued that privacy is not easily conceptualized in this 
manner. He stated that a common denominator approach 
broad enough to include the varied aspects of privacy is 
likely to be vague and overly inclusive, while narrower 
approaches risk being too exclusive and restrictive. Privacy 
conceptualizations in existing literature can therefore be 
grouped into targeted common core definitions and broader 
privacy frameworks. 

Major privacy frameworks have been offered by Solove 
[6], Nissenbaum [7][8], Holtzman [9], and Rössler [10]. 
From a research perspective, these broader privacy 
frameworks have a strong structural relationship to the 
predominant multi-dimensional framework of information 
quality. Commonalities can be found across most of these 
privacy frameworks. The sub-components of the Solove and 
Rössler frameworks have a strong relationship to each other. 
Generally, sub-components of these frameworks, as 
Nissenbaum contended, focus around the twin concepts of 
access and control. In addition, varied determinations and 
combinations of these framework sub-components will form 
key aspects of the contextual norms on which Nissenbaum’s 
contextual integrity framework is based. 

Solove presented privacy as “a cluster of many distinct 
yet related things”. His privacy framework conceptualization 
presented in Understanding Privacy organizes privacy into 
four areas containing related sub-aspects in which privacy 
concerns have been be historically raised (see Table I). His 
framework has a strong focus on the collection, processing, 
and dissemination of information. This aligns well with 
online social networks and standard information product 
flows. Solove’s framework also aligns well with common 
multi-dimensional information quality concepts. Because of 
this, as well as his recognition as a privacy expert, Solove’s 
privacy conceptualization is used as a basis for the privacy 
aspects of this research. 

B. Social Media Networks 

Social media is media designed to be disseminated 
through social interactions created using highly accessible 
and scalable publishing techniques. It uses internet and web-
based technologies to transform broadcast media 
monologues (one to many) into social media dialogues 
(many to many). It supports the democratization of 
knowledge and information, transforming people from 
content consumers to content producers [11]. Social media 
networks have been growing in popularity in part due to the 
increased affordability and proliferation of internet enabled 
devices that bring social connectivity through personal 
computers, mobile devices, and internet tablets [12]. 
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Boyd and Ellison [13] describe online social networks as 
services that enable individuals to “construct a public or 
semi-public profile within a bounded system”, to “articulate 
a list of other users with whom they share a connection”, and 
to “view and traverse their list of connections and those 
made by others within the system”. Aggarwal [12] states that 
social networks can be generalized as “information 
networks, in which the nodes could compromise either actors 
or entities, and the edges denote the relationship between 
them”. Online social networks are rich in data and provide 
unprecedented opportunities for knowledge discovery and 
data mining. From this perspective, there are two primary 

TABLE I.  A TAXONOMY OF PRIVACY 

A Taxonomy of Privacy 

Information Collection 

Surveillance 
The watching, listening to, or recording of an 

individual’s activities 

Interrogation 
Various forms of questioning or probing for 

information 

Information Processing 

Aggregation 
The combination of various pieces of data about 

and individual 

Identification 
The linking of information to a particular 

individual 

Insecurity 
Carelessness in protecting stored information from 

leaks and improper access 

Secondary Use 

The use of collected information for a purpose 

different from the use for which it was collected 

without the data subject’s consent 

Exclusion 

The failure to allow data subjects to know about 

the data that others have about them and participate 

in its handling and use 

Information Dissemination 

Breach of 

confidentiality 

Breaking a promise to keep a person’s information 

confidential 

Disclosure 

The revelation of truthful information about a 

person that affects the way others judge his or her 

reputation 

Exposure 
Revealing another's nudity, grief, or bodily 

functions 

Increased 

accessibility 
Amplifying the accessibility of information 

Blackmail The threat to disclose personal information 

Appropriation 
The use of the data subject's identity to serve 

another's aims and interests 

Distortion 
Disseminating false or misleading information 

about individuals 

Invasions 

Intrusion 
Invasive acts that disturb one's tranquility or 

solitude 

Decisional 

interference 

Incursions into the data subject's decisions 

regarding her private affairs 

 

social network data types. The first type is linkage-based 
structural data and the second is content-based data. In 
relation to privacy, Aggarwal highlights three types of 
disclosure: 
 

[S]ocial networks contain tremendous information about 
the individual in terms of their interests, demographic 
information, friendship link information, and other 
attributes. This can lead to disclosure of different kinds of 
information in the social network, such as identity 
disclosure, attribute  disclosure, and linkage 
information disclosure. [12] 
 
From a more structural perspective, Bruce Schneier [14] 

proposed that social network data can be divided into six 
categories (see Table II). Hart and Johnson [15] noted that 
Schneier’s taxonomy highlights three primary sources 
through which information can be disseminated: through the 
users themselves, through other individuals, or through 
inference. In regard to privacy, all three of these sources can 
lead to privacy compromises. A similar structured view of 
data is also shared by Facebook [16] in its published data use 
policy. 

TABLE II.  TYPES OF SOCIAL NETWORK DATA 

Types of Social Network Data 

Service Data 
Data users give to a social networking site in 

order to use it 

Disclosed Data What users post on their own pages 

Entrusted Data What users post on other people's pages 

Incidental Data What other people post about a user 

Behavioral Data 
Data the site collects about user habits by 

recording what users do and who users do it with 

Derived Data 
Information about users that is derived from all 

the other data 

C. Information Quality 

Information quality (also known as data quality) is a 
multidisciplinary field with research spanning a wide range 
of topics, but existing researchers are primarily operating in 
the disciplines of Management Information Systems and 
Computers Science [17]. Within quality literature, the 
concept of “fitness for use” has been widely adopted as a 
definition for data quality [5][17]-[20]. But in order to be 
applicable, this definition of fitness for use needs to be 
contextualized [5]. In this regard, previous writings and 
research have presented data quality as a multi-dimensional 
concept [17]-[21]. 

In 1996, Wang and Strong published a hierarchical 
framework to capture the multi-dimensional aspects of 
information quality that are most important to data 
consumers [19]. This research was presented in application 
by Strong, Lee and Wang in “Data Quality in Context” the 
following year [20]. Since that time, their framework has 
been widely cited in information quality literature. The 
Wang Strong Quality Framework [19] contains four 
categories of data quality: Intrinsic DQ, Contextual DQ, 
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Representational DQ, and Accessibility DQ. These four 
categories contain fifteen data quality dimensions (see Table 
III). 

TABLE III.  WANG STRONG QUALITY FRAMEWORK 

DQ Category DQ Dimensions 

Intrinsic DQ 
Accuracy, Objectivity, Believability, 

Reputation 

Accessibility DQ Accessibility, Access Security 

Contextual DQ 
Relevancy, Value-Added, Timeliness, 

Completeness, Amount of Data 

Representational DQ 

Interpretability, Ease of Understanding, 

Concise Representation, Consistent 

Representation 

D. Trust 

Trust, like privacy and quality, is a widely studied 
concept across multiple disciplines. This has led to the 
development of a broad array of definitions and 
understandings of trust over time [22]-[26]. Marsh [22] 
highlighted that trust values have no units, but can still be 
measured by such notions as ‘worthwhileness’ and ‘intrinsic 
value’. At the same time, trust is an absolute medium in 
which one either trusts or does not trust. This implies that 
trust in application is based on threshold values above which 
or below which an entity is either trusted or not trusted as 
seen in Fig. 1. These thresholds will also vary with different 
entities and in different circumstances. In a similar manner, 
Kosa [27] noted that “[t]rust can be examined as a 
continuous measure, as in evaluation or reliability 
assessments, or a binary decision point when referring to a 
decision”. 

Mayer, Davis, and Schoorman [28] strove to differentiate 
trust from other related constructs. They presented an 
integrative model of organizational trust. Within this 
research, they expanded upon the characteristics of a trustee 
and presented a concept of perceived trustworthiness. The 
identified characteristics, or primary factors, of perceived 
trustworthiness they presented are Ability, Benevolence, and 
Integrity. In this, Ability relates to the skills, characteristics, 
and competencies that enable someone to have influence 
with a specific domain. Benevolence is related to the level of 
goodwill a trustee is believed to have toward a trustor. 
Integrity relates to how a trustee is perceived to adhere to an 
acceptable set of principles. The authors proposed that “trust 
for a trustee will be a function of the trustee's perceived 
ability, benevolence, and integrity and of the trustor's 
propensity to trust”. They further noted that, while related, 
these three attributes are separable and may vary 
independently of one another.  

Gefen [26] drew on concept of trustworthiness presented 
by Mayer, Davis, and Schoorman to develop a validated 
scale specifically related to online consumer trust. The 
results of his research showed that each of the aspects of 
trustworthiness as tested against online behavioral intentions 
is different. This may suggest that each of the three aspects 
of trustworthiness “affect different behavioral intentions 
because different beliefs affect different types of 

vulnerability”. Gefen’s research also illustrated the 
measurability of aspects such as trust in regard to 
interactions in an online domain. This is important to the 
research at hand. 

 

 
Figure 1 - Positive and Negative Thresholds for Trust [22] 

 
In specific regard to social networks, Adali et al. [29] 

highlighted that trust also has a major role in the formation 
of social network communities, in assessing information 
quality and credibility, and in following how information 
moves within a network. They further noted the social 
mechanisms of trust formation in online communities are a 
new research area and there are many unknowns. 

E. Interdependencies 

Prior research presented by Bertini [5] begins to 

highlight the interdependencies between data privacy, trust, 

and information quality. If quality is defined as fitness for 

use and accuracy, reliability, and trustworthiness are key 

aspects of high quality data, then “high quality data require 

data subjects to disclose personal information raising some 

threat to their own privacy”. Bertini, citing Rose (2001), 

Hoffman et al. (1999), Neus (2000), and Hui et al. (2006), 

noted that “studies reveal that data subjects often provide 
incorrect information or withdraw from interaction when 

they consider the risks of disclosing personal data higher 

than the reward they can get from it”. As stated previously, 

control is a key aspect in several conceptualizations and 

definitions of privacy. Bertini emphasized that lack of 

control leads to increased concern over “unauthorized 

secondary use, excessive collection of data, improper access 

and processing or storing errors”. Citing research by Gefen 

(2002), Paine et al. (2006), and Hoffman et al. (1999), 

Bertini built on the concept that “[d]ata subjects’ level of 

trust determine both the quantity and the quality of 

information they disclose” by presenting the relationship 
between privacy and data quality as a trust mediated 

process. Bertini noted that the concept of benevolence as 

presented by Mayer, Davis, and Schoorman is a central trust 

factor in that both trustee and trustors need to believe that 

the other is sincere, otherwise data sharing processes 

breakdown or become cumbersome. He believed that giving 

users control and allowing them to interact with their data, 

especially dynamic data, will both increase trust and 

spontaneously improve data quality. Conversely, when 

privacy or control is threatened, it causes a loss of trust, 
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which leads to an immediate decrease in the quality of data 

being disclosed. 

Kosa [27] stated that “research on privacy and trust as 

linked phenomena remains scarce”. She noted that the 

formalization of trust is much more mature than the 

formalization of privacy and proposed that because of their 
conceptual similarities formalization concepts developed in 

relation to trust could be utilized in the formalization of 

privacy. Kosa highlights that both trust and privacy are 

highly information type and sensitivity specific, relationship 

dependent, purpose driven, and measured on a continuous 

scale. In example of the application of trust formalizations 

to privacy, she diagramed, as seen in Fig. 2, proposed 

thresholds for privacy based on the trust threshold detailed 

by Marsh [22]. 

 

 
Figure 2 - Proposed Thresholds for Privacy [27] 

 
Further, Kosa presented trust as positively correlated to 

privacy, but privacy as negatively related to trust. She stated 

that “Perceptions of trustworthiness may increase the 

tendency of people to share information willingly, thus 

giving up their privacy” but the “exercise of privacy may 

impede trust; if [one chooses] to withhold information, 

about for example, [his] identity the second party is less 

likely to trust [him] in the given exchange”. This seems 

counter to the privacy/trust view presented by Bertini [5] 

above, but it is really a reflection on the relationship of 

different dimensions between trust and privacy. 
For this research, the interdependency between trust, 

privacy, and information quality as well as the multi-
dimensional nature of these concepts highlighted in this 
section are key foundations. These concepts will be extended 
in specific relation to online social network sites with a focus 
on modeling data privacy and measuring the corresponding 
trade-offs in information quality and/or trust. 

III. METHODOLOGY 

The research will contain three components that build 
upon each other. The first will be the development and 
validation of select relationship matrices for data privacy, 
online social network data, trust, and information quality as a 
research framework. The second will be the development of 
a syntax and conceptual model as a standard way to 
document the trust, privacy, and information quality aspects 
within online social networks. Finally, a structural equation 
model will be developed to measure and validate expected 
information quality modifications as a reaction to calculated 

privacy risks based on data elements of different data types, 
content sensitivity, and data visibility. While these 
components can be generalized across multiple online social 
networks, for this research, when analyzing online social 
networks, Facebook will be used as a primary reference 
because of the size and activity levels of its user base. 

A. Framework Matrix 

This research will focus on the general overlap of the 
multi-faceted dimensions, aspects, and properties of trust, 
privacy, information quality, and online social networks. It 
seeks to identify where these areas overlap both in regard to 
online social networks and to each other. This phase of the 
research hypothesizes that: 

 
1) The multi-faceted dimensions, aspects, and properties 
of trust, privacy, and information quality can be 
effectively overlaid within a series of related matrices. 
 
2) An understanding of intersections of these sub-aspects 
lends itself to a broader understanding of the relationship 
of these concepts. 
 
3) An understanding of intersections of these sub-aspects 
lends itself to specific target areas for future research. 
 
As a starting point for this research, a framework matrix 

has been developed to map the points of intersection between 
Solove’s [6] taxonomy of privacy, Schneier’s [14] divisions 
of social network data, Wang and Strong’s [19] multiple 
dimensions of information quality, and the trustworthiness 
characteristics of Ability, Benevolence, and Integrity as 
presented by Mayer et al. [28] and Gefen [26]. As noted 
above, the development and validation of select relationship 
matrices for data privacy, online social networks, 
information quality, and trust as a research framework will 
be the first deliverable from this research. This will be 
accomplished in part through a validation in current 
literature. Hogben [31], for example, highlighted specific 
online social network privacy threats that include digital 
dossier aggregation, secondary data collection, recognition 
and identification, data permanence, infiltration of networks, 
profile squatting and ID theft related reputation slander, and 
cyberstalking/cyberbullying. These can be shown to align 
neatly with the proposed privacy components within the 
framework matrix. In addition, a select survey of information 
quality, online social network, and privacy related 
professionals and experts whose opinions will be gathered 
and reconciled. 

B. Syntax and Conceptual Modeling 

In regard to modeling privacy in social networks, one 

general approach is the mapping of entity level social graph 

connections of the network. This high level node and edge 

view is the most common social graph view. This approach 

visualizes the issue, but focuses on privacy at the level of 

overall connections. A second approach presented by Lui 

and Terzi [32] and others is the calculation of mathematical 

data element level and entity level privacy scores. This is a 
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more detailed approach focused on the numeric scoring of 

data privacy. The concepts of Lui and Terzi were an early 

influence on the development of this syntax. This research 

gives the opportunity to blend previous research into an 

expanded approach. This is done by developing a method to 

model the data privacy of specific data elements that can 
then be incorporated in the future into trade-off scoring 

research. This method may also lend itself in future research 

to the creation of elemental data privacy social graphs which 

will allow for the visualization of actual data sharing, not 

just entity level connections. 

The second key aspect of this research is to develop a 

syntax and conceptual model as a standard way to document 

the trust, privacy, and information quality aspects within 

online social networks. This phase of the research 

hypothesizes that: 

 

1) Instances of trust, privacy, and information quality 
interactions can be expressed at the data element level in 

notation sets expressing element, users, privacy, trust, 

and quality components. 

 

2) Instances of trust, privacy, and information quality 

interactions can be expressed at the data element level as 

a conceptual model. 

 

A further research question, if these hypotheses hold 

true, is whether this be implemented in a way that can 

aggregate to an overall user level notation and 
conceptualization. This research will seek to validate these 

hypotheses through illustration of the conceptual model 

using synthetic and real world examples as well as 

validation by extension through structural equation 

modeling. To control for scope, this research will focus on 

the user controlled social sharing aspects of online social 

network information such as Disclosed, Entrusted, and 

Incidental data rather than organizational (system and third 

party) aspects such as Behavioral, Derived, and Service 

data. In this regard, the following syntax structures are being 

proposed as a concept to be further developed in this 

research. 
For disclosed data elements that users post on their own 

pages, the most apparent privacy aspect is the visibility level 

of the data element set by the users’ privacy settings. 

Visibility levels are typically set by users’ overall privacy 

settings or by specific selection when posting a data 

element. One research question related to this is how trust 

and information quality are related to a users’ determination 

of visibility related privacy settings. This syntax follows the 

form of Disclosed Data as D1(J1, PJ1) where D1 = 

Disclosed Data Element with a descriptive set of J1 = 

Posting Entity and PJ1 = User Privacy Factors. 
For entrusted data elements that users post on other 

people’s pages, there are two main privacy considerations 

related to the visibility level of the data element. The first is 

the posting entity’s own privacy settings. The second is the 

receiving entity’s privacy settings. Generally, the posting 

entity’s privacy settings are the controlling factor in regard 

to data visibility. This syntax follows the form of Entrusted 

Data as E1(J1, J2, PJ1, PJ2) where E1 = Entrusted Data 

Element with a descriptive set of J1 = Posting Entity, J2 = 

Receiving Entity, PJ1 = Privacy Factors of the Posting 
Entity, and PJ2 = Privacy Factors of the Receiving Entity. 

For incidental data elements that users post about others, 
there are also two main privacy considerations. As with 
entrusted data, the first consideration is the Posting Entity’s 
own privacy settings. This most typically relates to the 
visibility of the data element. The second consideration is the 
exclusion factor of the Topic Entity. A Topic Entity is the 
person, group, or thing which is the subject of a posted data 
element. Exclusion relates to the level of control and 
involvement a user has in regard to information that is shared 
about or actions taken that affect him or her. Within online 
social networks, this relates to whether or not the incidental 
data element is directly linked, often through tagging, to the 
Topic Entity. Topic Entities can often reduce visibility of 
shared data by preventing tagging or removing tags on 
incidental data elements, but preventing tagging will increase 
a user’s exclusion factor because the user will be less likely 
to be directly linked and therefore will not be notified when 
incidental data is posted. In addition, while a user can reduce 
visibility by blocking or removing user tags, he or she 
usually cannot prevent the comments or references 
themselves from being made by other users. Because of this 
lack of control, the trustworthiness characteristic of 
benevolence plays an important role in incidental data. This 
syntax follows the form of Incidental Data as I1(J1, J3, PJ1, 
EJ3) where I1 = Incidental Data Element with a descriptive 
set of J1 = Posting Entity, J3 = Topic Entity, PJ1 = Privacy 
Factors for the Posting Entity, and EJ3 = Exclusion factor of 
Topic Entity. 

In expansion of this syntax, an important question to be 
addressed in this research is whether and how quality and 
trust components such as Q1 as Data Element Quality, 
TJ1J2/TJ1Jx as Relational Trust between Entities, and TS as 
System Trust can be incorporated directly into this model 
syntax. This will need to be developed to facilitate 
comparative measurement of trade-offs between data 
privacy, information quality, and trust. This syntax could 
follow the form of Entrusted Data with Trust and Quality as 
E1(J1, J2, PJ1, PJ2, TS, TJ1J2, TJ1Jx, QE1) where E1 = 
Entrusted Data Element with a descriptive set of J1 = Posting 
Entity, J2 = Receiving Entity, PJ1 = Privacy Factors for the 
Posting Entity, PJ2 = Privacy Factors for the Receiving 
Entity, TS = System Trust, TJ1J2 = Relational Trust between 
Posting and Receiving Entities (subset of TJ1Jx), TJ1Jx = 
Relational Trust between Connected Entities, and QE1 = Set 
of Data Element Information Quality Factors (see Fig. 3). 

C. Structural Equation Modeling 

The goal of the comparative scoring component of this 
research is to tie the conceptual modeling syntax back to 
information quality, trust, and data privacy relationships 
identified in the framework matrices in the first research 
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Figure 3 - Data Privacy Modeling of Entrusted Data with Trust and Quality 

 
component. This will have a strong research impact through 
the creation of a comparative mathematical model of data 
privacy attributes, information quality dimensions, and trust 
characteristics. This research phase will develop a structural 
equation model to measure and validate expected 
information quality modifications as a reaction to calculated 
risks based on data elements of different data types, content 
sensitivity, and data visibility. Previous research showed the 
benefit of structural equation models in the development and 
validation of the Internet Users' Information Privacy 
Concerns [33] and User Privacy Concerns and Identity in 
OSNs [34] constructs. This research will also use structural 
equation modeling to extend and build upon those concepts. 

Malhotra, Kim, and Agarwal [33] developed the Internet 
Users' Information Privacy Concerns (IUIPC) construct 
based on the extension of personal dispositions to data 
collection, privacy control, and privacy awareness to beliefs 
regarding trust and risk and how those beliefs affected 
behavioral intention in regard to Internet usage. This 
proposed research will extend the IUIPC casual model to 
online social network specific contextual variables of varied 
data element type and data sensitivity. It will also incorporate 
aspects of information quality modification rather than 
utilize the direct share/not share behavioral intention utilized 
by Malhotra, Kim, and Agarwal. 

Krasnova, Günther, Spiekermann, and Koroleva [34] 
developed a model for Privacy Concerns and Identity in 
Online Social Networks (PCIOSN). This cross-discipline 
research comes more from the social sciences and is 
developed through a social identity disclosure perspective. 
They argue that while IUIPC has been widely utilized these 
applications are lacking because “OSN members are subject 
to the specific privacy-related risks rooted in the public and 

social nature of OSNs”. They further noted that in terms of 
primary privacy concerns individuals differentiate between 
online social network users and provider or third-party 
organizations. Their research model has a degree of overlap 
with the proposed framework matrix found in this research. 
It is based on specific privacy concerns affecting the amount, 
accuracy, and control aspects of shared information. This 
research will extend their model to directly map specific 
privacy and trust aspects from the framework matrix into the 
threat components of the PCIOSN model. The proposed 
research will also specifically map dimensions of individual 
self-disclosure [34] to specific IQ dimensions, as well as 
incorporate other relevant IQ dimensions, from the proposed 
framework matrix. Of additional research interest is whether 
or not the IUIPC and PCIOSN models can be incorporated 
into a single view through the modeling aspects of this 
research. This research hypothesizes that: 

 
1) Behavioral intent to share information is not a simple 
binary response. Instead it is a degree based response that 
uses information quality modification to mitigate privacy 
and trust concerns between the thresholds of open 
disclosure and full non-disclosure (see Fig. 4). 

 
2) Data element types (wall posts, photos, comments, 
shares, likes, check-ins, etc.) have measurably different 
thresholds for content sensitivity. 
 
3) Completeness, Accuracy, Accessibility, Amount, 
Understandability, and similar quality dimensions of 
shared information are negatively related to calculated 
privacy and trust concerns as a modification control. 
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Figure 4 - Initial Information Quality Modification Concept 

 

Hypothesis 1 is an extension of Marsh’s Positive and 
Negative Thresholds for Trust [22] and Kosa’s Proposed 
Thresholds for Privacy [27] as applied to information 
quality. It should also be noted that any modification of 
Accessibility IQ dimension mitigates privacy and trust 
concerns by changing the visibility of a given piece of 
information rather than changing the shared information 
itself. As with the second research component, this research 
will be confined to specific data elements within selected 
social network data types to control for scope. It will focus 
first on the user controlled social sharing aspect of Disclosed 
data, but may easily extend to Incidental and Entrusted data 
in future research. Specific trust characteristics, information 
quality dimensions and data privacy aspects will be selected. 
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For these selected attributes, measurable indicators within 
online social networks will be identified and corresponding 
variables and questions for metrics and measurement will be 
determined. Structural equation modeling will be utilized as 
a method for measuring the balance trade-offs present 
between specific trust characteristics, information quality 
dimensions and data privacy aspects. 

IV. CURRENT RESULTS 

This paper presents in process doctoral dissertation 
research. To this point, the relationship matrices for data 

privacy, online social networks, information quality, and 

trust as a research framework have been developed and a 

corresponding validation survey has been created but not yet 

implemented. Furthermore, an initial syntax for conceptual 

modeling has been presented. Currently, elements of the 

proposed structural equation model and its required survey 

as a validation instrument are under development. 

The developed framework matrices are presented in full 

in Appendices A-D, but as noted in the Section III, only 

syntax for conceptual modeling of Disclosed, Entrusted, and 
Incidental data has been developed. This framework matrix 

subset is presented in Table IV. 

TABLE IV.  FRAMEWORK MATRIX SUBSET 

 
 

Table IV illustrates several key factors. First, intersection 

points of the matrix may highlight different or similar 

aspects of privacy, trust, and information quality. 

Differentiations are shown for only data privacy issues in 
this subset, but they can be seen more readily in the full 

framework matrix presented in Appendix A. Second, related 

social sharing aspects of online social network information 

such as the user controlled areas of Disclosed, Entrusted, 

and Incidental data will be more similar to each other than 

to organizational (system and third party) aspects such as 

Behavioral, Derived, and Service data. It should also be 
noted that aspects as currently presented in the matrix 

intersection points are not in any specific rank order. Even 

when similar aspects are presented, those aspects may have 

different levels of importance based on the social 

networking data type being researched. Finally, the dotted 

lines found in the data privacy grids for Entrusted and 

Incidental data are there to indicate distinctions between 

data privacy violations that may happen to a user and data 

privacy violations that a user may cause to happen to others.  

V. CHALLENGES, LIMITATIONS, AND LOOKING AHEAD 

This research faces several challenges and limitations. 
First, while a broad framework matrix can be presented, the 
scope for validation and deeper research will be limited to 
social network data types that relate to user specific aspects 
of the framework matrix. The role of provider and third-party 
related online social network data types are highly 
noteworthy, but they will be addressed in only a limited 
manner, if at all, in this research. Second, to limit scope 
during the development of a syntax and conceptual model, 
not all variations of data element types and entity 
interactions will be addressed. Once again, in order to 
control research scope, the focus will be on select user 
specific aspects of the framework matrix as well as a targeted 
set of matrix overlays. This series of scope limitations is 
detailed more specifically within the Methodology section of 
this paper.  

Challenges for this research may include determining and 
attracting a diverse set of respondents to create a 
representative population in phase three of this study. For 
measurements within structural equation modeling to be 
considered valid certain minimum respondent thresholds 
need to be met based on the number of components within 
the model. In addition, structural equation modeling analysis 
requires the identification of alternate models. Because of the 
dynamics of social networks, identifying all alternative 
models may be difficult. Further, finding field experts 
willing to participate in the framework matrix validation 
survey may also be difficult, but since only a small number 
are required it may be a challenge that is more easily 
overcome. 
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APPENDIX A - FRAMEWORK MATRIX: INFORMATION QUALITY, DATA PRIVACY, AND TRUST IN SOCIAL MEDIA NETWORKS 

APPENDIX B - FRAMEWORK MATRIX: DATA PRIVACY AND INFORMATION QUALITY 
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APPENDIX C - FRAMEWORK MATRIX: DATA PRIVACY AND TRUST 

APPENDIX D - FRAMEWORK MATRIX: TRUST AND INFORMATION QUALITY 
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Abstract—We present a novel institutional perspective on the
distributed consensus and ledger technology known as blockchain.
We discuss the concept of Distributed Autonomous Institutions
that are able to facilitate global interactions, contracts, and
value transfers, all of which are achieved without the need
for the human-based third party trust. We argue that due to
its properties and design blockchain technology represents a
disruptive change in the modelling paradigms of socio-technical
systems. Distributed trust and consensus mechanisms offered
by blockchain technology represent a novel, qualitatively dif-
ferent, phenomenon. We present the general design principles,
stakeholders, the dynamics between those stakeholders, the
incentive models, and the consensus protocols currently used
in blockchains, before highlighting the potential of blockchain
technology to develop distributed autonomous institutions. We
conclude with a discussion of challenges associated with the
adoption of blockchain technology.

Keywords–blockchain; governance; autonomy; distributed au-
tonomous institutions; public ledger; mining; consensus; smart
contracts; Bitcoin; DashCoin; Ethereum

I. INTRODUCTION

One of the important enablers for modern civilization
has been the invention of language. Spoken language has
enabled the evolution of complex, yet stable communica-
tion patterns [1], whereas written language has provided
persistence [2] and added the ability to communicate asyn-
chronously, sometimes across centuries or millennia. Commu-
nication and persistence have further played a fundamental
role in the development of modern computing paradigms.
Since the invention of the von Neumann architecture, hu-
man development and institutional automation has accelerated,
as evidenced in increasingly complex forms of social and
economic organisation and associated regulation. Example
phenomena include the increasing numbers of digital nomads
and flexible organisational boundaries based on procurement of
external services. We claim that the accelerated development
and growth in complexity in human institutions ultimately
relies on the three fundamental elements: (1) communication:
the ability to communicate and synchronize; (2) persistence:
the ability to store communication or data; and (3) the ability
to compute: ie. automatically execute an algorithm, or in
other words, a finite set of computational steps. This parallels
the characteristics of what we refer to as institutions [3],
or “manifestations of social behaviour” [4], which are char-
acterised by (a) social interaction, (b) stability, i.e., institu-
tions’ ability to survive the constituting behaviour [5], and

TABLE I. INSTITUTIONAL CHARACTERISTICS AND ASSOCIATED
ENABLING TECHNOLOGY

Technology Communication Persistence Distributed Computation

Internet •
P2P Technology • •
Blockchain • • •

(c) procedural prescription of desirable behaviour (or pro-
scription of undesirable behaviour) that may or may not be
explicitly codified [6] (e.g., as laws vs. social norms). While
the internet enabled communication across organisational and
national boundaries, laying the foundation for modern virtual
organisations, its primary focus was the facilitation of general
human communication. The actual state was held within the
endpoints, not the network itself. Only the introduction of
peer-to-peer technology in the early 2000s (e.g., [7]) moved
state into the network itself. Thus state did no longer rely
on individual endpoints, but was rather distributed across a
collection of participating network nodes. Therefore, the state
could be managed in the network itself, the modification
required explicit intervention by individual nodes based on
externally negotiated semantics. In this context ‘externally
negotiated’ implies that the higher-level application-specific
semantics (beyond the primitive CRUD operations Create,
Read, Update and Delete) are not managed by the system itself.
Even though cloud technology reinforced the virtualisation
and decentralisation of computation, it did not change the
institutional status: the control is retained with a single well-
defined entity, generally the owning organisation. The inability
to delegate the guaranteed execution of complex instructions,
along with assurance of transaction safety to the network itself,
limits the adoption for critical services outside the control of
organisations such as banks, insurances and governments. We
argue that the final missing pillar, the decentralised execution
of procedural prescriptions makes all the difference in building
truly open institutional environments, enabling us to relay
critical coordination tasks, such as digital payments, tendering
of governmental contracts, or even democratic voting processes
to the network itself. Table I summarises the institutional
properties of the highlighted technologies.

We believe that blockchain technology reflects the natural
evolution towards loosely coupled, user-centric, distributed
and autonomous institutions, that will fundamentally change
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the nature in which humans engage with computers, and, in
extension, with other humans. In this context the autonomous
nature of institutions reflects the continuous operation without
the need for any human intervention.

In Section II we briefly introduce the principles that un-
derlie blockchain technology and highlight the central char-
acteristics that produce the added value that has the potential
to redefine the modern economic landscape. We further intro-
duce Bitcoins and DashCoins as example implementations of
blockchain technology, before introducing the more advanced
blockchain-enabled decentralised computation in Section III.
In Section IV, we introduce the concept of Distributed Au-
tonomous Institutions, before discussing their impact on socio-
technical systems as well as society in the wider sense in
Section V, along with an outlook on future work.

II. BLOCKCHAIN

Blockchain technology facilitates the fundamental shift
based on automated, yet flexible mechanisms that deal with
trust and liability based on adaptive incentive systems. The
underlying cornerstone of public blockchain technology is
solving the consistency problem, that is, ensuring a consistent
indisputable representation of state and transitions outside of
the control of either single stakeholder. The mathematical
consistency of events, or transactions, is assured by aligning
the incentive model with the goals of the distributed network
of peers. In this context ‘public’ implies that blockchain
applications operate in the open public sphere and coordinate
interaction between unknown participants in a permissionless
fashion, i.e., in principle anyone can participate.

Whereas the distributed nature of state is unproblematic, its
synchronised modification is. In an open distributed environ-
ment all the nodes need to achieve consensus about whether
an individual transaction is accepted or rejected. Accepted
transactions must be subsequently integrated into the shared
chain of transactions held within the blockchain. Decision-
making generally operates based on social choice protocols,
such as voting (e.g., majority-based voting). Thus stakeholders
cannot modify the distributed shared state or cheat without
collaboration by the majority of other stakeholders. The prob-
ability of colluding is reduced by network size and anonymity,
as well as ensuring that cheating carries a risk of value loss.
In this context value loss means waste of computational re-
sources or loss of the managed resources, e.g., digital currency.
However, any modification puts a computational burden on
all members of the network. This aspect could be exploited
by injecting large numbers of transactions and reducing the
blockchain’s ability to process those, while maintaining global
consistency. The associated expectation is that fraudulent trans-
actions (e.g., declaring multiple transactions of the same funds
at the same time) will be accepted by a critical number of
hosts and eventually be accepted into the global blockchain.
In the absence of a central sanctioning authority, blockchain
modifications (i.e., transactions) need to be cheap enough
not to discourage the system’s use, yet expensive enough
to prevent opportunistic abuse (e.g., by submitting fraudulent
transactions). Mechanisms that facilitate this trade-off include
the consumption of high amounts of processing power or per-
transaction payments. This balance of incentive and deterrence
is the proof of work [8]. An alternative approach that avoids
the inefficiencies associated with the proof of work, such as

wasted power and processing time, as well as to limit the
computational ‘arms race’ for computing power, is the proof
of stake. In the proof of stake [9] the individual participants’
influence is constrained by their commitment to the system,
such weighing the influence by the amount of resources indi-
vidual participants hold. Naturally, this introduces hierarchical
characteristics into the system, but increases the efficiency of
the system without unproductive use of computing resources.
Whatever the specific protocol employed by a given blockchain
implementation, the proof of work, proof of stake, and the
voting model used for validation work in unison; the stable
long-term strategy is not to cheat. Decentralised blockchain
technology offers third-party trust without any single entity
taking the full responsibility or having full authority.

What this means for institutional settings [10] is that trust
and liability can now be flexibly shifted on a spectrum ranging
between the institution itself and the participating individuals.
Let us take an example of a simple asset, e.g., a currency.
Let us assume that selfish individuals only trust themselves
completely, i.e., one cannot cheat or misuse one’s own trust.
Being a custodian of one’s own assets carries liability, e.g., for
safekeeping. To relieve oneself from the liability, one can give
custody of the asset to a trusted institution (Institution A in
Fig. 1), such as a bank. Once an individual deposits an asset,
the bank is liable for the safety and security of that deposit.
The liability has been transferred from the individual to the
institution. However, that transfer also introduces the need for
trust. The individual must now put their trust in the bank.

Individuals

Trust

LiabilityIndividuals

Institution A

Trust

LiabilityIndividuals

Institution B
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nc
e 

ch
ec

k

Figure 1. Trust Relationships in the Traditional Institution Concept

To relieve one from liability, and to pass the liability to
the bank, one thus has to trust the bank, or, more precisely,
institutions that regulate and control the bank’s operation
(Institution B in Fig. 1), since the inner workings are in-
accessible to trusting individuals and are thus not openly
verifiable. But what if one trusts none but oneself, but still
wants to pass the reliability to an institution? The solution is
a Decentralised Autonomous Organisation (DAO) [11] – an
algorithm, that codifies the participants, governed resources as
well as protocols. The algorithm that is guaranteed to work
according to its specification and, if well constructed, never
fails. Once instantiated, it would thus never break the trust
one puts into it, since the algorithm exhibits verifiable trust.
Therefore, with the blockchain it is possible to achieve the
liability transfer from individual to institution, without the
putting trust into a traditional institution that operates based on
human intervention (e.g., a notary). That said, any DAO can
only be as good as its implementation. A DAO is governed
by verifiable code and reliable execution, but that does not

30Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-504-3

SOTICS 2016 : The Sixth International Conference on Social Media Technologies, Communication, and Informatics

                            40 / 45



protect it against bugs introduced at design time. A good
example for the importance of thorough development is the
recent exploitation of the most prominent DAO and the theft
of around one third of all entrusted funds [12].

As another example for a blockchain-enabled application,
consider a simple escrow service. Typically, an escrow service
is used to assure atomicity of a transaction between two non-
trusted entities, and to have the ability to roll back a partially
fulfilled transaction. An escrow service, a trusted third party
is used to work as a trusted intermediary to facilitate the
transaction. With the blockchain, such transactions are atomic
by design, without the need for a trusted third party. What
those examples demonstrate is that many centrally-managed
services, in particular those provided by insurance companies,
banks, or governments, can be made more secure and more
transparent with the use of blockchain technology. This means
that the human element can be eliminated from selected
institutions or contractual agreements, especially in areas in
which the ability to maintain accountability is challenging.
This has a fundamental impact on how we will perceive and
deal with fraud, data leaks or power abuse. This potential
and the associated challenges become clearer when exploring
examples of blockchain technology with respect to structural
and governance characteristics. In the following subsections
we thus highlight some examples of blockchain technologies
to illustrate the sketched potential.

A. Bitcoin
The first deployment of the blockchain technology and cur-

rently the most dominant virtual currency is known as Bitcoin.
The creator of the system, known as Satoshi Nakamoto, wrote
about the system in a founding white paper [13]. The global
network of miners and users is one of the largest and most
powerful computational resources currently in operation.

Developers

Users

Validating 
NodesMiners

Figure 2. Blockchain Stakeholders

Stakeholders. At its essence the Bitcoin network relies on
two operations, a) the mining of the currency (i.e., production
or minting of the currency tokens), and b) the validation of
transactions (i.e., facilitating the use of the currency). This is
mediated by a set of stakeholders, a schematic overview of
which is depicted in Fig. 2. The developers provide code for
the mining and the consensus library. The miners generate new
blocks that contain the individual transactions. The validating
nodes run software to accept or reject transactions. In addition,

validating nodes also accept or reject blocks mined by the
miners. To regulate individual influence, the acceptance relies
on majority-based voting between the validating nodes. The
detailed workings of the system are further explained in [13]
and in [14].

Instead of exploring the technical complexity here, we only
focus on the circular dependencies between all three stake-
holders. Validating nodes are not able to influence the process
alone, because they lack the computational power necessary
to compute the blocks. Miners, who possess the necessary
computational resources, are not capable of influencing the
voting process directly, as the network of validating nodes
is larger than the mining network. This makes it difficult to
obtain 51% of voting power. The developers shape the rules
and the consensus protocol, but can neither control the mining
nor the network. In principle, all parties thus have a strong
incentive to maintain the trust and operational integrity of the
network, without the risk of any other group exerting full
control, thus giving the system characteristics of a common
pool resource [15] with distributed governance.

Centralisation. In the early days of the deployment the
users of Bitcoin used to be the ones running the mining as
well as contributing their computing resources as validating
nodes. That was the initial assumption of Satoshi, and mining
as well as validating was built into the Bitcoin wallet software.
The goal was to keep the network as large and as distributed
as possible. However, over time an interesting phenomenon
occurred, similar to the development of internet services:
centralisation. Due to increased popularity of simplified wal-
lets, increased demands on storage and traffic to maintain
fully validating nodes, and the escalation of computational
resources needed for mining, most contemporary Bitcoin users
are neither miners nor validating nodes. This model has severe
limitations, and the community has yet to work out how to
address the increase in centralisation of the system. A related
phenomenon that exemplifies the complexity of influence
factors on the structural characteristics of the network is the
fact that majority of mining power for Bitcoin now resides
in China [16]. A reason for this lies in the exceptionally
cheap access to electricity and the direct access to the mining
hardware that is produced in China. Thus micro-economical
incentives have tangible impact on the network structure itself.
The other property of Bitcoin is that it does not control who
the miners or who the validating nodes are. The network can
be infiltrated by malicious nodes in an attempt to destabilise
the network, or simply to monitor the transactions in order
to de-anonymise network participants [17], an aspect we will
discuss in the following.

Anonymity and Traceability. Anonymity in Bitcoin net-
work takes a weak form of pseudonymity. That implies that
users’ identities are hidden behind pseudonyms that can be
tracked through the blockchain. Bitcoins are not fungible.
Fungibility is the property of a good or a commodity such
that its units are completely interchangeable, and can be
easily substituted. The Bitcoin protocol allows traceability of
transactions between the pseudonyms, and as soon as a given
pseudonym is attached to a real person, there is a possibility
of de-anonymising other transaction participants. In order to
maintain anonymity, specially crafted mixing services need to
be used to make tracking harder, or statistically impossible.
Those services work in such a way that they generate a large
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number of bogus transactions that obfuscate the true coin
ownership in the transaction graph.

Governance. From a socio-technical perspective, the most
interesting element of the Bitcoin blockchain is its governance
model, or, to be precise, the lack of it. The network is fully
self-organising, and there is no governance model built in.
The decision making and protocol refinement happen through
iterative decision-making processes and community adoption.
In theory, it means progress can be achieved by the community
through majority-based voting. In reality, due to lengthy iter-
ations between the discussions, development, and partitioning
of the development efforts, the progress and adoption of ideas
is slow. With focus on the reliability and long-term viability
of the currency, this can be a desirable property, since it is
based on the democratic consensus-based decision-making. On
the other hand, consensus-building involves an inherent risk
of community partitioning, or even a hard fork. A hard fork
occurs if the community and the network splits into two chains,
out of which one is likely not to persist in the long term. This
means assets stored in the eventually discontinued fork are
ultimately lost. However, hard forks can occur intentionally:
Ethereum’s (see Section III) recent funds theft led to precisely
that decision based on community consensus [18] in an attempt
to revert the fraudulent transactions.

B. DashCoin
To address some of the shortcomings of the original Bitcoin

structure, alternative currencies have emerged. One example
for this development are DashCoin, whose structural charac-
teristics we will compare to Bitcoin, in order to disambiguate
blockchain technology from specific applications built on its
principles.

Stakeholders. The Dash network is fundamentally similar
to the Bitcoin network. However, there are some interesting
modifications. The Dash protocol introduces a concept of
second layer nodes, called master nodes. Those are selected
nodes that provide a certain proof of stake, or collateral, such
that only a limited amount of nodes ever exist in the network.
Those nodes are rewarded for participating in the network and
they provide certain services, such as governance and voting on
new services, allocation of funds, and consensus rules. Those
nodes can also provide a distributed oracle service, that is,
provide a verifiable ground truth without the need for a trusted
third party. Because there is a limited amount of those, and the
fact that they can be verifiably trusted (due to the collateral
that they deposit), certain operations, such as the confirmation
of transactions, can be done much faster than in the Bitcoin
model.

Centralisation. The Dash network addresses the issues of
centralisation by delegating some of the duties to second-tier
nodes (master nodes). The number of those is kept within
the range of 3500-4000 nodes, which is sufficient to sustain
a robust network. Each of those nodes has deposited 1000
DASH, which means those are core stakeholders in the net-
work, whose incentives are aligned with the group incentives as
a whole. Besides the proof of stake, the network also employs a
proof of work algorithm that bears no benefits if implemented
in hardware – anyone can participate in mining using their
graphics processing unit (GPU), and it is not beneficial to
implement the algorithm in hardware (e.g., in application-
specific integrated circuits (ASICs)).

Anonymity. Coins can be passed in pseudo-anonymous
fashion, similar to the Bitcoin. However, there is a built-
in transfer mode that mixes the coin in transit, using the
master nodes for this purpose. Therefore, the coins can be
transferred in statistically anonymous fashion without the need
for additional services.

Governance. The most interesting feature is the gov-
ernance model, consisting of the group of major network
stakeholders, i.e., the master nodes. Each master node has the
right to vote on resolutions and the majority of voters decide on
the structure and future of the network itself. Due to the design,
the objectives of the network as a whole, its customers/users,
and the master node operators are aligned to promote privacy,
consistency, and security. The Dash network does not suffer
any of the limitations of the Bitcoin blockchain governance.

C. Example Applications
Fully anonymous, atomic, and reliable peer-to-peer trans-

fer of value is one of the most common examples of the
blockchain technology application. It offers the potential to
facilitate fully automated micro payments and full remittance
automation. Due to built-in mechanisms for delayed payment
and multi-party signatures, it is possible to build more complex
contractual agreements between parties, and involve multiple
participants in the value transfer. Bitcoin and Dash blockchains
can be used to issue digital assets, or work as a public
registry of ownership (e.g., land title management [19]). Re-
cent developments include prospective adoption of blockchain
technology to regulate insurance subsidies based on real-time
risk pooling [20]. Alternative use cases involve decentralised
identity management [21], or the use of the blockchain to
verify and validate the existence of documents based on their
hash, without making the actual content public [22]. Despite
the novelty of those approaches, all applications share the
public ledger concept as the essential operational principle.

III. DECENTRALISED COMPUTATION

Existing public ledgers, such as the Bitcoin blockchain,
provide a decentralised, verifiable and mathematically consis-
tent transaction tracking. Each newly created transaction is
atomic, that is, it is either fully included into the chain, or it is
discarded. This is similar to a distributed database system. The
difference being that everyone can participate in maintaining
that database, and there is no single central authority that
dictates the rules.

The computational expressiveness of such a ledger is
limited to several cryptographic operations. This has been a
carefully chosen design decision to keep the computational
complexity of validating and verifying transactions simple,
so as to ensure broad participation. However, this effectively
limits the computational capabilities of the ledger itself. Any
state transitions or computations that do not use crypto-
primitives must be executed by a trusted third party.

Ethereum [11] takes the next incremental step towards
automating institutions. It has been designed from ground up to
enable execution of arbitrary, Turing-complete code within the
transaction itself, making it a distributed ledger and distributed
execution environment at the same time. This means that
the blockchain itself can host a transparent and inspectable
process: a sequence of steps that express an algorithm, or
state machine transitions that are monitored and executed by
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the network itself. The user who wishes to invoke the logic
must remunerate the network for the execution of all the
operations. No single node or potentially inconsistent client
implementations can be held responsible for executing that
computation. Though the collective of nodes provides the
computational capabilities, the computation itself is distributed
across those nodes and cannot be unilaterally modified or
prevented. To prevent or circumvent the execution, the entire
network would have to be taken down, the prospect of which
is unrealistic once a critical adoption level is reached. Going
beyond the sovereignty-agnostic currency flow enabled by
cryptocurrencies like Bitcoin and DashCoin, this means that
specific executions do no longer underlie a single determinable
jurisdiction, making the execution truly distributed in the sense
of transparency and fungibility.

In practice, the system relies on ether (and its subdenom-
ination wei) as fundamental unit of exchange that is needed
to pay for deploying code. Ether is generated by miners but
can be procured via exchanges. The users specify contracts,
which can be as simple as modifiable objects, or as com-
plex as long-running decision-making processes, like voting
or deploying one’s own cryptocurrency inside the Ethereum
network. The required payment (gas) is estimated based on
code complexity and charged to the deploying party. Contracts,
or smart contracts, are created using the companion Javascript-
inspired programming language Solidity [23]. Solidity allows
the specification of a contract’s stakeholders, permissible modi-
fications, execution conditions (e.g., triggers for voting) as well
as termination conditions. Deployed contracts are uniquely
identified and publicly visible. The required remuneration for
contract deployment deters from excessive use and is deposited
during deployment. Unused funds are reimbursed if the initial
projection was too high.

The new quality of automated enforcement of codified
contracts highlights the importance of thorough development
and testing, an aspect that has become evident in the recent
first massive hack of an Ethereum DAO [12]. But in this young
and dynamic field, solutions are already on the horizon. A
proposed solution to this problem is the use of child chains to
coordinate asset-based transactions as implemented in the new
blockchain alternative Ardor/NXT 2.0 [24], which is under
development and to be released for production use in 2017.
In contrast to Ethereum’s support for general-purpose code,
Ardor will concentrate on specific asset-based transactions.
The concept of child chains permits the delegation of specified
operations onto a given sub chain, and thus increasing the
security by limiting the visibility to relevant stakeholders. The
security model is further strengthened by supporting complex
preconditions for the execution of transactions. In addition, the
delegation to child chains increases the scalability of the entire
network by reducing the necessary decentralised computations.
The concept furthermore includes built-in mechanisms to man-
age governance and decision-making processes in a reliable
and anonymous fashion.

However the blockchain landscape will develop in the
future, we see specifically the delegation of code execution
into the blockchain itself as the game-changing feature, and
the foundation of what we refer to as Distributed Autonomous
Institutions. Table II provides an overview of essential insti-
tutional functions as performed in the discussed instances of
blockchain technology.

TABLE II. BLOCKCHAIN TECHNOLOGY INSTANCES AND
DISCUSSED CHARACTERISTICS

Technology Validation Governance Managed Artefacts/
Capabilities

Bitcoin majority-based vot-
ing

informal
community-
based

transactions

DashCoin stake-based representative voting transactions

Ethereum majority-based vot-
ing

informal
community-
baseda

transactions & stateful
autonomous code execu-
tion

a The community-based governance system is currently undergoing revision
in the light of the recent DAO theft, with directions pointing towards
the explicit appointment of governing entities based on constitutional
principles (see e.g., [25]).

IV. DISTRIBUTED AUTONOMOUS INSTITUTIONS (DAI)
The outlined technological developments suggest that crit-

ical cooperative tasks can now be fully automated while
retaining oversight, but without the ability to intervene. On first
sight, this suggests the complete codification and delegation of
cooperative tasks to the blockchain into a DAO. However, this
naı̈ve conception obscures the reality of useful socio-technical
systems. As with conventional socio-technical systems, the
value of any system is determined by its usefulness to solve a
specific, more or less well-defined task. However, the central
determinant of usefulness remains the human stakeholder that
interacts with the system, or, in extension, employs an artificial
entity to interact with the system on one’s behalf. Instead of
replacing existing structures, the technological developments
allow new formal organisational structures to emerge in such
a way that it is the software that is at the centre of explicitly
specified objective coordination tasks, freeing external enti-
ties from economically inefficient and potentially corruptible
third-party oversight. We call those Distributed Autonomous
Institutions (DAI) (see Fig. 3).

Compliance check
Individuals

Liability

Individuals

Institution A

Blockchain
Liability

Liability

Figure 3. Relationships in Distributed Autonomous Institutions

In DAI the need for trust is eliminated, since the entire
workings of the institution (Institution A in Fig. 3) are now
transparent. The compliance-enforcing role is taken up by
individuals. There is no need for a second institution (In-
stitution B in Fig. 1) that overlooks workings of Institution
A. Furthermore, the liability can be partially delegated to
individuals.

The software and blockchain technology is capable of
providing a transparent, verifiable process to achieve the
same effects that traditional organisations achieve with the
help of trusted human institutions and governmental services.
The essential difference is that DAIs can be made difficult
to circumvent and impossible to penetrate. For example, in
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economically critical services, such as those offered by banks
or governmental agencies, a closed system susceptible to
manipulation or fraud can be replaced by a DAI that is
more efficient, effective, and which cannot be circumvented
by the human element. In contrast to DAOs, the proposed
DAI construct includes the consideration of the physical, legal
and social environment, as well as contractual relationships
residing outside the blockchain. This is not meant to reflect
a compromise of opportunity and reality, but the merger of
the best of two worlds, enabling novel forms of multi-party
business-to-business (B2B) operations in which the trust does
not need to be mutually negotiated (e.g., relationships between
k companies would require (k(k − 1))/2 contracts) but be
attached to an externalised single smart contract accessible
and verifiable by either party. This raises enormous potential
to construct ad-hoc operations, while providing opportunities
to smaller market players that would otherwise not have the
capacity to engage in formal negotiations. We specifically want
to highlight the explicit formal specification, which, in princi-
ple, removes any need for ex-post legal interpretation, since the
programmatically encoded agreement is indisputable in legal
proceedings, substituting the judicative element necessary for
the interpretation of conventional contracts.

The mechanisms discussed above have the potential to
fundamentally change the way in which organisations can deal
with any form of agreement enforcement, such as individual
or collective employment contracts, voting in unions, crowd-
funding of startups, or research and development initiatives.
However, this notion of verifiable institutions offers novel
applications for the revision of the transparent management
of funds in governmental organisations, or to facilitate elec-
tions. In April 2016, the Minister for the UK Cabinet Office
and Paymaster General, Matt Hancock, delivered a speech
on Central Government Efficiency, Government Transparency,
and Accountability [26], and argued for the use of blockchain
technology in the governmental sector:

“We are exploring the use of a blockchain to manage the
distribution of grants. Monitoring and controlling the use of
grants is incredibly complex. A blockchain, accessible to all
the parties involved, might be a better way of solving that
problem. [...] Bitcoin proved that distributed ledgers can be
used to track currency as it is passed from one entity to
another. Where else could we use that? Think about the student
loans company tracking money all the way from treasury to
a student’s bank account. Or the department for international
development tracking money all the way to the aid organisation
spending the money in country. [...]”

Currently, we are experiencing the dawn of this technol-
ogy, and we will experience the rise and demise of various
blockchain instances, but we can be certain that the technology
core is here to stay. Consequently, we will need to observe how
it will change the structure of organisations, how we model
socio-technical systems, but also what the ethical implications
of concepts such as smart self-enforcing institutions are for
our disciplines and society.

Inasmuch as we highlighted the benefits of the technol-
ogy, we consequently need to be aware of the associated
risks that follow suit. Will smart contracts and distributed
autonomous institutions mimic the existing brick-and-mortar
organisational structures, or will we observe new, qualitatively
different loosely-coupled socio-technical systems? Can we

provide mechanisms that control the advent of novel schemes
in which users enter contractual agreements they do not
fully understand? Is the lack of case-based control, fraud or
manipulation always desirable? Will democratic governments
or public companies be expected to adopt transparent and
verifiable processes based on the blockchain technology? Can
blockchain technology be a solution to facilitate effective
and efficient electronic voting? An important aspect in this
context is to define how to redraw the line between public
and private information (and to implement it). Does this
technology prevent novel creative accounting practices (based
on improved transparency), or will the low adoption threshold
in fact stimulate the emergence of new variants of complex
services (e.g., mortgage-backed securities) that have caused
economic turbulences in the past? What will the accessibility
of smart contracts mean for personal privacy in general?

V. SUMMARY, DISCUSSION & OUTLOOK

Distributed ledgers and distributed consensus protocols
replace the need for third party trust. We have argued that the
new technology enables the formation of private, anonymity-
preserving, yet trustworthy automated institutions. This new
flavour of institutions will have characteristics not found in
current institutional constellations, due to the nature in which
trust and liability are managed. This has the potential to funda-
mentally change the nature of institutions, because the human
element can be eliminated. The blockchain technology allows
new forms of governance, liability and trust to be shifted from
traditional institutions (such as governments, banks, courts) to
individuals and delegated to automated distributed autonomous
institutions. The old and the new forms of organisations will
co-exist by forming complex structures and interdependencies
between human-centric and DAIs. We argued that those new
forms of organisational structures are qualitatively distinct
from existing institutions. Developing such systems will re-
quire a change in how we model systems in general, how we
interact with them, but most importantly, how to determine and
control the authority we delegate to those systems. This will
inevitably involve research and analysis into the impact that
DAIs will have on society at large.

To realise the benefits of developing transparent open
coordination systems, substantial amount of work is required.
Beyond the obvious technical challenges, this requires the
consideration of social and legal implications. The potential
anonymity enabled by the technology requires careful consid-
eration for applications that may afford some public display
of identity-related or pseudonymous information, such as in
crowd-funding systems, or land title management. An essential
aspect here is to prevent potential defamation by anonymous
parties, e.g., by levering a comparable level of identifiability
for all involved parties. Those are important design decisions
that lie outside the technical platform provided by Ethereum,
or blockchain technology more generally, and precede the
implementation of a specific contract. An associated problem is
the public nature of the blockchain. This implies the awareness
that deployed code is and will be publicly accessible, both for
inspection but also potential abuse, which lifts the challenge
of developing high-quality non-exploitable code, an aspect we
discussed in Section III.

Another important aspect revolves around the handling
of conflicts. Whenever operating across system boundaries
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– such as conventional private organisational environments
and publicly-accessible institutions – conflicts can develop
and manifest themselves based on changing local operations
or environmental influences. The current state of blockchain
technology in Ethereum does not consider a dynamic nature
of contracts. Once deployed, contracts have a fixed interaction
interface and codified operations. This neither considers the
potential to adapt contracts at runtime, nor does include mech-
anisms to mediate conflicts directly. Instead, an alternative
refined contract could be negotiated to replace the original
contract (that could continue to coexist or simply be discarded).
A central consideration in this context is the management
of ownership of a given contract, i.e., the party/parties that
manage/s the life cycle of a given contract. Per default,
the instantiating party gains ownership, an aspect that is
important for handling of funds that are allocated to a given
contract, etc. Unlike conventional contractual agreements, the
technically guaranteed executable contract specification affords
the explicitly encoding of infrastructural aspects, such as the
redistribution of outstanding funds to individuals, the payment
of obligations by individual parties to sponsor the contract
execution in the first place (i.e., the necessary gas), and the
necessary actions for discarding a contract (e.g., multi-party
invocation of a specified discard function).

These interdisciplinary aspects are grounded in technology,
but reach far beyond the purely technical domain into manage-
ment and the legal discipline. This makes it only more impor-
tant to ensure the safe specification, deployment, and operation
of smart contracts. To make smart contracts truly accessible,
future development needs to provide mechanisms that allow
non-technical users to write prototypical contracts while main-
taining the essential institutional content. A possible approach
includes the modelling in a widely accessible specification
language and the translation into the corresponding execution
language in a (semi-)automated manner. An alternative is to
provide domain-specific ‘building blocks’, e.g., for the purpose
of ‘voting’ or ‘auctioning’, in order to compose executable
contracts that could be specified and reviewed by domain
experts. An intermediate step would be the specification of
best practices and provision of pattern repositories that contain
thoroughly tested contracts ready for immediate instantiation.

Further support for developing smart contracts is com-
plemented by the demand to make existing smart contracts
easily accessible or interpretable to use blockchain technology
for its essential purpose: to coordinate verifiable state in a
decentralised manner. This would stimulate the broad adoption
of this coordination infrastructure by applications and services
in a potentially loosely-coupled manner, and extend the playing
field beyond the current currency-centric niche existence of
blockchain technology.

Bearing the potential and challenges of this novel technol-
ogy in mind, one thing is certain: Lawrence Lessig captured
the essence of DAI, and blockchain technology more generally,
when he stated: “code is law” [27].
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