
SOTICS 2012

The Second International Conference on Social Eco-Informatics

ISBN: 978-1-61208-228-8

October 21-26, 2012

Venice, Italy

SOTICS 2012 Editors

Lasse Berntzen, Vestfold University College - Tønsberg, Norwa

Petre Dini, Concordia University, Canada & China Space Agency, China

                            1 / 115



SOTICS 2012

Foreword

The Second International Conference on Social Eco-Informatics [SOTICS 2012], held
between October 21-26, 2012 in Venice, Italy, continued a series of events on social eco-
informatics, bridging different social and informatics concepts by considering digital domains,
social metrics, social applications, services, and challenges. Academic and industrial
contributions were expected on algorithms, mechanisms, models, services dealing with
challenges in social eco-systems.

The systems comprising human and information features form a complex mix of social
sciences and informatics concepts embraced by the so-called social eco-systems. These are
interdisciplinary approaches on social phenomena supported by advanced informatics
solutions. It is quit intriguing that the impact on society is little studied despite a few
experiments. Recently, also Google was labeled as a company that does not contribute to brain
development by instantly showing the response for a query. This is in contrast to the fact that it
has been proven that not showing the definitive answer directly facilitates a learning process
better. Also, studies show that e-book reading takes more times than reading a printed one.
Digital libraries and deep web offer a vast spectrum of information. Large scale digital library
and access-free digital libraries, as well as social networks and tools constitute challenges in
terms of accessibility, trust, privacy, and user satisfaction. The current questions concern the
trade-off, where our actions must focus, and how to increase the accessibility to eSocial
resources.

We take here the opportunity to warmly thank all the members of the SOTICS 2012
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to
SOTICS 2012. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the SOTICS 2012 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that SOTICS 2012 was a successful international forum for the exchange of
ideas and results between academia and industry and for the promotion of progress in
advanced social eco-informatics.

We are convinced that the participants found the event useful and communications very
open. We also hope the attendees enjoyed the charm of Venice, Italy.

SOTICS Chairs:

Philip Davis, Bournemouth and Poole College - Bournemouth, UK
David Newell, Bournemouth University - Bournemouth, UK
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Petre Dini, Concordia University, Canada & IARIA, USA
Magdalini Eirinaki, San Jose State University, USA
Krzysztof Juszczyszyn, Wrocław University of Technology, Poland
Ulrike Lucke, University of Potsdam, Germany
Abdulrahman Yarali, Murray State University, USA
Feng Gao, Microsoft Corporation, USA
Lynne Hall, University of Sunderland, UK
Jennifer Watkins, Los Alamos National Laboratory, USA
Tom Erickson, IBM T. J. Watson Research Center, USA
Paolo Garza, Politecnico di Milano, Italy
Claus Atzenbeck, Hof University, Germany / Aalborg University, Denmark
Nima Dokoohaki, Royal Institute of Technology (KTH) - Stockholm, Sweden
Christine Langeron, Hubert Curien Laboratory, Lyon University, France
Sandra Sendra Compte, Polytechnic University of Valencia, Spain
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Ethics and Social Eco-Informatics
Richard Lucas

Information Systems
University of Canberra

Canberra, Australia
and

Centre for Applied Philosophy and Public Ethics Charles Sturt University
Email: Richard.Lucas@canberra.edu.au

Abstract—Ethics problems in emerging fields, typically, do not
get advance consideration. It is not until after an ethical lapse
occurs in a field of study does ethics get a serious examination.
Social Eco-informatics is no exception. I will show the extent of
the existing consideration in the academic literature concerning
eco-informatics of ethics problems and their ethical basis. Lessons
from the history of emerging fields in information technologies
will be examined as a way of pointing out the detail of ethical
problems that this field might encounter. This paper looks at
the ethics-first – ethics-last debate and offers some guidance for
researchers in this emerging field. The challenge for emerging
fields such as eco-informatics lies in keeping ahead of potential
ethics problems not reacting to them after they occur. Finally, I
use a paper on social eco-informatics to point to possible places
where the eco-informatic researcher might look to include ethical
considerations.

Index Terms—ethics first; ethics last; eco-informatics; personal
ethics;

It needs no proof that neither economic activities nor any
other class of human activities can rightly be made indepen-
dent of moral laws. (Keynes, 1890, 24) [8]

I. INTRODUCTION

I would have liked to have written a paper about ethical
problems in social eco-informatics, showing significant and
deep insight into common concerns such as privacy protection.
However when I began to examine the usual ethical suspects,
harm, rights violations, unprofessionalism, and so on I became
aware of the lack of extant research into ethical problems
in the field. I had encountered this problem before when
examining the moral issues in enterprise computing [11]: No
literature. I could have retreated to the established and field of
environmental ethics and expounded on, for example, privacy
protection and what might be done about it, but my interest
was piqued: I wondered why there might be nothing so far?
Was it just a coincidence that two emerging IT fields have no
current, or past, interest in their ethical dimensions? Out of
this wonder emerged this paper.

A. A word about terms

The usual practice in science research is to precisely define
terms. For this paper, fortunately, such a requirement is un-
necessary when discussing ethics and social eco-informatics.
Why is this?

Even if there were precise definitions of the individual terms
ETHICS and SOCIAL ECO-INFORMATICS that all could agree
on they, as discussed in the next part, would have no effect on
the thrust of this paper. What I was looking for in this paper
was the occurrence of the term pair ETHICS and SOCIAL ECO-
INFORMATICS, regardless of what the individual terms might
mean to any particular individual.

Nonetheless, ETHICS is a sufficiently common term that,
while there may be some disagreement about what counts as
ethical (or more usually, unethical), there is no substantive
disagreement that everyone has a conception of what counts
as being ethical. A common example might be:

Ethics is a set of values for determining right and wrong.
I could find no such common example for SOCIAL ECO-

INFORMATICS. For this paper I take the characterization of
eco-informatics used by Kineman and Kumar [9].

represent natural biodiversity and ecosystem phe-
nomena, and to communicate such information to
society, for science, valuation, management, and
policy

II. WHAT IS THERE TO BE ETHICAL ABOUT WITH
ECO-INFORMATICS?

Apparently nothing. Ethics, it seems, is not on the radar of
researchers into eco-informatics.

In a search of Google Scholar conducted at the last possible
moment for this paper (18 June 2012) using the keyword
phrases “eco-informatics” + “ethics”I searched for the occur-
rrence of research papers on the topic of ethical problems in
eco-informatics. I had originally planned to take the results of
this search and refine it by adding “social”. However, as the
results below show this became unnecessary. Also note that
a mere seven search results were in the “ethical”list that did
not also appear in the “ethics”list: this made discussing them
separately unnecessary.

A. The Google Scholar Search

Google Scholar was searched for academic papers and
books that examined the phrase “eco-informatics”. The term
eco-informatics alone without additional search terms resulted
in a mere 303 results. The search uncovered the first occur-
rence of the term “eco-informatics”combined with “ethics”and

1Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-228-8
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“ethical”as part of the more weildy “geo-eco-informatics”(or
geographical and ecological information systems) in Koshkar-
iov, Tikunov, and Trofimov (1989) [10]. This makes the use
of the term eco-informatics a relatively new phenomenon. The
results were then categorized into nine groups:

TABLE I
KEYWORD SEARCH RESULTS CATEGORIES “ECO-INFORMATICS” +

“ETHICS”OR “ETHICAL”

Category ethics ethical
1 Jnl or Org Code of Ethics 1 0
2 Another field’s ethics 5 4
3 Reference to an ethics paper 3 2
4 Ethics is important 5 2
5 Personal Ethics 1 1
6 Soft Science 1 1
7 Actual Examples 0 0
8 Moral evaluation 0 0
9 Unable to locate term 39 9

Categories Totals 55 19

Now, I do not want to make too much of these results.
I am fully aware that the ethics of eco-informatics could be
regarded as a melding of the fields of environmental ethics
and information ethics and merely examining each of these
fields ought to be sufficient to identify any ethical problems
and be aware of any moral evaluations. This may be true but
any connections to these already established fields does not
make the point that I want to make here. The point here is
that if a field chooses to create a new term, such as eco-
informatics, then the field, presumably, has substantial reasons
to distinguish itself from other closely related fields. This
difference then ought to result in unique ethical problems and
present unique opportunities to show its moral worth.

A cursory analysis of this shows some interesting features.
1) Jnl or Org Code of Ethics: This category refers to those

search results that mention a journal or organizational code of
ethics. One search result made reference to the need to follow
a code of ethics but did not say why or what the relevance of
such a code might be.

2) Another field’s ethics: This category refers to those
search results that mention another field’s ethics, environmen-
tal ethics, for example. Several search results (5 and 4) made
reference to another academic field’s ethics. Environmental
and information ethics both got a mention. However no details
were drawn out nor any ethical problems relating specifically
to eco-informatics were mentioned.

3) Reference to an ethics paper: This category refers to
those search results that specifically mention a paper that has
ethics in its title or is in an established applied ethics journal.
Three search results included a reference to a paper in an ethics
journal such as Journal of Information Ethics and Journal
of Environmental Ethics. However no use was made by the
articles found to discuss the ethics of eco-informatics.

4) Ethics is important: This category refers to those search
results that, in some form or other, emphasise the importance
of ethics or ethical concepts (such as harm, benefit,trust,
autonomy, honesty, virtue). Five search results mentioned the
importance of ethics but did not say how or why.

5) Personal Ethics: This category refers to those search
results that refer to personal or a person’s ethics. One search
result said that personal ethics were important when dealing
with eco-informatics. Again there was no caching out of this
claim nor evidence of how this might be.

6) Soft Science: This category refers to those search results
that refer to ethics obliquely by bundling it in with other
social or ‘soft’ sciences. For one search result the authors,
referring to those constructing eco-informatics systems, wrote
that it was important to take into account soft sciences such as
ethics, management, and society into account. However, “Soft
or social sciences, in so far as they embrace environmental
issues, history, ethics and philosophy have til now run a very
poor second.” [14]

7) Actual Examples: This category refers to those search
results that refer to specific ethical problems that have oc-
curred, and are named in connection with eco-informatics. No
search result gave actual examples of ethical problems. I would
have also taken (and did search for), the usually erroneously
named, ethical dilemma but there were none. This will be one
of the two main discussion points in the next subsection.

8) Moral Evaluation: This category refers to those search
results that mention any sort of evaluation of eco-informatics,
eco-informatics systems in terms of its moral or social worth.
No search result gave actual examples of ethical problems.
I would have included any indication of the ethical merit
of specific examples of eco-informatics (data, information, or
systems) , the usually erroneously named, ethical dilemma but
there were none. This will be one of the two main discussion
points in the next subsection.

B. Some (non-scientific) analysis

My conclusion is that ethical eco-informatics, as a serious
field of study, has been much neglected.

I do not intend to provide a sophisticated statistical analysis
of the above search nor an in-depth defence of my conclusion.
That is not my goal here. My goal here is to point out that
for a term that is 23 years (see [10]) old there are no serious
academic papers tackling the idea that there might be ethical
problems lurking in the background or that the moral worth
of eco-informatics be examined. This might be explained by
the fact that no ethical problems have occurred in the field;
that the moral worth of eco-informatics is so obvious so as to
not need stating.

Perhaps, the findings above are just artefacts of history,
that will go the way of all technological implementations
of informations systems: we will work out the problems
eventually. Is it merely a matter of time before researches into
eco-informatics and ethics come good; that academics have a
go at examining the ethical problems (potential and actual) to
measure the ethical merit?

Put another way, is eco-informatics any different to any
other field? After all, it seems that ethics gets mentioned,
eventually, in every field. However, if you look closely at
nearly any field it turns out that ethics gets a mention only
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after some unethical, usually catastrophic, event has occurred.
That is, ethics gets considered last.

III. ETHICS FIRST OR ETHICS LAST?

It seems clear to me that in the emerging field encom-
passing the environment, technology, and information (eco-
informatics) there has been no forethought about its ethical
implications. That is, ethics has not come first. Also pointed
out previously is that this is nothing new, it happens all
the time. But why should this be so? Why does ethics not
get considered first, as the field emerges? Why is ethics not
discussed ahead of time?

A. Lessons from history

To frame a discussion on whether ethics ought to be done
first or last I will use, one traditional area of information
and communication technology (ICT) ethics, systems develop-
ment, and two emerging areas, radio frequency identification
device (RFID) tags and data matching. In a forthcoming
book, Professionalism in the Information and Communication
Technology Industry [20] Bernd Stahl and Simon Rogerson,
say that: “A central problem of the ethics of technology is
that it [ethics] tends to arrive too late”. Michael Kirby the
recently retired (2009) Justice of the High Court of Australia,
showed that there were many difficulties in regulating new
technologies, ICT specially. In a similar vein, Philippe Goujon
and Catherine Flick state that “the strong push for technology
development too often obscures the need for any deep ethical
consideration before a technical project is funded, developed
and deployed”.

Researchers can, either react to the technology, that is the
ethics is done last, after the technology has been developed, or,
it can be proactive, that is be done first, before the technology
is developed. This ethics first – ethics last, approach seems
to raise what is commonly known as the Collingridge [2]
dilemma. If the ethics is done before the development has
impacts it is difficult to predict what those impacts will be
and if done after development it is difficult to control these
impacts. Croy [3] formulates the dilemma this way:

Either a technology is in a relatively early stage
of development when it is unknown what changes
should be made, or a technology is in a relatively
late stage of development when change is expensive,
difficult and time-consuming.
If the former, then control is not possible.
If the latter, then control is not feasible.
Therefore, either controlling technology is not pos-
sible, or controlling technology is not feasible.

In short, controlling technology is not possible because
prediction is so unreliable and is not feasible because, once the
technology is developed; change is difficult. While this appears
to pose real difficulties, it is not quite the dilemma that it
initially appears to be. Some prediction can be informative and
some control after the development is possible. Furthermore,
it is possible, to some extent, to slip between the horns.

B. What is the difference between reactive and proactive
active ethics?

1) Reactive ethics: I will show the difference between
reactive and proactive ethics through a brief look at the
history of the closely related (to the informatics part of eco-
informatics) field of the ethics of information technology.
Problems in IT ethics are not different or new in the sense
that they are different in kind from other ethical problems.
Moral philosophy has been studied , at least, for the past 2500
years, and the ethical issues in computing are an extension
of this. What is new and different is that the development
and use of computers has raised old questions in interestingly
new and different ways [7], often creating what Moor [12]
calls policy vacuums: problems without worked out ways of
dealing with them. The work of the computer ethicists then
is to develop policies to fill those vacuums. One example
in computing is hacking. Breaking into someone’s computer
account is in some ways like breaking into someone’s house,
but there are interesting differences. It is a logical rather
than a physical entering. Another is unauthorised copying of
software, which is a bit like unauthorised copying of a book,
and a bit like taking a television set, but there are significant
differences. There are also questions relating to work and
the loss or creation of skills, which arise in a unique way.
This way of doing computer ethics is essentially reactive [7]
and, unfortunately, the most common role of applied ethics in
general.

2) Proactive ethics: When a proactive, or ethics-first, ap-
proach is taken, the emphasis is different. One is much more
likely, and in fact it is necessary, to think carefully about
what is wanted from the technology, and that involves thinking
about what sort of life one thinks is a good one. This approach
means taking action that will guide the development of the
technology in a particular manner. This proactive stance also
highlights a more positive view of applied ethics. Ethicists
are frequently seen as playing only a negative role, always
criticising and attempting to hinder development. While this
view is to some extent correct, it is not the only thing that
ethicists should be doing. Technology clearly has a positive
role. In many ways our lives are much better because of
various technologies.

In software engineering (a common area of ICT), calls for
ethics to be considered early in the development process are
not new; Don Gotterbarn [6] has been promoting a piece of
software called SODIS (for the ethical evaluation of software
development projects) for years. This, however, is rare. In
ICT development, as in most technical development, ethical
questions have generally been left until problems appear.

3) Both: So, should ITC ethics be reactive, proactive, or
both? That is, should ICT ethics just respond to existing
problems, try to anticipate problems, or both respond and
anticipate?

The argument here is that the ethics first model and the
ethics last model are popular but poor solutions to a false
dichotomy (see Weckert [19] for a detailed examination). ICT
ethics is not something one can complete satisfactorily either
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first or last but something that needs be done continually
as the technology develops and as its potential consequences
become better understood. Ethics is dynamic in that the factual
component on which it relies has to be continually updated.
Norbert Wiener outlined this approach in 1960. In talking
about automated machines, he writes:

To be effective in warding off disastrous conse-
quences, our understanding of our man-made ma-
chines should in general develop pari passu [in step
with] with the performance of the machine.
(Wiener, 1960, 1355) [22]

What he is suggesting is that if we wait until the technology
has been developed, it may be too late to avoid disastrous
consequences. Predicting is hazardous and he does not suggest
that these machines should not be developed on the grounds
that they may produce undesirable consequences. Rather, the
understanding must develop in step with the development of
the technology’s systems. Similarly, the contention here is that
the understanding of ethical questions must develop as the
technology develops. This will be dynamic; partly reactive,
partly pari passu, and partly proactive; continually returning
to the technology to understanding how it is developing and
what its actual or likely consequences are.

Technologists must work with ethicists to predict future
problem areas. This is of course fraught with danger given the
uncertain nature of prediction, but if care is taken, it is a useful
and important activity. In many cases it is at least plausible that
ethical problems will arise and that we can know something
about what they will be like. Take the case of RFID chips
(These are the chips that are embedded in clothing or otherwise
attached to desirable and disposable goods. They emit a radio
frequency which is detected by a scanning device within its
range.). It is known that they have been developed significantly
compared to the passive chips currently used in libraries and
other places and research is continuing. For example a new
passive RFID chip is under development that will be able to
be printed onto clothing, and paper, with a range eventually
of around 300 metres (Williams [21]).

As another example, think of data matching (the process of
aggregating information across a number of disparate sources.
Usually, these, many sources were never intended to be put
together or matched) within a large organisation. Consider the
enterprise as a multinational, multi-industry conglomeration.
This enterprise has a number of customer loyalty cards. People
who took out the individual, separate, loyalty cards never
imagined that the information they contain would be combined
to provide a comprehensive profile of the card holder. Neither
did the designers of the loyalty systems. Were it only restricted
to the giving bonuses for loyalty but it never ends there. It
gets extended to more and more activities that are less and
less relevant to the card holder.

It is, now, fairly clear that developments in ICT in this
context, will lead to further consolidation and aggregation
of citizens’ information. Given these developments and uses
of the citizen data already in other contexts (Thornley, et
al. [17]), it is certainly plausible that government agencies

and private enterprise (for example the marketing departments
for both groups) will extend their uses in ways that are
increasingly threatening to privacy and make them much more
than mere isolated databases. This is not inevitable of course:
I am not a proponent of technological determinism, the view
that technology will move on regardless of what we do.
However, given the extent to which the values of efficiency and
productivity seem to override other values in the assessment of
technologies and their uses, the pressures to extent their uses
will be intense if it is seen to aid efficiency. Resistance might
also be weak. In other areas privacy is eroded a little at a time
in a way that is almost unnoticeable. Imagine if, say about
twenty years ago before paying for groceries with credit cards
was popular, the supermarkets had employed people to sit and
watch all customers as they paid, and made a record of their
purchases, names, and addresses. Most of us probably would
have been a little concerned about this. Now it all happens
automatically for those who pay by credit card; most people
do not give it a second thought. This suggests that what the
eye doesnt see doesnt really bother most people: what happens
gradually goes largely unnoticed.

C. So What?

It is here that proactive ethics comes in to play.
1) RFIDs: The argument is not that RFID chips should not

be used in libraries because of future dangers. The question to
be asked is, is it morally responsible to use the chips in certain
extended ways? And how can the technology be designed to
mitigate the dangers? What kind of regulations need to be put
in place to control the use of the chips? These are all legitimate
questions for the proactive ethicist and their answers should
feed into policy decisions about the future use of RFID chips.

2) Data Matching: In the other example of data matching
the questions to be asked are; is it morally responsible to use
loyalty card information in certain extended ways? How can
the technology be designed to mitigate the dangers? What kind
of regulations need (or ought) to be put in place to control the
use of the information?

D. Summing Up

Ethics has a role to play early in the process of technological
development. Stahl and Rogerson (in [20]), the current and
immediate past directors of the Centre for Computing and
Social responsibility at DeMontfort University, acknowledge
the difficulty of forecasting future developments, but through
an examination of European Union projects isolate a number
of ICT trends. These are; increasing computational power and
decreasing size, new types of interfaces, network connection
anywhere and anytime, and increased development of virtual
places. These trends suggest ethical issues that require ad-
dressing, or at least, serious consideration. Goujon and Flick
(also in [20]) are critical of the sharp divide that appears to
exist between ethics and technology, and argue for ethical
reflexivity, that is, the constant reassessment of ethical norms
in response to the technology to economics, to politics and to
gaps in regulation. The context of development is particularly
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important and the non-neutrality of ICT requires emphasis.
Inadequacies in both current risk assessment and technology
assessment are highlighted.

IV. THE CASE FOR ECO-INFORMATICS

So, what lessons can eco-informatics take from this dis-
cussion? Think of eco-informatics as part of the larger envi-
ronmental ethics movement. Think of eco-informatics as part
of the larger information ethics movement. But, as discussed
earlier, if eco-informatics is to stand as a meaningful term then
we must search the eco-informatics literature for an example
that can be used to highlight where ethical deliberations might
be put.

I will use the paper, What is meant by “decision-making” in
the context of eco-informatics? by János Fülöp, David Roth,
and Charles Schweik [5] to show how an eco-informatics
researcher might include ethics in their deliberations.

A. Decision Styles

The paper starts with the standard descriptions of decision
making styles: Rational, Contingency Perspectives, Incremen-
tal, and Garbage Can Decision-Making. It is in the Rational
style that ethics makes its only appearance in the whole paper.
In the context of choosing the cheapest copier and vendor in
which all the copiers are identical, they quote Rainey [15]
saying that “to choose another vendor ‘would invite others to
question the [manager’s] competence, ethics, or sanity”’. They
suggest that it would be unethical to not take the cheapest offer.

However, it is not nearly so straightforward. There are
some decision makers who consider themselves to be perfectly
rational but would make their choice in the following way.

1) Determine the integrity of the Vendor. If it is acceptable,
2) determine the character of the Vendor’s Representative.

If the Representatives are acceptable,
3) determine the way in which the copiers are identical.

Are they merely functionally identical? They cannot be
absolutely identical without violating someone’s copy or
patent rights. Are the differences ethically relevant? If
so which is the most relevant?

4) Having done the previous steps which copier makes the
greatest contribution to society.

This decision making process is rational but, simply choos-
ing the cheapest alternative is not necessarily the right choice.
In fact, using this process it would be reasonable to ‘question
the [manager’s] competence, ethics, or sanity’ if they did not
take ethics into account.

Similar comments could be made for each of the other
styles; Contingency Perspectives, Incremental, and Garbage
Can.

With Contingency Perspectives the emphasis is on ‘judg-
ment and intuition‘; the decisions makers engage in‘bargaining
and political manoeuvering in their decision-making process’.
Here, the authors could easily include ethical judgment and
moral intuition [1] in these descriptions.

Incremental decision-makers ‘choose to make less con-
troversial, intermediary decisions to ensure some degree of

success of achieving vague goals’. Vagueness, can be seen to
be either a virtue or a vice. Some success can be seen as
providing some benefit while minimising (usually) potential
harm. Virtue and harm are both standard ethical concepts.
This decision making style is already (if implicitly) framed
in ethical terms.

Finally, the Garbage Can style is epitomised by ‘waiting for
an opportunity to advocate actions already planned’. Oppor-
tunism is usually seen in an unfavourable light. It is frequently
considered unethical to be opportunistic as this has hints of
using people, treating them as means to an end. Of course this
is not necessarily true but the mere mention of this style is an
opening to bring in the ethical notions of respect for persons,
responsible decision making, and so on.

The authors end this section of their paper with:
it is probably safe to say that most developers of eco-
informatics tools or information hope that their work
will be utilized in some form of rational decision-
making processes or that at the very least, their tools
and information are used to help inform incremental
decision-making processes

Again, this a point at which the ethically sensitive eco-
informatics researcher might add that ‘their tools and infor-
mation [could] be used to help inform’ projects with ethical
merit.

B. Optimization approaches

Here the authors attribute to Nemhauser the idea that optimi-
sation ‘can be applied in decision settings where there is a sin-
gle criterion to base a decision on (such as cost)’(Nemhauser,
et al. [13]). It would be relatively easy to include other criterion
such as ethical worth, contribution to society, and so on.

Also, in this section, they refer to the development of ‘GIS-
based models’– a natural for eco-informatic systems. Given
the recent problems that Google earth has had with privacy,
identity theft, and the like it would be prudent to include
such considerations in the constructions of such systems. See
the Professional Ethics in engineering Forum [4] and Stephen
and Cizek [16] for contemporary discussions of such ethical
matters.

In the last example for this section of their paper, the authors
are right to say:

Another important point related to the various
decision-making tools and approaches cited above
as well as others falling in the domain of eco-
informatics is that often variables used in computer-
based models (such as multi-attribute decision mod-
els) are set to subjective values. These models
may contain uncertainties, either because subjective
scoring or are based upon some data or model
output that contain some level of uncertainty. It
is therefore an important question how the final
ranking of alternatives are sensitive to the changes
of input parameters contained within the decision
model and how uncertainties are communicated to
the user through analytic tools.
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This is a perfect opportunity to introduce ethics into the
discussion. It is not enough to simply say that communication
with users is an important question. Here, they might say that
it is not only an important question but rather it is a moral
imperative to communicate the user so they can make the
most fully informed choice, so they can give real, meaningful,
informed consent.
C. Politics

The authors then touch lightly on the important topic of the
use of eco-informatics for political ends.

some scholars lament the fact that various eco-
informatics-based tools, computer-based models and
information are utilized as ‘weapons in political and
policy warfare,’while others accept this supporting
role

There is insufficient space in this paper for a full examina-
tion of the ethical implications of this statement. Suffice it to
say that introducing the ethics of such use is very important.
Eco-informatics researchers ought to have strong well thought
out moral stances to these kinds of uses of their work and these
stances ought to be communicated through their writing.
D. Complexity

Also in this part of their paper the authors say that:
Others worry about the complexity of eco-
informatics-based computer models and decision
makers’ abilities to understand them.

This fits in nicely with the previous discussion that eco-
researchers ought to strive to enable users of their work to
be able to take informed decisions, to give informed consent.
They could easily stress the ethics of such enabling writing.
E. Context

In the graph of the main part of their paper, the authors
make the important point that:

it is probably the case that developers of eco-
informatics tools develop these methods without too
much concern for the context in which such tools
will be applied to decision making. Developers may
focus more on getting the tool right (scientifically)
and concentrate less on how the tool might be used
or abused in particular decision-making settings

They present this in a neutral way: it ought not to go
uncommented. They could to make the much stronger point
that the developers have significant and important duties to
the users, and society at large, for the responsible use of their
efforts. The authors have an excellent opportunity to show the
ethical urgency of changing this sort of attitude. Developers
ought to be concerned about the context in which their tools
are used.

V. CONCLUSION

I have shown that ethics does not get a serious examina-
tion by eco-informatics researchers and hence by social eco-
informatics researchers. I have argued that ethical deliberation
ought to be in the forefront of all researchers thoughts. Also,

I have shown that with some reflection it is straightforward to
put ethical deliberation into an eco-informatics research paper.
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Abstract—We investigate opportunities and risks to counter-
insurgency (sometimes referred to as COIN) that are inherent 
in the civil networks surrounding infrastructure projects. It is 
argued here that  a)  successful counter-insurgency largely 
comprises the ‘engineering’ of robust and trusted civil net-
works that are capable of re-channelling insurgent designs; 
and b) introduction of externalized-exclusive control networks 
poses a significant risk to such network development. In this 
conceptual paper, we propose a number of network models, 
each hypothesizing a risk and / or opportunity. These models 
will be tested and refined using a case study methodology that 
draws on documentary evidence and interviews with subject 
matter experts. We propose two fundamental relationships: 
Coordination by rule and control (CRC), and; Collaboration 
by social influence (CSI). CRC is based on mechanical (rule 
and time based) structures, while CSI is based on organic 
(informal, trusted and shared aware) social networks. We posit 
that COIN is primarily a CSI interaction / exchange that can 
be supported (but also obstructed) by CRC. We therefore 
propose that the design of successful COIN operations must 
adhere to the hybrid notion providing an interface between 
CRC and CSI. 

Keywords - civil networks; infrastructure; insurgency; 
coordination; collaboration 

I. BACKGROUND AND CONTEXT  

A. Introduction 

Organisational communication literature maintains that 
hierarchical structures, e.g. organograms, provide a superfi-
cial representation of how work actually gets done [1]. Here, 
we posit (after Hossain and Wigand [2]) that organisations 
need to be seen as dynamic (elastic and plastic) social-
influence networks. In these collaborative [3] networks of 
complex operations, requiring tacit knowledge exchange [4], 
which is achieved through social (and in this regard civil) 
interactions beneath and sometimes masked by the formal 
hierarchical organisational chart. Organisational co-adaptive 
[5] viability in maintaining operational effectiveness and 
efficiency may therefore be largely dependent on how we 
synergistically socialise and capitalise ‘our’ formal (hierar-
chical) and informal (social) networks to achieve shared 
common goals. In this paper, we set the context as relating to 
counterinsurgency which we then explore through the medi-
ation of hierarchical-formal and informal-social networks as 
applied to civil infrastructure projects. In this paper we also 
ask whether the success and/or failure related to COIN is 
attributed to the conceptual misunderstandings of how we 

provide synergy between hierarchical formal-control-rule 
(CRC) and informal-collaborative-social-influence (CSI) 
networks. In this regard, we distinguish between Command, 
as in Leadership and Control, as in Management and consid-
er, after Reay-Atkinson and Moffat, that: Control is a func-
tion of rules, fidelity, time and bandwidth whereas command 
is a function of trusts, shared awareness, influence and agili-
ty [6]. 

Securitization emerged along with Contractorization 
from the ‘politics’ of Privatization put in play in many de-
mocracies from the 1980s onward. Whereas 
contractorization (of security) was manifested through Pri-
vate Finance Initiatives (PFIs) and Private Security / Military 
Companies (PS/MCs); privatization was more often intro-
duced through Public-Private Partnerships (PPPs), for exam-
ple the privatization of British Defence Research into Dstl 
and QinetiQ. Building on Grotius [7], we posit three inter-
connected and interactive conflict phases: jus bello (justice 
to war); jus bellum (just war) and jus post bellum (justice 
after war). In our understanding, the trusts established before 
during and after conflict underpin the public assurances, 
trusts, safety and security subsequently established. No one 
phase trumps the other. This has specific implications for 
how counter-insurgencies are engaged, or not. The Civil 
Infrastructure Networks we identify in this paper are not 
limited in scale and connect the social (people) with civil 
programmes; including IT, transport, Cyber-, water and 
energy networks. Post Privatized forces tended to optimise 
out these very skills / trusts through PPPs, PFIs and PS/MCs.  
This had a number of effects. The first was to create warrior 
cast structures with front line troops at the top of the pyramid 
and engineering / logistics even health care at the bottom. 
Secondly, it created incoherence in command / collaboration 
between divided force structures for which many of the ‘en-
ablers’ were now under contract, e.g. tank transportation. 
Thirdly it created a reliance of the fighting force on struc-
tures that a) could not necessarily be put ‘under disciplined 
control’ and / or b) expected to be collaboratively deployed 
into hazardous areas. Fourthly, it created private and some-
times competing armies – very often employed by other 
government departments (OGDs), such as the UK Foreign 
and Commonwealth Office. Fifthly, the opportunity to con-
tract one’s own security / reconstruction programmes re-
moved the need for healthy local collaboration and mutuality 
between government departments, e.g. between the state 
department and the Department of Defence. 

This paper is organised as follows: first, we discuss 
COIN and its context; secondly, we discuss the application 
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of social networks in modelling risks and opportunities for 
COIN; thirdly, we discuss the social influence model within 
the context of COIN and provide conclusions, implications 
and future directions. 

B. Counterinsurgency 

US Military doctrine considers an insurgency to be: 'an 
organized, protracted politico-military struggle designed to 
weaken the control and legitimacy of an established gov-
ernment, occupying power, or other political authority while 
increasing insurgent control' [8]. Counterinsurgency is every 
effort to stop an insurgency, once started. The primary objec-
tive of COIN is to maximise the support of the civilian popu-
lation for the legally constituted government [8-13]. Insur-
gents depend on the civilian population for sustenance, shel-
ter, concealment and recruitment. Insurgents (almost always 
clandestine in nature) employ a number of strategies to shift 
the objective demographic in their favour, including  politi-
cal and judicial subversion, terrorism, guerrilla warfare, 
organised crime / the Black economy (extortion, corruption, 
smuggling etc), propaganda, and public service provision 
(including governance, security and judiciary) [8, 13]. Tech-
nological advances and demographic trends over the last 
several decades have significantly changed the nature of 
conflict. In a contest between a small-scale, agile, poorly 
funded but technically literate and socially aware clandestine 
movement and a large technologically advanced and hierar-
chical rule-based military, these trends have tended to sup-
port the former. They include urbanisation, globalisation, 
proliferation of NGOs and other civilian organisations, ubiq-
uity of news media, revolutionary advances in information 
technology, social media, increased lethality of highly mo-
bile weaponry, and global [religiously based] insurgency 
[14].  

Contemporary insurgencies (considered by this paper) 
may lack the ideological appeal of classical insurgencies 
against ‘local’ colonial forces and therefore rely on causing 
existential intervention by government / coalition forces to 
generate localised conflict – essentially localising the con-
flict for ‘home’ advantage. Kilcullen [10] develops the idea 
of an 'accidental guerrilla syndrome'. He theorizes that 'the 
accidental guerrilla emerges from a cyclical process that 
takes place in four stages: infection, contagion, intervention, 
and rejection.' Importantly, this insurgent strategy assumes 
counterinsurgents will generate interstitial conflict when 
they enter local networks. 

Effective COIN requires coherent and collective (unify-
ing) input from a multiple stakeholders including military, 
other government agencies / departments, non-government 
organisations, private contractors, and most importantly any 
functioning civil networks remaining embedded in local 
populations. Yet usually there is no remaining control struc-
ture and legal authority by which networks can be coordinat-
ed – even and although the local population continue to feed 
and fend for themselves. The inescapable corollary is that 
coordination of counterinsurgent organisations and local 
civil networks needs to be achieved by something other than 
rule and control. We call this collaboration by social influ-
ence (CSI). This paper addresses two questions: 1) How can 

the efforts of such a diverse array of actors be influenced and 
/ or coordinated? 2) What are the implications for the inter-
nal networks of counterinsurgent organisations? To address 
these questions, a number of network models are developed, 
each representing a key opportunity or risk to COIN. 

Civil infrastructure projects have a number of crucial 
characteristics that make them ideal for COIN and ideal for 
research into the dynamics of civil networks. Firstly, they 
provide justification for large scale information transfer to 
and from the population. Secondly, project stakeholders and 
their networks cover almost every facet of society and out-
side influence; including military forces, end-users, contrac-
tors, suppliers, NGOs, local government, tribal and religious 
leaders, political opposition, financial service providers, 
donors, and land owners. Thirdly, projects have clear bound-
aries and objectives. Fourthly, they provide economic stimu-
lus for development and maintenance; and fifthly, the tangi-
ble benefits of the infrastructure itself remains. Most im-
portantly from a research perspective, infrastructure projects: 
a) give rise to a large quantity of reliable network data; and 
b) provide identifiable boundaries. 

II. MODELLING OPPORTUNITY AND RISKS TO 

COUNTERINSURGENCY 

A. Social Networks and Their Impact on Risk and 
Opportunity 

Opportunities for CSI may be considered a type of social 
capital (SC). Coleman defines SC as ‘a variety of different 
entities, with two elements in common: they all consist of 
some aspect of social structures, and they facilitate certain 
actions of actors’ [15]. Coleman provides a few clarifications 
that are particularly important to the present study: 1) SC can 
constrain as well as enable action; 2) SC that is beneficial to 
one activity may be detrimental to another; 3) SC, like all 
capital, need not be utilised; and 4) SC created for one pur-
pose can be used for another. With regard to stabilising re-
form in COIN, it may be hypothesised that the ‘low hanging 
fruit’ is made up of two basic types of existing social capital: 
1) that which could have a stabilising effect but is currently 
not being utilised or is being utilised for some other purpose; 
and 2) pernicious structures that constitute relatively trivial 
social capital and will therefore not be vigorously defended. 
This ‘low hanging fruit’ represents the opportunities for 
reform that counterinsurgents find so difficult to identify. 
Social network analysis is one way of modelling social capi-
tal. 

Social network analysis (SNA) is 'a distinct research 
perspective', which includes 'theories, models and applica-
tions that are expressed in terms of relational concepts and 
processes' [16]. A network is made up of actors (individuals, 
organisations, or some other social unit) and relational ties 
between them. SNA attempts to model and predict patterns 
of relational ties (network structures), and to understand the 
causes and effects of these patterns. Laumann et al [17] ob-
serve two ontological perspectives of networks: realist and 
nominalist. From a realist perspective, a 'network is treated 
as a social fact only in that it is consciously experienced as 
such by the actors composing it'. With a nominalist approach 
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the analyst 'imposes a conceptual framework constructed to 
serve his or her own analytic purposes' [17]. This paper 
adopts the nominalist approach, which provides greater flex-
ibility in network definition and enables the analysis of dis-
connected networks. 

1) Network Dynamics. Balance Theory developed by 
Austrian psychologist Fritz Heider specifies that a triad 
(group of three actors) is balanced if all ties are positive or 
if two are negative and one is positive [18]. In SNA, the 
well observed tendency for triads to become 'balanced' is 
called transitivity [16]. In the present study we are 
particularly concerned with the effect of new actors entering 
a social network. If actors A and B are friends and new 
actor C becomes an enemy of A, by the theory of 
transitivity it can be expected that B and C will become 
enemies. This is a risk for C. Less obviously there is also 
risk to C in creating positive (friendship) ties. If A and B are 
enemies and new actor C becomes friends with A, it can be 
expected that B and C will become enemies. Homophily, 
which is the tendency of people to make connections with 
others that are similar to themselves [19, 20], may amplify 
or dampen the effects of transitivity. 

The dynamics of conflict pacification and escalation 
within networks are crucial. Humans tend towards a 'tit-for-
tat' strategy in response to acts they consider unreasonable 
[21]. In relation to the actions of others, humans have a ten-
dency to perceive their own contributions more significant, 
their own gains more deserved, and their own losses more 
unjust. The logical (and observable) outcome of these human 
conditions is a positive feedback cycle within which animos-
ity and conflict (once initiated) escalates between two actors. 
Importantly, an actor responds to his/her perceptions of an-
other actor's behaviour and intent, so the positive feedback 
loop can begin without any actual acts (or even intent) of 
aggression. Transitivity also dictates that conflict relation-
ships may cause other actors in the network to become con-
flicted.  

Trust, like conflict, may propagate or collapse exponen-
tially through a network. Dasgupta [22] concludes that "trust 
is a public good, a social lubricant which makes possible 
production and exchange...[It] is based on reputa-
tion...acquired through behaviour over time in well-
understood circumstances." Trust is dependent on social 
networks, and it "is this interconnectedness which makes 
trust such a fragile commodity." Individuals place trust ac-
cording to their (often intuitive) calculations of risk and 
return. A significant element of that risk exists in relation to 
the reliability of their information on a potential exchange 
partner. Therefore, significant gains in social capital are 
made by the provision of reliable information to all parties. 
This may lower the cost of trusting below some point of 
criticality and so generate a chain reaction (or cascade) of 
trusting relationships. Such an effect is a worthy objective of 
temporarily intervening actors. 

Knowing how people ‘connect’ makes collaboration 
work better; see Mintzberg et al [3]. They suggest that col-
laboration may ultimately depend on trust. Collaboration 

depends on the ability to trust each other, and to appreciate 
one another’s expertise. Perhaps, surprisingly, they argue, 
the best collaboration may be the least realised as collabora-
tive, giving the example of interdepartmental collaboration 
for new product development. In the best of such collabora-
tions of joint learning whilst designing, people focus intently 
on ‘shaping’ but may not even realise they are collaborating, 
so that shifting their focus to formal techniques of collabora-
tion may, in fact, reduce their capacity and propensity to 
collaborate. Building on this concept of trust, Marsh [23] 
suggested the following definition of trust: 

‘…trust, (or symmetrically, distrust) is a particular level 
of the “subjective probability” with which an “agent” 
will perform a “particular action”, both before he can 
monitor such action (or independently of his capacity to 
monitor it) and in a “context” in which it “affects” his 
own action.’ 

2) Information and Control. Building on the theory of 
transitivity, Granovetter [24] proposed that most novel 
information is attained through weak ties. The Strength of 
Weak Ties (SWT) theory is based on the relatively simple 
logic that a person’s strong ties most likely lead to people 
that are also strongly tied (due to transitivity). This means 
that information coming to an individual through one strong 
tie is likely to be the same as information coming through 
another strong tie. Weak ties on the other hand are more 
likely to lead to people that would otherwise be only 
distantly connected or not connected at all. In Granovetter’s 
seminal study he provides empirical evidence for this theory 
by showing that people are more likely to find a job through 
a weak tie than a strong one. 

Ronald Burt’s structural holes (SH) theory also seeks to 
explain how network structure contributes to an individual’s 
access to novel information. Structural holes are the gaps in 
a social network between two actors that are not connected. 
If another actor manoeuvres into that gap by forming a rela-
tionship with each of those actors, he or she is then in a posi-
tion to control the flow of information and resources be-
tween them [25]. One’s network is effective to the extent that 
it reaches many other actors (through primary contacts and 
their close ties) and efficient to the extent that the ratio of 
total contacts reached to total primary contacts is large. The 
effective size of one’s network is deemed to be the total 
number of non-redundant contacts. Non-redundant contacts 
are those between which there is a structural hole and there-
fore those that provide access to novel information. 

Burt considers the SH explanation superior to that of 
SWT because “the causal agent in the phenomena is not the 
weakness of a tie but the structural hole it spans…[and] the 
weak tie argument obscures the control benefits of structural 
holes” [25]. The control benefits of structural holes are in-
deed very important to SH theory and very important to this 
study. If actor A spans a hole between actors B and C, actor 
A has control benefits to the extent that B and C make mutu-
ally exclusive demands (or requests) on A. The traditional 
auction is a simple case in which an offer from B is used to 
raise the offer from C. For most negotiations, however, it is 
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secondary holes that infer most control. Secondary holes 
exist between an actor’s contacts and others that could re-
place that contact. Where one actor could substitute for an-
other, they are considered to be structurally equivalent. The 
simplest example is a market. A buyer has power to drive the 
price down to the extent that there are multiple sellers com-
peting for that sale. The competing sellers are structurally 
equivalent. Structurally equivalent actors can avoid being 
played against one another by coordinating their actions. 
This type of coordination takes many forms within the econ-
omy, e.g. labour unions and price fixing cartels.  

Network exchange theory provides an alternative way to 
examine power relations and brings to light at least one 
counterintuitive insight that is not easily identified through 
SH theory.  

 

 
Figure 1.  Powerful Central Actor 

 
Figure 2.   Weak Central Actor 

While "centrality measures have typically been used as 
indicators of power, influence, popularity and prestige" [26, 
27], Markovsky et al [28] demonstrate that under certain 
conditions central actors may be considerably weaker than 
those that are not particularly central. In Figure 1 actor B is 
the most central and the most powerful in negotiations. In 
Figure 2, however, the most central actor (C) is less power-
ful than B and D. This is because B and D can extract very 
high returns from A and E respectively and so reduce their 
dependence on C, possibly cutting C out altogether: social 
power can thereby depend on connections to others in weak-
er positions.  

Network models of power are highly relevant to our un-
derstanding of COIN. As well as competition with the insur-
gency, counterinsurgents can find themselves in competition 
with one another (they are structurally equivalent and not 
coordinated). 'Competition' may also come from other global 
powers posturing for influence in a region and from NGOs 
reluctant to cooperate with any central or Government or 
International authority, or even from local coalition allies. In 
Afghanistan, there were examples of some Coalition partners 
refusing / being unable within their [control] rules-of-
engagement to collaborate with local partners due to their 
previous criminal / conflict linkages and records. In some 
cases, local partners turned to another Coalition ally who, 
while maintaining their political and bureaucratic influence, 
also inadvertently preserved the power base and rationale for 
the insurgency in the first instance.   

B. Network Models of Social Influence 

Building on the context and theory, in this section we 
present a number of network models that hypothesise on the 
dynamics of social influence during COIN. Through these 
models we identify risks and opportunities inherent in the 
structures of social networks and the actions of key players. 

In accordance with the nominalist approach, networks may 
be defined on any conceivable tie. Conceiving possible net-
works is a crucial task of domain experts. Productive use of 
these models requires close cooperation between domain 
experts (practitioners) and theoretical experts (academics). 
The inevitable shortcomings of each type of expert acting 
without the other has been recognised as an important barrier 
to research [29].  

1) Unintended Exclusion (the danger of strong ties). 
Figure 3 presents network dynamics in response to 
counterinsurgents entering a network and forming a strong 
tie with one actor while inadvertently (or deliberately) 
excluding structurally equivalent others.  

 

 
 

Figure 3.  Unintended Exclusion 

From a ‘realist’ perspective Figure 3 may show three 
tribes or three warlords (A, B and C). However this is only 
one of many possibilities, even if a valid interpretation. From 
a nominalist perspective it is posited that such a dynamic 
might be observed within any network built on inferred 
power relations.  

Structural equivalence provides the capacity and intent to 
perform some function and exercise some control. Networks 
that make up structurally equivalent actors vary depending 
on the type of tie under consideration. Networks may be 
formed by ties that, for example, determine land tenure, 
opium production, trucking (or other goods and services), 
spiritual guidance, political leadership, judicial authority and 
policing. Each type of tie produces a different network sig-
nature which may be observed. We suggest that insurgents 
may be ‘spread’ throughout local networks. Insurgents seek 
to infiltrate and suborn (‘infect’) local networks by breaking 
down their immune systems and occupying traditional roles, 
marrying into tribes, creating business partnerships and con-
verting susceptible minds to their cause.  

From this model it is hypothesised that: 1) strong ties in-
crease the likelihood of negative response from unknown 
others; 2) Weaker ties with all actors may result in more 
positive (or neutral) ties (collaboration) with unknown oth-
ers; but 3) Maintaining weaker ties requires counterinsur-
gents to look beyond the rather more obvious / recognisable 
(like) and accessible / attractive strong ties generally availa-
ble.  

  
2) Self Fulfilling Prophecy. The network model 

presented in Figure 4 represents the inadvertent escalation 
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of conflict that may begin with nothing more than a 
perceived display of hostility. Instigating this dynamic 
through deception and intimidation is a key strategy of 
insurgents. The presence of counterinsurgents provides the 
insurgency with ‘initiation’ opportunities. Through their 
detailed understanding of collaborative-co-adaptive and 
cooperative-competitive relationships, insurgents can shape 
the ecology to their advantage by convincing otherwise 
peaceable citizens that their way of life is under attack. The 
easy thing for counterinsurgents to do is to target an 
insurgent. Yet often an insurgent may also be part of other 
Black Economy type activities essential for supporting the 
well-being of the local population. In this instance the 
counterinsurgents will frequently be better off observing 
and not contesting these agents; while working to convince 
networks to reject more malign or un-reconcilable actors.  

 

 
Figure 4.  Self Fulfilling Prophecy 

3) Coercion. A key task of COIN is to identify local 
civil system-networks that are capable of resisting / being 
immunised against coercion. In this model (Figure 5), 
coercion is perceived as a star network with a coordinated 
coercer at the centre connected to a number of other 
networks that might (if sufficiently collaborative) be able to 
reject (or rechannel the designs of) the coercer. 

 

 
Figure 5.  Coercion 

Each of the networks is defined on a different tie, so a 
single actor may exist in more than one network. We assume 
that within any given population there exists a number of 
networks through which power and influence is distributed. 
Networks will reject malign actors to the extent that they are 
capable, motivated and immunised to do so. The capability 
of each network to reject (or rechanneled the designs of) 
malign actors is a function of the network's coordination, 
social power (implicit in the type of tie that forms the net-

work), and reach (collaboration). We assume motivation is 
based on cost / benefit appreciation with some appropriate 
weighting for risk aversion / acceptance.  

The tacit knowledge necessary to build this model is a 
critical information requirement of COIN. Importantly, this 
is information about licit networks, not clandestine insurgent 
networks. We assume coercion exists. The information we 
seek to attain and distribute is that which will influence ex-
isting networks to collaboratively coordinate and exclude 
malign elements. Military organisations (particularly intelli-
gence assets) have deeply entrenched tendencies towards 
information control; often precluding the kind of knowledge 
exchange and shared awareness required to build such a 
model. See Flynn et al [30] for a cathartic account of mili-
tary intelligence failures. 

The potential of a given network to improve its capabil-
ity, capacity and intent is also critical. Some networks are 
fixed, while others may have potential to dynamically 
change size, power-relationships and purpose. An example 
may be the National Solidarity Programme (NSP) in Af-
ghanistan. It was designed to decentralise the control of civil 
infrastructure projects and disaggregate legitimacy and con-
trol to the local level. In the absence of trusted [nationwide] 
judicial and political systems, it became a common source of 
impartial judgment so a) preventing and b) resolving local 
disputes through collaborative social influence [31]. 

4) Ideal Instance of CSI. Figure 6 represents a network 
dynamic that is a key objective of COIN. Based on theory 
and the risk profiles previously identified, we posit that 
opportunity for these network dynamics may emerge from a 
number of conditions. Firstly, counterinsurgents are 
sufficiently coordinated to avoid being played against one 
another - so enabling them to make explicit and credible 
promises of withdrawal. Secondly, counterinsurgents avoid 
empowering any single local network that is structurally 
equivalent to multiple others. Thirdly, local civil networks 
are identified which: a) have a significant collaborative 
interest in sustained support from counterinsurgents, and b) 
are capable of rejecting / being immunised against (or 
rechanneling the designs of) malign actors. Fourthly, hostile 
action or intent (and the impression thereof) towards any 
individual or group is minimised through shared awareness 
and the threat being seen as an attack on the whole. 

 

 
Figure 6.  Local Networks Rejecting Malign Actor 

Infrastructure projects provide the ideal context to study 
and exercise this process. Black Market / criminal elements 
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will seek to extract resources as long as they can portray 
themselves as enemies of counterinsurgents as opposed to 
the public good. Such a ‘posture’ requires a very high stand-
ard of project management (to identify, prevent and prose-
cute hostile activity) while collaborating effectively with the 
civil networks within which some black marketeers / crimi-
nals will inevitably seek to hide. This scenario is an example 
of CRC (to produce evidence with high legitimacy) support-
ing CSI (to influence perceptions and motivate actions by 
local networks). 

III. CONCLUSION AND FUTURE RESEARCH DIRECTION 

Drawing on theories of social capital, strength of weak 
ties, structural holes, network balance, and network ex-
change we have developed a set of models of network dy-
namics in COIN. The hypotheses of this paper are implicit in 
these models and the deductions drawn from them. We rec-
ognise the underlying moral requirements underpinning the 
effective deployment and use of Armed Forces in a counter-
insurgency.  And this moral / ethical underpinning – identi-
fied in just war theory – underpins not only the success of 
the operations but also the ability of our Armed Forces and 
the local population to recover from instability.  In this re-
spect we can see the significant reduction in the extent and 
subsequent impact of PTSD on deployed forces. We see civil 
infrastructure networks – at all scales from the Cyber- to 
‘bridge building’ – as underpinning a successful counterin-
surgency and re-connecting shattered communities after 
conflict; an example being the Mostar Bridge. 

From this conceptual starting point, the study will pro-
gress through two phases. An interview protocol will be 
developed and an initial set of interviews with subject matter 
experts will be used to test that protocol and further refine 
the theoretical models. The second phase will be a rigorous 
testing of these models through case studies selected for 
theoretical replication; utilising the case study framework 
developed by Yin [32]. This qualitative approach is consid-
ered most appropriate because it allows us to "retain the 
holistic and meaningful characteristics of real-life", which is 
important when investigating complex social phenomena 
[32].  
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Abstract—With the advent of social services on the Internet
that encourage the disclosure of more and more personal infor-
mation, it has become increasingly difficult to find out where
and for which purpose personal data is collected and stored.
The potential for misuse of such data will increase as well, e.g.,
due to the ongoing extension of social sites with new features
that make it more appealing to reveal personal details. In order
to research and develop approaches that give way to privacy on
the Internet, it is important to know which kind of information
can be found, who has been responsible for publishing it,
the age of the information, etc. This paper describes a user
study about the personal information available about Digital
Natives, i.e., young people who have grown up with the Internet.
In particular, we have guided 65 undergraduate students to
search the web for personal information on themselves by
using various search engines. Our students have completed
302 questionnaire sheets altogether. We have analyzed the
questionnaires by means of statistical significance tests and
cluster analysis. As a part of our results, we have found out that
today’s personal search engines like 123people.com do not find
much more information than general-purpose search engines
like google, and that today’s Digital Natives are surprisingly
aware of the information they are willing to disclose.

Keywords–privacy; user study; digital natives.

I. I NTRODUCTION

At this moment, more than 200 social networking sites
exist [1] that encourage the disclosure of personal informa-
tion about the daily life, hobbies and interests, work-related
information, etc. Furthermore, more and more classical web
forums, photo-sharing portals, news portals and other sites
offer “social” features, e.g., allow to share and comment
digital objects of interest. In consequence, it has become
more and more tempting for individuals to disclose personal
details, with unpredictable consequences for privacy.

The potential for misuse of such data depends on how
it can be found. While general-purpose search engines like
Google or Bing search for any kind of information, people-
search engines like 123people or Yasni are tailored to search
for personal details, e.g., from web forums, social network
sites or commercial portals.

In this article, we investigate which personal information
is typically available on the Internet. We study who has
published this information and how our participants assess
the impact of its availability on their privacy. From related

research (see Section II) and privacy issues on public media,
we have developed four classes of research questions:
A1: Information characteristics This class subsumes the
extent of personal data available on the Internet, the age of
the data and parties who have uploaded it.
A2: Search characteristicsThis class covers the influence
of the search engine and the search terms on the search
result, and the amount of ambiguous information.
A3: Impact on privacy This class considers if people are
content with the fact that the personal information they have
found on themselves has been uploaded and is available on
the Internet, and how sensitive they deem this information.
A4: Patterns and rules The fourth class addresses rela-
tionships between the characteristics of the information.In
particular, we look for clusters of people with similar privacy
attitudes and privacy behavior.

We have conducted a user study with educated Digital
Natives, i.e., with people grown up with the Internet. Digital
Natives are relevant for our study, because those people have
integrated the Internet into their daily life. A very large share
of the adolescents and young adults belong to this group.
We have decided in favor of a qualitative study, i.e., a very
detailed questionnaire and an intensive supervision of the
study participants. Over a period of three years we have
guided 65 undergraduate students of computer science to
search for personal information about themselves by using
various search engines. We have asked them to state who has
uploaded this information, the age of the data, who would
be able to find it, etc.

As a part of our results, we have found out that today’s
Digital Natives are very aware of the information they are
willing to disclose. Nevertheless, despite the fact that names
can be ambiguous (“John Smith”), all of our participants
found at least some information about themselves on the
Internet, and they disagreed or strongly disagreed with the
availability of about one fourth of this information.

Paper Structure:The next section reviews related work.
Section III describes our study methodology. The study is
presented in Section IV, followed by a discussion of the
study results in Section V. Section VI concludes the paper.

An extended version of this paper that includes more
analyses and discussions is available as a technical report[2].
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II. RELATED WORK

In this section, we explain the privacy paradox, we outline
studies on Internet privacy in different use cases, and we
discuss privacy perception and user categories.

Privacy Paradox: Our survey is motivated by the
privacy paradox [3]: This paradox means that the attitude
towards privacy and the daily behavior of individuals is
inconsistent in many cases. For example, a study about
anonymous and personalized gift cards [4] shows that people
tend to assign a high price to the protection of a certain
information, but in fact accept a much lower price to actually
sell the same information. In contrast, we want to find out
if there is a discrepancy between the personal information
Digital Natives have explicitly published and the information
they would tolerate to be disclosed. The privacy paradox
can be modeled as a function of costs and benefits, which
is maximized by each individual [5]. The costs include
the risks of identity theft, marketing, stalking or negative
reputation. Benefits include social aspects like relationships,
collaborations, friendships or positive reputation in general.
Related to the privacy paradox is the privacy awareness,
i.e., the individual attention and motivation regarding the
whereabouts of personal data. Privacy awareness influences
individual decisions about publishing data [6].

Studies on Internet Privacy:Comparative privacy stud-
ies consider different use cases on the Internet:
Social NetworksA study on information disclosure in social
networks like Facebook or Myspace relates experience and
behavior of users to the amount of private information that is
disclosed [7]. Another study focuses on the privacy settings
that control which information from the personal profile is
shown to others [8].
eCommerce Privacy studies on customer data in eCom-
merce focus on the relationship between privacy and sales.
A customer cannot observe if an online dealer follows the
privacy policy on the shopping web site. Thus, a study [9]
investigates the trust of the consumers in the willingness and
ability of the dealer to handle personal data with care.
Personalization Many commercial web sites generate cus-
tomer loyalty by personalization. This requires the customer
to reveal personal details. The tradeoff between personaliza-
tion and privacy is known as the online consumer’s dilemma,
which has been studied according to user value [10], trans-
parency and willingness [5], and other impact factors [5].

The studies show that users tend to reveal information
only if they see a direct use for it. For example, customers of
a web shop do not disclose religious information [11]. This
is important for our survey, because it shows that Internet
users do not publish information indiscriminately.

Privacy Behavior and Privacy Perception:Sur-
veys [12] about privacy behavior investigate the relationship
between the perception of risks [13], e.g., identity theft,and
the use of privacy-enhancing technologies. The studies show

that the perception of privacy risks varies widely, but privacy
behavior has been comparable among all participants.

Categories of Users:We are interested in identifying
user groups that differ with respect to the personal informa-
tion available on the Internet. An email survey of Internet
users [14] has computed a score for privacy concerns on
the Internet from questions about typical situations, e.g.,
if an individual registers for a company web site when
receiving an unsolicited email about a new product. The
survey has identified the categories “unconcerned user”
(16%), “circumspect user” (38%), “wary user” (43%) and
“alarmed user” (3%). Studies that directly inquire the privacy
behavior from the users are prone to the privacy paradox.
Our study in turn looks at this problem from a different
perspective: we analyze personal information disclosed on
the Internet.

III. M ETHODOLOGY

In this section, we compile concrete research questions
and we describe our study methodology.

A. Research Questions

To investigate the personal information that is available
on the Internet, we have come up with specific research
questions, as follows:
A1: Information characteristics

• How much personal information is available?
• How old is the information?
• Who has made the information available?

A2: Search characteristics
• Which search terms have yielded most information?
• How much does the search result depend on the search

engine?
A3: Impact on privacy

• Have our participants been surprised to find a particular
piece of information?

• Had our participants given permission to upload the
information?

• How sensitive do the participants deem the information
they have found?

• Do the participants approve that this information is
available on the Internet?

• Who is able to find which kind of information?
A4: Patterns and rules

• Do groups of individuals with different privacy percep-
tion and behavior exist?

B. Study Participants

We have tested our research questions on educated Digital
Natives, i.e., on people who have grown up with the Internet,
for two reasons. First, these individuals use the Internet fre-
quently, and they are aware of the social benefits of sharing
personal information, e.g., to keep contact with friends and
relatives, or to find individuals with similar interests and
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attitudes. Second, Digital Natives can be assumed to be able
to develop strategies, e.g., using different pseudonyms and
email addresses for different purposes, to prevent someone
from learning personal details which are not for the eyes
of others. We have conducted our study with 65 German
undergraduate students of computer science. Since we had
announced an anonymous study and demographic data is a
quasi identifier [15], we did not collect such information.

C. Study Procedure

We have conducted our study in three tranches with
different participants over a period of three years. In the
first step of each tranche, we have described the purpose of
the study to our participants. Furthermore, we have handed
out a guideline how to search for personal details on the
Internet by using different search engines, and by refining
the search term if a search returns only results that do not
have any relationship to the searcher.

In a second step, we have handed out a number of
identical questionnaires to each participant. We have guided
our participants to search for personal information, i.e.,
we have provided hints and support if necessary. We have
asked our participants to answer one questionnaire sheet
for each distinct search result, i.e., each answer sheet has
been obtained using a different set of search terms and/or
a different search engine. To avoid erroneous data, we have
told our participants to omit questions when they do not feel
comfortable to provide us with correct answers. Guideline
and questionnaire are available at [2].

D. Questionnaire

In this subsection, we briefly introduce our questions. All
questionnaires contained the following questions:
Q1 Which search engine did you use?
Q2 Which search terms did you use?
Q3 Which people know the search terms used?
Q4 Does the search term itself contain private information?
Q5 Which kind of information is on display on the first 20

hits of the search results?
Q6 How much information about yourself is displayed?
Q7 How old is the information found?
Q8 Who has uploaded the information?
Q9 Estimate the sensitivity of the information.
Q10 Do you approve that this information is available?
Three new questions have been asked in 2010 and 2011:
Q11 Have you been surprised to find this information?
Q12 Did you allow that this information was published?
Q13 What is shown on the images in the search results?

Depending on the question, we had allowed predefined
categories of answers, free-text or a five-point Likert scale.
We explain our questions in detail in the next section.

IV. STUDY

We have obtained 58 questionnaires from 10 participants
in 2009, 137 questionnaires from 21 participants in 2010

Question Number
Q6 How much information about yourself is displayed? 123
Q9 Estimate the sensitivity of the information. 65
Q10 Do you approve that this information is available? 60
Q12 Did you allow that this information was published? 49
Q11 Were you surprised to find this information? 44

Table I
TOP-5 OF THE QUESTIONS THAT HAVE REMAINED UNANSWERED

and 107 questionnaires from 34 participants in 2011. Thus,
65 participants provided us with 302 questionnaires, and
each questionnaire contains information about one distinct
search result. 152 questionnaires contained one or more
questions that have not been answered. 51 participants
always answered all questions on each questionnaire. TableI
shows the top-5 of questions that have not been answered,
and the number of questionnaires where the question has
been left unanswered. Note thatQ11 andQ12 were not part
of questionnaires from 2009.

A1: Information Characteristics

How much personal information is available on the
Internet?: We have asked our participants to categorize the
information that was on display on the first page of the
search results or within the first 20 hits (Q5). We have
provided the following categories: “Memberships” means
that the search results indicate that the person concerned
is a member of an online community or a social network.
The class “Postings” refers to content generated by the
person, e.g., a product review on Amazon. “Photos” means
that the search result contains pictures showing or made
by the searcher. “Locations” refers to places related to
the searcher, e.g., the place of living. “Addresses” means
telephone numbers, email addresses, etc. “Hobbies” and
“Employment” indicates leisure and professional activities,
and “Friends” refers to information about social contacts.
For the years 2010 and 2011 we have also asked for the
content of images in the search results (Q13).

Figure 1. Which and how much personal information is found?

Figure 1 shows that the majority of the textual information
available on the Internet refers to hobbies, followed by
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Year of the Study 2009 2010 2011
Minimal Age 0.97 (1.67) 1.19 (2.76) 1.54 (2.12)
Average Age 2.07 (1.60) 2.38 (1.85) 3.16 (2.13)

Maximal Age 3.18 (1.80) 3.91 (2.74) 4.65 (2.54)

Table II
AGE OF THE INFORMATION

Uploader Myself Friends Colleagues Unknown
Number 170 59 101 44
Percent 45% 16% 27% 12%

Table III
UPLOADER

employment, locations and memberships. The distribution of
the information categories found on images is similar to the
textual results. The information found is well balanced over
almost all categories we have provided. Only hobbies seem
to be over- and friends underrepresented. Besides our ques-
tionnaires, we asked our participants where this information
has come from. Important sources of information were
student-research papers (recall that our participants were
students), web sites of schools and sport clubs that publish
awards, placements and team lists, and private homepages.

How old is the information?:Since we were interested
to find out if the information found might be out of date,
we have asked our participants to write down the range of
the age of the information displayed on the first page of the
query result (Q7). Table II shows the minimal, average and
maximal age of the information found, together with the
standard deviation (in parentheses). The table shows that,
from year to year, the oldest information in the search result
gets older. We speculate that publishing personal information
regarding our participants at a large scale might have started
around 2007, e.g., as a result of online communities like
Facebook becoming more and more popular.

Who has made the information available?:From a
privacy perspective, it is different if the individual concerned
or someone else has uploaded the information. We have
asked our participants which category of people might have
been responsible for uploading (Q8). “Myself” means that
our study participant has uploaded the information she
has found. “Friends” subsumes friends, acquaintances and
relatives. “Colleagues” means that the information has been
uploaded with a relation to professional activities, e.g.,
education, employment or studying. Table III reveals that
most of the information our participants have found on
the Internet has been uploaded by themselves. Furthermore,
a lot of information has been uploaded from colleagues.
This observation complements Figure 1, which tells us
that “Employment” is the second most-frequent category of
information found. A small part of the information has been
uploaded by unknown parties.

A2: Search Characteristics

Which search terms have yielded the most informa-
tion?: Our participants have searched for personal details by

using various search terms. In particular, we have encour-
aged them to search for combinations of the following terms:
first name, last name, parts of the postal address of their
home and workplace, employment details, email addresses
and login names used for instant messaging services or
online communities. Note that our participants have filled
out questionnaires only for combinations of search terms that
have returned at least some personal information. Thus, we
have not collected information about inconclusive searches.

Figure 2. Search terms and information found

Figure 2 shows components of the search term together
with the category of information returned. The figure in-
dicates that search terms including at least a part of the
real name find most personal details, i.e., user pseudonyms,
nicknames, login names etc. play a less important role.
However, knowing the login name of a person might be
helpful to obtain information related to hobbies, online
community memberships and online forum postings which
might not be associated with his or her real name.

How much does the search result depend on the search
engine?: Our participants were free to use various search
engines. To provide a starting point, we have suggested
Google.de (general purpose search), Images.Google.de (im-
age search), Yasni.de and 123People.com (person search).

Figure 3 shows which search engines have found which
information. In contrast to general-purpose engines, person-
search engines should produce more personal results, since
they are able to search for semantic information in structured
databases, e.g., address registers, indexes of social networks,
and in electronic market places like Amazon.com or eBay.
Thus, we have expected that person-search engines would be
heavily used during our study. However, we have observed
the opposite: Provided with the search term “first name last
name” (cf. Figure 2), Google has found more information
than person-search engines. Only one participant did not
find any personal information with Google, but with a
person-search engine. The search results of the person-
search engines Yasni and 123People were strikingly similar.
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Figure 3. Search engines and information found

A3: Privacy Issues

Have our participants been surprised to find a partic-
ular piece of information?:To find out if our participants
were able to control which personal information is shown
to others, we have asked them if they were surprised by the
availability of the information found (Q11). This question
was answered on 200 questionnaires. Figure 4 shows that, in
most cases, the participants found the information they had
expected. However, in 20% of all searches our participants
were at least surprised by the result, i.e., a significant
share of information is available on the Internet without the
individuals concerned knowing about it.

Figure 4. Surprise to find an information

Had our participants given permission to upload the
information?: In 2010 we have asked if the information
our participants have found has been uploaded with their
permission (Q12). In 2011, we have refined this question.
Now we have askedwhich shareof the information has
been uploaded with permission. Our participants were asked
to regard information they have uploaded themselves as
“upload with permission”. We have obtained 99 answers
to this question in 2010, and 96 in 2011. Table IV shows
the results for both years. 15% to 20% of any information
found has been uploaded without consent of the individuals
concerned. The more detailed results from 2011 indicate
that approximately 50% of all searches returned at least
a few results where the data has been uploaded without
consent. These findings also correspond to Figure 4, where

our participants were at least surprised about 20% of the
information found.

Year With Permission Number Percentage
2010 no 15 15%

yes 84 85%
2011 none 20 21%

few 4 4%
average 11 11%

many 13 14%
all 48 50%

Table IV
UPLOAD WITH PERMISSION

How sensitive do the participants deem the information
they have found?:In order to estimate the impact of the
information available, we have asked our participants about
the sensitivity of the information they have found (Q9). This
question was answered on 237 questionnaires. As Figure 5
shows, approximately one-fifth of the information found was
deemed to be either private or secret, i.e., the participants
appraised a significant impact on their privacy.

Figure 5. How sensitive is the information?

Do the participants approve that this information is
available on the Internet?:As a follow-up question to the
last one, we have asked if our participants could tolerate
that the information found was on display on the Internet
(Q10). This question was answered on 228 questionnaires.
Since one-fifth of the information has been uploaded without
permission, and the same share of information has an impact
on the privacy of the participants, we expect that our
participants disagree with the availability of at least one-
fifth of the information.

Figure 6. Agreement with availability

As Figure 6 points out, our participants disagree or
strongly disagree with the availability of one-fourth of the
information. We have calculated the empirical correlation
coefficient between the sensitivity of the information (Q9)
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and the approval of its availability (Q10) by regarding the
answers to these questions as interval-scaled variables. Both
variables are correlated; the correlation coefficient is0.78.
This means that in many (but not in all) cases a participant
who thinks that an information is sensitive does not want
this information published on the Internet.

Who is able to find which kind of information?:Since
the information found depends on the search term, it is
important to know who would be able to find which kind
of information, i.e., who knows which search term. For
example, we know from personal observations that many
people do not tell vague acquaintances details about their
employment or their place of living, which would enable
them to find some information (cf. Figure 2). Figure 7 shows
the search terms used together with the categories of people
who know these terms. The figure shows that first name and
last name are generally known to many categories of people.
Locations, employment details, login names and other kinds
of identifying information are known to much fewer people.
Furthermore, the figure tells us that our participants have
shared email addresses and login information with more
friends and acquaintances than relatives or other people. We
see this as an indication to prevent people like parents or
colleagues from learning some information.

Figure 7. Who knows which search term?

A4: Patterns and Rules

Do groups of individuals with different privacy percep-
tion and behavior exist?:In order to design appropriate
privacy mechanisms, it is important to identify groups of
people with similar attitudes towards personal information
on the Internet. Considering that participants have returned
different numbers of questionnaires, we have decided for a
two-stage procedure: First we apply a clustering approach on
all questionnaires. In the next stage, we assign people to each
cluster. In particular, we derive a feature vector from each
of our 302 questionnaires. The feature vector models the
answers of questions about search terms, privacy attitudes

and the amount of information available (Q2, Q4, Q6, Q9,
Q10). We have regarded the answers as interval-scaled fea-
tures where unanswered questions are an additional interval.
Since it allows us to inspect clustering results of varying
size, we have applied a hierarchical clustering approach.
In detail, we have used between-group linkage [16] that
starts with one cluster for each feature vector and iteratively
combines two clusters with the smallest average distance
between all group members in each step. We have used the
square Euclidean distance. Due to the hierarchical clustering
approach, all questionnaires will be assigned to a cluster.
Finally, we have assigned a participant to a cluster if all but
at most one questionnaire are a member of the same cluster.

We have manually interpreted cluster sets from 10 to
two clusters. According to our interpretation, the most
meaningful set consists of four clusters:
Cluster 1: Restrained Publishing This group (105 ques-
tionnaires, 18 participants) has found only little information
on the Internet, and has not found anything that would
have had a severe impact on their privacy: From a privacy
perspective, all search results were deemed harmless. The
data available has been published with the consent of the
individuals. We conclude that this group of people controls
very well which information is published on the Internet.
Cluster 2: Incomplete QuestionnairesThe second group
(103 questionnaires, 6 participants) has returned question-
naires that have been filled out incompletely. Because of the
anonymity of the study itself, we could not ask the partic-
ipants for further explanations. We have spent much effort
in supervising our participants, and we suppose that they
have understood the questionnaire. However, the participants
might have found nothing about themselves on the Internet,
or they might not have wanted to disclose their results.
Cluster 3: Surprised Individuals from the third group
(62 questionnaires, 8 participants) have been negatively
surprised about the kind and the extent of personal infor-
mation they have found about themselves on the Internet.
The information has been published without consent of the
individuals, or they have published the information without
remembering that the data would be available for anybody
later on. We assume that this group is less careful in
managing their personal data than the first group.
Cluster 4: Generous PublishingThis group (32 question-
naires, 3 participants) did find a lot of information about
themselves, but does not see this as a problem. The members
of this group were not surprised about the kind and extent
of the information available. We conclude that this group
has a less restrained attitude towards publishing personal
information, but manages very well which information may
be available to others.

The clustering indicates that many of today’s Digital
Natives control very well which personal information is
published on the Internet. Only eight participants (Cluster 3)
were negatively surprised about most search results.
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V. D ISCUSSION

We were surprised to see that the personal information
found on the Internet is well balanced over almost all
categories we have provided. Only hobbies seem to be over-
and friends underrepresented (cf. Figure 1). Furthermore,we
were surprised to see that our participants found nothing
unexpected in about 80% of all searches (cf. Figure 4), at
least nothing they would deem problematic from a privacy
perspective. Nevertheless, we have observed that a certain
fraction of information has been uploaded by unknown
people and without consent and knowledge of the individuals
concerned. Our participants also disagree with the general
availability and traceability of some information on the In-
ternet (cf. Figure 6). Furthermore, we have observed that the
privacy paradox holds, but to a limited extent: Although most
information has been uploaded either by or with consent of
the study participant, they disagree with the availabilityon
the Internet of only one fourth of the information.

VI. CONCLUSION

Due to the advent of social networking sites on the
Internet it has become increasingly tempting for individuals
to disclose personal details. The potential for misuse of such
information is high. To facilitate the design and realization
of future privacy approaches, it is important to know the
extent and the characteristics of personal data available on
the Internet. In this article we have studied which personal
information Digital Natives can find about themselves on
the Internet. In particular, we have guided 65 undergraduate
students of computer science to search for personal infor-
mation. We have studied the influence of the search engine
on the search result, and we have inquired the impact of
personal information publicly available on the privacy of
the individuals concerned.

As one result, we have gained evidence that Digital Na-
tives are well-adapted to the privacy problems of the Internet.
Our explorative study has shown that privacy perception and
privacy behavior is different from individual to individual.
In particular, we have observed that different search terms
return different results, but different search terms are also
known to different people. We interpret this as a trend
towards managing different digital identities in order to stay
in contact with different persons. It might be an interesting
topic of research to design privacy approaches that support
different digital identities.
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Abstract—Bitcoin is an electronic currency designed to use
a public protocol that implements it in a totally decentralized
manner, so as not to need the control of any central issuing
organization that manages it. Though still in development, it
has been proven to be a modern payment system referred
to have been used in some procedures commonly associated to
money laundering or trafficking of illegal substances of various
kinds. Thus, in this article, we analyse those features which
transform such a cryptocurrency in a useful tool to perform
any kind of transactions far from the control of any kind of
regulatory agency, as well as we pinpoint some of the fields in
which their usage can derive in new illicit behaviours.
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speculation; virtual money.

I. Introduction

The phenomenon of virtual coins is neither new nor partic-
ularly recent. The inception of the concept is usually located
in some distribution lists in the mid nineties [1]. Thus,
nowadays, there are lots of virtual currencies being used
with more or less success in the Internet: from Pecunix to
e-gold, passing from all kind of virtual currencies associated
to leisure applications such as Second Life’s Linden Dollars,
whose economy has also been studied by some authors [2],
[3], and the well-known Facebook’s Facebook Credits.

The novelty of Bitcoin —originally created by Satoshi
Makamoto in 2009 [4]— is the fact of being a public
protocol implementing a peer-to-peer-based cryptocurrency.
Its definition as a distributed currency comes from the
absence of an existing central entity in charge of regulating
either the value or the amount of the total number of existing
coins. It is the network itself, making use of the computa-
tional capacity of its own users, the one that manages and
maintains it. This calculation capacity is used, amongst other
things, to manage the transaction history —what is known
as the block chain— and to confirm and validate each and
every new transactions to be happening in the future.

The characteristics of its distribution protocol are provid-
ing Bitcoin with a strong boost in certain communities in the
internet. In fact, the value of the total transactions performed
annually has raised in 2011 to 150 million dollars as stated
by the website blockchain.info while the protocol manages
peaks of 25,000, 30,000 and even 47,000 daily transactions
as displayed on Figure 1.

Thereby, the remainder of this paper is structured as
follows. Section II states some of the key aspects that make
Bitcoin special. Section III defines some scenarios in which
the use of this cryptocurrency may lead to illegal behaviours.
Section IV summarises and defines the main conclusions to
be extracted about this new reality.

II. Bitcoin key features

Against this background, the appearance of a currency
with such special characteristics leads to a new scenario
which possibilities have never been explored before. In
this section, we collect some of the aspects that make this
cryptocurrency a differentiating factor.

A. Distribution protocol

Its specific characteristics stablish a particular method for
allocating bitcoins amongst those nodes in the peer-to-peer
network that share computing capacity for the distributed
maintenance of the system. Notwithstanding, the coin assig-
nation process effectiveness is inversely proportional to the
total network’s capacity. By protocol, the maximum number
of total monetary units is set to the amount of 21 million
bitcoins [4] —sometimes represented using the Thai baht
(ISO 4217 code: THB) symbol � or, in text format,
as BTC—, being reached approximately by 2040. This
definition of the protocol makes possible to predict the total
number of coins in circulation in any moment of the history.
For instance, by mid-2012, this figure rounds the 9 million
of already distributed coins, with an estimated value in the
markets of 52.99 million dollars.

By June 2012, the distribution process takes place ap-
proximately every 10 minutes. With that frequence, �50 are
assigned randomly to one of the nodes that have contributed
to solve a given mathematical problem: finding the result
of a given hash. A hash function is a computable function
that takes as an input a set of elements (usually strings)
and maps them in a finite output range, typically fixed-
length strings, being theoretically impossible to reverse it.
Thus, the only way of finding the input of a given hash
is to bruteforce the calculations. The complexity of this
problem is adjusted every two weeks to maintain the rhythm
of 6 handouts per hour. To illustrate this situation, in
the current circumstances, the great amount of connected
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Figure 1. Total daily Bitcoin transactions as stored by Blockchain website.

Table I
Estimated time needed to obtain �50 depending on the computing capacity
deployed by a given user, measured in millions of hashes per second.

Computing Average Daily
capacity time needed generation

5 MHashes/s 43 years, 45 days �0.0032
20 MHashes/s 10 years, 285 days �0.0127
100 MHashes/s 2 years, 57 days �0.0635
500 MHashes/s 157 days, 9 hours �0.3177

2,000 MHashes/s 39 days, 8 hours �1.2706
10,000 MHashes/s 7 days, 20 hours �6.3532
50,000 MHashes/s 1 days, 13 hours �31.7661

devices and the increasing capabilities of the network to
work out this hashes will let a standard user exploiting
not optimized hardware —i3 processor, 4 cores, NVIDIA
GT240 graphic card— and contributing without any kind
of affiliation to the development of the network —practice
known as solo mining— to develop a computing capacity
of 20 million hashes solved per second. In other words, this
standard user would receive the mentioned �50 per block
approximately every 11 years. Although we could also use
the processors computing capacity, this chance is deprecated
as it is estimated to be between 30 and 50 times slower
that the one produced by modern graphic cards designed for
GPU computing —8 Intel ® CoreTM i7 processors are hardly
capable of reaching the figure of 2 million hashes/second—.
In the table I, we show some estimations of the needed time
for the obtention of the �50 depending on the computing
capacity deployed by the user.

This reality has led to the concept of pool mining versus
the already described of solo mining. The philosophy of the
former lies in the grouping of isolated users computer power
under one unique operator with the final goal of hoarding

a much greater power to receive the bitcoins assignations
more continuously and relying less on luck. Thus, pool
operators retain a fixed amount —between the 2 and the 10
per cent depending on the mining pool and its distribution
method— in concept of management and maintenance of
the website, resharing the remaining amount proportionally
to the computer power provided by all the users who have
trusted on that operator. Usually, the corresponding traffic
runs on port 8,332, but, as a side note, it is true that there
exist some pools that encapsulate Bitcoin traffic through port
80 to avoid the blocking of certain firewalls.

B. Currency exchange markets

There are numerous ways of buying or selling bitcoins.
In fact, in Bitcoincharts [5], more than 50 active markets
were already listed in June 2012, with very different avail-
able currencies as shown in Figure 2, but the options are
unlimited: from accessing to exchange websites in which
perform Paypal, Liberty Reserve, WebMoney or OKPay
transferences or executing directly bank transfers depending
on the site (some of the most well-known are MTGox,
Bitcoinmarket or BTC-e); till the acquisition of the gift
vouchers to be used in sites such as eBay, Amazon or
Steam; passing by buying directly any kind of goods and
services in E-Commerce platforms supporting Bitcoin such
as osCommerce, which counts with a plugin that permits the
transferences using Bitcoin since May 2011 [6].

C. Off-line payments and transactions acceptance period

One of the main problems of using a cryptocurrency is the
need to verify that the coin has not already been previously
used by its owner to perform another transaction. Bitcoin
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Figure 2. Number of available markets depending on the exchange currency.

choose a distributed checking model instead of checking the
legitimacy of its use against a single point.

Thus, this verification process requires the disclosure of
the transfer to the rest of the network nodes, which are
responsible for verifying that the given coin has not been
used in more than one occasion by introducing duplication.
To achieve this objective, it is necessary that the charging
platforms were connected, being impossible to confirm
whether a transfer is valid or not if this were not so. This
process often lasts an undefined period of time ranging from
10 to 60 minutes [4]. However, this period is potentially
reducible if it includes the payment of a small commission
to be assigned to that node in the network that is able to
verify the transfer. This fact introduces a new motivation
component for user sharing their computing power whenever
the total amount of bitcoins have been handed out.

D. Transactions tracking
Anyway, the anonymity of the transactions is not guar-

anteed by the protocol itself since this is not its ultimate
goal [4]. In fact, the need for open verification requires
the disclosure and publication of every transfer. Recent
studies have used traffic analysis tools so as to identify the
called egocentric networks, showing that anonymity is not a
standard pattern in the majority of the transactions [7]:
• In the analysis conducted by Reid et al. [7], a col-

lection of transactions were monitored from an self-
incriminated thief, to whom the authors assume the
interest of remaining anonymous so as not to be tracked.
The point is that the authors were capable of identify
relationships of up to n = 1, 2, 3 hops between the
victim and the alleged cybercriminal.

• Another case brought by the authors referred to the
announcement of Wikileaks to accept anonymous dona-
tions via Bitcoin using a single public key per transac-
tion. The authors call into question the real anonymity
of the donor.

In short, it is assumed that the strength of Bitcoin does not
rely on boostening the anonimity: in fact, the transactions
will be only as anonymous as impossible it were to uniquely
identify the connection of the user that runs them.

III. Prospective on criminal behaviour

The aforementioned characteristics can be exploited in a
healthy and reliable way, but also agglutinate features that
may be exploited in the shadow. In this section, we will
cover some of them.

A. Speculative movements sensitivity

As most economic elements, bitcoins are also sensitive
to radical changes linked to speculation. The exchange of
bitcoins for euros, dollars, pounds or any other cryptocur-
rency is particularly sensitive to speculative movements and
the subjective perception of its value. Figure 3 shows the
evolution of the exchange markets since the birth of the
cryptocurrency till the actual situation. As can be seen,
the perception of their value has markedly fluctuated to
reach the astonishing levels of 25 dollars/bitcoin, figures far
removed from the far more stabilized 5.3 dollars/bitcoin in
June 2012; identifying around June 2011, what some authors
have defined as the Bitcoin Bubble [8].

Speculation is also present in the long run. Considering a
constantly growing user population over time and knowing
that the total amount of bitcoins ends up being a finite
number, the value of �1 will tend to represent goods
with increasing value: that is to say, Bitcoin will move
towards becoming an economy with hints of finally evolving
into a potentially deflationary system. The main operational
problem that entails the divisibility of money, is already
tackled by Bitcoin as each coin is divisible up to 10−8 parts.
Or what would be the same, each coin could be divided in
parts equivalent to µ�10 (10 nanobitcoins), placing the total
amount of independent coins in 2,100 trillion units.
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Figure 3. Evolution of the Bitcoin market capitalization in USD since the inception of the cryptocurrency.

However, the actual circulation of all coins is an utopia.
The reason for this is the existence of hundreds of coins
which are assigned daily to users who lost or will lose
the control over them for reasons that do not need to be
associated with fraudulent practices:
• It could happen that bitcoins get either lost or forgotten

somewhere inside a legitimate computer.
• This hardware, can also be affected by any kind of

technical issues that may make impossible the recovery
of the cyberwallets.

• It could also happen that the legitimate users would
forget the password that unlocks them.

B. Money laundering and illegal traffic

Using online entertainment platforms that somewhat sim-
ulate an internal monetary system to hide certain cyberdelic-
tive behaviours is not a recent issue. Mallada [9] described
how certain criminals have started to exploit the possibilities
offered by some Role-Playing Games (RPG) such as World
of Warcraft or the virtual world of Second Life. For instance,
in the case of the latter, the author estimates its Gross
Domestic Product in $500 million.

Taking into account that Bitcoin develops a payment
system which final objective is no longer to simulate but
to substitute traditional currencies, the implications and
chances of the aforementioned potential applications are
even bigger. Even more, despite the characteristics in the
previous subsection which do not make the payment method
intrinsically anonymous, it is true that the performance of
transfers could end being untraceable if some appropriate
preventive measures were taken [10]:
• The performance of transferences behind a proxy or

other anonymisation systems such as networks like Tor.

This is the case of the Silk Road online merchant [11]:
to access to the offered services it is compulsory to be
using the Tor browser so as to preserver the anonymity
of both, buyers and sellers. Already referenced by some
authors as the Amazon of illegal drugs [12], [13], in
some countries such as the USA some policy initiatives
have been carried out to close similar platforms to
prevent the illegal drug trafficking [14].

• The execution of n transferences at a time towards an
account that, later and as part of a batch or offline
self-controlled, redistributed the received money in m
different accounts. Given a great number of transactions
from a great number of users, it would be virtually
impossible to track the coins from their real owner lost
in a woods of relations. This process, as defined in
Nakamoto’s original description of the system [4], can
take place under the following circumstances: either by
means of individuals offering the chance of voluntarily
increase the anonymity, or by means of organized net-
works offering this and other similar services in a sort of
dark-market operating with cyberwallets in the cloud,
also kwnown as eWallets. These eWallets are Bitcoin
accounts created and managed by third parties which
offer to their users an easier way of keeping in touch
with their bitcoins. However, given the irreversibility
of the transactions, there is no real guarantee that those
transferences performed to or from an eWallet will be
run, apart from the confidence that the user has on the
service itself. A possible scenario may be the following:

1) A big amount of bitcoins is to be sent to a new
eWallet anonymously created using, for example,
tools like Tor, described above.

2) Small transfers are made from such wallet in the
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cloud to a set of similar eWallets —inside or
outside the original service— before receiving in
a collection of new Bitcoin accounts the money
to operate with them again.

This approach raises points that are likely to require an
automated account management, suggesting a greater
knowledge and better use of the computer tools already
available.

C. Virtual pickpocketing

System features make the coins being stored as .dat files
in the computers of their owners. Those may make backup
copies to be stored in alternative computers or devices —
or even in the cloud— in order to maintain access to them
whatever kind of failure takes place as this would imply the
automatic loss of the control on the coins as there would be
no way to recover them.

Nonetheless, any user or program with logical access to
the .dat file could execute transactions on his/her/its own if
this file has not been adequately protected. Although the
use of the so called military encryption standards —as,
for example, AES-256, the Advanced Encryption Standard
specification for encrypting electronic data adopted by the
U.S. government [15], widely considered as a de facto
cryptographic standard— is accessible by any user since
the protocols are public and implemented in numerous
libraries and open-source platforms; it is a standard pattern
coming across with unprotected files, resulting in a stream
of malware threats uniquely dedicated to stealing these files.

In this line, Laboratories such as Kaspersky Labs, de-
activated in late March the Command & Control channel
(simplifying, the C&C channel is the tool for managing and
controlling a network of kidnapped computers or botnets,
used in a bunch of different criminal ways) of Hlux/Kelihos.
In this case, Hlux was a botnet specialised in stealing Bitcoin
wallets [16], proving that even cybercriminals have found
a new battlefield from which obtain illegal benefits easy to
monetize. Meanwhile, the Sections on ÇyberIntelligence and
Criminal Intelligence of the Federal Bureau of Investigation
(FBI) stated in a recently filtered intelligence report [17] that
there exist Zeus samples —a Zbot trojan version specialised
in the recruitment of machines as part of a botnet— spe-
cially designed to operate in the shadow using the victim’s
resources in the dark.

D. Unauthorized use of computing power

However, the use of similar networks may also have other
purposes. Similarly to what happens with the distributed
computing projects, could be used downtime CPU or GPU
of infected machines for the generation process of exchange
without the user’s knowledge. Currently, mining of bitcoins
is not considered a profitable business if it is not performed
using the appropriate hardware. In many cases, the revenues

produced in the mining process are not able to cover the
energy costs of the generation.

An important aspect to avoid the detection of any unau-
thorized process is to give the user the fewer indicator
as possible. This also occurs when hiding illegal mining
processes. In this sense, the use of applets which make use
of processor idle time —for example, assigning the mining
processes the lowest possible priority as the Bitcoinplus
miner does— or not exploiting all the capabilities of the
graphics card —avoiding overloading and warming— would
become essential. This may be enough to avoid the end
inexpert user of the machine noticing the symptoms of a
machine being remotely used, unless he/she manually checks
the use percentage of the processor.

In the scenario of a middle-size-botnet compounded
by 10,000 usable computers, and considering a comput-
ing power of an average of the 0.005 bitcoins/day and
machine, the derivated exploitation would round the 50
bitcoins/day—about 200 euros/day in the most common ex-
change markets—. Taking into consideration the dismantling
in 2010 of the botnet Butterfly, on a combined action of
Panda Labs along with the Spanish Guardia Civil, and which
size stood at 13,000,000 infected machines, the numbers
speak for themselves about the potential benefit in which
may incur the administrator of such a network. Being able
to exploit these characteristics would make any botmaster
leverage from a seemingly innocuous part of the computing
power of the infected machines obtaining a direct benefit
and increasing artificially the electric bill of the legitimate
user.

E. A likely jump to the real world

For the writing of this report, the authors have inde-
pendently contacted with certain European business that
publicly state that accept Bitcoin as a payment and which
actually use this cryptocurrency as bait to attract Bitcoin new
customers. In the public list available online in Bitcoin’s
official Wiki [18], where the reader can mainly find local
hotels and restaurants among other businesses, it becomes
clear that the use of this currency, which in principle might
seem limited to Internet shopping, has surpassed, although
still timidly, the barriers to real world.

Its presence introduces an additional component of com-
plexity in the control of buying and selling process as there
is no official entity to recognize its use and, therefore,
there is a full absence of any kind of official change in
the different central banks. What is more, this may lead
to problems associated to tax evasion and fraud because
of the impossibility of calculating the official value of the
transaction in what can be considered, technically, a barter
economy: that is to say, exchanging goods or services for
bitcoins, which may be defined under certain circumstances
as other cryptographic goods with some subjective value.

24Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-228-8

SOTICS 2012 : The Second International Conference on Social Eco-Informatics

                           33 / 115



F. Alternative cryptocurrencies based on Bitcoin

Bitcoin’s source code can be widely studied since it is
distributed under the MIT License. This, almost naturally,
has led to various sister cryptocurrencies which implement
specific characteristics that differentiate them from the orig-
inal:
• IXcoin (IXC). This is a cryptocurrency with a parallel

development to Bitcoin but scheduled to have a shorter
maturity period, as the maximum number of coins (also
21 million) will have been generated by 2015. This
suggests that speculative movements in the maturation
period of the currency are potentially more violent and
less predictable.

• Devcoin. This is a currency that allocates the 90% of the
resources generated to developers participating in open
source programs so as to fund their work, reserving
only the remaining 10% to the miners.

• Namecoin (NMC). Also based on the architecture of
Bitcoin, the namecoins constitute a currency which
target is creating a domain name system (DNS) using
the .bit TLD. The objective is to provide resources and
tools to protect the community against a censorship to
be potentially applied by a central entity (like ICANN
in the case of domain names). Thus, the .bit domains
are maintained entirely by a Bitcoin-like peer-to-peer
network.

In another development, the philosophy Bitcoin uses to pre-
vent double spending and limit the proliferation of fraudulent
currency has been studied by some authors as Becker et
al. [19] for a generalization and export to other areas that
share similar needs, even beyond the domains management
Namecoin tries to implement.

IV. Conclusion

Though yet in an underground development phase and,
mostly, pretty unknown for the general public, the pro-
liferation of these new payment alternatives brings many
uncertainties. What is more, the intrinsic complexity of
the protocol and the necessity of having some relatively
advanced knowledge on cryptography and computer studies
to understand its real behaviour, make these cryptocurrencies
the perfect place for speculation and misinformation. For
instance, as already stated, there is a widespread belief of
the mere fact of using it is sufficient guarantee to perform
anonymous transactions, when this is not true by definition.

At the same time, the absence of a regulatory central
organism and the chance of not being able to fix the prizes
in a explicit way as it happens with the traditional cryptocur-
rencies, defines a new scenario on an economy strictly ruled
by the market movements with all the consequences that
this fact leads to in terms of control of massive speculative
efforts. At this point, amongst the possible failure scenarios
the most urgent for Bitcoin, excepting a dramatical reduction

of users which may devaluate the currency once mature, is,
precisely, a global governmental campaign against its use.

Just before the end, we can conclude that there is a
real risk of a recurrent illegal use of the cryptocurrency.
The great number of existing markets and the possibility of
exchanging easily bitcoins by euros, pounds or dollars, make
this new method the perfect vehicle to perform every kind
of transactions related to money laundering or illegal traffic
of substances, with all the legal implications associated to
the jurisdictional limitation of the criminal acts performed
in the cyberspace.
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Abstract—We suggest that a lack of understanding of 
the social and human factors in the design process 
may lead to the failure of knowledge sharing or KS in 
most organizations. The basis for KS in organizations 
is embedded in participants’ action and experience. 
We propose that successful KS initiatives require (1) 
attention to communication patterns of individuals or 
groups working in different divisions of an 
organization and (2) the development of IT systems 
that support both strong and weak ties between 
participants. Specifically, a distinction between 
different network structures as they relate to the 
concept of structural holes is drawn for highlighting 
how types of network structures effect sharing of 
explicit and tacit knowledge. Additionally, strong and 
weak tie theories are applied to develop a framework 
for potential IT-based initiatives aimed at addressing 
structural holes of communication. A set of 
propositions is proposed with their implication for 
designing KS systems in organizations. This paper 
concludes that sociological perspective in achieving a 
balance between the different types of ties (i.e., strong 
and weak ties) could assist in the maintenance and 
ongoing creation of new knowledge without having the 
networks to be redundant. 
 

Keywords- knowledge sharing; transfer systems; social 
networks;  tie diversity;  structural hole. 

 
I.  INTRODUCTION 

 
Social networks or SN is an interdisciplinary 

behavioral approach for the study of human actors, their 
relationships and interdependencies. SN draws theoretical 
and methodological foundations from areas such as 
communication, sociology, social psychology, psychiatry, 
organizational science and graph theory. It involves 
theorizing, model building, and empirical studies, which 
focuses on uncovering patterns of communication among 
actors, organizations, states etc. Therefore, uncovering the 
communication practices among members from different 

organization, which would result in detecting cliques, 
isolates and brokers and their role in the network forms 
the basis for application of SN to study the knowledge 
sharing in organizations.  
 

Social ties, a critical aspect for understanding the 
formation of cliques, isolates and brokers and their role in 
the network can be seen from two perspectives: (i) strong 
ties, and (ii) weak ties. Social network literature suggests 
strong ties or close and frequent interactions among 
people from different organizations are likely to lead to 
redundant information because they tend to occur among 
a small group of actors in which everyone knows what the 
others know. Contrary to strong ties, weak ties or distance 
and infrequent relationships provides access to novel 
information by bridging the disconnected groups and 
individuals in organizations [7, 46]. The usefulness of 
strong or weak relationships among people in different 
organization for effective coordination needs further 
investigation and especially in the context of knowledge 
sharing [3, 4, 5]. Furthermore, the relationships among 
strong and weak ties and computer mediation for 
successful knowledge sharing context have yet to be 
explored [7, 8, 9]. Also, the use of SNA and its outcome 
in improving communication flow and its process as a 
measure for developing effective knowledge sharing 
systems is yet to be explored. 

The transfer of knowledge between individuals, 
groups, communities or systems is regarded as Knowledge 
Sharing (KS) in organizations [1, 2, 3]. Research suggests 
that understanding social interaction between different 
interest groups within an organization is a critical 
component of effective KS [4, 5, 6]. The relevance of a 
social interaction approach has been debated in areas such 
as systems design, organizational process redesign, 
process improvement and artificial intelligence per se [7, 
8, 9]. The social approach for designing KS is based on the 
argument that communication between individuals, teams, 
groups, and communities is critical to the development and 
sustainability of a knowledge-creating organization [10, 
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11, 12, 13]. It is also suggested in studies that an 
appropriate structure of KS is essential for facilitating 
effective sharing in organizations [1]. Specifically, we 
suggest that KS is dependent on the structure of the social 
communication network at play in an organization.  

Organizational science literature also highlights that 
communication network structure provides insight about 
the communication patterns of individuals working in an 
organization [7]. Therefore, an understanding of the 
communication network at play needs to be viewed as an 
essential part of the design of KS systems in organizations. 
There is also a tension in the organizational structure, 
strategy and process literature when applied to KS in 
organizations. Studies suggest that organizations should 
not start with structure but with a task-and-person based 
foundation that incorporates both authority and 
responsibility [14]. Therefore, the design of the KS 
structure should be based on the study of the existing 
communication structure. Communication networks may 
suggest how individuals, groups, communities or systems 
interact in an organization and can be used as a basis for 
KS process of an organization [1, 2, 3].  

In this paper, we first provide a background to 
organization as a network o people. A person or a group of 
people united for some purpose is considered to be a form 
of organization [15, 16]. Cyert and March [15] suggest that 
organization needs to be viewed as a form of coalition. 
That is, an organization is considered to be a coalition of 
individuals, some of them organized into sub-coalitions. 
Arrow [16] highlights that formal organizations, firms, 
labor unions, universities, or government, are not the only 
types of entities that represent the term ‘organization’. For 
example, the market system has elaborated methods for 
communication and collective decision-making and, 
therefore, can be interpreted as an organization [16].  

It is further suggested by Mintzberg [17] that 
organization structures have both a formal and informal 
structure. Formal organizational structure is usually 
represented by the organization chart and widely 
accessible by the internal and external members. It is also 
suggested in the organizational science literature that 
every organization is a network of people [15, 18, 19, 20]. 
An analysis of the communication network can help us in 
understanding the information exchange, patterns, 
coalition and power of the individual members in an 
organization [7, 21]. The distinction between formal and 
informal organization structure can be drawn by looking 
at the types of interactions, or links, between individuals 
or agents in an organization. For example, the legitimate 
network refers to formal structure and the shadow 
network refers to the informal structure of an organization 
[20]. In the legitimate network, interactions or links are 
either (i) formally and intentionally established by the 
powerful members of the organization or (ii) established 
well-understood, implicit guiding principles, which is 
accepted by the members of the organization [20]. On the 

other hand, the shadow network consists of links that are 
spontaneously and informally established by the 
individuals among themselves during the interaction 
process in the legitimate system [20].  

It is also evident that the shadow system does not 
coincide with the rigid boundaries of the legitimate 
system. Shadow system is classified to have porous 
boundaries and therefore considered to the principal route 
for interaction between individual agents in an 
organization or in an inter-organizational network [20]. 
We argue that the KS system needs to be designed by 
conducting a thorough requirement analysis of both the 
legitimate and shadow network. This is important as the 
legitimate network may provide a normative view of how 
individuals should share knowledge while the 
communication network analysis of shadow network will 
assist KS system designers in understanding the 
descriptive view of individual agents’ communication 
patterns. This information could later be used to directly 
address issues of structural holes that may or may not 
exist in an organization or in a department [20]. 

In this paper, we first highlight that successful KS 
initiatives require (1) attention to communication patterns 
of individuals or groups working in different divisions of 
an organization and (2) the development of IT systems 
that support both strong and weak ties between 
participants. In particular, we provide a distinction 
between different network structures as they relate to the 
concept of structural holes. We also highlight how types 
of network structures effect sharing of explicit and tacit 
knowledge. Additionally, strong and weak tie theories are 
applied to develop a framework for potential IT-based 
initiatives aimed at addressing structural holes of 
communication. A set of propositions is proposed with 
their implication for designing KS systems in 
organizations. 

 

II. DESIGNING KNOWLEDGE SHARING 
SYSTEMS 

 
KS systems design evolved from the traditional 

structured systems design literature. Scientists, engineers, 
technicians, and programmers initially performed the 
design of technology-based systems in the 1950s and 
1960s [22, 23]. Kling highlights that design flaws were the 
major impeding factor for ensuring the optimal use of 
computer-based information systems in organizations [23, 
24, 25, 26]. The design of computer systems for 
supporting collaborative work requires careful attention in 
five key areas--planning, analysis, design, implementation 
and support [27, 28]. The importance of careful 
examination of these phases for ensuring the success of 
systems implementation has been addressed in 
organizational design literature as well [17, 29, 30].  
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Previous studies suggest that systems design is 
essentially a social process [23, 24, 25, 26]. Therefore, the 
social role of systems analyst is one of the critical success 
factors for the successful design and implementation of the 
system [1, 31, 32, 33]. This social role is essential for the 
collection of relevant information from different 
disciplines and people during the requirements analysis 
phase of the systems development [23]. Therefore, the 
design of technology-based products has to be in line with 
social and organizational dynamics [23]. In fact, there is a 
danger of systems failure or not receiving high rate of user 
acceptance if systems design issues are considered 
separately from the organizational issues. This is a 
common problem for the implementation of multi-module 
software systems such as enterprise resource planning 
[23].  

Studies suggest that the social systems design approach 
by Mauro Mauro Design Inc. improved the performance of 
the New York Stock Exchange trading systems. The 
systems analyst from Mauro Mauro Design Inc observed 
the traders at the Stock Exchange for six months prior to 
start coding new software together with 30 iterations in 
testing their new systems [34]. Kling and Star [34] 
highlights that analyses that cover the complexity of social 
organization and the technical state of the art is critical to 
the design or use of human-centered computing. This 
analysis can provide the systems designers with insights 
both the technological characteristics of a computerized 
system and the social arrangements under which the 
system will be used [35].  

For example, it is highlighted in studies that 
understanding the distinction between the legitimate and 
shadow network structure is an important first step 
towards the design of the KS in organizations. 
Understanding the shadow network structure requires a 
communication network analysis so that the patterns of 
exchange between agents in a network can be understood. 
It is highlighted in previous studies that a successful 
knowledge creation process requires an established 
communication network. Communications network 
structure deals with individual communication pattern in 
an organization or in a unit of work. KS design can be 
viewed as a social process because it requires interaction 
between all parties moving through developmental phases 
together in order to produce a system that is efficient and 
effective. It creates ownership in a system, which 
alleviates many of the problems traditionally associated 
with implementing a new system, resistance to change, 
resistance to imposed authority, training, etc. This serves 
as a basis for the development of a conceptual model of 
KS in organizations [36].  

Nonaka [37] and Brown and Duguid [38] also support 
that knowledge creation is essentially a social process. It is 
suggested in case studies such as Nucor Steel and 
Buckman Labrotaries [39] that understanding the 
interaction of individuals, groups, teams and communities 

in knowledge networks leads to a successful KS in 
organizations. Therefore, it can be seen that there is a 
growing interest among social scientists to view KS as 
socially constructed and embedded in social networks and 
communities of practice [11]. These findings clearly 
highlight that the dichotomy of KS systems design can be 
seen from three perspectives—technological determinism, 
systems rationalism, and socio design. In the following 
section, we provide a brief overview of the systems design 
literature as it relates to the design of KS in organization. 

 
III. SOCIAL DESIGN OF KNOWLEDGE SHARING SYSTEMS 

 
Social design refers to joint design of both the 

technological characteristics of a system and the social 
arrangements under which it will be used [35, 40, 41]. 
Bijker [40] argued that the development of technological 
systems should be viewed as a social process, not an 
autonomous occurrence where relevant social groups will 
be the carriers of that process. Kling et al [23] further 
highlights that these social choices are considered to be an 
integral part of computerization, even though they are not 
formally decided or completely within the control of any 
one person. For example, company A is adopting portable 
computers so that they can improve the flexibility of 
people’s work situations and relationships. However, 
company A still insists that their employees report to work 
daily during the regular working hours. Therefore, 
employees of company A have very little flexibility to 
work from a remote location even though they have access 
to the technology infrastructure provided by the company. 
In contrast, the underlying operational philosophy of 
company B is to allow its employees to work from remote 
location so that it provides maximum flexibility and 
optimal use of portable computing. This example illustrate 
that it is not only the technology that guide successful 
operation, but the guiding principles or social design of 
work practices that organizations decides to pursue. 

Managers, therefore, must address the cultural side of 
change when implementing software systems such as 
ERP as it increases fear among managers that the 
availability of company wide information may challenge 
their authority [42]. The biggest impediment to 
knowledge transfer is corporate culture and the biggest 
difficulty in managing KS is changing people’s 
behaviour. Therefore, organizations need IT infrastructure 
to make progress or to provide the facilitation of 
knowledge networks, but the use of ICT for managing KS 
activities should be supported by introducing proper 
organizational processes, people and content. There is 
also a growing interest in considering a social network 
approach to understand the KS design in organizations. 
Social network analysis refers to the method of analysing 
social structures and relational aspects of structures that 
exist in a communication network. It is highlighted in the 
previous section that communication network structure 
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can be viewed as a legitimate or shadow network. That is, 
an organization’s structure may suggest how the 
legitimate communications network should work and the 
shadow network structure may suggest how the 
communication flow occurs at an organization. Therefore, 
social network analysis is continuing to play a significant 
role in developing a deeper understanding of the actual 
process of communication flow between individuals [18].  
Additionally, one can conclude from all of the above that 
social network analysis has the potential to play a 
significant role in the design and implementation of 
knowledge management systems. 

 
IV. BUILDING INFO-CULTURE FOR KS 

 
Socialization, externalization, internalization, and 

combination can be seen as a mechanism for the creation 
of knowledge in organizations [37]. Here, the socialization 
in organization refers to the conversion of tacit knowledge 
to new tacit knowledge through social interaction and 
shared experiences [3]. The combination mode deals with 
the creation of new explicit knowledge by merging, 
categorizing, reclassifying and synthesizing existing 
explicit knowledge. Both the externalization and 
internalization mode refers to interactions and 
conversation between tacit and explicit knowledge where 
externalization deals with the conversion of tacit 
knowledge to new explicit knowledge and internalization 
deals with the creation of new tacit knowledge from 
explicit knowledge. Table 1 provides an overview of four 
modes of knowledge creation. 
 
TABLE 1.  FOUR MODES OF KNOWLEDGE  CREATION 

Modes of 
Knowledge  

Creation 

Characteristic
s 

Examples 

Socialization Conversion of 
tacit to new tacit 
knowledge 

Apprenticeship, 
user training 

Combination Creation of 
new explicit 
knowledge 

Survey reports 

Externalizatio
n 

Conversion of 
tacit to new explicit 
knowledge 

Lessons learned 

Internalization Creation of 
new tacit from 
explicit knowledge 

Learning and 
understanding from 
reading and 
discussion 

 
It can be seen from Table 1 that knowledge sharing 

and creation is dependent on the modes of knowledge 
creation. Here, socialization is seen as an important aspect 
for the conversion of tacit knowledge into new tacit 
knowledge. For example, the development of an 
“infoculture” is the first essential step for creating 
knowledge-based organizations [39]. The study of Nucor 

Steel highlights that three essential elements—superior 
human capital, high-powered incentives and a high degree 
of empowerment guide the knowledge creation process 
[39]. Nucor Steel used a group-based incentive 
mechanism to encourage people to start sharing 
knowledge that in fact lead to the development of an 
infoculture in their organization. This incentive 
mechanism was introduced at all levels of the 
organization so that Nucor could only reward group-based 
performance.  

Social network analysis is increasingly used to 
develop a better understanding of the shadow system 
network that is considered to be a true representation of 
the communication patterns that exist in an organization. 
Social networks can be defined as an individual’s 
relations and contacts with others [21, 42]. Social network 
analysis can be seen as a method that allows us to analyse 
social structures and relational aspects of the structures 
that exists in a communication network between 
individuals, teams, groups and communities. The 
argument advanced in this paper is that once the IT-based 
KS systems put into practice or implemented in 
organization, it becomes a social network. Therefore, the 
social design of this IT-based KS should be established 
through a thorough analysis of both the formal and 
informal social networks that may exist in an 
organization. It is argued here that the design of IT-based 
KS should be able to accommodate the facilitation of the 
communication patterns or flow process that exists in a 
department or in an organization. Therefore, the social 
dimensions of KS can be described from two 
perspectives—the first is the role of socialization and 
community building as a backbone social infrastructure 
for KS, and the second is the IT-based KS systems. IT-
based KS systems are also considered as social systems as 
this KS systems link people as well as machines.  

Wellman [43] suggests that computer supported social 
networks help sustain strong, intermediate and weak ties 
which provide information and social support in both a 
specialized and broad-based relationships. It is also 
important to note that there are direct and indirect ties 
exist between agents or the participating agents engaged 
in KS. It is clear that these ties are embedded in both the 
legitimate and shadow network of an organization.  This, 
when combined with what is known about computer 
supported social networks mentioned above, may provide 
valuable insights for the effective design of IT-based 
knowledge management systems. This is discussed 
further in the following two sections. 

 
A. KS through Strenghts of Ties 

It is indicated earlier that organizations can be viewed 
as a network of people. In particular, we discussed two 
types of networks—legitimate and shadow and its 
implications for the design and sustainability of KS 
provided. These networks consist of individuals working 
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in an organization and can be seen as redundant or non-
redundant. A structural hole is referred to as a relationship 
of non-redundancy between two or more contacts [21]. 
Non-redundant contact between individuals can be seen 
as disconnected either directly or indirectly. Here, the 
disconnected direct non-redundant contacts suggest that 
there is no direct contact with one another and the indirect 
contacts suggest that one has contacts that exclude the 
others. Burt [21] further suggests that the two contacts 
provide network benefits as a result of the structural 
holes.  Here, we discuss the concept of structural holes 
together with the strong and weak ties metaphor as it 
relates to KS systems design in organizations.  

Burt [21] suggests that two criteria—cohesion and 
structural equivalence can be used as an indicator for 
detecting structural holes. Cohesion criterion refers to 
direct connection between the contacts. For example, two 
contacts A and B are redundant to the extent that a strong 
tie connects both A and B. Here, this strong tie between 
contacts A and B indicates the absence of structural holes 
(e.g. the relationship between father and son, or people 
who frequently connects with each other for social 
occasions). However, structural equivalence concerns 
indirect connection by mutual contact. For example, both 
A and B are structurally equivalent to the extent if they 
both have same contacts. 

This nature of the contacts between the executives and 
persons in their network is referred to as strength of ties 
[44]. Intense, emotion-laden, and reciprocal relationships 
that require time and energy to create and maintain can be 
a reflection of strong ties. Weak ties on the other hand, 
reflect loose networks and are best explained by the 
concept of a bridge [44]. The strength of the tie has 
traditionally been viewed as bearing on the overall 
amount and content of information associated with the 
contact. It is however suggested in previous studies that 
novel and non-redundant information is available through 
weak ties more than through strong ties [44, 45]. Strong 
ties can be seen as advantageous because they allow for 
quick flow of information and social support. 
Furthermore, strong ties are reliable, easily available, and 
important when dealing with conflicts, crises, and 
uncertainty [46].  

Granovetter's [44] theory of strong and weak ties 
highlights the importance of weak ties in providing 
information. A weak tie is defined as a “casual 
acquaintance” and a strong tie is a formal relationship 
defined by a high-shared knowledge base and multiple 
interactions [45, 46, 47]. Burt [21] further suggests that 
weak ties provide a useful mechanism for understanding 
the strength of structural holes in a communications 
network. We believe that both these types of ties offer 
unique opportunities for developing a theoretical base for 
the design of KS systems in organizations from both a 
theoretical and an applied perspective. Studies suggest that 
weak relationships such as casual acquaintances, do not 

take as much time and effort to cultivate as friendships or 
community of practice. It is therefore easy to have more 
acquaintances than friends. A larger number of 
acquaintances can provide access to information about 
more out-groups. Most importantly, acquaintances offer 
the potential for (1) a relationship that takes limited time 
and effort and (2) offers the most potential for non-
redundant and, thus, valuable information and knowledge. 
Specifically, Burt [21] proposed a direct relationship 
between the number of structural holes and the rate of 
return on player’s investment in terms of time and energy 
and social capital (Figure 1). Here, the shape of the curve 
is to indicate the general relationship between structural 
holes and human capital as opposed to any validated and 
specific function. 

 
B. Supporting KS through Social Capital 

We propose above that the value of social interaction 
and social exchanges needs to be taken into consideration 
by a designer of an IT-based KS system. We further 
propose here that the design of an effective IT-based KS 
system should allow for an economic use of time and 
energy in the growth of social capital.      
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 

Figure 1. Relationship between Rate of Return and 
Structural Holes [21] 

 
To discuss the specific effects of an IT-based KS 

system on social capital we will illustrate how one can 
increase capital by acting on the following five t 
propositions:    

1. Maximizing weak ties in one’s network increases 
the potential for innovation and/or market 
penetration [44].   

2. IT-based KS systems are an effective means for 
establishing and maintaining weak ties [43].    

Rate  
of  

Return  
from  

Players  
Investment 

       Structural Holes in Player’s Network 
Few --- Entrepreneurial Opportunities --- Many  
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3. Maximizing the number of structural holes in 
one’s network increases the potential for 
innovation and/or penetration [21].  

4. A finite number of strong ties can be maintained 
[21].   

5. Minimizing the number of strong ties allows for 
more allocation of resources to the application 
and creation of new knowledge.   

Assume “Entrepreneur A” (E.A.) has lived and 
worked in city “Home” for a number of years.  During 
this time, E.A. has established a number of strong ties due 
numerous in-person exchanges (Figure 2). E.A. soon 
realizes that both new ideas and/or potential markets for 
his product have become too redundant and that a larger 
network is required for further growth.  E.A. decides to 
explore some potential new contacts via various forms of 
IT (Figure 2).   

After establishing a number of loose contacts, E.A. 
decides to strategically strengthen ties with those who 
offer the greatest number of resources. The inherent 
communication barriers associated with numerous forms 
of IT motivate E.A. to invest time and energy into more 
face-to-face interactions with one of the selected new 
contacts.  E.A. spends weeks (or, perhaps, longer) on-site 
with new contact E.B. who resides in Home2 and begins 
to strengthen their tie.  E.A. also spends times with some 
of E.B.’s contacts and establishes a number of new 
relationships.  During this time, E.A. maintains his ties 
back home by using IT channels. The maintenance of 
these ties requires (1) relatively little effort given the 
established shared knowledge base and (2) a strategic 
approach as to which contacts from Home make the most 
“economic” sense to maintain.  E.A. maintains other new 
contacts by using the same methods used while at home. 
E.A. takes special care to maintain a weak tie, or no tie, 
between E.B. and other new contacts (Figure 3).   

 
 

 
  
 

 
 

 
 

 
 

 
 
 

Figure 2.  Social Network with proximal, strong ties 
 
 
 

 
 

 
 

 
 
 
 

 
 

Figure 3: Social Network with proximal, strong ties, and 
new “distal”, weak ties 

 
Once the required shared knowledge base is established, 
E.A decides to move to Home3 to establish a stronger tie 
with E.C. E.A. maintains strong ties with Home and E.B. 
through efficient use of IT. Most importantly, E.A. 
maintains the structural holes between Home, E.B., E.C., 
and E.D. (Figure 4). 

This process continues until E.A. reaches a 
maximum number of strong ties that can be maintained 
without having to “fill” in, or bridge, important structural 
holes due to a limited number of strong ties that can be 
maintained. E.A. eventually shows a significant amount 
of growth in social capital (see Figure 3) and invests more 
time in managing the flow of knowledge and information 
rather than actively searching for more capital (Figures 5 
and 6). 

One can better understand the demands of a system 
designer by combining an understanding of cognitive 
demands and limitations with the social behaviors and 
needs of end users like E.A. That is, for example, E.A. 
potentially realizes his cognitive capacity with the 
development and maintenance of 6 strong ties and the 
knowledge and information flow resulting from the 
increase in social capital. With every developed strong tie 
the demand imposed by the maintenance and utilization of 
a growing—and, thus, more complex—social network 
increases.  Therefore, the ultimate requirement of an IT-
based KS system is to minimize cognitive demand in the 
maximization and utilization of social capital. From this 
perspective, the IT-based KS system complements the 
individual and increases the potential for innovation and 
knowledge creation. 
 
 
 
 
 
 

 
 
 

 
 
 

Figure 4. Example of Social Network with proximal, 
strong ties, distal weak ties, and a new distal strong tie 

E.A. 

E.A. 

E.B. 
E.C. 

E.D. 

E.A. 

E.B. 
E.C. 

E.D. 
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Figure 5.  Example of Social Network with proximal 
strong ties, new distal weak ties and strong ties 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 6. Example of Social Network with the same 
number of strong ties as shown in Figure 4, but with a 
significant increase in the amount of social capital  

V. CONCLUSIONS 
 
 It is concluded that complex systems design such as 
knowledge sharing systems requires careful attention to 
the social context for which is systems is developed. 
Therefore, we suggest here that the designer of KS 
systems is required to develop the systems based on 
observations of the social interaction and social exchange 
needs of the individuals working in an organization. We 
further highlight that the design of KS should be based on 
an understanding of both the legitimate and shadow 
network structure of an organization. We recommend that 
social network analysis is a useful methodological 
paradigm for the purpose of eliciting the communication 
patterns for understanding the shadow network structure. 
It is suggested here that structural holes provide network 
benefits for developing social capital among participating 
members in knowledge sharing and conclude that strong 
and weak tie is a useful metaphor for fitting the structural 
holes. In conclusion, the following propositions can be 
used to develop a better understanding about how to 
effectively and efficiently leverage information 
technology for the development of social capital which 
help support knowledge sharing in organisations  

 
1. Maximizing weak ties in one’s network increases the 

potential for innovation and/or market penetration 
[44].   

2. IT-based KS systems are an effective means for 
establishing and maintaining weak ties [43].    

3. Maximizing the number of structural holes in one’s 
network increases the potential for innovation and/or 
penetration [21].  

4. A finite number of strong ties can be maintained [21].   
5. Minimizing the number of strong ties allows for more 

allocation of resources to the application and creation 
of new knowledge.   
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Abstract—The majority of existing methodologies for 

evaluation of e-government policies is underdeveloped and 

partial, preventing comprehensive and objective evaluation. 

This situation consequently results in poor quality of planning 

and implementation process, while further diminishing positive 

effects and decreasing public consumption of e-government 

services. One of the most frequently overlooked aspects of e-

government policies evaluation is the concept of public interest, 

which is not given sufficient attention within existing 

evaluation methodologies, reducing the legitimacy of policy 

making in the field. The significance of public interest is often 

elusively defined, while its dimensions are somehow rendered 

particularly within the financial benefits. Paper provides an 

analysis of more than 50 methodologies for evaluation of e-

government policies, exploring the presence of public interest 

aspect within. Analysis offers an insight into the current 

evaluation practice enabling detection of its deficiencies as well 

as their mitigation, and could facilitate a significant 

contribution to more evidence-based evaluation of e-

government policies.  

Keywords-e-government policy; evaluation methodology; 

public interest 

I.  INTRODUCTION 

Various studies indicate that further e-government 
development is one of the most important factors of public 
sector rationalization [1][2][3], as well as faster countries' 
development [4][5][6]. Despite considerable investments in 
e-government in recent years (European Union (EU) 
countries are investing approximately 2.2% of Gross 
Domestic Product (GDP) in Information and 
Communication Technology (ICT) in the field of public 
sector [7][8][9]) the expected effects in terms of reducing 
costs and increasing the effectiveness of public sector are 
still rather ambiguous, while user acceptance of e-
government services is far below government anticipations. 
Disclosed issues and present public finance situation along 
with increasingly stringent austerity measures require 
careful direction of further e-government investments, 
particularly focusing on proficient evaluation of e-
government policies and their effects – be it on national, 
local or sectoral level.    

Past experience in the field necessitates the development 
of methodologies for evaluation of e-government policies 
(the collective term “methodologies” is used denoting 
approaches, studies, indicator models, measurement 
frameworks and similar undertakings for evaluation of e-
government policies) which could enable e-government 
decision-makers to conduct more qualified and quantified 
preparation, execution and evaluation of e-government 
policies including their broader societal implications. 
Considering e-government development so far, we have 
been witnessing a big gap between supply and demand of 
public e-services in most countries, which can be 
prevailingly attributed to “politically driven” development 
rather than “evidence based” evaluation and selection of e-
government policies [10][11][12]. 

Notwithstanding the increasing number of different 
evaluation methodologies emerging in the last years  
[13][14][15], some aspects of e-government policies 
evaluation have been largely disregarded, particularly public 
interest as one of the foundations of public policy making. 
This rather unsatisfactory state of affairs has led to growing 
calls for a reassessment and rebalancing of the 
rationalisations in evaluation of e-government policies, and 
in particular for a greater weight to be given to the public 
interest [16]. 

The paper discusses the main features of existing 
methodologies for evaluation of e-government policies and 
analyses their evaluation foci trying to establish the extent to 
which existing methodologies facilitate evaluation of public 
interest. Deriving from the aforementioned research 
objectives the paper is focusing primarily on the following 
interrelated research questions: 
1) Overview and study of existing methodologies for 

evaluation of e-government policies and summary of 
their characteristics.  

2) Analysis of the existing methodologies for evaluation 
of e-government policies regarding the aspect of public 
interest.  

From the methodological point of view, research 
represents a typical in-depth analysis, while research 
activities are embedded in two-phase incremental 
methodological framework. Combining different techniques 
of qualitative research methods [17], the initial part of the 
study has focused on the analysis of primary and secondary 
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sources, whereas deriving from obtained research results, 
the conclusive part of the research is striving to integrate 
theoretical and practical aspects regarding the research 
subject. Selection of research methods was adapted to the 
research field [17][18] given the complexity of e-
government evaluation initiatives. 

Following the introduction, the second section of the 
paper presents the concept of public interest and an 
overview of the relevant literature while outlining various 
directions in evaluation of e-government policies and related 
issues and barriers. The third section provides an analysis of 
existing methodologies for evaluation of e-government 
policies and summary of their characteristics. The fourth 
section explores presence of the public interest aspect in the 
existing methodologies and sketches the research findings. 
The last section contains the review of the overall research, 
discussion on its limitations and subsequently submits the 
final arguments and observations regarding the research 
results and future work. 

II. CONCEPT OF PUBLIC INTEREST AND METHODOLOGIES 

FOR EVALUATION OF E-GOVERNMENT POLICIES – STATE OF 

THE ART 

The public interest is not a unitary concept: different 
public interests are relevant in different scenarios and need 
to be weighted differently depending on the circumstances 
[16]. Public policy makers, expert public and citizens have 
to find the appropriate balance of the numerous public 
interests that may exist in any given situation. Finding this 
balance will not only involve comparing the relative 
importance of one public interest to another but also involve 
the contemplation of the interconnection of public interests 
and considering the broader impact that these may have in 
turn on other public interest networks [19]. 

Although there are different conceptions of public 
interest inaugurating different research perspectives, most 
frequently, public interest is viewed as a set of substantive 
ideals against which all policy proposals should be judged. 
The concept is thus recognized as a symbol to which all 
agree (few people are opposed to the public interest) and to 
which special interests appeal in order to rationalize their 
policy desires [20]. Regarding the contextual platform 
consisted of political and cultural framework of a particular 
society and the economic resources at its disposal, the 
public interest is defined as the aggregate of the 
fundamental goals that the society seeks to achieve for all of 
its members. Thus, the art of government consists of 
achieving a harmonious rather than a destructive balance 
among conflicting goals [21]. Some authors have studied 
the public interest concept from the aspect of substantive 
truths or principles. These truths or principals are not formal 
tests that any public policy must meet; however general they 
may be and however much skill may be required to apply 
them in particular cases, they provide substantive guidance 
to the proper content of public policy [22]. While others 
consider public interest and its dimensions primarily as a 
process of public action, primarily bargaining and 
competition between different interest groups, resulting in 
the overall social consensus [23]. Summarizing numerous 

and occasionally complex definitions of the public interest 
concept, it can be generally regarded as a set of commonly 
agreed goals arising from the inclusive and transparent 
decision-making procedure, based on compromise and 
shared values of well-defined social community.   

 Despite its complexity and diversity of research 
approaches and perspectives, public sector concept is 
elaborated relatively well in theory, whereas it has failed to 
gain significant attention in majority of e-government 
evaluation undertakings. Consideration of public interest 
concept in methodologies for evaluation of e-government 
policies is often inadequate and superficial covering 
prevailingly financial factors and omitting all other societal 
aspects while reducing the potential of evaluation process 
for objective and comprehensive evaluation.  

A. Methodologies for evaluation of e-government policies 

In parallel to e-government development there have 
emerged numerous methodologies, trying to evaluate its 
development and effects on different parameters of 
government operation. According to their characteristics and 
subject of evaluation these methodologies could be 
classified in typical groups presented below. 

1) Front-office maturity and readiness  
The most known benchmark measurements on the EU 

level have been conducted by Capgemini [7][8][9], while 
the most renowned benchmark measurements on the global 
scale have been carried out by the UN [14][24], Accenture 
[25] and Brown University [26]. While focusing primarily 
on web site analysis, indicators from these methodologies 
are not precise enough to ensure comprehensive evaluation 
and validation of e-government policies on the national 
level (see critical analysis of such benchmark measurements 
from [12][27][28], etc.). Some other important benchmark 
measurements dealing with e-readiness are: The Global 
Information Technology Report [15], Digital economy 
rankings [29] and United Nations e-Government Survey 
[14][24]. These benchmark measurements deploy different 
sets of indicators for benchmarking e-readiness and 
information society in general. Being predominantly 
focused on front-office change and infrastructural 
requirements, these rather extensive methodologies are 
hardly providing evaluation of public interest, incapacitating 
its incorporation in the process of further e-government 
development.  

2) Effects and impacts of e-government policies 
Within a number of methodologies focusing on ex-ante 

and ex-post evaluation of e-government policies we could 
highlight: MAREVA [30], eGEP [31], WiBe 4.0 [32] and 
AGIMO [33]. MAREVA is dealing with ex-ante and ex-
post evaluations of e-government policies on the basis of 
parameters such as profitability, risks, benefits, necessity; 
similar aspects are evaluated by WiBe 4.0. AGIMO and 
eGEP are striving to identify and analyse costs of 
establishment, provision, maintenance and performance as 
well as impacts of e-government services. In general we 
could find these methodologies very exhaustive in terms of 
the large number of indicators; however they rarely address 
the concept of public interest comprehensively, while some 
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particularised dimensions of public interest are normally 
amalgamated with financial benefits.   

Considering significant organizational changes in the 
public sector organizations, induced by implementation of 
e-government policies, the research in the field is primarily 
focused on joined-up e-government model [34], 
organizational changes in the direction of network 
government [35], management and external factors which 
affect e-government development [36], business process 
change, information management capacity and 
organizational capabilities [37][38] and organizational 
culture [39]. An overview of related methodologies reveals 
there is no clear consensus on organizational changes 
caused by e-government implementation, and consequently 
no comprehensible methodology to measure implications of 
transformed public sector organizations for the various 
social aspects and implementation of public interest. 

3) National-level development 
Surveys often highlight political and sociological factors 

as the most important external factors affecting e-
government development. This aspect is partially discussed 
in United Nations e-Government Survey [14][24] through 
indicators such as e-participation, e-inclusion, e-
consultations, and other research in the field [9][25][40] is 
focusing on political and sociological indicators such as 
accessibility, digital divide, human rights, social inclusion, 
economic sustainability and life-long learning. However, we 
can see that such indicators are very general and it is hard to 
incorporate them in a national context and determine their 
actual impact and correlation with e-government 
development. Despite economic activities on national level 
could significantly affect e-government development in 
individual country, research [11][41][42] dealing with 
national economic indicators and their implications for e-
government is rather limited. Scarce studies [41] in the area 
are trying to define connections between national economic 
indicators and e-government development indicators 
specifically emphasizing correlations between GDP per 
capita, competitiveness, economic performance, government 
efficiency, use of ICT in the private sector, innovation index 
and internet access. The aspect of public interest within 
outlined methodologies is poorly elaborated and thus 
inadequately evaluated, while it appears that identification 
and formulation of vaguely indicated long-term public goals 
is hardly reached by public consensus. 

4) Evaluation of e-government policies – issues and 

barriers 
Evaluation of e-government policies is generally 

difficult [6][8][27][28], given the numerous obstacles to 
evaluation (Table 1) [43], complexity of public interest and 
frequent lack of clarity of objectives owing to the different 
and often competing stakeholder views. In addition, 
overlapping of initiatives and policies and their continuous 
fine-tuning related to volatile public opinion complicate 
monitoring and evaluation. The fact that e-government is 
relatively new is probably the main reason for fewer models 
and actual outcome experiences that can be used for 
benchmarking [43] and inclusion of public interest 
dimension. Effective evaluation including aspect of public 

interest requires good metrics, regular monitoring and 
reporting, disciplined and professional use of robust 
evaluation frameworks and the use of long-term evaluation 
practices. These qualities depend on a government’s overall 
evaluation culture [43]. E-government project failures could 
have been mitigated by appropriate and comprehensive 
evaluation in the course of their conceptualization and 
planning [12][44][45], the identification and elimination of 
the main obstacles to e-government evaluation, which 
obviously extend to several areas, such as: institutional, 
political, social, and cultural area, will require a broad 
consensus and strong commitment of all stakeholders. 

TABLE I.  OBSTACLES TO E-GOVERNMENT EVALUATION 

Obstacle Example 

Lack of clarity of objectives - stated 

goals may not have associated 

measures of progress; there may be 

multiple objectives 

Hard to measure "quality of life". 

Hard to define success              
If people are spending more time online, 

is that good or bad? 

Easy to be too ambitious 

Several countries have set targets of "all 

services online" by specific dates. But 

not all services are appropriate to put 

online. 

Information paradox 
The benefits of ICT investment may not 

be visible for some time. 

Question of who are the clients; 

multiple clients 

Should one evaluate benefits for the 

users, the employees, the government at 

large, partners, etc.? 

Hard to measure shared benefits 
Shared infrastructure, multiple projects 

benefiting from shared portal, etc. 

Private sector tools may not work 

for governments 

Governments place importance on 

social values that are not incorporated 

into private sector tools and objectives. 

Available indicators may not be the 

good ones 

Current indicators (such as number of 

employees with internet connections) 

are helpful, but have limits. 

Government definitions and 

methodologies vary from one 

country to the next 

Collecting data is easier at the local 

level, but at that level administrations 

are highly decentralised. 

Incentives to misstate evaluation 

results 

If an organisation succeeds in saving 

money, telling others may result in their 

losing that money. 

Challenge of sharing results 
Hard to get organisations to report 

unsatisfactory results. 

What you measure may become 

focus of organisation 

If you measure number of services 

online, but not service quality, priority 

will be on putting services online but 

not on service quality. 

III. ANALYSIS OF EXISTING METHODOLOGIES FOR 

EVALUATION OF E-GOVERNMENT POLICIES  

The review of existing methodologies and various 
alternative approaches for evaluation of e-government 
policies was conducted in the second half of 2011. During 
that time we conducted an analysis of primary and secondary 
online resources, policy papers, reports, books, strategic 
documents, action plans and other documents containing e-
government related research. In the initial phase of the 
review, we used key words of evaluation, assessment, 
measurement, monitoring, indicator models, e-government 
projects, e-government policies and effects (impacts) of e-
government policies, and subsequently identified and 
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retrieved more than 380 related references in total. The 
frequency of references is becoming much higher in the 
second half of the last decade, proving the field is evolving 
rapidly and the interest of both the research community as 
well as policy makers on national and international level is 
increasing. In the second phase of the review, the identified 
references were tested by inclusion into the research 
framework containing two criteria, namely 1) identified 
reference must be completed project where evaluation of e-
government policies is clearly outlined as the main research 
objective and 2) the reference must contain explicit 
indicators or benchmarks for evaluation of e-government 
policies. References which did not comply with both criteria 
as set out in the research framework were eliminated. After 
substantive verification and filtration, the vast majority of the 
items were excluded, leaving only 52 valid references. 
Identified methodologies and their publication types are 
catalogued in Table 2. 

TABLE II.  IDENTIFIED METHODOLOGIES FOR EVALUATION OF E-
GOVERNMENT POLICIES  

Author(s) – Year  Publication type 

[30] [31] [32] [33] [46] [47] [48] [49]     Handbook / Tool 

[9] [14] [24] [43] [50] [51] [52] Policy paper 

[11] [34] [35] [36] [38] [39] [40] [41] [42] [53] 

[54] [55] [56] [57] [58] [59] [60] [61] [62] [63] 
[64] [65] [66] [67] [68] [69] [70] [71] [72] [73]  

Academic paper / 
Book 

[13] [15] [74] [75] [76] [77] [78] Report 

 
Conducting our review we have identified basically 

three types of references dealing with our subject of 
discourse. Taking into account their development level we 
categorized the identified methodologies into three groups: 
1) purely theoretical papers aiming to develop some kind of 
conceptual framework for evaluation of e-government 
policies, 2) research efforts developed up to the degree of 
pilot application and 3) methodologies developed in the 
practice for the practice (practical application). 

Analyzing the diverse variety of evaluation 
methodologies identified in this area, certain general 
characteristics were identified and summarized below: 

 Majority of the identified methodologies (30) for 
evaluation of e-government policies are presented in 
scholarly papers and books.  

 Certain methodologies are rather abstract containing 
speculatively selected indicators often encompassing 
non evidence-based theoretical platforms, while their 
utilization does not facilitate the acquirement of 
quantifiable evaluation results. 

 Accredited methodologies are to a large extent 
narrowly focused assessing predominantly one of the 
various evaluation aspects. 

 More mature methodologies are consisted of a large 
number of indicators, which are normally aligned for 
evaluation of e-government policies in the 
originating countries. 

 Majority of the identified methodologies are not 
providing a comprehensive evaluation of complex e-

government policies impacts and their potential 
long-term outcomes.   

IV. PRESENCE OF THE PUBLIC INTEREST ASPECT IN THE 

EXISTING METHODOLOGIES   

Quest for satisfaction of the public interest, as presented 
in theory [16][22][23], should be at the heart of every e-
government policy making process, while its various 
dimensions should be comprehensively covered in the 
setting of long-term public goals. The latter assumption 
requires accountability of public policy makers and 
evidence-based decision making, which must be based on 
comprehensive and balanced methodologies facilitating 
evaluation of various aspects of the designated e-
government policy, its effects and the potential far-reaching 
consequences. Deliberation between public stakeholders 
[83], transparent policy making process and ultimate public 
consensus will increase the viability of high investments in 
e-government and facilitate positive response to the e-
government policy and more beneficial acceptance of new 
e-services while allowing the pursuit of public interest and 
overall social development.  

Proliferation of advanced ICT solutions and 
development of e-government have changed the social 
structure and political-sociological paradigm of the country 
as the widest social community [14][79]. E-government 
demonstrates considerable potential for the achievement of 
various ICT-induced social changes which could hopefully 
result in the accomplishment of at least some of the 
objectives within the public interest domain. 

Political-sociological effects of ICT and e-government 
on the society in general are very complex. They have a 
significant impact on changes of the social environment, 
they are affecting old and creating new forms of work and 
changing perception of the world and social relations 
[72][80][81][82]. Accordingly, existing methodologies are 
converging on the following aspects of public interest in e-
government evaluation:  accessibility [4][24][55], citizens’ 
trust and confidence [25][70][71], digital divide 
[4][43][15][79], social stratification and cohesion, citizens’ 
rights and democratic participation [5][15][40], openness, 
transparency and corruption [9][14][24]. Notwithstanding 
the importance of adequate evaluation of e-government 
impacts [6][9], integrated methodologies covering the aspect 
of public interest comprehensively, are rather scarce. 
Findings regarding the public interest aspect in the existing 
methodologies are categorized below: 

 The aspect of public interest is assigned a peripheral 
role in most of the existing methodologies for 
evaluation of e-government policies. 

 The concept of public interest is not clearly 
elaborated and categorized in the existing 
methodologies, preventing its comprehensive 
inclusion in the actual evaluation undertakings.   

 Methodologies are applying large number of 
indicators when focused on evaluation of the costs, 
benefits and risks (the most segments of public 
interest aspect are usually incorporated with 
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benefits). However, the aspect of public interest in 
its individual form is usually allocated a very small 
number of indicators. 

 Covering public interest in existing methodologies is 
particularized, usually including arbitrarily selected 
dimension of public interest. 

 Aspect of public interest presented in methodologies 
is often inadequate and superficial focusing 
predominantly on financial benefits and omitting all 
other societal aspects while reducing the potential of 
evaluation process for objective and comprehensive 
evaluation. 

 Existing examples of the integration of public 
interest aspect in the methodologies are speculative, 
since the segments of the public interest within the 
methodology were developed by policy makers 
without appropriate deliberation procedure and 
public consensus.  

Accordingly, inclusion of the public interest concept into 
the comprehensive methodology for evaluation of e-
government policies should encompass the following 
activities:   

 Analyze the overall evaluation field and define the 
particular aspects of evaluation within e-government 
policy (e.g., infrastructural aspect, organizational 
aspect, political aspect, etc.). 

 Define and clearly structure the notion of public 
interest and associated components. Constructs 
should not be too abstract, because it could prevent 
the acquisition of the required data, establishment of 
indicators and their measurement in practice, 
decreasing the overall evaluation success.  

 Concept of the public interest should constitute a 
relatively autonomous category, preventing the 
dissipation of its components between other aspects 
of evaluation, which could significantly diminish its 
importance.     

 Delineate the aspects of evaluation as much as 
possible and prevent overlapping and transition of 
the indicators from different aspects of evaluation.  

 Conceptualize adequate and measurable indicators 
containing precisely specified object and unit of 
measurement, structure, context, etc.  

 Indicators should be specifically focused on the 
evaluation of long-term public interest and goals that 
have been set out in the designated e-government 
policy. Evaluation of the public interest concept 
should be multidimensional including the demand 
side of e-government services (user preferences, 
needs and satisfaction, etc.), general value of e-
government policy for all social groups, its 
contribution to sustainable and inclusive social 
development, human rights and liberties, 
development of democratic values, etc.   

 Assign appropriate weight to the concept of public 
interest and its components in the final aggregation 
of the evaluation results.  

V. CONCLUSION AND FUTURE WORK  

Research revealed a multitude of approaches which have 
been used in previous research studies and evaluation 
endeavors in this area, but still, their utilization in the 
process of comprehensive evaluation of e-government 
policies is only conditionally exploitable. 

Despite limitations, seen mainly in the large diversity 
and absence of unified and clear theoretical framework, 
conducted analysis provides a valuable insight into the 
current e-government evaluation practice and facilitates 
exposure of inadequately evaluated public interest areas in 
the domain of e-government policies. The analysis results 
represent an advance in research of evaluation metrics and 
may eventually provide a solid platform for establishment of 
comprehensive methodology for evaluation of e-government 
policies including public interest aspect.  

Problems in the development, usage and general success 
of e-government initiatives are evidently interrelated with 
the low quality and underdeveloped methodologies for 
evaluation of e-government policies and their public effects. 
Addressed shortcomings will have to be resolved, in order 
to ensure quality evaluation and disclosure of objective 
situation in the field, which could ultimately initiate the 
broader inclusion of public interest dimensions into the e-
government policy-making procedures, and accelerate the 
overall development of e-government policies and 
appropriate e-services with added value for all stakeholders. 
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Abstract— Social Network Services (SNSs) are vastly popular 

and used by millions of people worldwide. A few years ago, 

research has begun to analyze these platforms as well as the 

social networks and social interactions that are enabled by 

these technologies. Many of the well-known and popular SNSs 

such as Facebook or YouTube have already been analyzed and 

profiled under numerous different aspects. However, regional 

SNSs have largely been disregarded. In this work in progress 

paper, we introduce a newly launched regional SNS from 

Austria, outline the particularities of this regional social 

networking platform, set up first hypotheses and outline our 

evaluation approaches to analyzing this service. It is our 

believe that by putting the particularities of a regional SNS in 

focus, and by using an interaction graph that visualizes 

intimate social links instead of the commonly used classical 

social network analysis, valuable insights on the connection of 

online networking activities and offline social interactions as 

well as on the users’ perception of familiarity and place can be 

obtained. The paper illustrates the particularities of regional 

SNS and describes an evaluation set up to gain more insights 

into this specific type of networking platform. 

Keywords - Social Network Service; social network analysis; 

content analysis; evaluation; measurement. 

I.  INTRODUCTION 

Close to 900 million people actively use Facebook every 
month. The need for using digital SNSs to share content and 
interact with other people seems to be consistent. Facebook 
is, however, struggling with extensive privacy and data 
mining discussions and also globalizes social interaction 
possibilities, making it thus more complex to connect online 
social networks with offline social networks. This fuels the 
development of alternative, local SNSs that encompass 
country- or region-specific differences in their functionalities 
and the language used in the user interface. An example of a 
very successful and well-established regional SNS is Qzone, 
a platform developed for Chinese users with an estimated 
number of 480 million users of whom 150 million users 
update their accounts at least once a month [1]. Qzone 
provides blogging, media sharing, and social networking 
functions additionally to an instant messenger which is 
deemed to be one of the key success factors of the platform. 

Another factor of success is deemed to be the fact that Qzone 
is reserved for Chinese users, supporting the Chinese 
language only. Thus, this regional SNS can hardly be 
compared with Facebook: Although the platforms partially 
offer the same functionalities to their users, the boundaries of 
the two SNSs differ in terms of language and cognitive 
confinements. Whereas Facebook is open to any Internet 
user above the age of 13 with a valid email address, 
supporting a broad selection of languages and users from all 
over the world, Qzone demands first and foremost the 
knowledge of the Chinese language of the user. 

This concept seems to be a factor of success: As reported 
by analysts and industry professionals, Qzone is more 
important than Facebook in China. Apart from the example 
Qzone, other regional-specific SNSs have established 
themselves in confined regions all over the world, among 
them vkontakte in Russia, Odnoklassniki in the Ukraine and 
Kazakhstan, and Mixi in Japan [2]. 

This leads to our research questions: Is a local, language-
specific or regional-specific SNS more appealing to users? 
Does a regional SNS enable a deeper connection of their 
online social network with offline social activities? Can a 
regional SNS be characterized by more intimate node 
connections and thus more interaction-intensive social 
networks? 

In order to verify our assumptions, we plan to conduct 
several evaluations which will be outlined in this work in 
progress paper. At first, the functionalities and characteristics 
of a regional SNS will be described in more depth; then, 
state-of-the-art evaluation methods for social networks will 
be presented, and in the third part, the planned evaluation set 
up will be explained. Finally, we provide an outlook on 
further research topics connected to this topic. 

II. SANKT ONLEIN: A REGIONAL SNS 

In order to verify our hypotheses, we chose to analyze 
Sankt Onlein, a SNS which launched in 2011 and can be 
described as a profile-centric, identity-driven SNS [3]. Just 
as the very successful Qzone, Sankt Onlein is set up for a 
specific target group, which is comprised of the Austrian 
population. This limitation is, however, not forced by 
regulatory restrictions but instead promoted with the 

42Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-228-8

SOTICS 2012 : The Second International Conference on Social Eco-Informatics

                           51 / 115



proposition as being the “digital capital of Austria”. This is 
underlined by signature terms from typical Austrian 
vocabulary being used for different functionalities and 
descriptions. The Austrian idioms are dialect forms of 
standard German, belonging to Bavarian family of languages 
for the most part. 

Sankt Onlein also tries to diversify itself from other 
networks by providing a comprehensive set of privacy and 
data protection settings to its users, thus setting up a more 
trustful environment for social interaction. For example, 
Sankt Onlein promises to erase all user data and interaction 
records whenever a user chooses to delete his or her account. 
Additionally, Sankt Onlein strives to draw a greater value 
from user-generated content. With “Der Onleiner”, Sankt 
Onlein has created a user-generated online newspaper that 
draws its contents from the platform’s members. Sankt 
Onlein is currently used by more than 10.000 users situated 
in Austria. Mobile applications for smartphones are also 
offered: They provide the same functionalities as the website 
and are available for iOS devices and Android phones. 

Users on Sankt Onlein are able to set up a profile for 
themselves, share media such as photos, add other platform 
members to their contacts, and interact with these contacts in 
a private or semi-public manner. Public posting, i.e., so that 
individuals who are not registered on the platform can view a 
message, or seeing a user’s profile without registration is not 
possible. A user can choose to categorize his contacts into 
three privacy circles. This enables him to choose which 
circle a status message or shared medium is addressed to. 
Interaction possibilities include semi-public messages on the 
user’s stream as well as comments on posted semi-public 
messages and published photos – this content appears on the 
user’s “Schaukasten” a stream of activities on the user’s 
profile page. Additionally, it is possible to send private 
messages, and finally, special, non-written messages in form 
of interaction buttons that allow a user to “wink at”, “pad 
shoulder of”, and “flirt with” another user. 

Additionally to these user-to-user interactions, Sankt 
Onlein also provides a tool for creating community pages for 
companies, clubs, and other organizations. Users can express 
their sympathies for such a page by clicking the 
corresponding button and interacting with the community 
members afterwards. 
 

III. THEORETICAL BASIS AND THEORETICAL BASIS 

At the present, SNSs are beginning to be of rising interest 
to the research community. Various studies have profiled 
different platforms such as YouTube, Flickr, and Orkut [5] 
and used classical social network analysis methods for 
gaining deep insights. In this approach, individuals are nodes 
in a network where links between nodes are formed through 
the state of being a “contact”, “friend”, or “buddy”. One of 
the most comprehensive social graphs is the visualization of 
data from Microsoft Messenger which shows 180 million 
nodes and 1.3 billion undirected edges [6]. 

For the evaluation of Sankt Onlein, we have chosen a 
slightly different approach that also encompasses other 

methods of evaluation and therefore broadened the 
theoretical basis as follows. 

The characteristics described in the prior chapter 
(regional focus, use of dialect forms, and self-positioning of 
the platform) imply that Sankt Onlein and the interests of its 
users are focused on Austrian users, culture, and news. This 
leads to our first hypothesis: 

H1: Members of the SNS Sankt Onlein primarily discuss 
topics that focus on Austrian users, culture, and news. 

 
Recent studies [4] have shown that in large SNSs such as 

Facebook, most users only interact with about 50 percent of 
their contacts (so-called “friends”, however, this term does 
not infer to a real friendship underlying the connection). 20 
percent of a Facebook user’s friends are responsible for 70 
percent of all interactions on the platform. This observation 
can be applied to about 90 percent of all Facebook users. 
This corroborates the findings that networks on Facebook are 
very widespread across regional, linguistic and interest 
fields. A regional SNS such as Sankt Onlein on the other 
hand, has by our definition more defined boundaries, 
limiting possible social actors to a regional and linguistic 
group. We assume that this prohibits a direct comparison of 
Facebook and Sankt Onlein and thus formulate our second 
hypothesis: 

H2: In local SNS, social networks and social interactions 
shift from a global level to a more regional level, resulting in 
a higher number of and more intimate node connections. A 
regional SNS acts primarily as a tool and enabler for 
interactions in the offline sphere. 

Digital social networking platforms or communities may 
be classified in two main categories in terms of the structure 
of social networks on the respective platform [3]. On the one 
hand, there are networks focused on facilitating novel 
acquaintances through shared interests or shared objectives, 
e.g., dating communities or passion-driven special interest 
communities. On the other hand, there are networks that 
enable transferring existing social networks and node 
connections onto a digital platform. Profile-centric platforms 
that are not focused on special interests fall under this 
category. Sankt Onlein can also be positioned here, although 
it does indicate some functions (e.g., “wink at”, “flirt with”) 
used for making first contact with possible new 
acquaintances. Sankt Onlein as a local, profile-centric SNS 
with more intimate node connections thus has another 
implication which we summarize under the following 
hypothesis: 

H3: Consequently to H1, local SNS facilitate a better 
connection of online networks and activities; and offline 
networks and activities. 

In their theory of virtual space and place [7], the authors 
show how the perception of space and place inside virtual 
worlds influence actions and enjoyment of the users. 
Continuing our assumption of Sankt Onlein to be a local 
SNS with the above-mentioned cognitive limitations, it can 
be positioned as a confined areal within the web. The 
platform’s own slogan “Austria’s digital capital” also 
indicates a certain positioning as a defined space. The third 
indicator for Sankt Onlein to be a confined place rather than 
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an open space as per definition in [7] is the fact that Sankt 
Onlein does not offer platform-enabled functionalities 
outside of its website. While large services such as Google or 
Facebook are ubiquitous in the web, enabling registration, 
logging in, commenting and sharing functionalities on third-
party platforms, Sankt Onlein users can only interact and use 
the platform’s functionalities while using the SNS itself. This 
eventually creates a homely atmosphere of familiarity [8]. 
Thus, our third hypothesis is as follows: 

H4: Sankt Onlein is a confined areal within virtual space 
and can be considered a place which eventually evokes an 
atmosphere of familiarity. 

 

IV. EVALUATION SET UP 

For evaluating and verifying our theses, our evaluation 
set up contains three different aspects that reach from content 
analysis to a quantitative and qualitative social network 
analysis. In detail, our evaluation set up is as follows: 

A. Part 1: Content Analysis 

In order to verify our first hypothesis that Sankt Onlein is 
indeed focused on Austrian news, culture and content, and 
thus qualifies for a region-focused SNS, a content analysis of 
shared messages will be conducted. The status messages 
posted on the users’ “Schaukasten” will be sampled, 
unitized, and coded manually. The decision to complete the 
content analysis manually instead of using automated text 
mining and entity extraction is based on the fact that 
automatic content analysis for German texts is not yet 
sophisticated enough to produce viable results – especially in 
case of Austria-specific idioms. In the final analysis, the data 
are assessed quantitatively and qualitatively. As a result of 
the analysis, we hope to find whether there is a significant 
tendency for Sankt Onlein users to converse about Austria-
specific topics. Through the qualitative analysis of the 
sample we also hope to see first indicators of whether the 
dialect currently used on the platform to describe 
functionalities and trigger actions is the same dialect as used 
in the user-produced content. 

B. Social Network Analysis 

In order to verify our second hypothesis that a regional 
SNS facilitates social networks with a higher number of and 
more intimate nodes, a social network analysis will be 
conducted. Not only will the amount of social links be 
analyzed, but also the quality of the links measured in user 
interactions. For this purpose, we plan to base our study on 
the concept of interaction graphs as presented in [4]. The 
expected results will provide insights on the network 
structure on Sankt Onlein. These results may be compared to 
data extracted from Facebook to underline the differences 
between the two SNSs. An especially interesting topic in this 
context is the comparison of an individual’s network on 
different platforms, e.g., on Facebook and on Sankt Onlein, 
to find usage patterns and first qualitative insights into 
discussed topics. 

C. Online User Survey 

In the last part of the evaluation set up, an online user 
survey will be conducted. Through questioning users of 
Sankt Onlein about their usage patterns of the platform and 
their attitude towards this SNS, we hope to gain more 
qualitative insights and verify our theses 3 and 4. For 
designing the survey, we will build upon the use of the 
expectation disconfirmation theory (EDT) as presented by in 
[9] in the context of IT systems. In this approach, cognition 
and behavior is taken into account as well as temporal 
changes in technology acceptance models. We plan to survey 
two different user groups: One group G1 which is already 
familiar with the platform and has been using it for some 
time; and one group G2 which is new to the platform. The 
questionnaires will be sent to the users at two different points 
in time t1 and t2, and will survey perceptions, attitudes, and 
satisfaction of the users. The questionnaire for G2 at time t1 
assesses the perceptions and attitude towards the SNS prior 
to use. The data gained in this first survey will be compared 
to the information gained from the questionnaire at t2, in 
which disconfirmation, satisfaction and modified perceptions 
and attitudes as well as behavioral changes are surveyed. 

 

V. CONCLUSION AND FUTURE WORK 

In this short paper, the regional SNS Sankt Onlein was 
introduced and preliminary hypotheses on the usage 
characteristics of this platform were proposed. We presented 
our planned research activities concerning this regional SNS 
in hope of gaining valuable insights for learning more about 
this special type of SNS, as we have realized in our research 
and literature review activities, most research work focuses 
on large social network such as Facebook. A focus on 
smaller, regionally bordered SNSs may help to delve deeper 
into psychological, socio-scientific, and interaction issues 
that arise in the crossover zone between online social 
interaction and offline social interactions. These insights 
could be helpful for researchers and practitioners seeking to 
use regional SNS for e-commerce activities alike. 

However, our approach represents only a small aspect of 
the many different research aspects of this SNS and can be 
seen as the first step towards deeper investigations. 
Comparison studies of other SNSs as mentioned in the 
introduction (vkontakte, Odnoklassniki, Mixi) could provide 
insights on generalization of regional SNS characteristics. 
However, possible limitations caused by data availability 
must be dealt with. 

Also, individual aspects could be assessed in more detail. 
For example, linguistic research within the platform could 
result in first indicators about changes, shifts, and/or 
unifications of Austria-specific idioms. 

Future work could also include a view on the mobile 
application of Sankt Onlein. Mobile penetration in Austria 
currently amounts to about 150 percent and mobile usage of 
SNS is constantly rising (as can be observed with Facebook 
and mobile-specific networks, e.g., Badoo). These statistics 
could suggest that the connection of online and offline social 
networks and interactions may be facilitated by the mobile 
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phone and SNS applications. As the mobile phone is “always 
on”, it creates a state of ubiquitous social networking 
activities. 
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Abstract—In recent years, online social networks have grown
exponentially, as these networks are fantastic places to meet
and network with people who share similar personal interests.
Facebook, currently the largest social network, has more than
901 million active users. The amount of personal information
each user exposes on social networks like Facebook is stagger-
ing. Recent research in the area of social networking evaluated
that many Facebook users exposed personal information. Due
to the many security concerns regarding online personal
exposure, we developed the Social Privacy Protector, a software
which aims to improve the security and privacy of Facebook
users. The software contains three protection layers which
improve user privacy by implementing different methods. The
software first identifies a user’s friends who might pose a
threat, and then restricts this “friend”’s exposure to the user’s
personal information. The second layer is an expansion of
Facebook’s basic privacy settings based on different types of
social network usage profiles. The third layer alerts the user
about the number of installed applications on their Facebook
profile which have access to their private information. An
initial version of the Social Privacy Protection software was
evaluated on 74 Facebook users and successfully assisted them
in restricting the access of 392 friends.

Keywords-Social Network Analysis; Social Network Privacy;
Social Network Security; Facebook Application; Fake Profiles.

I. INTRODUCTION

In recent years, online social networks have grown rapidly
and today offer individuals endless possibilities for publicly
expressing themselves, communicating with friends, and
sharing information with people across the world. A recent
survey [1] estimated that 65% of adult internet users use
online social networks sites, such as Twitter [2], LinkedIn [3]
Google+ [4], and Facebook [5]. As of June 2012, the
Facebook social network, has more 955 million monthly
active users [6]. On average, Facebook users have 138
friends and upload more than 300 million pictures each
day [6]. Moreover, according to the Nielsen “Social Media
Report” [7], American internet users spent more than 53.5
billion minutes on Facebook in the month of May 2011,
making Facebook the leading web-brand in United-States.

Due to the friendly nature of Facebook, users tend to
disclose many personal details about themselves and about
their connections. These details can include date of birth,
personal pictures, work place, email address, high school
name, relationship statuses, and even phone numbers. More-
over, Bosmaf et al. [8] discovered that an average of 80% of

studied Facebook users accepted friend requests from people
they do not know if they share more than 11 mutual friends.
In many cases, accepting friend request from strangers may
result in exposure of a user’s personal information to third
parties. In addition, personal information of Facebook users
can be exposed to third party Facebook applications [9].
Another privacy concern deals with existing privacy set-
tings which, for the majority of Facebook users, do not
match security expectations [10]. This results in many users
accidently or unknowingly publishing private information,
leaving them more exposed than they assumed.

If a user’s personal information is disclosed to a malicious
third party, it can be used to threaten the well-being of
the user both online and in the real world. For example, a
malicious user can use the gained personal information and
send customized spam messages to the user in an attempt
to lure such users onto malicious websites [11] or blackmail
them into transferring money to the attacker’s account [12].
In order to cover their tracks, social network attackers can
use fake profiles. In fact, the number of fake profiles on
Facebook can be counted in the tens of millions. Facebook
estimates that around 5%-6% of its users could be false or
duplicate accounts [13].

In this paper, we present an application for protecting user
privacy on Facebook. Our application provides Facebook
users with three different layers of protection. The first layer
enables Facebook users an easy method for controlling their
profile privacy settings by simply choosing the most suitable
profile privacy settings in just one click. The second layer
notifies the user of the number of applications installed
on their profile that may impose a threat to their privacy.
The third layer analyzes the user’s friends list to identify
which friends of the user are suspected as fake profiles and
therefore impose a threat on a user’s privacy. The application
presents a convenient method for restricting the access of
these fake profiles to the user’s personal information without
removing them from the user’s friends list.

The remainder of this paper is organized as follows. In
Section II, we give a brief overview of various related
solutions which better help protect the security and privacy
of social network users. In Section III, we describe the
Social Privacy Protector software architecture in detail. In
Section IV, we describe the initial evaluation results. Finally,
in Section V, we present our conclusions from this study and
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offer future research directions.

II. RELATED WORK

In recent years, due to the increasing number of privacy
and security threats on online social networks users, so-
cial network operators, security companies, and academic
researchers have proposed various solutions to increase the
security and privacy of social network users.

Social network operators attempt to better protect their
users by adding authentication processes to ensure that the
registered user represents a real live person [14]. Many social
network operators, like Facebook, also offer their users a
configurable user privacy setting that enables users to secure
their personal data from other users in the network [10], [15].
Additional protection may include defense against hackers,
spammers, socialbots, identity cloning, phising, and many
other threats. For example, Facebook users have an option
to report other users in the network who harass others in the
network [16].

Many commercial and open source products, such as
Checkpoint’s SocialGuard [17], Websense’s Defensio [18],
UnitedParents [19], RecalimPrivacy [20], and PrivAware
application [21], offer online social network users tools for
better protecting themselves. For example, the Websense’s
Defensio software aims to protect its users from spammers,
adults content, and malicious scripts on Facebook.

In recent years, several published academic studies have
proposed solutions for different social network threats. De-
Barr and Wechsler [22] used the graph centrality measure
to identify spammers. Wang [23] presented techniques to
classify spammers on Twitter based on content and graph
features. Stringhini et al. [11] presented a solution for
detecting spammers in social networks by using “honey-
profiles”. Egele et al. [9] presented PoX, an extension for
Facebook which make all requests for private data explicit
to the user. Anwar and Fong [24] presented the Reflective
Policy Assessment tool which helps the user examine their
profile from the viewpoint of another user in the network.
Recently, Fire et al. [25] proposed a method for detecting
fake profiles in online social network based on anomalies in
the fake user’s social structure.

In this study, we offer a method for protecting user privacy
in online social networks by detecting users who may pose
a threat to a user’s privacy by restricting their access to the
user’s personal information.

III. SOCIAL PRIVACY PROTECTOR ARCHITECTURE

To better protect the privacy of Facebook users, we have
developed the Social Privacy Protector software (otherwise
referred to as SPP). The SPP software consists of three main
parts (see Figure 1) which work in synergy: a) Friends
Analyzer Facebook application - which is responsible for
identifying a user’s friends who may pose a threat to the
users privacy, b) SPP Firefox Addon - which analyzes the

Figure 1. Social Privacy Protector Architecture

user’s privacy setting and helps the user to improve their
privacy settings in one click, and c) HTTP Server - which is
responsible for the analyzing, storing, and caching software
results for each user. In the remainder of this section, we
describe in detail each individual SPP part.

A. The Friends Analyzer Facebook Application

The Friends Analyzer Facebook application is the part of
the SPP which is responsible for analyzing the user’s friends
list in order to determine which of the user’s friends may
pose a threat to the user’s privacy. After the user installs
the Friends Analyzer application, the application scans the
user’s friends list and returns a credibility score for each
one of the user’s friends. Each friend’s score is created
by simple heuristics which take into account the strength
of the connection between the user and their friends. The
application estimates the strength of each connection by
calculating the number of common friends between the user
and their friend, the number of pictures and videos the user
and their friend were tagged in together, the number of
groups the user and their friend were both members in, and
the number of messages passed between the user and their
friend. In the end of the process, the user receives a web
page which includes a sorted list of all their friends. The
list is sorted according to the score of each friend received
where the friends with the lowest scores have the highest
likelihood of being fake profiles appear on the top the list
(see Figure 2). For each friend in the returned sorted list,
the user has the ability to restrict the friend’s access to the
user’s private information simply by clicking on the restrict
button attached to each friend in the sorted list.
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Figure 2. Friends Analyzer Facebook application - user’s ranked and
sorted friends list

Figure 3. Social Privacy Protector Firefox Addon - optimizing the user’s
privacy setting in one simple click

B. Social Privacy Protector Firefox Addon

The Social Privacy Protector Firefox Addon (also referred
to as Addon) is the part of the SPP software which is
responsible for improving the user’s privacy settings in just a
few simple clicks. After the Addon is installed on the user’s
Firefox browser, it begins to monitor the user’s internet
activity. When the Addon identifies the user who has entered
into their Facebook account, the Addon analyzes the number
of applications installed on the user’s Facebook profile and
presents a warning with the number of installed applications
that may pose threat to the user’s privacy (see Figure 3).

The Addon also presents the top two results obtained by
the Friends Analyzer Facebook application and suggests to
the user which friends to restrict (see Figure 3).

The Addon also detects when the user has entered the
Facebook’s privacy settings page and presents the user with
three new privacy setting options. The new privacy settings
are based on the user’s profile type and can be modified

Figure 4. Social Privacy Protector Firefox Addon - warning about installed
applications and friends you may want to restrict

in one click (see Figure 4) instead of the more complex
Facebook custom privacy setting that may contain more than
170 options [24]. Using the new Addon privacy setting, a
user can simply chose the profile type most suitable for him
out of three options: a) Celebrity setting - in this setting all
of the user’s information is public, b) Recommended setting
- in this setting the user’s privacy is only public to friends,
however some of the user’s details, such as profile name and
pictures, are public, and c) Kids settings - in this setting the
profile is only open to the user’s friends and only friends
of friends can apply for friend requests. Using this Addon,
users can easily control and improve their privacy without
the need to contact a security expert. Our application is also
easy for customizing privacy settings by adding more privacy
option settings to different types of users.

C. HTTP Server

The HTTP Server is the part of the SPP which is re-
sponsible for connecting between the SPP Firefox Addon
and SPP Facebook application. Moreover, to enhance the
application’s performance, the HTTP server caches parts of
the analyzed results. In order to protect the user’s privacy,
the application stores only the minimal number of features
in an encrypted manner using RC4 encryption.

IV. EVALUATION

An initial version of the SPP version was evaluated by 74
users who installed the Friends Analyzer Facebook applica-
tion and 4 users who installed the Addon. Using the Friends
Analyzer Facebook application, 31 users have a restriction
of 392 (median = 3 and σdev = 25.76) friends. According
to our initial evaluation results, the average common friends
between the user and the friends they chose to restrict was
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12.82 and the average number of common tagged pictures
was 0.14 (see Table I).

Table I
FRIENDS AND RESTRICTED FRIENDS STATISTICS

Feature Restricted Friends All Friends
Common-Friends Average 12.82 32.32

Common-Groups 0.36 0.684
Tagged Pictures 0.14 1.39

Common-Messages 1.31 3.14

V. CONCLUSIONS AND FUTURE WORK

In this paper, we present the SPP software which aims
to better protect user’s privacy in Facebook. The software
protects user’s privacy by providing three layers of privacy
protection. The first layer helps to restrict a user’s friends
access to personal information. The second layer help to
identify and warn the user about installed Facebook appli-
cations which can violate the user’s privacy. The third layer
helps the user to adjust their privacy setting in one click. An
initial version of the software was evaluated by 74 users and
helped 31 users restrict the access of 392 friends to the users’
personal information. As expected, in our preliminary results
(see Table I), the application users’ chose to restrict friends
with less common features with them, such as number of
common friends and number of tagged pictures.

The study presented in this paper is a work in progress
with many available future directions. Using the SPP we
can gather examples on which friends users tend to restrict.
Using these examples, combined with Machine-Learning
algorithms, we can improve the recommendation results on
which friends to restrict. Moreover, in case many users re-
stricted the same users, we can conclude with high likelihood
that these users are fake users and recommend Facebook
to remove them from the social network. Another possible
future direction is to collect anonymous data on user privacy
setting preferences. By using the users privacy preferences,
we can create more types of “one click” privacy settings that
serve other types of users and protect their privacy.

In the near future, we are going to release a final stable
version of the SPP, and make it available to any user that
want to improve his privacy on Facebook.

VI. AVAILABILITY

The Social Privacy Protector and parts of its source code
are available for download from http://www.socialprotector.
net. The Friend Analyzer Facebook application is avail-
able to download from https://apps.facebook.com/friend
analyzer app. A video with detailed explanations on how to
use the SPP application is available in http://www.youtube.
com/watch?v=Uf0LQsP4sSs
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Abstract—The advent and adoption of internet-based social 
networking has significantly altered our daily lives. The 
educational community has taken notice of the positive aspects 
of social networking such as creation of blogs and to support 
groups of system designers going through the same challenges 
and difficulties. This paper introduces a social networking 
framework for collaborative education, design and modeling of 
the next generation of smarter products and services. Human 
behavior modeling in social networking application aims to 
ensure that human considerations for learners and designers 
have a prominent place in the integrated design and 
development of sustainable, smarter products throughout the 
total system lifecycle. Social networks blend self-directed 
learning and prescribed, existing information. The self-
directed element creates interest within a learner and the 
ability to access existing information facilitates its transfer, and 
eventual retention of knowledge acquired.  In conclusion, this 
research paper introduces the application of social-networking 
to design and modeling of products and services and provides a 
novel technology for facilitating the understanding of complex 
human behavior and to better identify crucial user needs. 
 
     Keywords - social modeling; decision support systems; 
behavioral modeling. 

I. INTRODUCTION 

The concept of smartness of consumer products and 
services has been investigated by several authors. This 
section presents a synthesis and summary of the most 
innovative work that influenced research in this field.  
Allmendinger and Lombreglia [1] highlighted smartness in a 
product from a business perspective. They regard 
“smartness" as the product's capability to predict business 
errors and faults, thus “removing unpleasant surprises from 
[the users'] lives.” Ambient Intelligence (AMI) group [2] 
describes a vision where distributed services, mobile 
computing, or embedded devices in almost any type of 
environment (e.g., homes, offices, cars), all integrate 
seamlessly with one another using information and 
intelligence to enhance user experiences [3, 4, 5, 23]. The 
advent and adoption of internet-based social networking sites 

such as MySpace TM and Facebook TM has significantly 
altered social interactions of their users. Users of social 
networking sites vary their activities; some may be very 
active sharing their daily life experiences with comments and 
pictures, while others simply use the sites as a personal 
directory service. The educational community has taken 
notice of the following positive aspects of social networking: 

 Peer feedback, increasingly fast response times for 
scientific discovery, collaborative design and research 

 Creation of blogs and support groups of individuals 
going through the same or similar difficulties 

 Providing a social context in line with the university, 
company, design group, or field of study 
A venue with links not directly related to a given 
educational alignment or resource. 
 

Social networking applications support the development of 
a methodology to better assess and predict imprecision and 
variability in user behavior by applying advanced 
mathematical and soft computing techniques to aid in 
studying human social, cultural and behavioral aspects. 
Application of soft computing techniques helps identify 
erroneous, problematic activities and issues that might 
otherwise go undetected for their obscurity, complexity, or 
elaborate inter-relationships. In addition to these above, 
social networks themselves are highly adaptable, flexible, 
and mobile. For example, the “blogging” paradigm became 
the “micro-blogging” concept known as Twitter, which now 
is integrated with Facebook’s “status updates.”  Arguably, 
social networking provides an effective method of satisfying 
the primal human desire of communication. 
 
     Rapid technological advancements and agile 
manufacturing created what is called today smart 
environments. Definitions of smart environments may be 
taken into account as a first reference point, since smart 
products have to be considered in the context of their 
environment. For example, Das and Cook [6] define a smart 
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environment as the one that is able to acquire and apply 
knowledge about an environment and adapt to its inhabitants 
in order to improve their experience in that environment.  It 
is noticed that the knowledge aspect has been recognized as a 
key issue in this definition. Mühlhäuser [2] refers to smart 
product characteristics that are attributed to future smart 
environments, i.e., “integrated interwoven sensors and 
computational systems seamlessly embedded in everyday 
systems and tools of our lives, connected through a 
continuous network.” In this respect, smarter products can be 
viewed as those products that facilitate daily tasks and 
augment everyday objects.  In 2007, AMI identified two 
motivating goals for building smart products [7]:  

 
1) Increased need for simplicity in using everyday 

products, as their functionalities become ever more 
complex. Simplicity is desirable during the entire 
life-cycle of the product to support manufacturing, 
repair, or use. 

2) Increased number, sophistication, and diversity of 
product components (for example, in the aerospace 
industry), as well as the tendency of the suppliers 
and manufacturers to become increasingly 
independent of each other which requires a 
considerable level of openness on the product side. 

Mühlhäuser [2] observed that these product characteristics 
can now be developed due to recent advances in information 
technology as well as ubiquitous computing that provides a 
“real world awareness" in these systems through the use of 
sensors, smart labels, and wearable, embedded computers. 
According to Mühlhäuser [2], product simplicity can be 
achieved with improved product to user interaction (p2u). 
Furthermore, openness of a product requires an optimal 
product to product interaction (p2p).  Knowledge intensive 
techniques enable better p2p interaction through self-
organization within a product or a group of products. Indeed, 
recent research on semantic web service description, 
discovery, and composition may enable self-organization 
within a group of products and, therefore, reduce the need for 
top-down constructed smart environments [8]. Smart 
products also require some level of internal organization by 
making use of planning and diagnosis algorithms as stated by 
[2]: 

“A Smart Product is an entity (tangible object, 
software, or service) designed and made for self-
organized embedding into different (smart) 
environments in the course of its lifecycle, providing 
improved simplicity and openness through improved 
p2u and p2p interaction by means of context-
awareness, semantic self- description, proactive 
behavior, multimodal natural interfaces, AI planning, 
and machine learning." 

 

Major characteristics of smart products are illustrated by 
comparing their essential features. For example, [9] define 
six major characteristics for smart products illustrated in 
Table 1 below. Table 2 provides a comparative presentation 
of the main characteristics of smart products. These 
characteristics include the following: 

 Context-awareness - the ability to sense context 
 Proactivity - the ability to make use of this context 

and other information in order to proactively 
approach users and peers 

 Self-organization - the ability to form and join 
networks with other products. 

 
In addition to the above characteristics, Mühlhäuser [2] and 
SPC emphasize the fact that smart products should support 
their entire life-cycle. In addition, special care should be 
devoted to offering multimodal interaction with the potential 
users, in order to increase the simplicity characteristics of the 
products. 
 

TABLE 1. SMART PRODUCTS CHARACTERISTICS [9] 

 
Characteristic Description  

Personalization Customization of products according 
to buyer's and consumer's needs. 

Business-
awareness 

Consideration of business and legal 
constraints. 

Situatedness Recognition of situational and 
community contexts. 

Adaptiveness Change product behavior according to 
buyer's and consumer's responses to 

tasks. 
Network ability Ability to communicate and bundle 

with other products. 

Pro-activity Anticipation of user's plans and 
intentions. 

 
TABLE 2. A COMPARISON OF SMART PRODUCT'S CHARACTERISTICS [7] 

 
Maass and 
Varshney [9] 

Mühlhäuser [2] 
Smart Products 
consortium [4] 

Situatedness Context-aware Situation- and 
context-aware 

Pro-activity Proactive 
Behavior 

Proactively 
approach the user 

Network ability Self-organized 
embedding 

Self-organized 
embedding 
in smart product 
environments 

 Support the 
entire 
life-cycle 

Support the user 
throughout whole 
life-cycle 
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Maass and 
Varshney [9] 

Mühlhäuser [2] 
Smart Products 
consortium [4] 

Multimodal 
Natural 
Interfaces 

Multimodal 
interaction 

Personalization   

Business-
awareness 
Adaptiveness 

 Autonomy 
Support 
procedural 
knowledge 
Emerging 
knowledge 
Distributed 
storage of 
knowledge 

 

II. SOCIAL NETWORKING FOR SMARTER PRODUCTS AND 

SERVICES DESIGN  

Communication of ideas, as a core for effective education 
and collaborative design, is the basis of distance and virtual 
learning. Social networks blend self-directed learning and 
prescribed, existing information. The self-directed element 
creates interest within a learner and the ability to access 
existing information facilitates its transfer, and eventual 
retention of knowledge acquired. There may also be a 
competitive element for educators to explore, since design 
activities are transparent in social networking. Ziegler [10] 
observed that social networking sites may radically change 
the educational system, since they offer the “capacity to 
motivate students as engaged learners”, rather than what he 
considers the usual “passive observers of the educational 
process.”  However, there are also conflicting views in the 
literature regarding the usefulness of social networks in 
education and design. In today’s interconnected world, social 
networking provides a great source of information and 
knowledge sharing that has not yet been fully explored to 
support collaborative products design and education. 

 
Selwyn [11] performed an observational study of a group 

of students’ online interactions with FacebookTM in the UK. 
Though the author cited many limitations of the study, some 
interesting findings included an observation that the social 
network site did not serve a meaningful role in making new 
partnerships. Rather, it maintained strong links already 
established in an emotionally close-knit group of people. 
Social networks share many functional elements with blog, a 
term coined recently as a shortened form of “web log,” 
describing a page that is frequently updated with comments, 
links, images, and other media pertaining to a given subject. 
The blog makes a statement and offers a space below for 
readers to comment and respond. Social networks have taken 

the blog concept and applied it to a directory concept.  
People who are “linked” together can receive updates from 
others micro-blog inputs. The concept of social networking 
can be extended to  collaborative design and modeling as 
means of facilitating team work and sharing product design 
experience in order to enhance team learning process, 
including collaborative online discussions, idea generation, 
peer review activities, and even debate [12,13].  
 

III. SOCIAL NETWORKING IN EDUCATION 

The proliferation of broadband-enabled interactive 
devices, such as smart cellular phones and media players, 
with social networking gadgets and application allows social 
communication and collaborative education activities to 
occur outside of lecture times. Another offshoot of social 
networking and blogging sites is that of wiki articles and 
their massive compilation, Wikipedia. A traditional 
understanding of an academic resource that “anyone can 
edit” seems unreasonable. The seemingly micro-managed 
and endlessly peer reviewed “live” nature of the document 
made Wikipedia a compelling new way to create, store, and 
integrate vast stores of knowledge [14]. The pull of social 
networking technologies cannot be ignored, as they have 
attracted millions of users in a short amount of time since 
their introduction. Ahram et. al. [23, 24, 25, 26] cited that the 
shortcomings such as the necessity of pre-existing offline 
relationships and, as of yet, unexploited educational and 
design opportunities may be addressed by serious initiatives 
and the integration of such technologies into modern 
educational and design methods and practices. The 
accessibility of these networks is more pervasive now than 
ever, thanks to gaming consoles and mobile devices. Prensky 
[15] claims that today’s students “think and process 
information differently” from their pre-digital world 
counterparts. People born after the mid 1980s are part of a 
group of “digital natives” who take information technology 
and its use for granted. Today, data can be created anywhere 
and on a great variety of computing platforms. The ability to 
create and view data anywhere can translate to new learning 
opportunities. Several universities have already turned 
towards the web and outlets previously used only to sell 
music and video as a way to disseminate lecture materials. 
Apple Computer’s iTunes TM software dominates the digital 
media player market. It has recently launched “iTunes 
University,” a subset of its online media store devoted to 
distributing lectures and presentations from various academic 
institutions. All of these novel technologies and media 
distribution platforms offer unimagined learning 
opportunities. As of yet, the educational elements are largely 
unused compared to their strictly entertainment-related 
digital media. Many opportunities exist for providing 
students with this media but dissemination is not enough 
alone. Serious educational games, educator’s involvement, 
and classroom activities sent to these services offering 
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interaction rather than “passive observation” would be 
valuable aids to the learning process. There is no doubt that 
today’s traditional students consume more media and games 
than previous generations. They need only be given some 
structure and appropriate interactive learning media to 
augment their already media-enriched lives. 

 

IV. SOCIAL NETWORKING SYSTEMS ENGINEERING 

APPROACH TO STUDY COMPLEX HUMAN BEHAVIOR  
 

The contemporary systems engineering process is an 
iterative, hierarchical, top down decomposition of system 
requirements [16]. The hierarchical decomposition includes 
Functional Analysis, Allocation, and Synthesis. The iterative 
process begins with a system-level decomposition and then 
proceeds through the functional subsystem level, all the way 
to the assembly and program level. The activities of 
functional analysis, requirements allocation, and synthesis 
will be completed before proceeding to the next lower level. 
SysML is a general-purpose visual modeling language for 
specifying, analyzing, designing, and verifying complex 
systems which may include hardware, software, information, 
personnel, procedures, and facilities (OMG SysML: 
http://www.omgsysml.org). SysML provides visual semantic 
representations for modeling system requirements, behavior, 
structure, and parametrics, which is used to integrate with 
other engineering analysis models [17, 23, 26]. 

 
Ahram et al. [23, 26] indicated that traditional machine 
learning techniques have some limitations for modeling 
human behavior, mainly the lack of any reference to the 
inherent uncertainty that human decision-making has. This 
problem can be partially solved with the introduction of Soft 
Computing (SC) to model human behavior via social 
networking applications. SC is an innovative approach to 
building computationally intelligent systems that differs from 
conventional (hard) computing in that it is tolerant of 
imprecision, uncertainty and partial truth. The guiding 
principle of soft computing is to exploit the tolerance for 
imprecision, uncertainty and partial truth to achieve 
tractability, robustness and low solution cost. SC consists of 
several computing approaches, including neural networks, 
fuzzy set theory, approximate reasoning, and search 
methods, such as genetic and evolutionary algorithms. SC 
technologies provide an approximate solutions to an ill-
defined problems encountered in social networking 
application and can help creating human behavioral models 
in an environment, such as during conflicts , in which users 
are not willing to give feedback on their actions and/or not 
able to fully define all possible interactions due to social and 
cultural barriers. Different techniques provide different 
capabilities to support the development of smarter products 
and services. For example, Fuzzy Logic provides a 
mechanism to mimic human decision-making that can be 
used to infer goals and plans; Neural Networks a flexible 

mechanism for the representation of common characteristics 
of a user and the definition of complex stereotypes; Fuzzy 
Clustering a mechanism in which a user can be part of more 
than one stereotype at the same time; and Neuro-Fuzzy 
systems a mechanism to capture and tune expert knowledge 
which can be used to obtain assumptions about the user. 

 
Systems engineering teams along with product and service 
designers are responsible for verifying that the developed 
products and services meet all requirements defined in the 
system specification documents. The following procedures 
outline the relevant systems engineering process steps [18, 
21, 26]: 

 
 Requirements analysis: review and analyze the 

impact of operational characteristics, environmental 
factors, functional requirements and develops 
measures suitable for ranking alternative designs in 
a consistent, objective manner. Each requirement 
should be re-examined for consistency, desirability, 
applicability, and potential for improved return on 
investment [19]. This analysis verifies that the 
requirements are appropriate or develops new 
requirements for the smart product operation. 

 
 Functional analysis - systems engineers and product 

designers use the input of performance 
requirements to identify and analyze system 
functions in order to create alternatives to meet 
system requirements. Systems engineering then 
establishes performance requirements for each 
function and sub-function identified. 

 
 Performance and functionality - systems 

engineering allocates design requirements and 
performance to each system function. These 
requirements are stated in appropriate detail to 
permit allocation to software, systems components, 
or personnel. Performance and functionality 
allocation process identifies any special personnel 
skills or design requirements.  

 
 Design Synthesis - designers and other appropriate 

engineering specialties develop a system 
architecture design to specify the performance and 
design requirements which are allocated in the 
detailed design. The design of the system 
architecture is performed simultaneously with the 
allocation of requirements and analysis of system 
functions. The design is supported with block and 
flow diagrams. Such diagrams support: 

 
- Identifying the internal and external interfaces 
- Permitting traceability to source requirements  
- Portraying the allocation of items that make 

up the design 
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- Identifying system elements along with 
techniques for its test and operation 

- Providing a means for comprehensive change 
control management  

 
 Documentation - the primary source for developing, 

updating, and completing the system and subsystem 
specifications. Smart product requirements and 
drawings should be established and maintained.  

 
 Specifications - to transfer information from the 

smart product systems requirements analysis, 
system architecture design, and system design tasks. 
The specifications should assure that the 
requirements are testable and are stated at the 
appropriate specification level. 

 
 Specialty engineering functions - participate in the 

systems engineering process in all phases. They are 
responsible for system maintainability, testability, 
producibility, human factors, safety, design-to-cost, 
and performance analysis to assure the design 
requirements are met. 

 
 Requirements verification - systems engineering 

and test engineering verify the completed system 
design to assure that all the requirements contained 
in the requirements specifications have been met.  

 
Model-based interactive human system approaches for 

design and modeling of smart systems and products 
differentiate between human performance and effectiveness 
criteria. These criteria determine a total system mission 
performance level and acceptability that is directly 
attributable to specific actions allocated to human 
performance metrics. These are indicators measure which 
performance effectiveness criteria are met [20, 21].  
 
Currently there are few applications to facilitate human 
behavior modeling in social networking applications. One of 
the applications that support a full Human Systems 
Integration (HSI) within a systems engineering process is 
DOORSTM by Rational. DOORS or Dynamic Object 
Oriented Requirements System specifically tracks 
requirements for product or software design. Since the 
requirements process has many shared elements to 
knowledge management, DOORS facilitates requirements 
entry, organization into hierarchies, and display. Users make 
changes and link any requirement to sub requirements and 
related requirements.  DOORS require individual users to 
have accounts.  Each account can be restricted to elements of 
the database and given read-only or administrative-level 
rights. Changes made are tracked by user, allowing managers 
to trace changes down to the individual user level. IBM 
Rational DOORS [27] provides a structured framework for 
adding, viewing, and changing requirements.  

V. HYBRID COMPUTATIONAL SOCIAL NETWORK 

ANALYSIS  

     The interest in Computational Social Network Analysis 
(CSNA) has been growing massively in recent years. 
Psychologists, anthropologists, sociologists, economists, and 
statisticians have given significant contributions, making it 
actually an interdisciplinary research area.  This research 
summarizes the development of CSNA framework 
composed of methods used to (1) rapidly collect and (2) 
visualize socio-cultural network data in order to analyze 
economic and social data relationships between people, 
groups, organizations- and other knowledge-processing 
entities by integrating knowledge from available databases 
[23,26]. In particular, the first category (methods used for 
network data collection) aims to provide a dataset that helps 
study the effects that social networks have on different 
aspects of social and cognitive activities. To achieve this 
aim, the following methods were considered: (a) Socio-
centric modeling: to examine sets of relationships between 
actors that are regarded for analytical purposes as bounded 
social collectives. (b) Ego-centric: to select focal actors 
(egos), and identify the nodes they are connected to.  

The second category (methods used for network data 
visualization) aims to render data in easily understood 
graphical formats, thus making complex information usable 
and understandable by a broad community within the civilian 
economics and decision leaders to enable better decision-
making at various levels (policy, and private sector sales 
operations) and to support cultural situational awareness for 
tactical decision-making and training. To achieve this aim, 
the following representations are used:  

(a) Graphs: to visualize relationships among members of 
a narrow socio-cultural Network;  

 
(b) Matrices: to visualize dense socio-cultural networks  
 
(c) Maps: to manage a wide amount of data and 

information; and  
 
(d) A mixed hybrid approach: to integrate different 

visualization perspectives according to the rapid 
socio-cultural assessment goals. 

 
   Different techniques provide different capabilities to 
support extensive cultural situational awareness analysis for 
tactical decision-making and rapid socio-cultural assessment. 
For example, techniques such as Self Organizing Maps 
(SOM) and Cellular Automata (CA) can be used to construct 
a user model by themselves or in combination with 
traditional machine learning techniques. Generated models 
based on available datasets can be classified in this work 
based on how human behaviors are represented as models, 
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and their purpose (Figure 1). To this end, two main 
dimensions are considered:  
 

1) Granularity of the model: A model can be created 
for each individual (content-based modeling) or for 
clusters of users or a group (collaborative 
modeling)  

2) Type of task for which the model is going to be 
used: Ahram et al. [26] define four basic types of 
tasks:  (i) Filtering, (ii) Classification, (iii) 
Prediction, and (iv) Recommendation  

    The developed model supports prediction, which is the 
capability of anticipating future actions using past behavior 
[23,26]. A basic assumption is made with this approach: a 
user’s immediate future is very similar to his/her immediate 
or midterm past, an approach used to describe and model the 
social network system emergent behavior as shown in Figure 
1 [23, 26]; this is traditionally presented in the literature as 
content-based filtering [28]. Recommendation is the 
capability of suggesting interesting socio-cultural dataset 
elements relationships; Clustering is the process of locating 
“interesting” data and groups of interests from among the 
data. It is a technique that groups data with similar 
characteristics. The purpose of visualization using a 
Geographic Information System (GIS) is to map data 
presented in the models with SOM and CA onto a graphical 
representation to provide a qualitative idea of its properties. 
[26].  
 

 
 

Figure. 1. Characterisitcs of a socio-economic cultural system to reflect 
emergent behavior 

 
   Self-Organizing Map’s (SOM) is a neural network model 
for clustering and visualizing high-dimensional data. The 
SOM can be used to map high-dimensional complex socio-
cultural data onto a low-dimensional space that is usually 
two dimensional. In general, data visualization is used as a 
way to aggregate large quantities of data (see Figure 2), and 

present them in a way that allows to: (1) quickly 
communicate rich messages (communication). (2) discover 
new, previously unknown facts and relationships 
(discovery). (3) getting better insight into things we already 
know (insight).  
 
   The visualization can be performed by using (i) graphs 
made up of nodes and connection lines and the numbers in 
each cell stand for specific relationships among these values, 
(ii) matrices where row and columns stand for actors and 
properties, (iii) maps, and/or (iv) a hybrid approach. 

 

 
Figure.2. Example Visual Socio-Cultural Network Analysis 

 

VI. CONCLUSION  AND FUTURE WORK 

As an introductory contribution to the application of social 
networking and systems engineering process for the design 
and development of smarter products and services, this paper 
provides a motivation and quest for integrated social 
networking approach to systems engineering and to study 
complex human behavior. While a large number of 
disciplines and research fields must be integrated towards 
development and widespread use of smarter products, 
considerable advancements achieved in these fields in recent 
years indicate that the adaptation of these results can lead to 
highly sophisticated yet widely useable collaborative social 
networking applications for smart products.  

Future research will emphasize the applications of 
systems engineering and social-networking to design and 
modeling of specific services and will demonstrate the 
benefits in supporting and facilitating the understanding of 
complex human behavior and to better identify crucial user 
needs. 
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Abstract— Due to the rapid growth of Internet, most of the 

data that is available in the Internet that is archived/ analyzed, 

is graph structured in nature as graphs form a powerful 

modeling tool. The problem of graph pattern matching is to 

find all the tuples that match a user-given graph pattern from 

a large directed graph. For faster access of paths in the large 

directed graph, transitive closure of the graph is compressed 

and maintained using 2-hop reachability labeling technique by 

assigning every node a 2-hop label. These 2-hop labels are 

computed using a geometry-based approach that will be useful 

in solving the graph pattern matching problem. In this paper, 

a geometry-based approach that computes the 2-hop 

reachability labeling is described. The experimental results 

show that the proposed approach efficiently computes the 

compressed transitive closure technique of reachability 

labeling. 

 

Keywords- graph pattern; graph matching; 2-hop cluster; 

2-hop labeling; 2-hop cover. 

I. INTRODUCTION  

Graphs form a powerful modeling tool to represent 
various networks in different areas like chemistry, biology, 
web, etc. In online social networking systems like Facebook 
and Twitter, the relationships among users and their 
proximity can be conveniently expressed using graphs. 
Thus, there is a demand for efficiently querying the graph 
data.  

Graph database [1] is a large labeled directed graph or a 
collection of labeled directed graphs. A graph pattern is a 
sequence of nodes and edges which is constructed by 
connecting nodes based on links/relationships between them 
as required by the user. Given a graph database and a graph 
pattern, finding all the set of tuples (an ordered sequence of 
vertices) that match a user given graph pattern is the graph 
pattern matching problem. For instance, in analyzing online 
social networking systems, a large graph can be obtained 
where the job-title attribute on each node can be regarded as 
label. A small graph pattern can be to discover connections 
between several people with specified jobs. But, the graph 
pattern matching problem is challenging as graph data can 
be large and graph patterns can be large and complex. 

To access the paths in a large graph data faster, its 
compressed transitive closure is pre-computed using 2-hop 
reachability technique which involves assigning a graph 
code termed 2-hop reachability label to each node of the 

directed graph. The computation of 2-hop reachability 
labeling for the graph is found to be NP-hard [3]. In this 
paper, a geometry-based approach is implemented to 
efficiently compute the 2-hop reachability labels for a large 
directed graph which is a nearly optimal solution. The graph 
codes computed will be useful in solving the graph pattern 
matching problem in relational database context [1]. 

Section II covers the related work done for finding the 
efficient techniques to solve the problem of graph pattern 
matching and 2-hop reachability labeling. Section III 
describes the prominent compressed transitive closure 
techniques while section IV describes the procedure to 
compute 2-hop reachability labels efficiently. Section V 
reveals the experimental results and analysis and in section 
VI, we conclude the paper with future work. 

 

II. RELATED WORK 

Extensive survey has been done for finding efficient 
techniques to solve the graph pattern matching problem 
[10]. It includes the survey on tree-pattern matching 
techniques [8][9], graph pattern matching techniques [1][5] 
and extensive survey on multi-interval encoding [4]  and  2-
hop labeling [2][3][6][7].The problem of tree pattern 
matching is to find the set of patterns from a large tree that 
match the given tree pattern. Bruno et al. [8] used stack 
encoding scheme for tree pattern matching in XML 
documents with elements and parent-child relationships 
rendering it as tree. Chen et al. [9] further improved by 
using hierarchical stack encoding scheme for tree pattern 
matching. But, these techniques do not work on graph data 
directly as graphs do not have the good acyclic property of 
trees.  

For faster access of paths and for testing if two nodes are 
reachable, transitive closure is pre-computed and stored in 
compressed form. Multi-interval encoding defined by 
Agrawal et al. [4] is a compressed transitive closure 
technique used for faster processing of graph pattern 
matching of graph-structured documents in [5]. The 2-hop 
reachability labeling defined by Cohen et al. [3] is a 
compressed transitive closure technique where each node is 
assigned labels that represent the reachability information of 
the node. The problem of 2-hop cover is to find the 
minimum size of 2-hop cover for a given graph, which is 
proved to be NP-hard [3]. Cohen et al. [3] show that a 
greedy algorithm exists to compute a nearly optimal 
solution for the 2-hop cover problem. The resulting size of  
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the greedy algorithm is larger than the optimal by atmost    
O(log n). The basic idea is to solve the minimum 2-hop 
cover problem as a minimum set cover problem [3]. 
Schenkel et al. [6][7] implemented divide and conquer 
approach where the directed graph is partitioned into 
subgraphs and 2-hop cover is computed for each partition as 
in [3] and then the results are combined. The approach 
developed by Cohen et al. focused on finding minimum 
overlap among the subsets for finding 2-hops of the graph 
while J. Cheng et al. [2] implemented a geometry-based 
approach and focused on finding the minimum number of 
subsets which finds the 2-hops faster than the former 
approach. 

The survey [10] resulted in discovering an efficient 
geometry-based approach [2] for finding reachability labels 
of the directed graph. 

 

III. COMPRESSED TRANSITIVE CLOSURE COMPUTATION 

TECHNIQUES 

Transitive closure represents all the set of paths between 
the nodes of the graph that satisfy transitivity property. The 
transitive closure size is defined as the total number of paths 
present in the transitive closure. By pre-computing transitive 
closure, we can access shortest paths faster and check the 
existence of paths between the two nodes. But, the transitive 
closure size is very large compared to the total number of 
vertices/edges that represent the directed graph. The 
following are the two different techniques to compute the 
compressed transitive closure efficiently. 

 

A. Multi-interval Encoding 

Multi-interval encoding technique involves assigning 
every node a postid and interval list with atleast one interval 
that together represent the compressed transitive closure of 
the directed graph. 

 Initially, the directed graph is converted into DAG 
(directed acyclic graph) by computing the maximal strongly 
connected components of the directed graph and assigning a 
node to represent each maximal strongly connected 
component in DAG. Then, multi-intervals are computed 
using Agrawal et al. algorithm [4]. To compute multi-
intervals, an optimum tree cover is derived first from the 
DAG [4]. Then, postids (the numbers) are assigned to the 
nodes in post-order traversal order of the optimum tree. 
 For instance, consider the optimum tree cover shown in 
Fig. 2 of the directed graph G in Fig. 1. In Fig. 2, consider a 
node ―n9‖ to which the assigned postid is 1, which is 
assigned based on the post-order traversal of the optimum 
tree. To each node of the optimum tree cover, an interval [s, 
e] is assigned where ‘e‘ is the postid of the current node 
and‗s‘ is the postid of the lowest descendant node.  

For each leaf node ‗v‘ with postid ‗i‘, its interval 
assigned is [i, i] and that of its parent node with postid ‗j‘ is 
[i, j]. For instance, from Fig. 2, the interval of the leaf node 
―n9‖ is [1, 1] and interval of its parent node ―n6‖ is [1, 2] 
(shown in Table I). Multiple intervals for each node of the 
graph come into existence if there are back edges to the 
nodes in the DAG. For instance, in Fig. 1, there is a back 
edge (n8, n10) for node ―n8‖ hence the interval of node 
―n10‖, i.e. [4, 4] is  added to the interval list of ―n8‖ as 
shown in Table I. 

 In general, there exists a path a~b if and only if the 
postid of ‗b‘ lies in atleast one interval in the interval list of 
‗a‘. For instance, there exists a path n3~n8 as the postid of 
―n8‖ is 6 which lies in the interval [4, 8] of n3. Multi-
intervals for the other nodes of the directed graph are same 

 
TABLE I. MULTI-INTERVAL ENCODING OF G 

 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. A Directed Graph G 

 

 
Figure 2. Optimum tree cover with postid for each 

node 

 

V pid I 

n1 10 [1, 10] 

n2 3 [1, 6] 

n3 8 [4, 8] 

n4 9 [[1, 2], [4, 4], [6, 6], [9, 9]] 

n5 7 [4, 7] 

n6 2 [[1, 2], [4, 4], [6, 6]] 

n7 5 [4, 5] 

n8 6 [[4, 4], [6, 6]] 

n9 1 [[1, 1], [4, 4]] 

n10 4 [4, 4] 
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as the multi-intervals of the maximal strongly connected 
nodes of the directed graph that represent them in DAG. 
Table I shows the multi-interval encoding of each node of G 
shown in Fig. 1. Thus, multi-interval encoding represents 
the compressed transitive closure of the directed graph. 

The disadvantage of multi-interval encoding is that, it is 
lengthy and its storage cost increases with increase in the 
number of vertices/edges of the directed graph and sorting is 
required to perform graph pattern matching using the multi-
interval encoding technique. Hence, the more efficient 2-
hop reachability labeling or 2-hop cover technique is opted 
to compute and store the compressed transitive closure. 

B. 2-hop Reachability Labelling 

 A hop in a directed graph is defined by a path in the 
graph and one of the end points of the path. For each node 
‗v‘ in a directed graph G (V, E), a label L(v) = {Lin(v), 
Lout(v)} is assigned where Lin(v)  represents the set of the 
nodes  in G that can reach ‗v‘ & Lout(v)  represents the set of  
nodes  in G that are reachable from ‗v‘, (hence the name 2-
hop) which   define the 2-hop reachability labeling [3]. 

A 2–hop cover is a 2–hop labeling of directed graph G 
such that if there is a path u~v in G, then Lout (u) ∩ Lin (v) ≠ 
∅. 2-hop cover is computed such that the transitive closure 
of graph is covered. 

Table II shows the 2-hop reachability labels for the 
nodes of the directed graph G of Fig. 1. For instance, L (n3) 
= {{n1}, {n5}} is the 2-hop reachability label for a node 
‗n3‘ where Lin (n3) = {n1} & Lout (n3) = {n5}. There exists 
a path n3~n8 as Lout (n3) ∩ Lin (n8) is {n5}. Thus, 2-hop 
reachability labelling represents the compressed transitive 
closure of the directed graph. 

The problem of finding 2-hop cover   is to assign the 2-
hop reachability labels such that the total size is minimum 
which is found to be an NP-hard problem as it can be 
reducible to minimum set-cover problem which has no 
optimal solution. Minimum set cover problem is to find the 
subsets with minimum overlap covering all the paths. Each 
subset has a center w associated with it represented as S(Fw, 
w, Tw) which is termed the 2-hop cluster with center ‗w‘ and 

 
TABLE II. 2-HOP REACHABILITY LABELING OF G 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fw and Tw constitute all the set of nodes that are reachable 
from ‗w‘ and that can reach ‗w‘ respectively. The center 
with maximum cost is selected. The cost is assigned to the 
center node based on the criterion of maximum number of 
paths that the node can cover.  

IV. EFFICIENT COMPUTATION OF 2-HOP LABELLING FROM 

MULTI-INTERVAL ENCODING USING GEOMETRY-BASED 

APPROACH 

We computed 2-hop clusters by implementing the 
geometry-based concept behind the algorithm in [2]. The 
geometry-based technique involves the following steps. 

1. Construction of virtual reachability map. 
2. Computation of rectangular map for each node ‗w‘ that 

forms a bipartite graph with center ‗w‘.  
3. Derivation of 2-hop cluster by mapping the rectangular 

map that has maximum matches with the virtual reachability 
map.  

The steps 2 and 3 are repeated until the virtual 
reachability map is completely covered. The set of 2-hop 
clusters together represent the 2-hop cover. 

Initially, the directed graph is converted to DAG and the 
reverse DAG is constructed. Reverse DAG is constructed by 
reversing the direction of edges of the DAG. Let ―I‖ be the 
set having multi-interval encoding information of the nodes 
of DAG, i.e., for each node, postid and interval list is stored 
in ―I‖. Let ―It‖ be the set having multi-interval encoding 
information for the nodes of reverse DAG. Let p(vi) and 
pt(vi) be the postids of the node vi in I and It respectively & 
let I(vi) & It(vi) denote the  interval list of node vi in ―I‖ & 
―It‖  respectively where vi is one of the vertices in V of the 
DAG G(V, E). The following pseudocode implements the 
steps of geometry-based approach and computes the 2-hop 
cover efficiently. 

 

Algorithm 2-HopCover (I, It, V) 

{ //size(V) returns the number of vertices of DAG in set V. 

n:=size(V); 

for i:=1 to n 

{ 

   for j:=1 to n, vi≠vj 

{  

for k:=1 to size(I(vi)) //[xk, yk] is in I(vi) 

if (xk<=p(vj)<=yk) f[p(vj)][pt(vi)]:=1; 

} 

}//virtual reachability in 2D array f 

do 

{ 

for m:=1 to n 

             {m2:=Rect(vm); if(max<m2) {max:=m2; w:=vm; }} 

V Lin(v) Lout(v) 

n1 

 

{} {n5, n6} 

 n2 

 

{n1} 

 

{n6} 

 n3 

 

{n1} 

 

{n5} 

 n4 

 

{n1} 

 

{n6} 

 n5 

 

{} 

 

{n1, n3} 

 n6 

 

{} 

 

{} 

 n7 

 

{n2, n5} 

 

{n10} 

 n8 

 

{n5, n6} 

 

{n10} 

 n9 

 

{n6} 

 

{n10} 

 n10 {n5, n6} {} 
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//get w in V with maximum count from  Rect(w).Let rf[i][j] 

//be the array where reachability  of node ‗w‘ is stored. 

for i:=1 to n{  for j:=1 to n{if(rf[i][j]=f[i][j] & f[i][j]=1){ 

F.add (p
-1

(i)); T.add (pt
-1

(j)); f[i][j]:=0;}}} 

H.add(S (F, w, T)); F.empty (); T.empty (); 

} while (atleast one value in 2D array f is 1); 

return H; 

} 

Rect(w) 

{ count:=0; 

 //I(w)={[s1,e1],s2,e2]..[sn,en]} & similarly for It(w). 

 for k:=1 to size(I(w)) for i:=sk to ek  

for l:=1 to size(It(w)) for j:=sl
 
 to el

 
  

{ 

rf[i][j]:=1; rf[p(w)][pt(w)]:=0; 

if(rf[i][j]=f[i][j]=1) count++; 

} 

return count; 

} 

 

 

Pseudocode to compute 2-hop cover 

 
In the pseudocode, the multi-interval encoding 

information is taken as input and the output returned is the 
2-hop cover H. The explanation of the pseudocode along 
with the steps of the geometry-based technique is given 
below. 

 

A. Construction of Virtual Reachability Map 

For every node vi, its reachability information is stored 
in a 2D array ‗f‘ in the pseudocode defined as follows: 

 f[i][j]=1 if postid 'i' of a node (p[vj])  lies in one of the 
intervals of vi, and ‗j‘ is the postid of the current node vi 
(pt[vi]) in  reverse DAG. 

This 2D array is termed as the virtual reachability map. 
This virtual reachability map contains the complete 
reachability information of the DAG.  

  

B. Computation of Rectangular Map 

Then, a rectangular map is created for each node vi and 
stored in a temporary 2D array ―rf‖. This map is created 
from the interval lists I and It of the current node vi. Let I= 
[[s1, e1], [s2, e2],.[sk, ek]..[sn, en]]. Let It = [[s1

1
, e1

1
], [s2

2
, 

e2
2
],. .[sl, el]... [sn

n
, en

n
]]  for vi. The rectangular map ―rf‖ 

computed in Rect(w) in the pseudocode is defined as 
follows: 

For each interval [sk, ek] in I,   
For each interval [sl, el] in It, 
rf[i][j]=1  for all integers i such that  i is in [sk, ek] and 
for all integers j such that j is in [sl, el]. 
rf[i][j]=0 if  p[vi]=i and pt[vi]=j.  

C. Derivation of 2-hop Cover 

The procedure Rect(w) returns the total number of 
matching 1s of the virtual reachability map with ―rf‖  of the 
node 'w' which is stored in variable "count". The node 
which has maximum value of ―count‖ is selected. From the 
matching 1's of ―rf‖ of such node ‗w‘, a 2-hop cluster S (F, 
w, T) is derived. For each matching value, i.e. for each  
f[i][j]=rf[i][j]=1, where 1<=i<=n and 1<=j<=n, add the node 
vi to F which has p[vi]=i and add the node vj to T which has 
pt[vj]=j. Each 2-hop cluster formed can be visualized as a 
bipartite graph with ‗w‘ as the center node of the bipartite 
graph. Thus, a 2-hop cluster is created which is added to 2-
hop cover H. Then, assign to all the matching 1s in the 
virtual reachability map the value 0 and remove ‗w‘. This 
process of matching the rectangular maps with the virtual 
reachability map is repeated until no value in the virtual 
reachability map is 1. Thus, the 2-hop cover of DAG is 
computed. 

The 2-hop clusters computed for the directed graph in 
Fig. 1 implementing the above pseudo-code are {[n1, n2, 
n4], n6, [n10, n8, n9]}, {[n1, n3], n5, [n10, n7, n8]}, {[n7, 
n8, n9], n10, []}, [], n1, [n1, n2, n3, n4]} & {[], n2, [n7]}. 
From the 2-hop cover, 2-hop labels can be derived for the 
nodes of the DAG. For each cluster S(Fw, w, Tw) , for each 
node ‗u‘ in Fw, add ‗w‘ to Lout (u) and for each node ‗v‘ in 
Tw, add w to Lin (v).For instance, 2-hop labels derived for 
the directed graph in Fig. 1 are shown in Table II. Thus, 2-
hop labels are constructed for the nodes of DAG. 2-hop 
labels for the other nodes of the directed graph are same as 
2-hop labels of the maximal strongly connected nodes of the 
directed graph that represent them in DAG. 

V. EXPERIMENTAL RESULTS 

The graph data can be a large real XML document like 
DBLP data (http://dblp.uni-trier.de/xml/), or synthetic XML 
data like XMark [11] which are parsed to derive the directed 
data graph. XMark is a synthetic XML benchmark known 
for its irregular schema. There are elements that internally 
refer to other elements in the document which can be used 
to encode the XMark XML document as a directed graph 
with elements as nodes and parent-child relationships and 
referencing relationships as edges. The xmlgen tool of 
XMark constitutes a scaling factor which can be adjusted for 
generating XML documents with varying sizes. 

We conducted our experiments on Dell laptop with 2.10 
GHz processor and 3.0GB RAM running on Windows 7 in 
Java. 2-hop clusters are computed for XMark benchmark 
XML files using the efficient geometry based approach with 
the results outlined in the Table III. The last column in the 
Table III shows 2-hop labels  which are computed from the 
2-hop clusters (shown in third column of Table III). Fig. 3  
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TABLE III.  EXPERIMENTED DATA AND RESULTS 

XMark  

scaling 

factor 

 |V| 

of 

Directed 

Graph 

 |E| 

Of Directed 

Graph 

No. of 2-

hop 

clusters 

|S| 

 2-hop label 

size |L| 

0.0001 372 438 109 891 

0.0005 757 882 182 2444 

0.0007 1143 1355 304 3237 

0.0008 1158 1358 292 3419 

0.001 1677 1961 480 4663 

 
 

 
Figure 3. Comparison of Multi-interval Encoding size and 2-hop Labeling 

size to Transitive Closure size 

 
shows significantly less 2-hop label size computed using our 
approach when compared to transitive closure size.  
 

VI. CONCLUSION AND FUTURE WORK 
The approach for computing 2-hop clusters is an 

efficient geometry-based approach which is tested on 
XMark XML files. From each 2-hop cluster S(Fw, w, Tw), 2-
hop reachability labels are constructed by adding center 
node ‗w‘ to the label Lin(v) where ‗v‘ is one of the nodes in 
Tw and adding center node ‗w‘ to the label Lout(u) where 
‗u‘ is one of the nodes in Fw. The results shown in Fig. 3 of 
2-hop labels computed show the significant amount of 
compression of transitive closure which indicates the 
efficiency of our approach. Using the 2-hop labels computed 
from 2-hop clusters, base relations and cluster-based index 
will be constructed that will be used in implementing the 
join-based algorithms [1] for efficiently solving the graph 
pattern matching problem. 
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Abstract—A lot of medical researches demonstrate that in
the last decades there has been a serious increase of chronic
diseases such as obesity, diabetes and correlated pathologies.
These studies emphasize the key role of a healthy lifestyle in
the prevention and cure of these kind of health problems.
A healthy lifestyle can be broadly summarized in terms of
regular physical activity, a balanced diet, a positive outlook and
absence of harmful substances such as alcohol and tobacco.
Researchers around the world are experimenting with new
techniques and technologies to support and motivate people
in their daily physical activity. Ubiquitous mobile devices and
their intrinsic relationship with social networks are becoming
one of the most popular persuasive technologies adopted in
this research area. In this paper we present and evaluate
an innovative mobile Android application, called Everywhere
Race!, designed to motivate people in a wide range of speed-
based sport activities. The peculiarity of the application consists
in its groundbreaking way to engage people in sports. Thanks
to an intensive usage of social networks and its fun-oriented
design it makes it possible, for the first time ever, to compete
in real-time with people from all over the world as in a
real competition. A preliminary evaluation of the application,
conducted on 35 users, shows that the application motivates
both non-habitual sportsmen to start working out and habitual
ones to keep on exercising.

Keywords-Sport; Healthy Lifestyle; Motivation; Engagement;
Gamification; Serious Game; Human Computer Interaction.

I. INTRODUCTION

Thousands of medical studies have put in evidence the
benefits of regular physical activity. These studies demon-
strate that a healthy lifestyle is a predominant factor for
people well-being. It helps in the prevention of several
chronic diseases and it is closely related to a wide array
of mental health benefits (see for example, [2][3]).

Despite these scientific results, millions of people world-
wide conduct a sedentary lifestyle. Data collected during the
years 2008-2010 by the World Health Organization (WHO)
reveal that we are living in a sedentary society. These
statistics speak clearly [4]:

• In 2008 1.4 billion adults were overweight
• Nearly 40 million children are overweight
• 65% of world population lives in countries where over-

weight and obesity kill more people than underweight
WHO suggests some guidelines to be followed in order

to overcome or prevent health problems. Here are some
proposed tips:

• Engage in regular physical activity

• Limit energy intake from total fats
• Increase consumption of fruit and vegetables, as well

as legumes, whole grains and nuts
In the last years, a conspicuous number of research teams

and famous sport brands were and still are involved in
studying and developing new techniques to motivate people
to pursue a more active lifestyle. Many of these studies
share a common approach: the exploit of new technologies,
such as smartphones and social networks, as primary means
of promoting an active lifestyle especially among young
people.

As stated by Batussi et al. [5] the products developed by
these researches can be grouped in three main categories:

• Computer-supported physical games
• Virtual trainers
• Mobile applications and devices
The last category seems to be the most promising one if

we consider both the high number of related researches and
the solutions developed. One key success factor is certainly
due to the high potentialities of new technologies.

Mobile devices are highly portable and this allows users
to be assisted everywhere and every time they need it. For
example, Mulas et al. [17] exploit a mobile application that
behaves as a virtual personal trainer for supporting and
motivating people in their running activities.

Most of the proposed applications, however, try to mo-
tivate users focusing mainly on people performance rather
than the social and ludic aspects of sport. In some cases this
can be a limiting factor especially when the aim is to attract
non-habitual sportsmen.

Everywhere Race! (EWR) has been designed to overcome
these limitations. Its main purpose is to allow users from all
over the world to compete against each other in different
speed-based sports.

The application, in a completely different way than other
existing applications, allows real-time virtual competitions
among participants.

A virtual race is similar to a real one in the sense that it
has a priori known start time and distance and both are the
same for all the participants, no matter where they are.

The application is designed to promote a strong social
interaction among users by means of the famous social
network Facebook.

Indeed a user can easily check all races where its friends
are enrolled in and join them. Alternatively, it can create a
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new race and, perhaps, invite its friends. Furthermore, EWR
highlights friends activities, such as their last race results
and classifications, in order to foster social engagement.

Once a user chooses the race that best meets his pref-
erences, he only has to wait till the scheduled start time.
A few minutes before it, EWR begins a countdown for the
user, so that all participants will start racing at the same
time, wherever they are in the world.

During the competition the application records and shows
to the user his race data – such as the covered distance
so far, the average speed/pace and his current position in
the competition – and those of their opponents in terms of
position and distance from him as in a real event.

When all participants finish the race, the application es-
tablishes and publishes the final classification, with arriving
positions, times and speeds, as in a real race (Figure 6).

If the user wants, his result will be posted on his Facebook
wall.

Everywhere Race! offers another innovative feature: it is
even possible to associate to a real sport event (such as a
marathon) a virtual one. In this way people that can not
be present at the real event can virtually participate and
compete against all other participants. For example, imagine
to take part at the New York Marathon without being
physically there, perhaps running in your city park or in your
treadmill (indeed modern smartphone are equipped with
accelerometers that can be exploited to realize a pedometer).

Promising results coming from the relatively new serious
game research area (see for example, [7][8]) suggested us
to develop the application leveraging the importance of fun
and social relationships as a means to promote the sport in
as many people as possible.

With respect to the state-of-the-art solutions, our appli-
cation offers users the opportunity to compete in real-time
virtual races that are very similar to the real ones. At the
same time the deep integration with Facebook community
makes sport practice even more engaging. These factors help
to push people toward a healthy spirit of competition that is
a well known strong motivation element.

Other existing solutions do not offer users the possibility
to perform real-time competitions with other people. The
most common case is to allow a user to compete against his
past performances as a means to improve himself. To the
best of our knowledge there is only one application, named
Softrace [23], similar to Everywhere Race!. The application
allows users to take part in a virtual real-time competition.
Anyway it differs from EWR mainly because it does not
follow the common rules of a real race (see Section II).

The rest of this paper is organized as follows: Section II
surveys the state of the art in the field of pervasive com-
puting. Section III details the application design while sec-
tion IV reports preliminary test results. Section V concludes
the paper.

II. RELATED WORK

In this section, with no claim to being exhaustive, we will
report some examples of technological systems developed to
support people during physical activities.

Hoysniemi [9] illustrates some results regarding the use
of the famous dance video game Dance Dance Revolution.
In this paper the author investigates the positive effects
of gaming with regard to motivational, physical and social
factors.

Jayant et al. [10] studied the effects of using human
movements as game controller. To achieve this they have
developed MarioFit, a system to play the Nintendo game
Mario Bros on a PDA.

IJsselsteijn et al. [11] propose a study on intrinsic motiva-
tion enhancement. The research is based on the experimen-
tation with a virtual coach system on users while cycling
on a stationary bike. The virtual coach, developed by the
Philips Research Centre, is projected on a screen surrounded
by a naturalistic landscape. Their results show a good users
reaction to the stimuli provided by the virtual coach with
some other interesting results about the effectiveness of
informations provided by the coach during the workouts.

Your Shape Fitness Evolved [12] is a fitness game de-
signed for Microsoft Kinect. The software guides users step
by step during indoor workouts and let them customize
their workouts in terms of goals to reach. The game allows
users both to keep track/share their statistics through the
community and to challenge other users.

Batussi et al. [5] developed a PocketPC application called
Mobile Personal Trainer (MOPET) aimed to support users
during their workouts. MOPET uses GPS device and vocal
cues during training sessions. The application makes use of
an embodied virtual trainer that guides users showing the
proper execution of exercises.

Toscos et al. [13] propose Chick clique that aims to push
teenage girls to adopt a correct lifestyle. The application
collects informations about the caloric content of popular
foods and the amount of steps necessary to burn them. The
software promotes social interactions by means of SMS to
boost a friendly competition among users.

Consolvo et al. [14] have developed a mobile application
called Huston that, through a pedometer, counts and records
the number of steps done. The results collected during Hus-
ton’s experimentation are very interesting. Authors derived
four key design requirements that may help developing such
applications:

• Users want accurate measurements of their activities
• Deep use of long-term statistical reports
• Strong social interaction support
• Applications must be developed taking into account

users lifestyle habits
Oliveira et al. [15] presented TripleBeat a mobile phone

application that makes use of both an ECG and an ac-
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celerometer to push runners to achieve their goals in terms
of a certain heart rate. The results of the experimentation
have revealed the importance of a well-designed and intuitive
graphical interface to improve self-awareness and the effec-
tiveness of virtual competition to enforce users motivations.

Mulas et al. [17] propose an Android-based mobile ap-
plication called Everywhere Run! that aims at motivating
and supporting people during their running activities. The
application behaves as a virtual personal trainer helping
runners to keep a predefined pace. With respect to other
similar applications, Everywhere Run! is designed to pro-
mote interactions between users and real coaches by means
of a community of runners.

Nike+GPS [16] as been designed by Nike for the IOS
operating system. It is one of the most complete and popular
applications in sport and health area. Some of the most
important strengths are:

• Intensive use of social networks
• A well-designed system for the management of vocal

cues and music
• A dynamic web community where users can create

their workouts and at the same time interact with other
sportsmen

There are a number of applications similar to these ones.
Just to name a few (see Section “References” for websites):
Runtastic, Endomondo, RunKeeper, MapMyFitness, Adidas
miCoach and so on. All these products provide more or less
the same features:

• Route and workout data tracking
• Workout statistics
• Results sharing through social networks
The last application we will discuss is the most similar to

our proposal; it is called Softrace [23]. In this application,
in addition to the just discussed features, users can compete
with other people in a sort of real-time competition.
The trait that sets us apart from this proposal is the totally
different implemented concept of real-time race. In Softrace
a user can start his race when he wants. He then races against
other people that are already running at that moment. Thus,
there is not a real concept of “race”. Our application instead
implements a race in its classical meaning, thus with both a
priori known start time and distance, both the same for all
the participants. Furthermore, in Softrace, there is not the
concept of virtual events associated with real ones.

III. EVERYWHERE RACE!

Everywhere Race! is an Android application (version
1.6 and newer compliant) designed to motivate people to
exercise regularly. It is already available in the Google
Play Store [24]. It engages people through the totally new
concept of real-time virtual competition deeply based on
fun and social interactions. The software, for the first time
ever, makes it possible to create a real-time race in the

Figure 1. Main menu

Figure 2. Create new race menu

classical sense of the word. Users can choose almost any
kind of speed-based sports and challenge their friends and
other people from all over the world seamlessly from the
application.

It follows a more detailed description of Everywhere
Race!. Figure 1 shows the main race menu. From here the
user can create a new race, perform a search for existing ones
based on common attributes (e.g., sport, distance, starting
time and so on) or directly search for races in which
his friends are involved in. As it is possible to see from
the screenshot, the application automatically displays the
remaining time to the upcoming user’s race. In this example,
the next user’s race will be in a little more than a day.

From the “Create new race” menu (see Figure 2), it is
possible to create a new race by choosing the wanted race
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Figure 3. Search results

parameters such as, for example: name, length, number of
opponents and start time. As stated above, the application
allows two kinds of searches that return a list of races
matching the query parameters. An example of search result
is shown in Figure 3.
The user’s membership state, the start time, the distance

and the number of opponents enrolled so far are shown for
every returned race. It is possible to have more details by
tapping on the row corresponding to a race. We have just
described the steps needed to create/find an existing race in
order to enroll on it.

Let us speak now about the funniest and more important
feature provided by the application, the race. As clearly
stated in the top of the screen in the Figure 1, a countdown
will automatically start if the next user’s race begins in less
than thirty minutes. Figure 4 shows that case, where a race
will start in less than four minutes.

Note: to avoid misunderstandings, till the end of this
section, we will use the word “user” for indicating the user
of the current smartphone and the word ”opponents” for
indicating the other remote users (his competitors).

Figure 5 shows the user screen during a race. The most
important information needed while racing is reported on
this screen. Starting from the top of the screen, the user
can see the race nominal distance and some other data like
the GPS signal strength and the meaning of the colours
that may appear while racing to report the state of the
opponents. The rest of the screen shows a snapshot of the
race at a certain point in time. In this particular case (see
Figure 5) it is reported the state of the race among three
contenders at about two minutes from start. The first row
reports data of the current first player. In this case the first
player corresponds to the current user and this explains why
the row is bigger than others. The cell reports the user’s

Figure 4. Countdown dialog

Figure 5. Ongoing race

position, race time, distance and the average speed. The
other two rows show data of the current second and third
player with their gap (expressed as a distance) from the user,
respectively.

As soon as the current user covers the whole race distance,
the race for him is finished, as in a real one. At this point,
the user can choose whether to publish his race result in
his Facebook wall or not. Finally, EWR shows the actual
classification (see Figure 6). Note that other opponents
can be still racing (again, as in a real event), thus the
classification can be not final yet.

IV. EXPERIMENTAL RESULTS

To evaluate the effectiveness of the proposed application
we submitted a subjective evaluation test to a sample of 35
volunteers that used Everywhere Race! for 30 days.
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Figure 6. Race results screen

The sample was composed of 25 male users and 10 female
users aged between 19 and 40. Ten users regularly practiced
sport at amateur level (6 males, 4 females), whereas the
remaining testers were mostly sedentary. Among active users
4 exercised about four times a week, while the others from
two to one times a week for an average training session
duration of 30 minutes. Twenty-seven users (5 females and
22 males) were non-technical and they had never used before
any application as a support to physical activity whereas the
remaining part of testers already had some experience with
such kind of applications.

With these evaluation tests, we wanted to investigate the
influence of our application on users motivation in order
to both validate current application features and understand
how to proceed for future developments.

There are several definitions of motivation:
the psychological process that gives behavior pur-
pose and direction (Kreitner)
a predisposition to behave in a purposive manner
to achieve specific, unmet needs (Butford, Bedeian
and Lindner)
an internal drive to satisfy an unsatisfied need
(Higgins)
the will to achieve (Bedeian)

Ryan et al. [25] propose the following subclassification
of motivation:

• Intrinsic motivation: refers to doing something because
it is inherently interesting or enjoyable

• Extrinsic motivation: refers to doing something because
it leads to a separable outcome

Vallerand et al. [26] studied the differences between
intrinsic and extrinsic motivational factors in sports. They
claim that intrinsic motives are generally considered to be

more relevant than extrinsic ones especially for non-habitual
sportsmen. These results are generally considered valid,
although other studies (see [27]) show that the user’s gender
may affect the predominant motive. Females appear to have
more intrinsic motives than males which, vice-versa, have
more extrinsic motives than females.

The description of how Everywhere Race! impacts on
motivational aspects has been evaluated follows. For this
purpose, we chose to adopt the Exercise Motivations Inven-
tory - 2 (EMI-2) developed by Markland et al. [28]. EMI-2
is composed of 51 items belonging to 14 scales. Testers are
asked to rate each item on a five-point scale ranging from 0
(“not at all true for me”) to 5 (“very true for me”).

Scale scores are obtained by calculating means for each
item belonging to the appropriate scale. The graphic in
Figure 7 shows the obtained results.

Figure 7. EMI-2 results

All the scales received good scores meaning that the
application is a valid mean to help people to start working
out. Some of the most important scales that we wanted to
test were those related to enjoyment, challenge, affiliation
and competition. This is because we aimed at evaluating
the innovative features provided by Everywhere Race! in
order to understand if our application is evolving in the right
direction.

We submitted an additional questionnaire to deeper in-
vestigate the effects of the application on users sport habits.
Testers were asked to rate each question with the same scale
(ranging from 0 to 5) used to rate the EMI-2 items.
Here are the questions:

1) “Did EWR help you to improve performances?”
2) “Were social features important to improve your per-

formances?”
3) “Did EWR change your sport habits?”
4) “Will you continue to use EWR in the future?”
The average results shown in Figure 8 put in evidence

that the majority of users perceive the application as a valid
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Figure 8. Questionnaire results

tool that helps to achieve sport goals in a more enjoyable
and regular manner.

As it is possible to see, despite the limited sample of
test users, we have obtained encouraging preliminary results.
The positive trend emerging from our tests shows that the
application may help to increase motivational factors through
this new engaging and social way of active gaming.

V. CONCLUSION AND FUTURE WORK

Nowadays, many studies have been carried out trying to
find possible solutions to the alarming increase of health dis-
eases. These pathologies are mainly related to an unhealthy
lifestyle often due to a lack of physical activity.

In this paper, we presented Everywhere Race!, a smart-
phone application that aims at attracting as many people as
possible to start working out in a totally engaging and social
fashion. For the first time ever, users can challenge people
from all over the world in real-time races very similar to
real ones directly from a smartphone. It is like a game, but
the participants can move for real! All participants start the
race at the same time wherever they are. At any moment in
time, all players can see both their position in the race and
that of their opponents. At the end of the race, Everywhere
Race! shows the final classification with arriving positions,
times and speeds as in a real race.

As proven by our tests, one of the strengths of the
application is its fun and social-oriented design. These
features allowed us to exploit the complex social dynamics
that has been proved to be very important and effective for
people engagement, especially in sports (see, for example,
[29][30]).

To evaluate the effectiveness and ease of use of Every-
where Race!, we have conducted some preliminary tests
with a group of 35 volunteers. The tests have been designed
to actually prove the benefits of our software to users
motivation. Our results showed that the majority of people
that in the past had a sedentary lifestyle got motivated

to working out more often. All these benefits, as shown
by numbers, have a close relationship with the innovative
features of the application.

Our research will proceed in several directions. First, we
are currently developing a web community associated with
the application to enforce social interaction among users.
Second, we plan to add new features to the application.
Among the most forthcoming: more detailed users and com-
munity statistics, more social functions and speech synthesis
support. Thanks to these improvements we aim to gain a
greater visibility on Google Play Store in order to perform
more accurate tests on a more statistically meaningful sam-
ple of users.
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Abstract— This paper refers to fora for distance education. 

The present research focuses on content analysis, a technique 

frequently used to approach issues concerning asynchronous 

computer mediated discussion groups. There is a variety of 

approaches, varying on the level of detail and on the type of 

categories of analysis they use. The content category is 

presented as a unit of analysis for the decodification of 

messages in the asynchronous distance education fora in which 

the modelling is incorporated in a formal language and the 

development of a respective system created by Hellenic Open 

University for this purpose. The creation of this system makes 

an important contribution to the decoding of discussions in 

fora, and aims at summary identification of discussions which 

do not develop in the desired way. 

Keywords-E-Learning; Asynchronous distance education 
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I. INTRODUCTION 

During the last decade, an increasing number of 
educational institutions, as well as companies, apply 
asynchronous educational services via internet [1][2][3]. 
One of the means utilised in distance education during the 
last decade is the electronic fora (fora hereinafter). Research 
efforts on distance education fora, at an international level, 
began during the ’90s [4][5][6]. However, this is a field, 
which requires constant updating and redefinition. Given, 
also, the fact that the practice of distance education during 
the last decade has acquired new features, both in its 
methodology and in the tools which are utilised, the further 
exploration of this field becomes necessary.  

The structure of this article is as follows: the theoretical 
framework section is a short description of the respective 
assignment on the content analysis technique of 
asynchronous discussions at distance education fora. The 
role of the fora of Hellenic Open University (HOU 
hereinafter) concerning the educational procedure is 
described. The unit of analysis, which was used, is then 
presented, followed by the integration of the message content 
category as a unit of analysis in formal language. A 
presentation of the system of automatic text classification 
and the association with the message content category 
follows, including the description of the results of the 
experiments performed to control system operation. The 
paper closes with a discussion on the necessity of this system 
and the conclusions of this article. 

II. THEORETICAL FRAMEWORK 

Although researchers seem to agree that collaboration 
may encourage the learning procedure [1], there is no clear 
theory available to guide research on computer mediated 
interaction [2], empirical markers which shall be the base of 
a codification tool as a standard against which to evaluate 
whether or not effective learning is occurring through the 
online discussions [3]. In the last few years, numerous 
efforts to approach this issue were made, stemming from 
different theoretical backgrounds. Indicatively, Henri [4] 
uses the point of Cognitive and metacognitive knowledge, 
while others [5][6] the point of Critical thinking.  

As is shown from all the above, an important issue 
arising is the unit of analysis which shall be used for the 
content analysis. Fahy et al. [7] consider each single 
sentence as one unit of analysis, and Pena-Shaff and 
Nicholls [8] uses the sentence as unit of analysis, trying to 
approach it at a paragraph level. Others choose the 
definition thematic unit (or otherwise of a “theme” or an 
“idea”) to be their unit of analysis [4][5][9]. Another 
approach [3][6][7][10] is to consider the whole message that 
a student enters at a specific moment in the conversation as 
the unit of analysis. Jarvela and Hakkinen [11] choose a 
Complete discussion, while during the last years there has 
been an approach of multiple point both at a micro and at a 
macro level [12]. Further down, a comprehensive review is 
presented in a table form (Table I), referring to the unit of 
analysis used by this field’s researchers. 

TABLE I.  OVERVIEW OF THE CONTENT ANALYSIS SCHEMES 

Instrument  Theoretical background  Unit of analysis  

Henri (1992)  Cognitive and metacognitive knowledge Thematic unit  

Newman et al. 

(1995)  

Critical thinking  Thematic unit  

Zhu (1996)  Theories of cognitive and constructive 

learning – knowledge construction 

Message  

Gunawardena et 

al. (1997)  

Social constructivism – knowledge 

construction 

Message  

Bullen (1997)  Critical thinking  Message  

Fahy et al. (2000)  Social network theory – Interactional 

exchange patterns 

Sentence  

Veerman & 

Veldhuis-

Diermanse (2001)  

Social constructivism – knowledge 

construction 

Message  

Jarvela & 

Hakkinen (2002)  

Social constructivism – perspective 

taking 

Complete 

discussion  

Lockhorst et al. 

(2003)  

Social constructivism – learning 

strategies 

Thematic unit  

Pena-Shaff & 

Nicholls (2004)  

Social constructivism – knowledge 

construction 

Paragraph  

Weinberger & 

Fischer (2006)  

Social constructivism –knowledge 

construction 

Micro and 

macro-level 
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III. THE CASE OF HELLENIC OPEN UNIVERSITY 

HOU is the eminent educational institution offering 
distance education in Greece. Today, HOU has 30,557 
students (17,889 undergraduate, 12,600 postgraduate and 68 
PhD candidates); it is staffed by 1642 professors (only 42 of 
which are permanent and the rest are associate professors-
counsellors).  

The HOU’s structural educational unit is the course 
module; presently, 203 course modules are offered by HOU. 
An important supportive mean of the educational procedure 
is the fora of HOU, which contribute both to the 
organization of the studies during the course module as well 
as to the elaboration and development of what the student 
have already studied. 

The HOU’s fora offer important help during the 
educational procedure.  They may also contribute to the 
following:  

a) as for the  organization of the studies during the 
course module: 

• to the communication between the tutor and the 
students (regularity of contacts, subject, resolution 
of “technical” problems etc.). 

• to the organization of homework (method of use of 
the teaching material and the preparation of the 
activities, exploitation of the literature and the other 
sources, timetables, encountering problems related 
to it etc.) 

• to the supply of information about the advisory 
meetings (their number, their duration, the 
timetables, the goals, their content and methodology 
applied, problems’ encountering as for the ability to 
attend them etc.).  

• to supply clarifications about the procedure of 
preparation and evaluation of the written 
assignments (form, method of preparation, 
evaluation criteria, ways to be supported by the 
tutor etc.). 

• to inform about the procedure of final exams. 
b) as for the elaboration and development of what the 

students have already studied, the HOU’s fora may be 
exploited for: 

• presentation of consolidation exercises, short 
suggestions, presentation of examples, 
methodologies, literature etc., 

• resolution of questions and the supply of 
clarifications about the teaching material. 

• interconnection between what is already studied and 
the next chapters and the following written 
assignment.  

In the discussion threads of each course module, the 
tutor and all the students of the course module have the 
chance to participate. As for the students of informatics, for 
the 16 course modules of informatics (for undergraduate 
level) offered by HOU, by the time this research was 
conducted, there were 753 discussion threads created with 
6,663 messages. Concerning the evolution of the HOU 
forum's use, indicatively, at the course module “Introduction 
to Informatics” (INF10), during the last three academic 

years there is a great increase in the number of messages: 
1808(2009-10), 1942 (2010-11) noted and 2913 (2011-12). 

Given the big flow of information transferred through 
fora of HOU, simulated the development of a formal 
language to interpret messages in the fora of HOU, a system 
based on modelling with the use of a formal language was 
created, entering threads from discussion fora and exporting 
the respective strings in an automatic way. 

IV. THE UNIT OF ANALYSIS 

Given that the choice of a unit of analysis is dependent 
on the context and should be well-considered, because 
changes to the size of this unit will affect coding decisions 
and comparability of outcome between different models 
[14], as well as given the fact that Schrire [15] refers to a 
dynamic approach in which data is coded more than once 
and the grain size of the unit of analysis is set, depending on 
the purpose and the research question, it was decided not to 
take into consideration the discussion thread, not even the 
message as unit of analysis, nor the paragraph or the single 
sentence.  

It was decided to use as unit of analysis, the category of 
the message’s content, as for the observation of the 
discussion threads, it was noticed that there are cases of 
messages which may comprise two (or/and more) content 
categories, e.g., a question about the next advisory meeting 
and a reply to a question concerning the study of the 
educational material.   

Thus, in that case, the analysis at a message’s level used 
by some researchers [3][6][10][13] is insufficient for the 
exploitation of information that shall arise aiming to reach 
educational conclusions, as it is obvious that in a message 
more content categories may coexist.  

Furthermore, the analysis at a level of a single sentence 
used by some researchers [7] could not be taken as a single 
unit of analysis since a content category may extent to two 
or/ and more sentences. For the same reason the unit of 
analysis at a paragraph level, used by Pena-Shaff and 
Nicholls [8], was not chosen. In addition, in our case, not 
even the Complete discussion used by Jarvela and Hakkinen 
[11] as unit of analysis cannot be exploited, since it is noted 
that in a discussion thread there may exist many more than 
one content categories. Otherwise, the title of a discussion 
thread may not be representative of this and the discussion 
may extent to more than one subjects. 

According to the study of the messages of INF10 for 
academic years 2009-2012 the messages as for their content 
may concern (in brackets you see the respective symbols 
used in formal Language): study of educational material 
(M), questions/answers for exercises – assignments (X), 
presentation of sample assignments by tutors (P), 
instructions (I), assignment comments, corrections (F), 
student comments on assignments (D), sending – receiving 
assignments (J), sending - receiving grade marks (G), 
notification of advisory meeting (V), and pointless message 
(L). 
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V. INTEGRATION OF  THE MESSAGE CONTEXT 

CATEGORY AS A UNIT OF ANALYSIS IN FORMAL LANGUAGE 

According to the study of the messages on HOU’s fora 
during the academic years, a Language was developed, 
which is defined by mathematic terms and represents the 
messages using as unit of analysis the category of the 
message content. More specifically:   

There are two categories of communication’s carriers: a) 
Tutors, b) Students 

For brevity reasons, tutors shall be symbolized with T 
and students with E  

As for the type of message, they are discerned to 
questions and replies (symbols q and a respectively). 

As for their content category, we have the symbols 
aforementioned in the previous section: M, X, P, I, F, D, J, 
G, V.  

Finally, the order in which the above symbols appear is: 
a) the message carrier, b) the type of message and c) the 
content category to which the message belongs. 

Thus, the Language contains: 
a) Terminal symbols alphabet VT, where VT = {T, E, q, 

a, n, M, X, P, I, F, D, J, G, V, L } 
b) Non terminals alphabet VN, where VN = {u, r, y, c}, 

more specifically :  
r: represents the message carrier (where T for tutors and 

E for students)      
u: represents a pair yc i.e., a message type y (whether it 

is a question q or an answer a) followed by its content 
category.  

c) The grammar P 
A set of rules of the form α → β, where α and β 

sequences containing terminal and non-terminal symbols 
and α is not an empty sequence, as follows: 

1.   S   →  ruS    8.  y   →   q 15.   c   →    F 
2.   S   →   ε    9.  y   →   a 16.   c   →    D 
3.   u   →   uyc 10.   y   →   ε 17.   c   →    J 
4.   u   →   ε 11.   c   →   Μ 18.   c   →    G 
5.   r   →   T 12.   c   →   X 19.   c   →    V 
6.   r   →   E 13.   c   →   P 20.   c   →    L 
7.   r   →   ε 14.   c   →   I 21.   c   →    ε 

where ε stands for an empty symbol 
d) Symbol S where every sentence generated starts with 

this symbol. 
According to the above, when a message should be 

represented concerning a student's message, addressing a 
question about the study of the educational material, 
followed by another student’s question about the following 
assignment and at the end of the thread there is the reply of 
the tutor both for the study of the material and for the 
following assignment, it shall be represented as follows: 
EqMEqXTaMX (Ε for the student’s capacity, q for the 
question, Μ as it concerns the study of the educational 
material, Χ for the fact that the next message concerned an 
assignment, T for the tutor’s capacity, a for the fact that it is 
an answer, M for the fact that this reply concerns the study 
of educational material and X for the fact that the second 
part of the message concerns an assignment.). According to 
the above, the sequence EqMEqXTaMX constitutes a 
sentence of the Language because: 

Rule:  (1)          (1)            (1)                  (3)                           
        S —> ruS —> ruruS —> rururuS   —> ruycruycruycS 
 
(4)(6)(8)(11)                            (4)(6)(8)(11)                            
—————> EqMruycruycS —————> EqMEqXruycS 

 
       (3)                                (2)(4)(5)(9)(10)(12) 
       —>EqMEqXruycycS ————————>   EqMEqXTaMX 

As it is obvious from the example, while to the first two 
messages corresponds one content category M and X 
respectively, at the 3

rd
 message there are two content 

categories MX. 

VI. THE SYSTEM - TIME ASSOCIATION 

According to this approach, a system of automatic 
classification was developed, which comprised the 
following:  

a) Data filtering: where some web pages are considered 
as input accommodating the discussion threads of a distance 
education forum of HOU (which include a great deal of 
irrelevant data containing essential information concerning 
the educational procedure, e.g., titles, images etc.) and 
creates a temporary file with the “useful” part (User name, 
date, message’s content), which may become a source of 
information for educational conclusions. 

b) Storage of root files: which is a dynamic way 
according to which word or phrases or symbols roots are 
stored, as well as the respective terminal symbols q if it is a 
question or a if it is an answer. The same was also done for 
the storage of information necessary in the determination of 
content category of a message, i.e., if it is about study, 
assignment, comment etc. or combination of them (e.g., a 
message concerning both the study and an assignment). To 
wit, it takes as input couples of information of the type root 
of a word or phrase and terminal symbol of the content 
category (M, X, P, I, F, D, J, G, V, L). As it is obvious, the 
system provides the ability to add further content categories 
if necessary. 

c) Strings’ production: receiving as input the temporary 
file with the “useful” information (User name, date, 
message’s content) and the files with the couples of roots 
words/ phrases/ symbols and terminal symbols and presents  
the respective strings with the relative extensible file, so as 
the results to be kept for further exploitation (Figure 1). 

 
Figure 1.  Representation of a discussion thread both in simple string and 

also after the addition of User names and dates (Days: Κυρ=Sun, 
∆ευ=Mon, Τρι=Tue, Τετ=Wed, Πεµ=Thu, Παρ=Fri, Σαβ=Sat, 

Months:Φεβ=Feb, Μάρ=Mar, Απρ=Apr). 
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It is worthy to note here that this specific system 
incorporates the sense of time along with its association 
with each of the nine (9) categories of message content 
(except from the pointless message category) chosen as unit 
of analysis. More specifically and given that within a 
message (as it is deduced both from literary review and 
from the observation of the fora of HOU) more than one 
contents may exist, the dates are recorded for each such case 
and not simply in each message. 

In fact, after each couple yc, there is a date's record. 
Certainly, so as to effectuate the above procedure nine (9) 
stacks were used – as many at the message’s content 
categories, each one having as many figures as the number 
of appearance of terminal symbols resulting from the non-
terminal symbol c. Consequently, time differences may 
automatically exist (in days, if from each current date, by 
content category, it is deduced the previous one) and thus 
there may arise another nine (9) respective stacks with the 
above date references. Of course, the length of these stacks 
is equal to the length of dates minus one (-1), i.e., apart from 
the initial message, which is considered to be the point zero 
(0), where the numbering of the time differences begins. 
The contents of the stacks of time differences may constitute 
an important criterion, which may participate as such (in 
combination with other criteria) in case of evaluation of a 
forum's consequences to the educational process. 

Also, the final form that will have the 9 stacks with the 
dates they will be as follows (Table II): 

TABLE II.  DATE’S STACKS 

null           
3/20/12 4/1/12 4/2/12 4/5/12 4/6/12 4/7/12 4/7/12 4/7/12 4/9/12 4/9/12 null 

4/15/12 null          
4/5/12 null          
4/25/12 null          

null           
null           

4/25/12 4/28/12 null         
null           

 
while the counter table (Table III) has the following 

contents: 

TABLE III.  COUNTER TABLE CONTENTS 

1 2 3 4 5 6 7 8 9 

0 10 1 1 1 0 0 2 0 

 

As for the time differences stacks (Table IV) has the 

following form:  

TABLE IV.  TIME DIFFERENCES STACKS 

VII. EXPERIMENTS 

A. Phase A  

At first, experiments were carried out by using 80 
discussion threads of the INF10 module of the academic 
year 2010-11. Given that 219 threads with 1,942 messages 
had been created throughout the year, there was the ratio of 
approximately 9 messages (in particular 8.87) per discussion 
thread. Therefore, out of the 80 selected threads, an effort 
was made to use those containing 8 or 9 messages for the 
purpose of experimental control. Thus, we finally chose 80 
discussion threads with 712 messages in total (average 8.90 
messages/thread).  

At the first experimental operation, the word root files in 
relation to both the type (question/answer) and (mainly) the 
content category of message contained 18 and 92 entries 
respectively. Under these conditions (Table VI), we ended 
up having 58 discussion threads with no errors and 16 
threads with only one wrong symbol (compared to what was 
expected). Namely, out of (approximately) 9 messages (of 
each of the 16 threads), 8 of them were correct and one 
message was wrong because it did not contain not even one 
of the 92 provided word roots. Respectively, there were 5 
threads with two errors and 1 thread with more errors (this 
thread was created before Christmas holidays and its 
messages contained mainly wishes). We should note here 
that there has been no error regarding the type of messages 
(question/answer), only in terms of determining the content 
category. 

Following the observation/study of messages in the 21 
threads that contained 1 or 2 errors, 49 additional word roots 
(concerning the content category) were recorded and it was 
decided to enter them in the root file. The experimental 
operation performed in the same 80 threads had, clearly, 
better results, with total success in 70 threads, one wrong 
symbol in 8 threads, two errors in 1 thread, and 1 thread that 
did not actually refer to educational content (Table V). 

At this point, it should be clarified that the control of the 
results produced by the system in this phase (A), was 
conducted with manual comparison of all the messages in 
the discussion threads that were used in order to control 
system reliability at the first degree.  

TABLE V.  EXPERIMENTAL OPERATION - PHASE A’ 

2010-11 
1st Exp. 

operation 

2nd Exp. 

operation 

Threads 80 80 
Messages 712 712 
Messages/Thread 8.9 8.9 
Full success (threads with no errors) 58 70 
Threads with one error 16 8 
Threads with two errors 5 1 
Threads with more errors 1 1 
Correct  messages interpretation 677 693 
Wrong  messages interpretation 35 19 

B. Phase B  

Given that the 8 discussion threads with one error were 
found not to have any common word root feature that would 
adequately correspond, we decided to initiate the second 

Content Appearances 1 2 3 4 5 6 7 8 9 

M 0          

X 10 9 1 3 1 1 0 0 2 0 

P 1 0         

I 1 0         

F 1 0         

D 0          

J 0          

G 2 3         

V 0          
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experimental phase (B’). Classification was performed 
according to international literature [16-21], using the 
algorithms indicated for this purpose: Naive Bayes (NB), 1-
Nearest Neighnor (1-NN), WINNOW and discrete 
AdaBoost (in the form generalized by Nock and Nielsen 
[19] based on Freund and Schapire [20]).  

During this phase every algorithm was formed using the 
data collected from the academic year 2010-11. 
Subsequently, a group of data for two other academic years 
(2009-10 and 2011-12) was also collected. The results show 
that the discrete AdaBoost algorithm produced the greatest 
accuracy. This result complies with Bloehdorn and Hotho 
[21] who used the discrete AdaBoost algorithm in a similar 
experiment. The accuracy is denoted in the Table VI.  

TABLE VI.  ACCURACY OF ALGORITHMS FOR THE ACADEMIC YEARS 

2009-12 

 
2009-

10 

2010-

11 

2011-

12 

Average 

Accuracy 

(1) 

Average 

accuracy 

(2) 

In thread level 
AdaBoost 75.11 80.08 87.21 80.64 80.80 
3aive Bayes 72.47 * 77.83 86.18 78.66 78.82 
1-3earest 3eighnor 73.45 76.66 83.65* 77.77 77.92 
WI33OW 70.13 * 73.24* 83.10* 75.34 75.49 

In message level 
AdaBoost 92.36 95.19 97.89 94.96 95.15 
3aive Bayes 89.11* 92.51 96.73 92.59 92.78 
1-3earest 3eighnor 90.31 91.13 93.89* 91.60 91.78 
WI33OW 86.23* 87.06* 93.27* 88.67 88.85 

 
The star (*) indicates that the algorithm which were  

used ,performed statistically better than the specific 
classifier according to t-test with p<0.05. In all the other 
cases, there is no significant statistical difference between 
the results (Draws).  

The average accuracy (1) corresponds to the total 
number of threads and messages, while in (2) the years have 
an equal participation (1/3) in the total average. 

It is worth noting that in all cases, the type of message 
has been correctly identified (i.e., whether it is a question or 
answer), and therefore any errors concerned the content 
category (as noticed in the initial experimental operation).  
Results are shown in Table VII.  

TABLE VII.  RESULTS FOR THE ACADEMIC YEARS 2009-12 

Year 2009-10 2010-11 2011-12 Total 
Threads 356 219 178 753 
Messages 1808 1942 2913 6663 
Messages/Thread 5.08 8.87 16.36 8.85 
Threads with no 269 191 159 707 
Percentage 75.56% 87.21% 89.33% 80.64% 

Correct  messages 1678 1901 2864 6443 
Percentage 92.81% 97.89% 98.32% 96.70% 

 
The above results, which followed a calibration process 

of repeated readjustment, were deemed satisfactory (98.32% 
correct message interpretation for 2011-12) and in the end, 
the development of this system gives a clear affirmative 
answer to the question “is there an automated method to 
interpret messages in a distance education forum?” 
Therefore, by using this system, it is now possible to read 
study and classify, within a few minutes, a large number of 

messages (6,663 messages) which took 12 months to be 
completed within the framework of this paper. 

VIII. DISCUSSION 

At this point, it is important to initially discuss the need 
for such a system using the content category as analysis 
unit. As it is deduced from the related literature review, it is 
concluded a gap as for the methodological approach which 
is to be based on modelling with the use of formal language 
and which will examine the content analysis from the 
message content category view. This research aims to 
contribute to the covering of this gap, consequently a need 
arose to create a system to interpret the discussion of a 
forum about distance education in a structured way, through 
the approach presented above and at the same time taking 
into consideration the concept of time and producing 
respective results, so as to help the participating students to 
improve their educational practices.  

In fact, this system defines a “code” clarifying some 
issues which determine both the quality of the 
communication relations and the educational principles of 
teaching/ learning procedure. In other words, this system 
aims to encourage towards the direction of the use of 
“good” or “desirable” educational techniques, adding up to 
the distance education. At this point it should be clarified 
that the development of this system does not intend to 
disorientate from the basic principles of distance education, 
but aims to contribute to its further development and 
upgrading and to act auxiliary and not in excess. The results 
of its use shall constitute data for the creation of a database 
[22] aiming to investigate the effects of fora in educational 
procedure from the point of causal interpretation point of 
view. Given that the HOU is not a conventional university 
(with the features of a homogenous student community), but 
it addresses to adults with special educational needs and 
incongruity (both as far as their age, their professional and 
family obligations are concerned), the future research access 
to such issues becomes particularly important.  

More specifically, the system in the future shall collect 
the students’ particulars (e.g., marital status, age, sex, 
profession etc.), their performance at course modules of 
HOU (final mark, assignments’ marks, effort of success of 
the course module) and the strings produces by the system so 
as to interpret the messages of HOU’s fora, in order to reach 
educational conclusions in combination with the use of the a 
tool, weka type. In fact, this application refers to a wider 
field of interdisciplinary encounter, by the merge of 
cognitive theories and artificial intelligence. 

IX. CONCLUSIONS AND FUTURE WORK 

The practice of distance education during the last years 
has acquired new features, both in relation to methodology 
and in the tools it uses. It is also a fact that the subject of 
electronic fora in distance education is a dynamically 
formed field requiring constant updating and redefinition.  A 
big part of the research presented in the international 
literature concerning distance education's fora, refer to the 
content analysis, which principally aims despite the fact that 
this research technique is frequently used, though there are 
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still no standards established. There is a variety of 
approaches, varying both at detail’s level and at the type of 
categories of analysis they use. As it was deduced from the 
above presentation and study of the discussion threads of 
HOU, it was noticed that there are cases of messages, which 
may comprise two (or/and more) content categories, e.g., a 
question about the next advisory meeting and a reply to a 
question concerning the study of the educational material. 
For this reason, this paper uses the content category as unit 
of analysis for the messages’ interpretation in Asynchronous 
distance education fora and for this purpose incorporates it 
in a modelling in a formal language. Furthermore, time 
indexes of participation were integrated in combination with 
the content categories of the message, in order to define the 
way these elements could improve the capacity of the tutor 
to evaluate the progress of a discussion thread in a distance 
education forum.  

Among others, the prediction for future research actions 
are long-term studies concerning the main issue: what 
reinforces the participation at fora and how this contributes 
to the educational process effectiveness by investigating side 
questions, such as how much it affects the person who starts 
the thread (tutor or student), how it starts, the period when 
the thread starts, how important the time of response in 
threads, is the groups’ size etc. and their association with the 
elements concerning the students’ profiles and their 
performance in course modules of HOU, intending to reach 
educational conclusions. 
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Abstract—Social media networks (such as Twitter) provide 

new opportunities for local government agencies to engage 

with citizens in their local communities. However, there are 

substantial challenges for such agencies to deal with in these 

social spaces. This paper provides a critical perspective on the 

challenges presented in the results of a focused research 

project on governmental communication through Twitter over 

a three month period from October to December 2011. The 

research presented in this paper, contributes to the growing 

number of research papers related to the effective use of social 

media platforms in governmental, organisational and other 

community spaces. Social media platforms are no silver bullet 

providing only another channel of communication with the 

customer. However, the identification of ways of using social 

media for transformative purposes in local government 

scenarios, are worth identifying and exploring. 

Keywords-social media networks; social network analysis; 

eGovernment; communication channels 

I.  INTRODUCTION 

In March 2012, Facebook reported a worldwide audience 
of almost 836 million users [1]. In the same month, Twitter 
reported 140 million active users with 340 million tweets per 
day [2]. These statistics demonstrate the global presence of 
networks that have only been in existence for less than ten 
years. These global audiences may be dispersed, and not 
always balanced across local communities. With such large 
user bases, companies are exploring how they can best 
engage users on these platforms, and leverage a return on 
investment, from time committed to social media spaces. 

Social media platforms such as those named above 
provide opportunities for individuals to collectively discuss, 
share, participate, produce, and respond to specific materials 
dependant on platform (e.g., videos on YouTube and short 
text messages on Twitter). Many of the social media 
platforms provide an opportunity for individuals to provide a 
picture of themselves (often through a profile), and 
opportunities to obtain and engage with information, often in 
real time. 

UK government is managed through a mixture of 
national government departments and local government 
authorities. A primary requirement of the UK democratic 
system is a need to engage with, and listen to, constituents 
through a multitude of different access channels. Recently, 
with the austerity measures imposed across the whole of 
Europe, and other parts of the world, the UK has had to look 
again at the delivery of public services. These austerity 

measures have impacted on local government funding, 
meaning in places, cuts in front line services. 

Organisations (including local government authorities) 
recognise the benefits that shifting customer enquiries from 
physical face to face customer contact centres, to online 
provision, can bring. These benefits include: reductions in 
the cost per transaction of customer enquiries; and where 
front end services are directly connected to back end services 
the potential for disintermediation. Social media platforms 
have been identified as platforms through, which to engage 
in providing front end service information, and in answering 
customer enquiries in cost effective processes.  

Local councils in the UK, are present across a range of 
social media spaces with many individual councils engaging 
across multiple spaces. In addition to staff within local 
authorities engaging within social media spaces, many other 
publically funded organisations are also using these 
networks, as mechanisms to engage the local taxpaying 
public. This network of public sector engagement provides 
the citizen with direct access to queries about public sector 
services, and mechanisms for obtaining current localised 
information. 

This paper builds on the research results presented in 
Mundy and Umer [3]. The previous paper presented the 
findings from a study focused on the engagement of ten local 
UK councils within the Twitter network. The paper outlined 
a range of quantitative statistics regarding the study and 
indicated a number of issues discovered within the textual 
analysis of the tweets. The aim of this paper is to explore the 
deeper challenges presented from the data, determined from 
detailed textual analysis of the tweets collected for the study. 
Whilst the study focused on Twitter many of the challenges 
presented within this paper, can be easily applied to other 
social media networks. The paper contributes to a growing 
number of research papers related to the effective use of 
social media platforms in governmental, organisational, and 
other community spaces.  

This introduction has provided an overview of the 
importance of social media networks, and the potential for 
social media networks to impact on the government: citizen 
relationship. Section II gives an overview of literature in the 
area of social media communication, particularly 
highlighting the effective use of social media in government 
spaces. This is followed by a detailed review of the 
methodology used to analyse local government 
conversations in the ‘Twitterverse’. These conversations are 
then used to identify clear challenges in the use of Twitter, 
and other social media platforms to engage the citizen. 
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Finally, a series of recommendations linked to the challenges 
are provided and the paper closes with a conclusion and the 
identification of further work.  

II. SOCIAL MEDIA AND UK GOVERNMENT 

The growth of social media is impacting the ways in 
which communities work, communicate, and socialize. 
According to Landsbergen [4] social media platforms can 
help to fulfill the needs of rapid communication, to engage 
individuals with multimedia artefacts and problematically to 
blur what is private and what is public. Similar to the 
demands imposed by users of the short messaging service 
(SMS) on mobile phones, social media networks demand 
prompt response, knowledge of and continued engagement 
with the platform. Twitter, Facebook and YouTube are 
examples of three multilingual social networking websites 
launched since 2004 that respectfully provide forums for 
social networking, micro blogging, and multimedia content 
sharing (text, video and photos). They give users the 
opportunity of being real time in a virtual world [5], and 
enable users to create their own accounts, content channels 
and interest group sites. Different governments, channels and 
groups also have their own individual pages and accounts on 
social media networking sites.  

This paper focuses on the use of and challenges in the use 
of social media, in particular, Twitter by local government in 
the UK. Research into the use of social media networking 
sites by national governments, and organisations across the 
world continues to grow, as we continue to look for how 
transformative communication can be provided through such 
channels. Recently, Stephen Goldsmith used the term 
‘government by network’ [6] to describe how online 
communication channels were being used at different levels 
of government, to engender a greater sense of participative 
relationship with citizens. In addition, there is evidence that 
social media networks when employed effectively have the 
power to create change in relation to political discourse, 
encouraging individuals to re-engage with democratic 
systems [7] and create a greater sense of the citizen voice [8]. 

Research in the area of government use of social media 
networks can be broken down into two primary areas of 
interest:  

 Analysis at national level of how parties and 
political leaders utilise these communication 
channels to engage citizens with national and 
international political issues.  

 Engagement with how local government 
organisations are using such platforms to engage 
citizens with local services and issues. 

Research related to local government usage of Twitter is 
not as well established as national level research, as the 
national issues often generate more substantial interest. In 
this national space, the most interesting study to date has 
focused on how Barack Obama (current president of the 
USA), utilised the web and social media networks in his 
historic election victory in 2008 [7]. Other researchers have 
focused on an analysis of the use of social media networks in 
relation to encouraging political dialogue [9], the use of 
social media for political public relations [10] and analysis of 

social media channels as political communication channels 
[11]. Researchers have found from a national perspective 
that broadcast information over these channels is broadly 
favoured, and that individual channels are not in themselves 
‘game changers’, but merely an additional communications 
channels for contact with citizen groups [9]. From a national 
perspective, it is useful to note Tumasjan et al. [11], which 
suggests that these network channels can be used to provide 
a prediction on the results of national elections. This in itself 
is not unique (given perhaps we could also use analysis of 
party prevalence in other forms of media or surveys), it does 
suggest that political discourse at the national level is 
frequent, and the size of it is nationally relevant on social 
media channels. 

Whilst national issues are of interest this paper focuses 
primarily on investigating local government discourse. One 
of the key issues for local government is engendering citizen 
interaction in positive, and progressive ways. Social media 
platforms can offer opportunities for individuals within local 
communities to provide their view on a local issue, report a 
broken street light, or to simply interact with a local 
councillor. Researchers such as [6][12][13] have indicated 
that these channels can enable a transformation in the way in 
which local government, and citizens communicate leading 
to transformative relationships developing. In particular, 
Danis et al. [13] argues that these networks can enable “an 
atmosphere of co-operation” as citizens work with local 
government in developing better physical communities. 

A barrier to the co-operative atmosphere highlighted in 
the above paragraph, arises in the ways in which local 
government utilise social media spaces. Rooksby and 
Sommerville [14] suggest that the ways in which many local 
government organizations, manage their information 
technology infrastructure, and the ways in which local 
government service structures are established, can limit the 
ways that such organisations are able to utilise social media 
systems. They state within these circumstances the use of 
social media channels “can only practically be used to 
broadcast announcements rather than to interact with 
people”. As a practical example one could posit the 
traditional ways in which customer service interaction, and 
public relations are managed in local government 
organizations, can often lead to uncertainty with regards to 
the translation of such services on to social media platforms.  

Noting the growth in usage, by local government of 
social media, recently research has been published to try to 
provide such organisations with a framework of good 
practice [15]. However, this area continues to evolve and 
further work is needed to understand where local 
government is now with its engagement in social media 
spaces, what the challenges are with regards to this 
engagement, and how such engagement can continue to 
evolve. This paper represents work towards establishing a 
response to the above, highlighting in particular, the 
challenges to local authorities effective use of social media 
platforms such as Twitter, Facebook and YouTube.  
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III. METHODOLOGY 

Over the period October – December 2011, tweets related 
to ten local councils in the UK, were analysed. The councils 
selected for analysis were drawn from a group of UK 
councils with active accounts within Twitter. Therefore, the 
analysis focused only on those councils who were 
experimenting with this social media network, and were 
already engaging in some way, with their local populace in 
the ‘Twitterverse’. 

Tweets were collected from within defined council 
spaces and from outside of defined council spaces. This 
effectively translates through to collection of tweets that each 
council had made, collection of citizen tweets to the council, 
and tweets made which made reference to the council or the 
local community. It should be noted that no collection was 
possible for those communications happening within Twitter 
through private communication channels (e.g. through 
Twitter’s direct messaging system). 

The aggregated data collected provided quantitative 
metrics covering aspects such as: 

 The number of tweets; 

 The number of followers; 

 The number of re-tweets etc…  
In addition, the text within each tweet was analysed in 

relation to:  

 Categorising the focus of the content;  

 The direction of the communication (e.g., 
whether it was just broadcast or a response to 
another Twitter user); 

 An indication of the feel of the tweet (e.g., 
whether it expressed positive, negative or 
neutral emotions); 

 A detailed content analysis of the messages 
contained in the tweet content. 

In relation to the detailed analysis of the messages in the 
tweet content, each tweet was read, and broader issues were 
identified within the tweet content. This paper provides a 
critical analysis of these broader issues, and identifies the 
challenges presented by these.  

There were a number of limitations presented in the 
research data gathered within this project. The main issues 
were linked to the choice of councils, the time of year 
studied, and the maturity of various councils’ use of Twitter 
as a communication channel. However, these limitations 
have limited impact on the broader challenges presented 
through this analysis work. 

In addition to this direct identification of challenges from 
analysis of the research data, a reverse approach has also 
been used. Conversation with individuals responsible for 
social media management in local authority spaces has 
helped to inform and identify other challenges present within 
the research dataset.   

In total, 1,565 tweets, were analysed from within council 
defined spaces in Twitter. In addition to this, a substantial 
number of tweets were also reviewed in spaces outside of 
council control. Content from the tweets analyzed can be 
found throughout Section IV in providing evidence, to 
support the challenges identified.   

Mundy and Umer [3] provides initial analysis of the 
study detailed above.  General information about the study is 
presented including the number of tweets analysed (n= 
1565), no of followers for each council, and total number of 
re-tweets made in the sample set (n=191).  Detailed 
quantitative analysis is also provided regarding 
categorisation of the content of each tweet and the 
directionality of the communication. 

It was found that the most popular reason for councils to 
make announcements through Twitter is to publicise 
entertainment, sport or leisure activities occurring in the 
local area.  In addition, the focus of re-tweets made by local 
councils centred on those services that individual councils 
wished to highlight most in their local area.  For example, 
Newcastle upon Tyne City Council highlights local library 
services, Salford City Council highlights local health related 
services, and the City of Lincoln council highlights local 
business services.  The ways in which many councils 
engaged with responsive texts were fairly limited, or in some 
cases non-existent.  The most popular categories for 
responsive tweets from UK Councils were centred on 
transportation, entertainment, waste and housing services. 

Finally, within Mundy and Umer [3] analysis is provided 
of a range of conversations which occurred within the 
council Twitter spaces.  These conversations point to issues 
regarding the type of conversation which occurs through 
Twitter, the presence of offensive content, Twitter best 
practice, and individual privacy issues.  This follow on paper 
focuses on a deeper critical analysis of the challenges 
presented within qualitative Twitter content analysed in the 
earlier study. 

IV. LOCAL AUTHORITY CHALLENGES 

The next few sections will take an in-depth look at 
challenges identified in the analysis of the tweets, contained 
within the study.  

A. Transforming Broadcast Communication 

As noted by Rooksby and Sommerville [14], there are 
significant challenges in transforming different elements of 
local government services, away from broadcast only models 
of communication. Social media communication platforms 
provide direct public channels of communication between 
citizens and local government. This can lead to citizens 
directly criticising decisions made in local communities, and 
the transparency of local government [3]. It can also lead to 
citizens raising issues about local service provision or issues 
related to local areas. The problem is how to construct these 
social media channels such that appropriate individuals 
receive the messages related to their particular services, and 
how to manage this communication within these channels. In 
other circumstances, often the conversation is less public and 
more easily controlled – this leads to local government 
organisations (similar to other commercial organisations) 
approaching two way conversation in social media spaces, 
with some trepidation. However, where local government is 
engaging directly in this form of practice, there is ample 
evidence that citizens are appreciating this service, with 
some commenting that social media platforms are the most 
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effective ways in which they have communicated with 
government services. 

B. Frontend to Backend Integration 

Local government must take clear steps to manage the 
social media channels they are using from the perspective of 
understanding information flow. Tweets show evidence that 
for some councils citizens see their twitter spaces as the most 
effective way to gain answers to questions posed. However, 
there were a number of cases of citizens not obtaining the 
information they required. One solution may see customer 
service staff taking responsibility for the engagement in 
answering citizen questions, within social spaces, and other 
specific staff (e.g., marketing) taking responsibility for 
highlighting council achievements. In addition, customer 
requests coming in through social media spaces, must be 
tracked to help to facilitate knowledge of return on 
investment, as highlighted in Section III.C.  

C. Leveraging Return on Investment 

With government austerity measures in force, and a 
reduction in funding to local government in the UK, local 
councils are busy reducing inefficiencies. Therefore, for 
social media channels to be embraced they must make clear 
demonstrable impacts on local citizen engagement. One way 
in which this can occur, is by moving transactions from more 
expensive channels (e.g., face to face services) to online 
information provision. This is where it is important to ensure 
that the social network spaces are joined up to local 
government services; otherwise, the cost of a transaction and 
speed of reply may be similar to other channels particularly 
if answers are not clear or incorrect. The most effective 
councils using these platforms make use of the private 
messaging spaces within social media platforms to provide 
targeted complete answers to citizen questions.  

D. Engaging the Citizen 

Engaging the citizen will be helped by a transformation 
of broadcast communication, but this is not the only 
challenge to providing an engaging service. Social media 
platforms are often at their best when the channel providers 
are utilising the channel effectively by posting new 
interesting content. Often, individuals will post content that 
is delivered across multiple social media channels this can 
cause problems when users are signed up for multiple 
services, each service needs to be distinctive, and different to 
engender different user communities. Whilst platforms can 
be transformative in providing a greater relationship between 
citizen, and government, they can also be transformative in a 
negative way, if the use of the channel does not meet with 
citizen expectations; for example, if the channel is used to 
broadcast less meaningful information.  

E. Privacy Challenges 

Social media platforms are not private and often citizens 
within these spaces are not completely anonymous. This 
presents a clear challenge in ensuring details of customer 
cases, are kept out of the public domain. In one particular 
poor example of this, a council engaged across multiple 

tweets in detailing reasons for action, in a specific 
individual’s case. This could be deemed to infringe on data 
protection when specific details are discussed. 

The counter concern is where customers are willing to 
discuss their individual personal circumstances across public 
spaces. Councils must learn when to move conversation into 
more private spaces, and to find ways of educating local 
citizens about problems related to providing too much 
personal information within public social media spaces. 

F. Engaging with the Conventions 

Social media spaces are not the same, all have particular 
nuances, and the community within different spaces behaves 
often in particular ways. Understanding the nuances of the 
platform will lead to greater success in platform use. For 
example, Twitter encourages users to follow other users and 
build networks through interconnections of individuals, the 
community also has established conventions like #FF, which 
is short for #FollowFriday (Twitter users use this at the end 
of a week to suggest other individuals to follow). 
Recognising, understanding and using the structures 
available can help councils to fit into the community and be 
seen as an interesting component part.   

G. Small Numbers 

At present, council social media spaces have relatively 
small numbers, in terms of percentages of citizens within 
local communities engaging with the service offered by and 
through them. However, as councils gain a better 
understanding of how to use and market their presence on 
social media networks effectively then these numbers should 
grow. It may well be for certain community groups 
engagement through social media spaces is the only way to 
engage these groups in conversations about local council 
spaces, and services. 

More mature use of social media within council spaces is 
looking directly at how networks are forming in social media 
spaces, around the council. Understanding the community in 
terms of the different types of user present, and engaging in 
the space, is extremely important. Equally, using the 
community as a network to advertise the strength of the 
service should be one thing councils look to do. 

H. Endorsement or Community Building 

It is evident from the research that the practices that 
councils are using in building communities within social 
media spaces differ. Decisions such as whether the council 
should ‘follow’ other users or ‘join’ other groups are not 
always that simple. However, social media networks are 
often formed from practices of engaging in community 
building. For example, presence as a friend may highlight 
your presence to other users who are interested in you. 
Similarly engaging in the process of #FF, or re-tweeting 
content, also provides a sense of social media community 
engagement, and may influence others in passing on your 
content. Another example is the highlighting of other videos 
for consumption within your YouTube channel. However, 
these community ideals come at a risk, the risk that the 
content you highlight, are associated with, or pass on is 
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inappropriate or legally problematic. There is a question over 
whether associating local councils with other information or 
users provides a form of endorsement of them or their 
services, and therefore, whether such endorsement is 
appropriate given the linkage to public services. 

I. Answering the Difficult Questions 

Social media spaces provide direct lines of 
communication to the general public, which are open 24/7 
and easily communicable. These spaces are used by 
individuals for a variety of purposes from communication 
about particular things happening within local communities, 
through to information discovery about other places before 
travel. This creates complications regarding the types of 
issues raised within these spaces. In many ways, they are the 
most transparent places for citizens to find out more about 
what is happening within local communities direct from 
other citizens. This obviously means that some of the 
positives will be highlighted, but it also means that many of 
the issues often kept outside of general knowledge may also 
be highlighted, and associated with the spaces. For example, 
conversations about local drug use, anti-social behavior, 
areas of violence, and other criminal activity.  

J. What is the difference? 

Many of the above points raised as challenges for local 
authorities in these spaces can also be linked directly to 
challenges for large organisations. However, the interesting 
question is whether there is anything that distinguishes the 
challenge for e-government. In this area, there are thought to 
be two major differences.  

The first is the increased transparency and profile of the 
service, money to fund engagement of councils within social 
media spaces comes directly from the UK public purse. The 
service needs to have a clear demonstrable impact for 
citizens within the local community to deem this as 
successful.The UK press are quick to highlight customer 
service faillings in online spaces; take, for example, 
Tameside Council’s experimentation with a virtual customer 
helpdesk in Second Life described as “absolutely barmy” 
[16]. Although the value has to be demonstrated in large 
private organisations, they are not forced to be as 
transparent; for example, with detail regarding cost of 
service. 

It is interesting to see citizens commenting on the state of 
local government transparency through social media spaces, 
e.g., “#organisation is in breach of international law, but 
wants the £4.7bn contract for N London waste. 
Tell #Camden council 'No' #Palestine #Gaza@” and “People 
getting turned away... doesn't feel like an 'open council' 
tonight. #newcastle” These suggest that UK citizen’s are 
willing to use the service directly to let councils know when 
they seem to be doing things thought not to be in the public 
interest. 

The second percieved significant difference is that 
councils could be deemed to have a requirement to engage 
the citizen, whether this is in citizen democracy, or in 
conversation regarding quality of services. Other 
organisations may choose to engage customers but local 

councils need to engage citizens. Therefore, understanding 
where particular customer groups are conversing, and using 
up to date mechanisms for engaging citizen groups should be 
a clear part of the strategic engagement for all local councils.  

V. CONCLUSION AND FUTURE WORK 

The challenges outlined above demonstrate that councils 
need to think carefully about the ways that they use social 
media channels to engage the citizen. Arising from the 
analysis, recommendations can be formed as to what 
councils should consider in having a presence, within these 
spaces. The recommendations themselves are not new but it 
is evident from the research that councils are not completely 
engaging in understanding, and applying, the 
recommendations in practice. 

Understand the channel – Each channel has particular 
nuances, those councils who understand how these work 
seem from the data analysis to be perceived more preferably 
within the social media community. In addition, those 
demonstrating an understanding of the channel seem to 
obtain the greater amount of participation and the greater 
amount of two way communication. 

Engage the citizen – From the research there was 
evidence that some councils are still not engaging in any 
form of two way dialogue, within social media spaces. Those 
councils who were engaging in a conversational manner with 
constituents, seem to have been generating a positive 
response to their social media engagement. 

Develop policy – It was evident within the research that 
few councils had developed a charter for their and their 
citizens engagement within social media spaces. Developing 
clarity over what is and what is not acceptable in the spaces, 
may form a barrier to conversation but would provide a 
clearer sense of the general rules of engagement within the 
space. One argument may be that the spaces themselves 
often have guidance over what should and should not occur 
within the social media channel, however, in some cases, this 
may not be restrictive enough. 

Advertise the channel – The best form of advertising in 
social media spaces, is the citizen. However, many 
organisations are finding innovative ways to highlight their 
involvement within the spaces. For example, Marseille FC 
offered their fans the opportunity to design a shirt if they 
gained a set number of Facebook followers. The best advert 
for any social media channel is the value added to customer 
experiences. If the channel is perceived as useful then it is 
likely that individual users will pass on that information, 
whilst if the channel provides in the main useless 
information, then it is likely to be ignored. 

Integration – As outlined as a channel above, integration 
is extremely important for local councils. Managing the ways 
in which information flows into (in the form of physical 
posts), and out of the social media space is crucial (in the 
form of citizen driven requests or data). Social media use 
should not be in the hands of a singular person tagged with 
the responsibility of a social media producer, or equivalent. 
However, the ways in which councils, are represented within 
the space, is extremely important. There is a clear balancing 
act between bring overly prescriptive and transparent (e.g., 
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tagging each post with a service representatives name) 
through to allowing for total freedom of employee 
engagement within the space. In addition, there are 
significant questions, which arise linked to whether 
engagement within social media spaces should be part of the 
role of senior figures such as chief executives of local 
councils.   

Withdrawal – It is evident over the past ten years that 
developed spaces will fall in, and out of popularity. Early 
providers of social media platforms are finding reduced 
network engagement over time whilst newer platforms have 
come in, and filled their spaces. Therefore, councils need to 
manage their portfolio understanding how decisions are 
made to engage within particular spaces and when decisions 
should be made to withdraw from engagement within the 
space. This is a particularly complicated problem if there are 
constituent groups who maintain loyalty to particular social 
media spaces. In this space, councils should also consider 
audit and control mechanisms. If particular networks were to 
be forced to close it would be problematic if materials stored 
within those spaces were not stored in one form, or another. 
In addition, ensuring that any information that would 
generally be stored for legal purposes in the physical space, 
can be retrieved when engaging in virtual spaces. 

The analysis, which led to the indication of challenges 
for local councils in engagement in social media spaces, did 
in itself, demonstrate a lack of lack of true engagement at 
present in these spaces. A particular problem for councils is 
moving away from the broadcast model given the often 
fragmented nature of services, and the traditional customer 
service mechanisms used. The analysis highlighted that 
councils need to do more to understand the types of data 
customers want to see within these spaces, and a need to 
understand more appropriate strategies for managing 
public:private communication through the different channels. 
These findings should be of use and relevant to national and 
international managers of e-Government web services, 
government legal teams and senior managers in 
eGovernment. 
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Abstract—In Taiwan, the National Digital Archives Program 
was initiated in 2002. It was subsequently integrated with the 
National Science and Technology Program for E-Learning into 
the Taiwan e-Learning and Digital Archives Program 
(TELDAP) on January 1, 2008. The program has created 
hundreds of professional digital archives, websites, and 
databases to store and manage these valuable national cultural 
and ecological artifacts. These websites and databases are open 
to the public. TELDAP will celebrate its 10-year anniversary 
and recess at the end of 2012. In this paper, we will present 
efforts made by the Digital Archive Architecture Laboratory, 
Academia Sinica, for preserving and maintaining accessibility 
of contents through previously developed systems. We will 
primarily focus on the reliability of the archive system and the 
promotion of its diverse contents. Our long-term preservation 
procedure includes both data and software. In the area of 
preservation, we recommend digitization guidelines for data 
formats so that these valuable artifacts can be digitized at a 
level that is equivalent to state-of-the-art display quality. We 
will also provide format conversion services to convert digital 
objects to the latest common open format. The digital archive 
developed and proposed 9 standard operating procedures for 
each stage in the development of the digital archive system. In 
practice of software maintainability, we will preserve the 
design documents at each stage of development. Currently, we 
are developing a management framework on the basis of 
distributed virtualization technology to host digital archive 
systems so that management cost can be minimized while 
systems can remain operational. 

Keywords-digital archive; digital preservation;long-term 
preservation. 

I.  INTRODUCTION 
Preservation of human knowledge for long-term 

accessibility is one of the missions of an institution of 
cultural and ecological heritage. For thousands of years, 
paper has been the preferred medium for storage of text and 
images. Currently, due to the rapid development of 
information technology, numerous objects (e.g., books, 
cultural relics, paintings, calligraphy, etc.) have been 
archived in digital form for their dissemination, backup, and 
reuse [1][2]. However, whether institutions decide to use 
either analog or digital approaches to archiving, they will 
need to employ comprehensive preservation strategies for 
sustainability so that archived objects will remain readable 
[3][4]. 

The TELDAP [5] is a joint project between scholars in 
the fields of humanities and technology. It has built a 
platform known as the portal of TELDAP [6] to preserve the 
artifacts of Taiwan’s rich cultural heritage in digital form. 
This program functions through the collaborative efforts of 
19 organizations and government agencies. It has archived 
over 5 million digital objects, along with metadata annotated 
by domain experts. In addition, it has created hundreds of 
professional digital archives, websites, and databases to store 
and manage these valuable national cultural and ecological 
artifacts. We must address three types of problems that affect 
the preservation of these systems: physical deterioration, 
technology obsolescence, and improper management. The 
first two problems are similar to problems that occur during 
traditional digital preservation. Both processes involve 
difficulties related to the preservation of format materials. In 
addition, inadequate management of existing systems can 
cause gradual system loss. In the past, when archiving 
institutions outsourced their systems, they did not insist on 
comprehensive analysis and planning of system requirements. 
Most of these systems lacked architectural flexibility. 
Therefore, expansion and data integration of these systems 
were difficult. Some systems had to be closed due to a lack 
of standard maintenance and development processes. We 
hope to improve the reliability, overall representation, 
scalability, quick response, and user-friendly, value-added 
environment for these valuable archives through the 
development of a complete suite of standard operating 
procedures (SOPs) that can be used to fully integrate and 
preserve these websites, systems, and databases. 

In this paper, we propose a plan that details preservation 
strategies for digital archives. Through the standard process 
of formulation, an archive system can be developed through 
standardization. Thus, the system can be preserved 
completely through short-term system migration or long-
term preservation. 

This paper is organized in the following manner. In 
Section II, we review literature related to our plan. We also 
review relevant strategies for archive system preservation. In 
Section III, we provide detailed explanations of architecture 
of the sustainable digital archives we have developed. 
Finally, in Section IV, we present our conclusions. 
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II. RELATED WORK 
In this section, we introduce several issues and 

techniques that relate to the preservation of digital 
information. Digital Preservation involves a set of processes, 
activities, and management of digital information that is 
conducted over time to ensure the long-term retention and 
accessibility of archived information. Hence, it is not just the 
product of a program. It is an ongoing process. Functions 
within this process include management of object names and 
locations, updates of the storage media, and documentation 
of content and tracking of hardware and software changes to 
ensure availability and comprehensibility of objects [7]. The 
Research Libraries Group [8] defines Digital Preservation as 
a series of activities conducted to ensure that digital data can 
be maintained and queried continuously. The American 
Library Association (ALA) briefly defined Digital 
Preservation as a series of policies, strategies, and actions 
employed to ensure access to the digital contents over time, 
despite the challenges presented by media failure and 
technological change. Although there has been progress in 
the field of Digital Preservation, many tasks remain undone: 
Professionals must decide which types of file formats should 
be preserved and agree on the level of preservation needed. 
Further, in order to promote responsible stewardship of 
digital information, professionals must also agree to comply 
with standards. Presently, data can be preserved for as little 
as five years or for as long as more than ten years [10]. In 
fact, some scholars believe that the preservation period 
should last more than a lifetime.  

Therefore, it is evident that the accessibility of digital 
information is extremely vulnerable in today’s rapidly 
evolving technological environment. A majority of the 
selected research stated that the field of digital preservation 
faces three major obstacles: physical deterioration, 
technology obsolescence, and the rapid growth of 
information. The problems inherent in the preservation of 
archival objects in both digital and traditional print form are 
rather distinct. Therefore, preservation strategies must be 
studied and evaluated; further planning is necessary [11]. 
The National Archives of UK suggested a number of criteria 
for selection of file formats for long-term preservation: 
ubiquity, support, disclosure, documentation quality, stability, 
ease of identification and validation, intellectual property 
rights, metadata support, complexity interoperability, 
viability, and re-usability [12]. In 1995, in order to address 
the issue of Long-term Digital Preservation, the International 
Standard Organization (ISO) established The Consultative 
Committee for Space Data Systems (CCSDS). In 2003, this 
committee formulated the Open Archival Information 
System (OAIS, ISO14721:2003) to provide a complete 
reference model of digital preservation architecture [13].  

Knowledge storage institutions face a common dilemma: 
How can digital information sustainability be preserved? In 
the fight against the loss of digital information, several 
technical approaches have been proposed: refreshing; 
migration; emulation; standardization; system (technology) 
preservation; encapsulation (data description); replication 
(redundancy); and conversion to paper or analog media. 

Several researchers have examined migration, emulation and 
system preservation as strategies for digital preservation,  
[14][15][16][17]. Each of the aforementioned traditional 
approaches or strategies suggest that preservation of 
information can be achieved by the use of technology.  

In addition, the aim of the research of the Software 
Sustainability Institute was to raise awareness and build 
capacity throughout the Further and Higher Education 
(FE/HE) sector through engagement in preservation issues as 
part of the process of software development [18]. They 
provided a breakdown of the different approaches used in the 
achievement of software sustainability: technical 
preservation (techno-centric), emulation (data-centric), 
migration (functionality-centric), cultivation (process-centric) 
hibernation (knowledge-centric), deprecation, and 
procrastination. The success of each of these approaches 
depends on many factors: the importance of the software, the 
maturity of the software, the size of its community, and the 
availability of resources needed to achieve sustainability. 
The suggested framework can help groups of developers to 
understand and gauge the benefits of ensuring that 
preservation measures are built into software development 
processes and the benefits of active preservation of legacy 
software. 

III. OUR ARCHITECTURE 
The purpose of TELDAP is to build a flexible 

architecture that emphasizes interoperability, continued 
maintenance, and continuous development. Most of 
TELDAP’s digital archives systems are software-based 
projects that include four elements: hardware, system 
software, application, and data. Based on the properties of 
these elements, projects can be divided into different 
sustainable levels for each element (e.g., service 
sustainability, software sustainability, and data 
sustainability). In Figure 1, the hardware and system 
software are categorized under service sustainability and the 
application and data are categorized under software 
sustainability and data sustainability, respectively. 

In order to ensure digital archives sustainability, we 
composed a set of rules to manage the processes of a given 
software-based project. We formulated complete Standard 
Operating Procedures (SOPs) for digital archives 
sustainability for different levels and tasks: Digitization (DP); 
Development of Software Project (DSPP); Metadata 
Interoperability (MIP); Intellectual Property Inventory (IPIP); 
User Account and Single Sign-on (UASSP); Website 
Identification (WIP); Website Traffic Observation (WTOP); 
Catalog Index and Data Exchange (CIDEP); and Long-term 
Service Preservation (LSPP). As we can see in Table 1, each 
task among the different levels of digital archives 
sustainability needs different SOPs to maintain its integrity 
and interoperability. The service sustainability level includes 
hardware and system software. Therefore, the procedures of 
LSPP, WTOP, and UASSP must be considered when this 
project needs to host, validate, or migrate. The main 
procedure in software sustainability level is DSPP, which 
helps the content provider control the development flow of 
software. For data sustainability, the MIP and CIDEP are 
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major procedures used in validation and migration tasks. 
Table 2 shows the combination of the framework of the 
Software Sustainability Institute and OAIS with our 
proposed architecture. In this paper, we will discuss DSPP, 
CIDEP, and LSPP in software sustainability, service 
sustainability, and data sustainability, respectively. 

 
Figure 1.  The Architecture of Sustainable Digital Archives 

TABLE I.  THE SOPS WITH THE DIGITAL ARCHIVES SUSTAINABILITY 
 Levels 

Task 
Service 

Sustainability 
Software 

Sustainability 
Data 

Sustainability 

Hosting LSPP 
WTOP 
UASSP 

Documents 
(Application) 

Documents  
(Data format) 

IPIP, WIP 
Validation DSPP MIP, CIDEP Migration 

TABLE II.  THE SOPS WITH THE FRAMEWORK OF SSI AND OAIS 
Subjects 

Task 
Service 

Sustainability 
Software 

Sustainability 
Data 

Sustainability 
Hosting 

Emulation 
Hibernation 

Validation N/A OAIS 
Migration Migration 

 

A. Development of Software Project Procedure (DSPP) 
In this section, we aim at discussing the improvement of 

the quality and performance of the software development 
process and ensure flexibility, scalability, and completeness 
for the digital archive system. As shown in Figure 2, we 
applied the Verification and Validation in process area of 
CMMI—level 3 and ISO/IEC 15504 in order to integrate the 
development flow of software project with the participant 
and related output development documents. This procedure 
defined the development flow and documents to help the 
content providers (Digital Archives Systems) control the 
processes in each step and confirm the results when 
completed by the plan and development groups. 

B. Catalog Index and Data Exchange (CIDEP) 
TELDAP continuously archived over one million digital 

objects and approximately 100 websites with databases. In 
the process, TELDAP digitalized a large amount of data that 
contained information on a variety of cultural heritage, 
historical files, and archaeological artifacts. These are 
distributed as heterologous website systems. The task of 
integration, preservation, and popularization of these cultural 
objects from different websites that were constructed by 

different institutes is both important and enormous. As 
shown in Figure 3, we implemented an integrated platform 
for the cross-directories’ knowledge retrieval platform on the 
basis of an intelligent crawler that used the behavior analysis 
of the digital archive users.  

 
Figure 2.  The development flow of software project 

 
Figure 3.  The architecture of the catalog index and data exchange 

This framework used an intelligent crawler and the 
integration of heterologous data, indexing and search, and 
knowledge retrieval. In addition, it presented a user interface 
that offers search objects to the general public and provides 
opportunities for the public to study the information in these 
archives. Based on the achievements of this framework, 
individuals can easily enjoy the treasures of 5000 years of 
Chinese civilization. They can also learn about Taiwan's 
ecology and history. 
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C. Long-term Service Preservation (LSPP) 
In system preservation, we must consider website 

migration, duplication, and emulation. Migration is used to 
ensure usability between generations of media. Migration 
also insures that a content object can be sustained in new 
generation media. Duplication is usually employed for the 
fault-tolerance of contents. Creation of an off-site backup 
can improve error recovery and ensure the availability of 
content. We believe that duplication is a basic element of 
preservation. Through emulation, a system can be 
maintained in a stable state. There are two types of emulation: 
static and dynamic. For a website that contains static pages, 
preservation by snapshot is recommended. When a crawler is 
employed, the contents of the site can be retrieved and saved 
by using a particular format. 

For the dynamic-type system (e.g., page content within a 
database), we recommend the use of emulation or 
virtualization. An emulator is used to simulate hardware 
devices on the software platform. It causes the guest 
Operating System (OS) to run as a Personal Computer (PC). 
Virtualization, a state-of-the-art computer science strategy, is 
used to allow a guest OS to access (and/or share) hardware 
with a monitor (a hypervisor) on a host’s OS. The choice of 
strategy involves trade-offs between performances, 
flexibilities, scalabilities, security, etc. Combinations of 
migration, duplication, and emulation can be used to fulfill 
the many requirements of digital preservation. As Table 3 
indicates, these combinations can simultaneously meet the 
needs of a variety of websites and their availabilities. 

TABLE III.  STRATEGIES OF PRESERVATION 
Method Description 

Duplication Emulation Migration  
V   The foundation of digital preservation 

V V  Snapshot: For static-typed website 
Virtualization: For dynamic-typed website 

V V V Ensure contents can be read in the future 

IV. CONCLUSION AND FUTURE WORK 
In this paper, we proposed strategies for the improvement 

of the reliability, overall representation, scalability, quick 
response, and friendly value-added environment for valuable 
archival objects. We hope to assist institutions involved in 
digital archiving to formulate a standard process for system 
analysis, planning, development, testing, and acceptance. In 
addition, we aim to provide technical consultation to these 
institutions to help them provide specifications and advice to 
outsourced vendors on the development of a standard digital 
archive system. We also provide guidance on the best way to 
draft a document to outline standard digital archiving 
procedures. Overall, we have provided a number of 
strategies that can help digital archiving institutions develop, 
manage, and preserve digital archive system sustainability 

However, there are several areas for improvement. Until 
now, digital archiving institutions have faced many 
limitations in the areas of operation and innovative 
techniques. We need to develop new preservation strategies 
to address these new technologies. We must also provide 

ways for institutions to improve their operations so that they 
synchronize with standard processes. In the future, we hope 
to provide more developed plans for the improvement of the 
interoperability and integration of the wide range of available 
archiving systems. In doing so, we hope to preserve the 
integrity of current information for use in the future. 
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Abstract—For a few years, technology has created an effective 
revolution in the field of intervention among people with 
intellectual disabilities. The use of such technology contributes 
to social inclusion and participation of the people in their 
community. Unfortunately, several obstacles are encountered 
by social services during the implementation of technologies 
among people with intellectual disabilities. A research with 
new ideas and new results was conducted with 11 managers in 
the field of social services to identify their needs and 
expectations as well as the difficulties they encounter in 
deploying technology during intervention. This research  
documents the mechanisms for social services and more 
specifically the elements that promotes an optimal access to 
technology. Results have allowed the creation of a management 
model supporting the application of technology in the field of 
social services which is called the Multidimensional Model of 
Organization’s Support. The model is based on three 
fundamental and interrelated dimensions (management, 
clinical and technical) and 3 parameters (the user profile of a 
technological innovation, the type of technology and the life 
cycle of technologies). Preliminary results confirm the 
importance of providing different forms of support to 
clinicians in each dimension according to the identified 
parameters. 

Technological accessibility; intellectual disability; social 
services; organization 

I. TECHNOLOGY AT THE SERVICE OF THE PERSON WITH 
DISABILITIES 

Recent studies have shown that Information and 
communication technologies (ICT) have the potential to 
create a revolution in the different ways to assist people with 
an intellectual disability (ID) and to support them [1]. These 
technologies serve two major functions, to deputize for 
certain disabilities of the person and to promote the learning 
of new skills [2][3][4]. Currently, research results 
demonstrate the positive impacts of technologies when 
applied in intervention with people with ID. These 
technologies allow people to communicate, to have a 
valuable employment, to have access to independent 
apartments, to learn, to establish and maintain social 
contacts, to travel, etc. [4][5][6]. Their use promotes the 
inclusion of the people in their community and is a crucial 

determinant associated with social participation. Currently in 
Canada, these discoveries generate a lot of interest in the 
field of social services. The use of technology with people 
with intellectual disabilities is a real innovation for clinicians 
as far as it allows the development of practices that are more 
effective. A strong will, therefore, emerges in order to 
integrate these different technologies to intervention 
practices in intellectual disability so that more people can 
enjoy the benefits associated with the use of these 
technologies. However, the implementation of technology in 
the social field requires the consideration of a number of 
essential conditions. 

A. Conditions associated with the implementation of 
technology in the field of social services 

Although these technologies can create a revolution in 
specialized intervention, the social field intervention 
environments have only very little information on the 
conditions to be put in place in order to deploy adequately 
and successfully these different technological solutions. 
Many managers mistakenly believe that the only layoff 
technologies in their organization will be associated with an 
increased use by clinicians [7]. However, a successful and 
sustainable implementation of technologies requires the 
consideration of many factors (establishment of a vision on 
the role of technology, specific goals for implementation, 
precise evaluation of necessary resources (technical and 
professional), risk assessment, setting up an effective 
communication system, etc.) [8][9][10]. Moreover, it is 
essential to consider the technical characteristics of the 
technology to deploy, the user profiles and the life cycle of 
the technology. To effectively implement the technology in 
their organization, managers should review their 
management frameworks. 

Unfortunately, managers do not have models to guide 
them in the deployment of technology in their organization. 
Therefore, the use of technology is achieved by a few 
clinicians on an individual basis and approaches are mostly 
"trial and error" procedure type. This approach is 
unfortunately not viable for a large-scale deployment of 
technologies in rehabilitation centers. The absence of a 
framework and guidelines for the management of 
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technologies used in the social services field is currently the 
main obstacle to implement the technology in these 
environments. The social service field should then develop 
management strategies to ensure efficiency while 
integrating these technologies without adding a financial 
burden to develop the practice in a context of fiscal restraint, 
taking into account the fragility of the process associated 
with the implementation of technological innovation. 
Research results shows that if those conditions are not taken 
into account, the technology will be implemented with a lot 
of difficulty and it will easily be untended by clinicians. 

The paper will first present the qualitative research 
conducted with managers of rehabilitation centers. In a 
second section, the model developed by the research team is 
presented. The 3 dimensions and the 3 parameters are then 
described. The article concludes by presenting the next steps 
of the research project. Results and the model are briefly 
discussed in the conclusion. 

 

II. PERCEPTIONS OF MANAGERS ON THE ROLE OF 
TECHNOLOGY IN THE FIELD OF SOCIAL SERVICES 

In the next subsections we will present the objectives of 
the research, the method for data collection and results 
synthesis. 
A.  Research goal 

The goal of this research is to develop and implement a 
business model guiding the implementation of technological 
innovation in Rehabilitation Centers for Intellectual 
Disabilities. This research is done in three phases. Phase 1 
(2010-2011). Develop the management model based on 
interviews conducted with managers from Rehabilitation 
Centre for Intellectual Disabilities. Phase 2 (2012-2013). 
Implement the model through a pilot test in two 
Rehabilitation Centers for Intellectual Disabilities. Phase 3 
(2012-2014). Documenting the implementation of the model 
and assess the impact of the technology use by the clinicians. 

B. Method of Phase 1. 
 The paper presents the results of the first phase. This 

phase was carried out in two stages. First, interviews were 
conducted with managers. In a second step, a model was 
developed from the results obtained. 

C. Interviews with managers 
Our team conducted a survey with 11 executives from 

five Rehabilitation Centers for Intellectual Disabilities [11]. 
The purpose of these was to develop a managing model 
tailored to these fields of intervention. The research 
participants are managers who hold senior executive 
positions. On average, they were occupying this position for 
2 years. However, they had in average 19.5 years of 
experience within their organization. The research used a 
convenience sampling. Telephone interviews of 25 to 40 
minutes were conducted during summer of 2011 and winter 
of 2012. The interview had two major themes: the role of the 
technology in the organization and the conditions to be put in 
place to promote the implementation of technologies. 

In order to fully explore the perceptions of senior 
executives, a qualitative approach was preferred. From the 
verbatim transcription, a thematic analysis was conducted. 
This form of analysis consisted at "proceed systematically in 
the identification, grouping, and, alternatively, discursive 
examination of topics in a corpus" [12]. The thematic 
analysis allowed us to identify relevant themes that were 
related to the objectives of our research and to document the 
importance of certain themes in our data corpus [12]. 
Analyses were performed using the software QSR N'Vivo 8 
[13]. 

D. Main results obtained from the managers. 
In general, senior managers have a positive perception of 

the potential of technology, but find that the implementation 
within their organization is still in its infancy. They identify 
problems in three dimensions: technological, clinical and 
management. 

When considering the technological aspect, managers 
report that they are having inadequate knowledge of all the 
technology products available. Similarly, they are in lack of 
the equipment that is necessary (devices, incompatible 
computer systems). The choices to be made on the preferred 
technologies are also a problem, since they do not have 
accurate assessment of the potential of each technology to 
support clinical interventions. The clinical support for the 
staff on the technological dimension is also a major 
difficulty. 

In terms of management, managers are finding that 
technology deployment within their organization is not done 
consistently and without a real structured action plan. Thus, 
they realize that they do not have a clear vision on the role of 
technology in their organization or specific goals of 
implementation. In addition, they operate in a context of 
fiscal restraint, which does not favor the investments in the 
technological dimension. 

When considering the clinical aspect, managers realize 
that they do not have in their organization, clinical staff with 
the skills needed to implement and to use effectively various 
technologies. Moreover, there is only a small amount of 
training available to them on this dimension. Similarly, the 
social field has an insufficient number of professionals in 
order to explore possible avenues with technology. 

Consequently, managers also report the need to structure 
the implementation of technologies in relation to these three 
dimensions. Furthermore, it appears necessary to define 
guidelines for the selection and purchase of technologies. 
Adequate support for clinical staff on the technological 
dimension is also majorly needed. Finally, managers want 
the technology implementation in their organization to be 
accompanied by an ongoing evaluation of the whole process. 

E. Developing the management model 
The first phase of the study made it possible to highlight 

some aspects to consider while implementing these 
technologies in those organizations. Consequently, these 
elements have permitted us to propose a multidimensional 
model of organizations for the implementation of supporting 
technologies. As mentioned earlier, managers had no 
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management structure in order to support technology 
deployment. The contribution of the research is to develop a 
customized model from an analysis of the situations faced by 
the professional in the social field services that works with 
developmental disabilities. The construction of this model 
was also the achieved by a literature review on the conditions 
to be deployed to ensure a successful implementation of 
technological innovation. The contribution of the model is 
the fact that it considers theories in all the dimensions such 
as marketing, management, information technology and 
intervention. The model is then located at the confluence of 
these disciplines. More precisely, it responds to the concerns 
of managers who recommend intervention in terms of 
clinical, technological and management aspect. The 
following sections present the dimensions of the model 
developed during the first phase. 

III. MULTIDIMENSIONAL MODEL OF ORGANIZATION’S 
SUPPORT 

The proposed model allows implementing all the 
conditions that will support a successful deployment of 
technology in an organization providing services to people 
with intellectual disabilities. This model takes into account 
three dimensions that needs to be consider in order to ensure 
a successful implementation of technologies named as: 1. 
The clinical dimension, 2. The management dimension and 
3. The technical dimension. These three dimensions are 
constantly interacting with each other. The proposed model 
allows to coordinate the actions of all the key actors 
involved. It also formalizes the role of a techno-clinical 
counselor whose primary mandate is to coordinate the 
implementation of technologies taking into account these 
three dimensions. The purpose of the implementation 
process is to make the organizations autonomous when 
integrating different technologies to intervention practices in 
intellectual disability. 

A. The management dimension 
In terms of management, the model allows the 

organization to define a vision of the role of technology with 
people with disabilities and to implement the various 
processes necessary to maintain this vision. Thus, it allows to 
structure the ongoing integration of technological innovation 
within the organization. In order to achieve this goal, it 
promotes the establishment of a management structure that 
allows the evaluation, planning and reallocation of human, 
financial and technical resources that are necessary. The 
developed management tools allow managers to quickly 
assess the potential of technology, to make strategic choices 
while purchasing these technologies and to optimize the use 
of available computing resources. 

B. The clinical dimension 
Clinically, the model takes into account the contribution 

that technology can have on the quality of life and social 
participation of the people. It promotes the development of 
clinical intervention process that takes into consideration the 
technologies that are available. It has a structuring effect 

since it promotes a synergistic work with all the actors 
involved in order to develop and implement strategies to 
support the appropriation of technological innovations that 
consider the type of user, the type of technology, the life 
cycle of the technological innovation and time of 
appropriation. These support strategies can take the form of 
community of practice, communication tools, group of 
practice analysis, training, consultations, etc.. Thus, the 
model allows to set up boundaries so that the Organization 
can, independently and continuously, develop and adapt 
strategies of intervention according to the various types of 
technologies available. 

C. The technical dimension 
Technically, the model takes into account different 

technological parameters that must be considered in order to 
use technology in an effectively way. It also structures the 
ongoing and individualized support that must be offered to 
people who use technology in a clinical intervention 
perspective. This support guides managers during the budget 
planning and purchasing of computer equipment to support 
the intervention. The technical dimension also provides a 
constant update of the technology and a rapid replacement in 
case of broken hardware. These two elements are essential in 
order to prevent technical reasons that could lead to a 
cessation of the services provided to the people using 
technology in their daily lives which could have serious 
consequences for people with intellectual disabilities. 
Finally, the model formalizes procedures that facilitate 
testing, the use and loan of computer equipment to support 
the intervention. 

D. The 3 parameters of the Multidimensional Model of 
Organization’s Support  
To effectively support actors working on these three 

levels, three parameters are considered: the type of 
technology, the user profiles and the life cycle of 
technologies. The user profile of a person influences his use 
of technology, but also his interest to make it accessible to 
others. Similarly, the type of technology modulates the 
energy that needs to be deployed in order to make the 
technology available to people. Finally, the life cycle of 
technology can target the times when the promotion of a 
technology must be achieved and when it should be 
abandoned.  These parameters allows to modulate the type 
of support that will be offered: (communication, training, 
coaching the purpose and use, practice analysis, etc.). 

Fig. 1 shows that in the context of the technologies 
deployment in an organization providing services to people 
with intellectual disabilities, the complexity lies in the 
establishment of a process taking into account not only the 
three parameters but also the dynamic process between them 
(adapted from Berkowitz et al. [14]). The establishment of a 
supporting targeted process is then the preferred solution. 
On one side, we should avoid putting into the hands of 
reluctant clinicians (minority appart) technologies that are 
radically changing their intervention process (long learning 
technologies); in those situations, technologies without a 
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learning process will be favored (e.g., a software available 
online). Conversely, clinicians with an innovative profile 
will be attracted to more complex technologies (long 
learning) and have an interest in the technologies that 
requires a longer period of exploration or appropriation (eg 
iPad). 

On the other hand, the field of technological innovation 
is an area of development at "high speed". The products are 
often replaced by new ones and life cycle of technological 
innovation is well known, as shown in the last component of 
the model, and it is essential to consider this fact. In the 
introductory phase, the technology reaches the market and 
the growth phase is then associated with the increasing 
presence of the product. During the maturity phase, the 
technology is used by many people who have integrated it 
into their lifestyle. In the decline phase, the technology is 
often replaced by a new product more powerful and more 
efficient. Schilling and Thérin (2006) [15] estimate the 
lifetime of a technological innovation (introduction to 
decline) to less than 5 years. In the field of social services, it 
means that the exploration phase and the training must take 
place in the growth phase. The application of the technology 
with the users must absolutely take place early in the 
maturity phase. This cycle needs to be performed again with 
a new technology during the declining phase of the first. 
The success is partly determined by a crucial strategic 
planning common to the managers and clinicians. Moreover, 
the life cycle of technology needs to be considered for 
people with intellectual disabilities, since it is necessary to 
establish specific procedures to ensure maximum stability 
against different types of intervention proposed. 

E. Phases 2 and 3 (2012-2014) 
The team is currently conducting Phase 2 by doing the 

implementation of the model in two rehabilitation centers. 
The validation of the management model is associated with a 
strategy of an action research in order to evaluate each step 
of the process (on-going evaluation process over two years to 

ensure a readjustment of the ways of supporting as needed). 
Indicators are then evaluated based on four pivotal concepts: 
1) the level of ownership of the technological innovation 
through experimentation, 2) the impacts on intervention 
practices, 3) learning achievement regarding the 
technological innovation, and 4) the knowledge transfer and 
the impact of multipliers agents in the organization. At the 
end of the process, the tools for evaluating indicators will be 
reusable across all the organizations wanting to integrate the 
technological innovation. This ongoing evaluation of the 
process is carried out with clinicians and managers. 

 

IV. CONCLUSION 
In the last few years, the social work field had to face a 

massive influx of the implementation of supporting 
technologies used for diverse intervention with people with 
an ID. For these people, the impacts of these technologies 
on their lives are considerable. This research conducted with 
11 managers demonstrated the importance of promoting the 
multidimensional implantation, taking into account three 
fundamental elements. This research has then allowed 
developing a model supporting the implementation of 
technologies in these environments. This model takes into 
account the clinical dimension (user profiles, the type and 
the life cycle of the technology), the technological 
dimension (support and up-to-date computing equipment) 
and the management dimension (assessment, planning, risk 
management and optimization). This model ensures that the 
organization remains master of the work process and it 
supports the key players in the development of new 
expertise. The model finally ensures a sustainable and 
successful implementation of technologies in support of the 
intervention. The model is a first step in the midst of social 
services allowing the efficiently implementation of the 
technology. This model will not only overcome the 
obstacles identified but it will also ensure an optimal use of 
technologies by people with intellectual disabilities. These 

Figure 1.    Multidimensional Model of Organization’s Support  
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technologies will then have the effect of promoting social 
participation of the people and to reduce the negative 
impacts associated with digital exclusion of persons with 
disabilities. 
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Abstract— National level monitoring of adoption and use of 

information systems is becoming common practice, providing 

one set of indicators for success of e-health policies. This is not 

the case in social welfare, in spite of advancing national e-

welfare policies. This article presents results of a national web-

based survey of availability and use of electronic social services 

and social welfare client information systems in Finland. The 

survey conducted in 2011 was targeted at managers or IT-

leaders of public and private service provider organizations. 

The results show that the majority of social welfare service 

providers in municipalities have a client information system 

(CIS). A half of the public social welfare organizations use 

mobile systems for some purposes. Private service providers 

use CIS's somewhat less than local authorities. Small private 

enterprises generally do not have CIS's. Not all social welfare 

employees have a personal workstation. Information exchange 

between organizations is limited to read-only. There is little 

exchange of information between information systems. 

Internet access is more commonly available. Providers of social 

welfare services generally have a website with information on 

their operations. Public service providers are more likely to 

have their own IT personnel than private service providers. 

The percentage of CIS investment costs out of total ICT costs 

varies greatly from one organization to another. Local 

authorities invest more in ICT than private service providers. 

The development of e-welfare services has been rather slow 

over the past decade. Results will be used in development of 

national information services for social care in Finland. 

Keywords-social care; social services; private social welfare 

service providers; ICT; electronic information management; 

client information systems. 

I.  INTRODUCTION 

E-government agendas, regulatory bodies and 
Information and Communication Technology companies are 
participating in shaping what has been called an ‘electronic 
turn’ in social work and social care [1]. There is an 
increasing interest in the European Union, the World Health 
Organization and The Organisation for Economic Co-
operation and Development as well as national authorities in 
monitoring the success of this turn [2][3], but the focus has 
been largely in e-health, not in e-welfare [4][5]. A recent 
literature review [6] searched five databases, such as JStor, 
Annual Reviews, Ebsco, PubMed and Nelli, and three 
journals, as Communications in Information Literacy, 

Journal of Social Work and British Journal of Social Work 
refereed electronic journals. The search was conducted 
combining the following search terms: social* AND 
informatics, social* AND information technology, social* 
AND information systems and social* AND knowledge 
management. The review revealed lack of studies of e-
welfare adoption. According to the review, the studies focus 
mainly usability or use of applications in social services. 
Client’s perspective or the social work processes have been 
ignored. Situation is the same in Finland: e-welfare 
execution and the use of ICT in social welfare has been 
monitored previously in 2001 [7]. Internationally, similar 
studies are rare [8]. 

However, e-government and e-welfare policies have 
advanced remarkably during the 10-year period in Finland: 
an act on Information Management Governance in Public 
Administration entered into force in 2011 [9]. An ambitious 
purpose of the law is to lay down provisions on information 
management governance in public administration and to 
ensure the interoperability of information systems. The 
Finnish Ministry of Finance is devising an overall enterprise 
architecture for public administration. The authorities in 
central and local government, as well as in social welfare, 
each plans and specifies their enterprise architecture in 
accordance the overall architecture. As a part of public 
services, the horizontal interoperability of client information 
systems in social welfare as well as the vertical 
interoperability of governmental information systems, needs 
to be improved. The client information must be available for 
the social welfare authorities wherever and whenever it is 
needed. The citizens have a right to seamless and user-
friendly e-services and e-practices in social welfare. The aim 
of citizens’ e-services is to increase service availability 
where and when needed and empower clients in their own 
care.    

Many academic and practical models have been proposed 
to understand the maturity of digital government or e-
government [10]. Often the stages of e-services, e-
democracy or other e-practices development are described in 
these models. Initial stages concentrate on the availability of 
public information and on the possibility of handling 
administrative processes online. Later stages are 
characterized by for example vertical and horizontal system 
integrations, a homogenous network of public services and 
data mobility and sharing across public and private services. 
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The models and the assessment indicators have been 
criticized to be predominantly technical overshadowing 
crucial social aspects, such as power, interest groups, conflict 
and values [11]. 

Although interesting research of electronic recording in 
social welfare and social work practices are published 
[12][13][14][15][16][17], the need for the advanced research 
methods of social care informatics has been widely 
recognized [18][19][20][21]. Also a Declaration for action 
has been presented by twenty-three actors with a 
multidisciplinary background of research from 15 different 
European countries [5]. The Declaration of action is a 
significant effort to define social care informatics more 
rigorously as a field of research and as a domain of research 
investigations. 

The purpose of this article is to present results of a 
national survey of electronic social services and social 
welfare client information systems currently available for 
key social services in Finland [22]. The questions that are 
studied in this paper are:  

(1) What kind of e-services has been offered for citizens?  
(2) What kind of client information systems and other 

professional e-tools the social welfare employees use?  
(3) To what extent is information exchange between 

organizations possible in the social welfare services?  
(4) How does the data management and resources used to 

ICT look like in social welfare sector?  
The survey was conducted as part of the Government 

Programme for public e-services for citizens (SADe 
programme) [2] funded by the Ministry of Finance, where 
electronic service systems are developed for different public 
services, including the social welfare and health care sector. 
The survey was commissioned by the National Institute for 
Health and Welfare and conducted by Market-Visio Oy. The 
data concerning the availability and use of ICT in health care 
were collected simultaneously and the results were published 
in a separate report.  

First the methods and data of the survey are presented. 
Then the main results of the survey are reported and two 
figures presented. Finally the conclusions, future works and 
implications of the study are presented in Section 4.   

II. METHODS AND DATA 

Data collection was carried out as semi-structured 
Webropol-questionnaire at the beginning of 2011. The 
questionnaire was modified from an instrument that has been 
used for mapping health care IT diffusion and use biannually 
since 2003, in order to maintain comparability of the data 
between sectors. The target group of the survey were all the 
chief information officers of the Finnish local government 
organizations organising social services, and private social 
service providers in Finland.  

There were 336 municipalities and 35 municipal 
federations in Finland at the time of the survey. In 2010, 
there were 2 922 private organizations, associations or 
companies providing social services, which delivers almost a 
third of all social services in Finland. All organizations of the 
target group could not be reached. 

In the social services part of the survey, 457 
organizations providing social welfare services responded: 
69 local authorities, 13 municipal federations (or similar 
bodies) and 373 private enterprises, associations or non-
governmental organizations. Response rate (23 %) remained 
low despite the best efforts to acquire additional responses. 
However, organizations of all sizes responded to the survey. 
Geographically the respondents represent whole Finland. As 
far as public social services go, the responses cover some 
63% of the population of Finland. The data includes all the 
statutory social welfare service tasks, such as child 
protection, social work, disability services, substance abuse 
services and services for older people. The responses from 
private service providers were mainly from organizations 
providing services for the elderly such as home services, 
housing services and institutional care.  

The limited data do not allow for meaningful statistical 
inference. Therefore, this article focuses on the descriptive 
statistical analysis. The results are interpreted as a sample of 
the target group. The results are presented graphically by 
describing the values of the distributions and cross-
tabulating. 

III. RESULTS 

The survey asked what kind of public electronic services 
the respondents organize for citizens. Providers of social 
welfare services generally have a website with information 
on their operations. Half of the local authorities and one 
fourth of the private service providers had a facility for 
online feedback. One in four of the local authorities 
responding reported that they offered online services for 
citizens such as applications for daycare places or income 
support. In cases where citizens were offered a facility for e-
transactions, about half of the clients choose to manage their 
affairs with the service provider in some other way. Anyhow 
eSocial care is about to come: online services are being 
developed in several projects around the country. Overall 
architecture for e-services was also asked by the local actors. 

The survey demonstrates that the majority of providers of 
social welfare services in local government have a client 
information system. Two applications dominate the market, 
as shown in Figure 1. One-fifth of the public social welfare 
organizations use more than one CIS's, having different CIS 
for different services.  

 

 

Figure 1.  The percentages of different client information systems used 

by public social service providers (% of respondents) n=89. 

53 % 34 % 

9 % 4 % 
System A 

System B 

Other system 
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Figure 2.  The percentages of the different public social services using client information systems. The data of the public social service providers (% of 

respondents). The number of respondents is presented in the parenthesis after the name of the social service.  

However, the possibilities for an employee in municipal 
social services to use these client information systems 
depends on the particular service and access rights of 
employees; not all of the branches of the social services have 
a client information system. For example a quarter of those 
working in adoption counseling or immigration services are 
missing the opportunity to record on client information 
systems. The percentages of the different public social 
services using or not using CIS's are presented in Figure 2. 

Private service providers use client information systems 
somewhat less than local authorities, although there is great 
variation. Small private enterprises generally do not have 
information systems. 

The contents, like classifications or data structures, of 
CIS's vary depending on software and organization. 
Requirements of an annual collection of national statistics 
are so far the only unifying element between the different 
systems. 

The surveys reveals that local authorities commonly use 
national classifications for compiling the annual statistics for 
the National Institute for Health and Welfare, such as the 
statistical classifications in social services institutional and 
housing services notifications, child welfare services 
statistics classifications, and child support and maintenance 
statistics classifications. Private service providers use only 
the statistical classifications of care notifications.  

The survey shows that information exchange between 
organizations is so far limited to read-only, and there is little 
exchange of information between information systems. Only 
one of five public service providers reported that digital 
exchange of information is possible. The results show that 
municipal social services have quite good access to the query 
system SOKY of the Social Insurance Institution (Kela) and 
the population register system of the Population Register 
Centre (VRK-database). The personal information of these 
systems is used by social workers in particular when granting 

social assistance or assessing the clients' needs in the social 
work. Without electronic access to this data, the same 
information is acquired by telephone or in a printed form 
delivered by the client. Nearly two of five public service 
providers have organized an access to an electronic patient 
record of primary health care. Access to other information 
systems is considerably more rare. 

Also, access to client information outside organizations is 
strictly limited to designated employees specially those 
working in social assistance, social work and child 
protection. In private organizations, employees rarely have 
access to outside information systems, and information 
exchange between systems is extremely rare. 

Not all social welfare employees in the public or private 
sector have a personal workstation. Internet access is more 
commonly available. Almost half of the public social welfare 
organizations use mobile client information systems for 
some purposes, and the other half does not have the similar 
possibility. Private service providers, by contrast, have 
virtually no mobile client information systems. Social 
services professionals commonly use their own user 
identifier and password to identify themselves. Only a few of 
the public-sector organizations responding are using an 
official e-transaction card, a health care certificate card or 
other identifier device. 

Public service providers are more likely to have their 
own IT personnel than private service providers (68 % vs. 38 
%). Similarly, public service providers are more likely to 
have an information management strategy, an electronic 
archive plan, client documentation instructions for 
employees or data protection or information security 
instructions than private service providers. Altogether, there 
are significant deficiencies in social care information 
management in Finland.  

The survey indicates that the online professional tools 
most frequently used by social services employees are the 
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Sosiaaliportti online portal [23], which publishes 
professional information for Finnish social workers, and the 
Intranets of their respective organizations. One in five public 
organizations and one in ten private ones make use of online 
learning environments. 

The percentage of client information system investment 
costs out of total ICT costs varies greatly from one 
organization to another. Local authorities would seem to 
invest more in ICT than private service providers. Many 
respondents reported a percentage of less than 10 %, but 
some more than 50 %. ICT costs of the public service 
providers were total of about 40-50 million euro in 2010 
based on an estimation derived from the results. It's about 
five percent of all ICT costs of municipalities in Finland. The 
majority of the respondents estimated that their total ICT 
costs would increase between 2011 and 2013. 

IV. CONCLUSION AND FUTURE WORK 

Limitations of the study include poor response rate, even 
if the sample was nationally representative. The data doesn’t 
allow meaningful statistical inference and in order to 
illustrate the evolution of the ICT use. However, results can 
be compared to the situation in 2001 [7] and careful 
suggestions be made in light of key e-government and e-
welfare policy goals to indicate most acute development 
needs. 

There are websites and some facilities for online 
feedback, but well-designed online services offered for the 
citizens are still rare. Interestingly as many as 45 percent of 
the public social service providers announced to offer 
guidance via e-mail in 2001 and improving the e-services 
were mentioned as a key development area at that time. In 
the light of the findings, very rapid development hasn't taken 
place for the last ten years. Information about services is 
fragmented and access to them limited to certain times and 
places, with poor access to information required for 
applications. Regarding e-services for citizens as a 
significant e-welfare policy goal, the maturity level of the 
social welfare system seem yet to be low: the technology 
used is rather undeveloped and the distribution of the e-
services has been limited to only a few social services. Social 
services are not yet available where and when needed, 
neither do they empower clients in their own care. More 
structured development of e-welfare services for citizens in 
SADe-program could start from a simple integrated service 
directory and electronic application of services with 
integration to national SOKY and VRK -databases.  

Most of the client data can be recorded on the stationary 
CIS's engineered by two software houses. The logical level, 
such as classifications and data structures, of the CIS's is 
heterogeneous, which makes the information exchange 
between organizations difficult. Over the last decade the 
number of the municipalities, in which more than one CIS's 
are used, have increased. Despite of this software 
differentiation, there are yet some social service 
organizations, often with a limited number of clients, without 
any CIS's. One of the main e-welfare policy goals, the 
horizontal interoperability of client information systems in 
social welfare, is not yet possible. In order to achieve the 

goal, it seems necessary to plan, specify and implement the 
overall information architecture also in social welfare.   

Social welfare professionals have access to the Internet 
and they log in the applications with the user ID's of their 
own, but only a limited group of the municipal social welfare 
employees have an access to the two governmental data 
systems. However, compared to the situation in 2001, the 
possibility to use information systems outside the home 
organization has improved considerably. Particularly, an 
option to use the digital information recorded in the primary 
health care services in elderly and home care seems to easier 
nowadays than 10 years ago. At least in some services, the 
progress has been made in vertical interoperability, when 
considering the availability of data for professional use in 
social welfare. However, there are still plenty of challenges 
regarding usability and advanced technological solutions. 

Altogether, several millions of euro are laid every year 
out to the ICT of the social welfare in Finland, but the 
foundations, such as an enterprise architecture and the 
information management, need to be better organized. Even 
if there are CIS's and access to some information systems, 
the technology is only as good as the management and 
organizational systems, within which it is placed [24].  

In Finland, which is said to belong to the Scandinavian 
and universalistic model of welfare regimes [25], citizens' 
rights to social protection are rooted in the Constitution. The 
municipalities have a responsibility to organize social 
welfare services for the citizens. The services are mainly 
produced by public institutions, too. As a result of this, 
public service providers have larger number of clients and 
more financial and human resources to invest in ICT than 
private service providers, which explains most of the 
differences of the results between public and private sector.  

The Finnish e-welfare services are probably placed 
mainly on the initial stages of the maturity assessment 
models of e-government. Despite the Finnish high level 
Government information society strategies, legislation and 
Action Programmes [26], the results of this study shows that 
the basic infrastructure and the management of e-social 
welfare in Finland is tenuous and deficient. From the point of 
view of the social welfare professionals and of their clients 
speaking about "network society" [27] or information society 
ring hollow.  

The results can be leveraged in further specifying the 
needs, potential and capacity for implementing nationwide 
online client service functions in social welfare and health 
care and for implementing nationwide social welfare 
information system services. The results may also be used 
when designing local and regional solutions.  

This study paints a partially fragmented and patchy 
picture of e-welfare implementation in Finland, with more 
ICT support for certain social work areas than others. With 
e-government strategies being increasingly implemented, 
importance of monitoring the progress and impacts of them 
is growing for evidence based management of e-welfare 
services. The emerging software architecture and the greater 
use of centrally devised e-assessment templates attempt to 
map the structure of social work and construct new 
"workflows". It is important to ensure that this IT-mediated 
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(re)construction will happen in a transparent way, where 
feedback is used to steer further development. Feedback 
needs to be collected not only to monitor speed of the policy 
implementation, but also the acceptance and added value to 
the clients, workers and service providers [1][8][11][13][21]. 

The future development needs for this survey lie in closer 
integration with the e-health survey to monitor integrated 
care, and in extending the data collection to usability, user 
satisfaction and cost and benefits of the ICT-mediated 
services. So far, there are no systematic mechanisms to 
measure the customer satisfaction or the accuracy of the 
social welfare service system neither in municipalities nor in 
private social service organizations in Finland.  
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Abstract—In developing countries we face not only technical
issues, but also the lack of basic data that we are obly to obtain
by using alternative paths. In the context of a local government
on a developing country, this work shows two results. The first
one is the procedure to obtain or deduce the needed information
from alternative data sources. The second one is how to use
genetic algorithms (whose input is obtained from the first result)
to configure a distribution of access points for eGovernment
services.

Index Terms—eGovernment, Genetic Algorithm, developing
countries, access to eGovernment services

I. INTRODUCTION

This paper proposes a solution to a problem faced when
planning eGovernment services for citizens of a municipality
with characteristics such as: high rural population, very dis-
perse towns, low Internet penetration and low incomes. First,
the topic of eGovernment is discussed. Next, the problem
facing the Santa Elena municipality is detailed. Finally, genetic
algorithms are introduced as a tool to find a solution to this
problem.

A. eGovernment

To successfully implement eGovernment initiatives, an eval-
uation of involved subsystems such as social, technical and
environmental ones is needed [1]. eGovernment is not only
about delivery, it is also about a cultural change in how citizens
relate with the government [2].

In developing countries where access to Internet is re-
stricted, delivery of eGovernment services raises an important
question: how can it be made accessible to citizens?

B. The case of Santa Elena Municipality - Ecuador

The Municipality of Santa Elena is on the coast of Ecuador
(see Fig 1.). It has a population of 144,076 where almost 72%
of it is rural. These rural zones are very dispersed and every
concentration of people is called a ”comuna”. There is only
one ”large” city, the municipal capital, and encompasses a bit
more than the 30% of the total population.

According to data from the Integrated System of Social
Indicators of Ecuador - 2010, 76% of the population of the

Fig. 1. location of Santa Elena Municipality. Figure based on graphics
obtained from www.hoy.com.ec and www.wikipedia.com

province live in poverty (as measured by the satisfaction of
basic needs including housing, health, education and employ-
ment). 63% of the population has completed basic education
and 9% have obtained higher education.

There are 59 comunas distributed throughout the geographic
territory according to the ”Federación de Comunas de Santa
Elena”. However, lower concentrations of people still exist.
These are known as ”recintos”, but any accessible formal
statistics about the number of recintos in the territory are
unavailable.

The majority of comunas are located on the coastline and
they have good road access with the capital. However, the
inner comunas have major access problems between them
as well as with the capital due to a poor secondary road
network. In addition, the connections between inner comunas
are inadequate because of a lack of maintenance of existing
roads.

Internet penetration in Ecuador, according to data from
December 2008, is 12.3%, compared to the South American
average of 30%. This ranks Ecuador 8/10 in South America
[3]. The ”Superintendencia de Telecomunicaciones” [4] es-
timates that 37,46% of the total population in Ecuador are
Internet users. The province of Santa Elena represents 0,75%
of this number. These percentages are growing every year, but
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these numbers are still too low.
Due to these statistics, it is necessary to take into account

this low penetration when offering eGovernment services in
this territory. One option for facing this issue is to use the
strategy shown on [5], which is to use service access points
(SAPs) to assure that citizens have access to eGovernment
services. SAPs will manage the problem of low Internet
penetration and make access to eGovernment services more
readily available to citizens in this area. These SAPs would
be geographically distributed over the territory in a way that
efficiently covers the entire Municipality. This option allows
the best coverage for the majority of the population instead of
having all services centralized in the municipal capital.

How can this distribution be achieved across this territory?
Distribution refers to the quantity and the location of the SAPs
throughout the area. This is the question that guides this study.
To answer this question, a Genetic Algorithm is used to show
an adequate distribution.

C. Genetic Algorithm

Genetic algorithms are adaptive methods and can be used
to solve search and optimization problems. John Holland
introduced the term ”Genetic Algorithm” in his publication
”Adaptation in Natural and Artificial Systems” [6]. These
algorithms are well defined in texts like ”Genetic Algorithms
in Search, Optimization & Machine Learning” [7] or ”Modern
Heuristic Techniques for Combinatorial Problems” [8].

Genetic algorithms try to mimic the genetic process of living
organisms, which evolve generation after generation under the
principles of natural selection and survival of the fittest based
on Darwin’s Theory of Evolution. These algorithms create the
most adaptable solutions for the proposed problems.

II. MATERIAL AND METHODS

This section will show how data was obtained, with an
emphasis on the difficulty of obtaining it and the process used
to acquire it. The fitness equation used to get a response to
the question will also be explained.

A. Obtaining the Data

To address this task, we need some basic information. In
the context of a developing country, this is the first and major
problem to face because it is not always possible to obtain the
necessary data.

The ”Instituto Nacional de Estadisticas y Censos” (INEC) is
the institution in charge of maintaining and offering informa-
tion about the demographics of Ecuador. INEC publishes this
information in detailed level, including: national, provincial,
cantonal and parochial. For the purposes of this study, a lower
level, the zonal level, is needed to know the population of
every comuna and recinto. To obtain the information needed
for this level, the census database of the province was down-
loaded. Although this database detailed the population at the
zonal level, a problem was encountered with this information.
Because every zone is identified through census codes and not
by name, it was impossible to obtain the census codes for all

Fig. 2. Distribution of comunas through Santa Elena Municipality - Ecuador

comunas and recintos. Thus, only those comunas and recintos,
which were identifiable through census codes were used.

Figure 2 shows an image of the Municipality and distribu-
tion of the comunas and recintos throughout it. On this map we
can see colored points where each color represents a specific
parish. There are 7 parishes that encompass a total of the 56
comunas and recintos selected to carry out this study. This
figure only represents the comunas and recintos selected and
not all of the existing comunas.

To measure the distances between points (comunas, recintos
and crossroads), maps from Google Maps were used because
of the layout of the main roads. However, Google Maps
does not lay out the secondary roads and thus the use of
maps in PDF format of every parish was necessary. All of
these maps were downloaded from the INEC webpage. This
data was obtained manually, using the measurement tools
provided by Google Maps as well as by Adobe Acrobat, to
measure distances between comunas and recintos and between
crossroads that establish different roads to reach a determined
comuna or recinto.

The identified communication roads are from various levels:
(1) There is one main road connecting comunas settled on the
coastline; this road is part of the E1 national highway. This
road is in excellent condition and has continuous maintenance
work. It is usable all year at a maximum velocity of 100Km/h.
(2) There is a part of this E1 national highway that connects
other groups of coastal comunas but its maximum velocity is
reduced by 10 Km/h, resulting in a maximum velocity of 90
Km/h all year. (3) There are secondary roads, which connect
inner comunas and recintos that are not settled on the coastline.
These roads are usable all year, although they do not have
good maintenance. These roads are narrower than the roads
mentioned above and thus their maximum velocity is 60 Km/h
usable all year. (4) Finally, there are ”summer roads” that are
usable in dry season but during rain season it is difficult to
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drive over these roads. These roads have a maximum velocity
of 30 Km/h. The Figure 3 details the kind of maps used to
measure distances between points and the levels (types) of
existing communication roads between them.

An approximation of the time needed to communicate
between each comuna and recinto was made. This was done
considering the distance between comunas and recintos and
the road level (maximum velocity) that communicates them.
To make this approximation, the Floyd-Warshall algorithm [9]
was used. This process is use to assure the lowest commu-
nication time between two towns amongst all the possible
communication options available.

Fig. 3. Map, which details roads that connect comunas. Santa Elena - Ecuador

There is useful information about bus routes and frequencies
that was unavailable.

B. Personalizing the Genetic Algorithm
It is necessary to establish a representation of the problem

using the data about th number of selected comunas. Every
individual has 56 genes (l=56), one for each comuna or recinto
that would be able to host one SAP. If the gen is OFF, it is
equivalent to a specific comuna or recinto with no SAP, and
when the gen is ON, it is equivalent to a specific comuna
or recinto with a host SAP. One possible configuration of an
individual chromosome would be:

1100011100000000000000000000

0000110001000000111000000000

Then, the objective function is defined. To define it, in-
formation on the population of comunas or recintos and
displacement times is considered. This function has to achieve
a balance between citizens displacement time to the closest
SAP and the cost of implementing a SAP.

An adjustment has been made to work with two distinct
units: the population that moves and the cost of having more
access points. The function punishes these two possibilities:
moving the entire population to the main town or putting an
access point in each town.

A weighting was made, giving more weight (0.6) to SAP
implementation cost and a lower weight (0.4) to the citizens’
displacement time.

The objective function is:

0, 4

(∑l
i=0(populationi ∗ distance(i, CloserSAP ))l∑l
j=0(populationj ∗ distance(j,MainCity))

)
+ 0, 6(TotalSAP ) (1)

where l = 55 (total number of comunas and recintos)

• Initial population would be λ = 2l, as suggested by
Alander in [10]

• Stop or the maximum number of iterations is configured
on 200

• Crossover method selected was one point cross.
• Replacement method is partial change, where a part (2

individuals) of the parents is maintained and the other
part is of the children.

• Mutation method is aleatory mutation.
• Mutation probability is 1/l like De Jong suggest in [11].

III. RESULTS

The first execution time took 3 seconds, and after running
the algorithm, it gave a solution with a fitness value of 7.47
represented like:

0000000000000000000000100010

0000000000000000010010000100

Five comunas were selected to host a SAP from the total of
56. Translating this numerical representation to a map, the
figure 4 shows a graphic where the selected comunas are
highlighted.

Fig. 4. Selected comunas to host a SAP

After this first execution, the algorithm was run more
times, obtaining similar fitness values. Figure 5 shows that
the solutions given by the genetic algorithm are improved with
every iteration (population).
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Fig. 5. Solutions improved with every iteration (population)

IV. CONCLUSION

Our first goal was obtaining a good distribution for public
services at developing countries. Technically, the use of ge-
netic algorithms is appropriate, but the major difficulties that
we have found to use our algorithms is the inherent lack of
basic information at these countries.

In Section II-A shows how the data to work with the
genetic algorithm was obtained. This process makes possible
to apply the algorithm to countries when the informatios is
absent (general case in developing countries). One of the major
problems is the rather availability of information about the
public transport that connects all isolated places.

Evaluating this solution with the additional common sense
based on the knowledge of the studied zone can add some
deduced information. Of course, the obtained solution can be
improved by adding more related information to our objective
function. We can select one solution (the best) among the
group of alternatives that we obtain from the algorithm.

According to Figure 5, the results are improving with the
iterations of the algorithm. This is notable from the first
iteration until around iteration thirty, later the solution keep
stable. So, a limit of 30-50 iterations in the algorithm seems
to be enough to obtain good results.

In this work, we exposed a basic study case where there
is not previous constraints like existing points that must be
inserted in the final solution. For future work, more compli-
cated cases can be analized through inserting restrictions in
time, distance, applying political criteria, etc.
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Abstract—The rapid development and maturity of Electronic
Business has stimulated the adoption of Internet Banking in
both the developed and developing economies. This adoption is
no doubt a result of not just based on the maturity of the
Internet, but its ubiquitous nature. As of 2005, about 73% of
households have active Internet connection in the UK. At the
same time this huge adoption has raised many social and
economic issues that should be addressed. This paper presents
an investigation into the behavior of elderly people (age
segment 55-65) towards Internet banking in the UK. The
research constructs were developed based on the 'Decomposed
Theory of Planned Behavior' towards providing an
understanding of the level of motivations, social influence,
perceived usefulness and ease of use for the defined age
segment in the UK. Analyzed research output has identified a
number of issues that should be addressed in order to increase
the involvement of a potential sub-segment of elderly people in
e-commerce activities.

Keywords-Gerontechnology; Digital Divide; Internet
Banking and Technology Adoption Model.

I. INTRODUCTION

Technology has changed the whole pattern of life and it is
still refining the way we live and do things. Besides its
brighter features such as the speed and convenience,
Information Technology (IT) has also triggered many
complexities requiring research attention. The trend of late
adoption of IT related products and services are mostly
observed in people who have misconceptions, are techno-
phobia and lack IT literacy. The UK is one of the first
countries that have adopted electronic mediums for offering
government services online. Every institute in UK is using
all possible appropriate IT enabled medium of
communication for providing their services. Financial
institutes are also utilizing different mediums to provide
efficient services (such as telephone banking, Automatic
Teller Machines (ATM) services and internet banking) for
its consumers [34]. This trend is now gaining popularity in
most developing economies. However, the opportunities
provided by the adoption of the technology also come with a
number of new challenges. For example, lack of security
[32], loyalty and satisfaction [33]. As a result, a lot of multi-
disciplinary research is being undertaken to address these
challenges [31].

Existing financial institutes in the UK should address
emerging challenges and gaps required for continued
improvement of performance and socio-economic growth

and development. In the UK, ‘healthy life expectancy’ is
increasing, which creates the need for technological products
and services to fulfill the supporting roles for the elder
people. Social issues, such as the ‘digital divide’, are also
influencing the society in the UK, where more than 9.2 M
are still perceived to be resistant in getting involved in this
electronic age. Given the potential use of the Internet in
everyday life, there is an urgent need to examine the means
to enable older adults to embrace the digital age [9].
Institutes that have plans to formulate their cyber presence
should understand the motivation and perception of end-
users as key indicators of decision making with respect to
product and service development. This paper presents an
investigation into the behavior of the elderly (people of an
age segment of 55-65) towards Internet banking in the UK.

The remainder of this paper is structured as follows: the
next section (Section II), presents an analysis of the related
background information required for a justification for the
research presented in this paper. It describes the development
of the model used. Section III presents a description of the
research objectives and the main methodology used and the
analysis of the findings presented in Section IV. Section V
concludes with ideas for future work.

II. BACKGROUD

The background to this paper is based on three related
areas of work - including an evaluation of ICT development
in the UK, its potential benefits and issues affecting its full
adoption by the elderly in Section IIA. It also presents a
generic review of ecommerce in the UK in Section IIB and a
study of the behavior of the elderly consumers to ecommerce
in Section IIC. Finally, it reviews a number of innovation
adoption models that helped in defining a theoretical
framework for this research in Section IID.

A. IT/ICT and Gerontechnology in UK

History reveals how Germany and Japan took over
leadership in manufacturing industry, which was once UK’s
identity [1]. Presently, India and China seem to be grabbing
it from Germany and Japan [1]. Thus, to re-develop a
resilient UK economy, intensive investment in IT and ICT
sector has been made. Its objective is to make UK a ‘virtual
hub’ for the globe [1]. The Internet is developing a
uniformed global culture and the UK is greatly participating
in it, demonstrated by the 19 million out of 25 million people
that have Internet connections at home in UK [19]. As a
result, Internet economy is the 5th largest part of the whole
UK’s economy [19].
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ICT has opened new ways for elderly people to perform
roles and responsibilities at home and work in progressive
society as active and independent citizens with the support of
developed ICT innovations [38]. For example, improvements
in health care procedures while reducing its cost [37]. The
adoption of ICT also encourages individuals to maintain their
privacy and security [37]. With the increase in age, people
experience different types of illnesses - including visual
problems, hearing impairments and arthritis [40], and it is
clear that ICT innovation can help these people to perform
self-care supporting activities. Researchers have realized the
heterogeneity of grey market in terms of their age group,
interests, skills and abilities that can be useful in the phase of
learning and adopting ICT innovation in older people. [39].

The demand of ergonomics and assistive technology for
elderly people in 1990’s presented research and development
opportunities and challenges required to fulfill future needs
[41]. It is the output of multi-disciplinary overlapping
research, where ‘Technology’ interacts with ‘Gerontology’
to work for betterment of the life of elderly people [43]. For
example, aging issues decrease the chances for elderly
people to continue their routine activities at the same pace.
The technology that can help to avoid or decrease such
chances for elder people is classified as ‘gerontechnology’
[14]. Gerontechnology also encourages the involvement of
elderly people during the design and development phase of
any product and services for their use [42]. Government and
educational institutes in UK are contributing in all possible
ways to cope with uprising aging issues of society by re-
engineering and re-designing operations and management.

B. E-commerce in UK

Electronic use in all business processes has re-shaped all
sets of actions and enhanced the business growth to higher
levels [18]. Financial firms are using latest technological
support to increase transactional security and provide
maximum number of mediums for serving consumers [4]. In
the framework of e-commerce, Internet banking is defined as
a major part of its applications [18], which still has many
acceptance issues in consumer's mind [7]. Internet banking
can be classified broadly in 3 different forms: (1) To only
provide information about services; (2) To be used as
communication channel only but can't access bank's internal
network; (3) Used to offer complete operational features and
services through electronic platform [22]. In electronic
banking, first remarkable development is the ATM, which
extraordinarily reduced the cost of every transaction [5]. At
the same time, the hesitation to use ATM by older people has
created high level of attention [29]. The Bank of Scotland is
the first financial institute in UK that started providing
electronically in 1980’s [10]. By the year 2006, about 17
million adult population of the UK adopted Internet banking,
which is about one thirds (1/3) of the total population of
adults in UK [6]. The rate of adoption in the case of Internet
banking can be faster and higher if the crucial factors like
privacy, legislation and security are addressed [21].

C. Elderly People in UK

Studying consumer behavior of specific segment of
people provides us with useful information about them. It
can be used to predict the products and services that they
need [9] i.e.; older people usually buy products and services
according to their convenience [28]. In the UK, the well off
people usually starts to have leisure activities in their older
lives [13], and they are concerned more about health and
mobility related issues [8]. Due to heterogeneity in terms of
attitude and values of mature market, it is important to
subdivide them, usually researchers divide them as 55-64,
65-74, 75-85 and older than 85 [13]. In the EU, people of age
45 and above are increasing as compare to the adults of age
45 or less [16]. Still, in this era of technological revolution,
people prefer to have face-to-face communication where
possible; this behavior can be understandable [20], given that
elderly people have phobia of using technological products
and services [17].

D. Theoretical Frameworks for Technology Adoption

To understand the behavior of elderly people (age
segment 55-65) towards Internet banking in the UK, a
technology adoption model is required which can figure out
the consumers’ perceptions and attitude. As a quick
flashback of existing models, ‘Innovation Diffusion Theory’
(IDT) can be considered as a first proposed model that
defined the procedure of accepting or rejecting any new
innovation [26]. Afterwards, many social psychological
researchers suggested many variables to predict behavior i.e.
attitude, social norms, subjective norms and perceived
behavioral control. Specifically for technology adoption
‘technology acceptance model’ (TAM) can be considered as
the first model to understand technology adoption in
consumers. TAM defines ‘perceived ease of use (PEOU) and
‘perceived usefulness’ (PU) as major predictors of any
technology adoption [11]. Similarly, the ‘decomposed theory
of planned behavior’ (DTPB) was developed by modifying
the ‘theory of planned behavior’ (TPB) to understand
technology adoption behavior [30]. DTPB describes (1)
'Attitude' as sum of compatibility, perceived ease of use and
usefulness, (2) 'Subjective norms' as a composition of peer
and superior influences and (3) 'Perceived behavioral control
(PBC)’ as the output of self-efficacy, resource and
technology facilitating conditions [2]. Researchers have
already used different variables to make an extension of
existing DTPB for research i.e., ‘risk’ [15] and ‘friendliness’
[25] as a part of DTPB model.

Based on the analysis of existing models, Figure 1
presents a theoretical model adopted for this research.
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Figure 1: Proposed model for the current research.

In the current research, DTPB model has been adopted
and ‘resistance to change’ added as a part of the variables
required for predicting ‘attitude’ as it has been done in many
previous researches [35, 36]. ‘Superior influence’ will be
eliminated from the variable to define ‘subjective norms’ and
only peer influence will be discussed. PBC will be analyzed
on the basis of available facilitating conditions and
individual’s self-efficacy to perform IB related tasks and
operations in the current research model. More specifically,
only the relationship among variables will be analyzed which
are defining ‘attitude’, ‘subjective norms’ and PBC of
elderly people (age group: 55-65) towards Internet banking
in the UK and will not explain the relation of ‘intentions’ and
‘behavior’ with ‘attitude’, ‘social nom’ and PBC

III. OBJECTIVE OF THE CURRENT RESEARCH

The purpose of the current research is to extract factors
that have led to the low adoption Internet banking by the
elderly people (with age segment of 55-65) in the UK, in the
following dimensions:
 Cross-interaction among 'resistance of change', PEOU,

PU and 'Compatibility'.
 Impact of 'social influence' in the case of IB.
 How 'self-efficacy' and 'facilitating conditions' affect the

PBC of elder people (age segment: 55-65) towards
Internet banking.

A. Methedology

For achieving the goal, philosophical stance has been
'Interpretive' due to the focus on the complex social issues.
The research design is 'exploratory' since the aim is to
describe and discuss problem that potentially leads to an
increase in knowledge. For conducting research,
quantitative-qualitative methods have been adopted, by

conducting personal, semi structured, face-to-face interviews
and surveys in the form of questionnaires. More specifically,
a sample size of a population 100 users (70 non-users and 30
uses of Internet Banking) has been collected according to the
simplified random sampling method. On the other hand,
convenience sampling was used for conducting interviews
with 8 participants (5 non-users and 3 users). Inductive-
deductive study approach helps to work under a framework
and suggests new elements as a part of existing model.
Qualitative data was gathered and analyzed by making
transcripts of interviews, categorizing according to the
variables and identifying relations in the summarized data.
The captured quantitative data was analyzed using
descriptive statistics to define and challenge existing
relationships among variables.

B. Data

The table below presents the data collected from
responses of both users and non-users of Internet banking.

TABLE 1: DOMINATING FEATURES COLLECTED AS RESPONSE DURING THE

SURVEY FROM USERS AND NON-USERS OF IB.

Questions Response
types

Non-users
of IB

Users of IB

IB can make
my banking
activities
easier?

Agree 20% 58%
Neutral 35% 26%
Disagree 45% 16%

Banks are
providing
sufficient
information to
adopt IB?

Agree 19% 38%
Neutral 27% 36%
Disagree 55% 26%

E-transactions
are secure?

Agree 27% 42%
Neutral 38% 38%
Disagree 35% 20%

Have time to
get involve in
IB?

Agree 7% 56%
Neutral 39% 36%
Disagree 54% 8%

Discuss
finance related
issues with
family and
close friends?

Agree 22% 6%

Neutral 24% 26%

Disagree 74% 68%

People
perceived IB
includes
complex
transactional
procedures?

Agree 50% 40%

Neutral 32% 26%

Disagree 18% 34%

IB provides
personalized
facility

Agree 15% 40%
Neutral 35% 25%
Disagree 50% 35%
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IV. FINDINGS AND ANALYSIS

Demographic profile of IB non-users in the sample is
shown in Table 2.

TABLE 2: DOMINANT FEATURES OF COLLECTED NON-IB USERS SAMPLE.

Age
Segment

55-60 45% 13% have not
specified any
option

60-65 42%

Gender Male 48% 4% have not
specified any
option

Female 48%

Occupation Employed 65% 6% holds
other optionsRetired 28%

Educated Secondary 48% Remaining
37% holds
other option

Primary 15%

Respondents
that used
computers
before

82% of non-users of IB used computers
before

Respondents
that used the
Internet

More than 65% used Internet

Major questions used to define each variable are following:

Compatibility
 I interact with technology in routine life.
 IB adoption is possible for me.
 IB can improve my banking activities.

Resistance to Change
 I always look for new developments to make my

life easy.
 I always look for new technology or services.
 Banks should adopt new technologies.

Perceived Usefulness
 IB can make my life comfortable.
 IB is valueable service.
 IB is personalized service.
 E-transactions are secure mode of payments.

Perceived Ease of Use
 Learning IB is an easy process
 IB’s transaction handling is risky procedure.
 Online transaction procedure is easy.

Facilitating Facilities
 I have computer and Internet facility.
 I am frequent Internet user.
 I have time to involve in IB.
 I have knowledge of IB.

Self-efficacy
 I have confidence to search over the Web.
 I can understand the e-transaction procedures

easily.

 I can learn technological interaction easily.
Peer Influence:

 I usually try things what my friends and family
suggests.

 Discuss about plans to buy with my family and
friends.

 Updates about new technology or services make
me happy.

After complete reliability and validity test, logical
division of the current area of the paper has focused on
identifying aspects of attitude, PBC and social norms of elder
people towards Internet banking. A blend of quantitative and
qualitative data was used to support the arguments.

Reliability and validity tests are important for verifying
relationships between interrelated items. Value of Cronbach
Alpha is used for this purpose, which should be higher than
.70. If the items are less than 10, inter item correlation can be
measured which should be ranged between .2 - .4 [23], as
shown in the Table 3.

TABLE 3. RELIABILITY AND VALIDITY TEST

Area of Study Number of
Items

(Questions
involved)

Cornbach’s
Alpha

Inter-item
correlation

(mean)

Compatibility 6 0.761 0.346
Ease of Use 3 0.592 0.340
Perceived
Usefulness

6 0.605 0.207

Resistance to
Change

5 0.738 0.300

Facilitating
Facilities

5 0.713 0.339

Self-efficacy 6 0.730 0.330
Peer and
Family
Influence

4 0.511 0.303

A. Attitude

The positive correlation is observed among
‘Compatibility’, PU and PEOU. Whereas negative
association of ‘resistance to change’ is observed with all
other ‘Attitude’ related variables in the case of elder people
towards Internet banking, as shown in Figure 2.
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Figure 2: Correlation analysis of 'Perceived Ease of Use', 'Perceived
usefulness, 'Compatibility' and 'Resistance to Change' in the case of IB for
target segment.

1) Compatibility
Compatibility is the degree at which any improvement

can stick with existing set of values and needs. Initial
quantitative findings from the non-users of IB, related to
compatibility are mentioned in Table 4.

TABLE 4: 'COMPATIBILITY' RELATED FEATURES OF NON-USERS OF IB

Having computer literacy 50%
Having internet literacy 45%
Intentionally avoids IB 75%
Having ability to perform tasks of IB 60%

The trend of adopting Internet banking in male’s
increases with age but this trend is converse in females.

During qualitative analysis, questions asked about
involvement of technology in financial activities, responders
replied with the least usage of ATM for withdrawing money
but more interestingly, people still use Internet for web
browsing and emails. Descriptive statistics shows that there
is a positive relation of ‘usefulness’ and ‘ease of use’ with
‘compatibility’ in the current case of study. Actions from
socially active firms to decrease digital divide, increase in
retirement age and higher ratio of males as compare to
females in working environment, can be the reason of output
of this research. Literature and current research defines that,
people having the willingness, better education, need of IT
for job roles and it in a values, are adopting better way.

2) Perceived Ease of Use (PEOU)
PEOU defines how easy it is to adopt a technology.

Quantitative research have presented a number of observed
patterns: (1) 34% of people assume IB is difficult to adopt
and 40% have neutral behavior towards IB. (2) 45% of non-
users defines IB procedures as complex suite of actions and
40% have never thought about IB. (3) Mostly employed
people have neutral behavior about IB and retired people
have negative perception of it. Statistical analysis
summarized ‘PEOU’ as having a positive relation with PU

and compatibility. Qualitative analysis defined that target
segment has knowledge about IB but they usually felt more
comfortable in face-to-face communication. Literature
supports the findings on the basis of following reasons. (1)
Existing measures of quality of e-service highlight the
importance of ‘enjoyment’, ‘responsiveness’ and ‘contact’
[24]. (2) A fewer packages of information provided by
financial institutes about IB in target segment can be the
reason of ‘neutral’ and negative’ behavior towards IB. (3)
Existing techno-phobia, myths and a huge communication
gap can be the reason of this survey’s response.

3) Perceived Usefulness
This explains how any innovation can improve and

simplify the tasks. Quantitative survey indicates (1) 35% of
non-users have ‘neutral’ perception about IB. (2) More than
85% of non-users have privacy issues. (3) 50% of non-users
defined complexities in online transactional process as a
reason to avoid IB. (4) 35% have doubts about IB security.
Still more than 37% people have ‘neutral’ behavior towards
IB. Descriptive statistics concludes positive relation of PU
with PEOU and Compatibility. While conducting interview
with an IB user, he mentioned the security checks provided
by his bank for each transaction as a reason of his
satisfaction. Similarly, one of the non-users of IB indicated
security as one of the main factors that made them to avoid
IB. All observations concluded a few elements, which should
be address. (1) Implementations of IB at information,
communication and transactional level should be re-defined
to remove ‘lack of trust’ and ‘critical security issues’ to
attract consumers [22]. (2) In the case of IB, there can be a
chance that people experienced value is less as compare to
the perceived value which made them non-users [24].

4) Resistance to Change
Survey concludes that 50% people avoid IB because of

complex set of actions for each transaction. The following 2
patterns support the argument that the target segment are
potential IB consumers, (1) 55% of non-users are willing to
adopt new innovation to improve life support. (2) 28% of
non-users are not avoiding IB because of complex
transactional process. Descriptive statistical analysis
concludes that PEOU and PU have positive relation with
resistance of change, but the current research hasn’t found
any relationship between ‘resistance to change’ and
‘compatibility’. One interviewer indicated that they have not
used the Internet for IB purpose and another interviewer
rejected IB to adopt at any cost. Literature defined resistance
towards IB because of following reasons, (1) Non-users in
target segment avoids IB because they di not take risks and
challenges, do things only on the basis of ‘loss based
selection’ improve life in restricted dimensions [12]. (2)
Everybody avoids testing any new idea where the chances of
financial loss are high. To conclude the set of variables that
are defining ‘Attitude’ are Inter-related and have impact on
each other.

B. Peer influence (Social norms)

In the current research, only 'peer-influence' will be
discussed on how friends and family effects any financial
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activity in target segment, statistical analysis can be
summarized with the following dominant features. (1) For
general shopping, 40% usually attempt the recommended
products and services. (2) 60% of the sample hasn’t ever
been advised to use IB. (3) Educated people have interest in
recent technological developments. On the other hand,
qualitative survey also showed the same patterns, i.e., an IB
user recommended IB to other friends and family and they
find it easy and convenient to adopt. Perspective of non-users
is different, interviews concludes that people usually avoid
discussing financial concerns with friends and family. From
literature perspective the following have been observed:
 IB provides less opportunity for trial-ability and

observe-ability [26].
 People with ‘neutral’ opinion can be attracted by proper

encouragement and support.
 People only pays attention to the information, which

supports their opinion, such biased attitude can be the
reason of avoiding IB.

C. Perceived Behavioral Control
Research have shown a possitive relationships between

all the factors. For example, in the third compnent, the
relationship between ‘facilitating facilities’ and ‘self-
efficacy’ to define PBC towards IB for the target age
segment was invetigated using the the Pearson Product-
momment correlation coefficient (r). From the results in
Figure 3, the result r=.760 indicates a strong, positive
correlation between the two variables.

Figure 3: Correlation analysis of ‘Facilitating facilities' and 'Self efficacy'.

1) Facilitating Facilities
It includes the know-how about operation in IB and

physical devices, which are needed for IB. From
questionnaires, following attributes can be concluded, (1)
60% of non-users have knowledge about IB. (2) Employed
and educated people have more knowledge about IB
compared to the rest of the sample. Descriptive analysis
concludes facilitating facilities have positive relation with
self-efficacy. On the other side, qualitative analysis says that
more interaction of non-users with technology can reduce
myths and techno-phobia. Findings are understandable in the
following ways. (1) IB has less ‘Tangibility’ factor. (2)
Learning ability of IB decreases with age [3]. (3) Intensive

attention should be paid on each level of IB (Transactional,
communication and information).

2) Self-efficacy
This is about an individual’s ability to do tasks with

confidence. In the current target segment, self-efficacy is
getting low with increase in age. Similarly, their ‘neutral’
behavior towards IB is also getting ‘negative’ with increase
in age. As it is previously discussed that presence of
facilitating conditions can increase the self-efficacy in target
segment towards IB. Quantitative and qualitative survey
concludes that PBC is not the major reason to avoid IB.
Target segment have self-efficacy and facilitating conditions.
Literature defines that elder people only adopt new
innovation when they have any problem in existing pattern
of work and target segment is quite satisfied with traditional
face-to-face banking [27]. Secondly, Most of the people have
the ability to do different and unique tasks, they only lacked
the proper guidance and instructions to adopt them [3], and
this can be the case for the target age segment.

V. CONCLUSION AND FUTURE RESEARCH

During the whole span of quantitative and qualitative
research, target segment prefers traditional banking system
where they have face-to-face interaction. While studying
behavior of elderly people towards Internet banking
‘compatibility’ is observed the most influencing as compare
to PEOU and PU to form attitude. ‘Resistance of change’
has negative relation with all variables who are composing
‘attitude’. In the behavior towards IB, Social norms in the
form of ‘peer influence’ shows less influencing variable as
compare to the impact of ‘attitude’ in defining behavior
towards IB in the elderly people in the UK. In the collected
quantitative sample, more than 45% of non-users of IB in
target segment have most of the facilitating conditions and
have enough self-efficacy to perform IB related tasks. The
age segment 55-65 with education and employment should
be address by financial institutions to increase their
motivation, and encourage them to participate in IB services.
The ability to learn and observe exists in elder people in the
UK but financial institutes haven’t ever interacted with them
while taking care of their heterogeneity.

The current research used a descriptive statistical
approach for analyzing the relationship among variables to
define attitude, social norms and PBC. Multiple-regression
can be applied to make the research more authentic. In target
segment, definitions of ‘perceived risks’, ‘quality’ and
‘privacy’ are different in the case of IB, so it is needed to be
re-defined for target segment’s needs. A a new scale for
measuring the quality in the case of IB can be helpful to
predict better adoption rate. Longitudinal in terms of time
horizon can enrich the findings of the current research as
technology adoption decisions includes behavioral and
psychological dimensions
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