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The Seventh International Conferences on Advanced Service Computing (SERVICE COMPUTATION 2015), held between March 22-27, 2015 in Nice, France, continued a series of events targeting computation on different facets.

The ubiquity and pervasiveness of services, as well as their capability to be context-aware with (self-) adaptive capacities pose challenging tasks for services orchestration, integration, and integration. Some services might require energy optimization, some might require special QoS guarantee in a Web-environment, while others a certain level of trust. The advent of Web Services raised the issues of self-announcement, dynamic service composition, and third party recommenders. Society and business services rely more and more on a combination of ubiquitous and pervasive services under certain constraints and with particular environmental limitations that require dynamic computation of feasibility, deployment and exploitation.

The conference had the following tracks:

- Web services
- Empirical methods in system and service management
- Service innovation, evaluation and delivery

Similar to the previous edition, this event attracted excellent contributions and active participation from all over the world. We were very pleased to receive top quality contributions.

We take here the opportunity to warmly thank all the members of the SERVICE COMPUTATION 2015 technical program committee, as well as the numerous reviewers. The creation of such a high quality conference program would not have been possible without their involvement. We also kindly thank all the authors that dedicated much of their time and effort to contribute to SERVICE COMPUTATION 2015. We truly believe that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals, organizations and sponsors. We also gratefully thank the members of the SERVICE COMPUTATION 2015 organizing committee for their help in handling the logistics and for their work that made this professional meeting a success.

We hope SERVICE COMPUTATION 2015 was a successful international forum for the exchange of ideas and results between academia and industry and to promote further progress in the
area of computation. We also hope that Nice, France provided a pleasant environment during
the conference and everyone saved some time to enjoy the charm of the city.
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An Application of Stochastic Models To Monitoring of Dynamic Web Services

Marcelo De Barros, Manish Mittal
Bing Customer Experiences Engineering
Microsoft Corporation
Redmond, USA
marcelod@microsoft.com, manishm@microsoft.com

Abstract - Web search engines are very dynamic in nature; not only are the backend and data powering the site evolving, but the frontend is always adapting to different browsers, devices and form-factors, and experiments are often running in production. In fact, when it comes to User Experience (UX), it is likely that users are always falling into some live experiment in production: variation of colors, fonts, typography, different Java Scripts and so on. Issues (software bugs) can occur on the live site for very particular contexts, where a context is defined as a particular configuration of browser, market and experiment. As an example, a JavaScript error can occur on a certain page, for certain types of queries, against a certain market on a particular browser. The problem that we’re trying to solve is to devise a probabilistic methodology to monitor and detect these particular software bugs in production environments by maximizing the chances of detecting the most relevant issues from the application users’ standpoint. For this purpose, we at the Microsoft Bing Experiences Team developed a concept of synthetic exploratory monitoring that can focus on the important features on the sites and pages, and use invariants (conditions that should always hold true, or always hold false, for specific contexts), such as security-related invariants, to detect potential anomalies in the current context. We make use of stochastic models to ensure maximum relevant coverage of contexts and devices. We use the power of the Selenium testing framework to drive end-to-end automation on browsers and devices, the notion of exploratory tests, and a set of heuristics and invariants (text-based and image-based) that can auto-detect problems on the live site in very particular contexts. We compare and contrast two machine-learning models: Markov Chains and Time-Based Artificial Neural Networks (ANNs).

We implemented the idea explained in this paper to monitor large-scale web sites such as Bing Search Engine where alerts are generated automatically whenever the anomaly conditions are detected. The solution is easily expandable to other sites. We envision, as future work, moving this technology to the cloud that would allow easy customization of all parameters (browsers used, definition of the finite-state machine, heuristics and invariants). This paper explains the fundamental principles to create a stochastic monitoring model and demonstrates how to apply the principles to large-scale web sites and services. We will utilize Bing Search Engine to illustrate the techniques explained here.

Keywords-software testing; large-scale services; quality of services; markov chains; artificial neural networks; selenium; testing in production; monitoring; stochastic models

I. SCALING SYSTEMS TO DEVICES, BROWSERS AND MARKETS

In today’s world, whenever a new online system is launched, it is usually available across several devices (devices that display web contents), browsers and markets instantaneously and simultaneously. This poses a significant development challenge since:

a) Different browsers, devices and markets have specific requirements and resources that may differ from each other, and there is no enforced global standard across them.

b) Support for Cascading Style Sheet (CSS) and HTML5 compatibility and support vary significantly from browser to browser.

c) The form-factor for the different devices varies significantly. Because of smaller screens, code might need to be optimized to show the user different data or presentation of the information. Despite the development and adoption of responsive web design techniques [10], very often there is still a need for small code customizations. For instance, some devices are large enough to display data into two vertical panes (columns), where others require the use of a single pane.

d) Markets are also another important dimension given the differences in language grammars as well as geo-cultural differences. Large-scale systems such as Google, Bing and Facebook are always dealing with such challenges.

Many large-scale web sites are now making use of “flights” or “experiments”. An experiment is a way to expose a percentage of the site’s users to a different treatment of the site (which can be differences in the User Interface, middle-tier, backend or even data differences) in order to collect early feedback and then make an informed decision about the upcoming features for the system. For example, a search engine might want to expose 2% of its users to a SEarch Results Page (or SERP) that shows only eight “blue links” by default instead of ten blue links. The telemetry for that experiment is then collected and analyzed against the “control” (the ten blue links) and data analysts work on distilling the positive and negative aspects of the experiment, where positive aspects correspond to user metrics moving towards the expected direction (such as page load time being reduced, user abandonment reduced,
increased dwell time [16], amongst others) and negative correspond to the converse. Experiments can overlap with each other. At any point in time, there might be tens or even hundreds of experiments running in production environments [15].

The paper is organized as follows: in Section I, we describe the complexities involved with monitoring large-scale services. In Section II, we describe the current state of the art. In Sections III and IV, we introduce the ideas of Markov Chains and Selenium, respectively. In Sections V, we define the concept of exploratory runs. In Section VI, we define the concept of subscription-based validation methods. In Section VII, we devise the strategy for exploratory runs utilizing a stochastic model (such as Markov Chains), Selenium and the pre-defined concept of subscription-based validation methods to solve the monitoring problem. In Section VIII, we explore other stochastic models that can be used to solve the monitoring problem, such as Artificial Neural Networks. In Section IX, we provide a summary of the work as well as the direction for future research.

II. MONITORING COMPLEXITIES AND STATE OF THE ART

Since the code is somewhat customized to different user experiences (experiments, browsers, devices and markets), there is a possibility of encountering specific issues on any of these and worst, on combination of these dimensions: a specific problem may only happen on an experiment, on a given browser, on a given device and for a particular market. Some simple lower-bound calculations show the complexity and the scale of this problem. If we have around 30 experiments, 30 browsers, 30 devices and 200 markets, the number of possible combinations (assuming no overlaps on the experiments) becomes $30 \times 30 \times 30 \times 200 = 5,400,000$ different permutations. Even using well known monitoring techniques, such as Gomez [2] or Keynote [3], it becomes impossible to monitor all these variations. In reality, though, most of these contexts are either not significantly crucial to the business or are not valid at all (for example, most of the time experiments are limited to either a group of markets or a group of browsers), hence understanding the valid and important permutations can prune the combinatorial space considerably. Notice the usage of the terms “testing” and “monitoring” are interchangeable in this paper, both indicating the ability to proactively detect anomalies in real production environments.

The current state of the art for monitoring strategies consists basically of three approaches:

a) Synthetic Transactions [2]: market tools such as Keynote and Gomez give the capability of building custom, synthetic transactions to monitor particular features of web services and sites. However, synthetic transactions only target very limited set of features that need to be known a-priori which limits its effectiveness when monitoring complex and dynamic systems. They are very ineffective for highly dynamic services.

b) Performance Counters [14]: web services developers have the ability to implement performance counters on the server side which can give indications of potential system malfunctions. For example, a performance counter that tracks “75%tile server side latency” can be the initial lead to investigate real user issues with the service (in case of spikes or drops, for example). However, performance counters have the disadvantages that they usually fail to track client-only problems (such as javascript errors) and since they aggregate data across all the users, it only detects problems when a significant number of users are affected by the problem – issues that affect only a very small percentage of users usually go undetected by performance counters.

c) Telemetry: telemetry consists of analysis of time series of logs from user activity as well as system probes in order to detect anomalies in production [12]. Although telemetry analysis has the capability of detecting widespread issues with one’s service, it is not a real-time monitoring system since the collection, aggregation and availability of the data are tasks that usually take significant time to be performed, limiting its ability in detecting anomalies in a timely manner.

None of the current state of the art methodologies hence is comprehensive enough to actually model the user’s behavior and detect in real-time relevant anomalies based on the true users’ patterns observed in production environments. The work described in this paper is an attempt to address this gap.

III. MARKOV CHAINS

We use Markov Chains [4] to model the behavior of the system, limiting the monitoring space to the most probable paths. A Markov Chain is a type of stochastic model based on the concept of Finite-State Machines [17]) that undergoes transitions from one state to another on a state space. It is a random process usually characterized as memory-less: the next state depends only on the current state and not on the sequence of events that preceded it. For search engines, the states in a Markov Chain are web site landing pages, such as: the search engine Home Page, the search engine Web Results Page, Videos Results Page, Images Results Page, Settings Page, and any the other page type included in the search engine substrate.

The actions that lead to a state transition are the different actions that can be performed by the end user, mainly Searches, Clicks, Tabs, Hovers, and so on. With enough anonymous log-based information about the different states and actions, one can build a comprehensive Markov Chain diagram modelling the proper behavior of the average user of the web system in questions. The assumption is that most web sites nowadays log information about their users’ iterations with the page (in an anonymized manner). The picture below (Figure 1) gives an example of a state transition, and the table below (Table 1) gives an example of a simple Markov Chain. Notice that the key aspect here is
that each action is associated with a certain probability (the “Probability Weightings” column in Table I), calculated based on the number (percentage) of users who triggered that respective action based on captured data. For example, the second row in Table I shows the state as being the “home page” and the probability weighting as being “20%”. The semantics of such information is that when a user lands (or is) in the “Home Page” state, there is a probability of 20% that the user will perform the action of “typing a query” and hitting enter. The third row tells us that if the user is in the same state (“Home Page”) there is also a probability of 15% that the user will perform the action of clicking on the “Top News” link. The table only shows a partial view of the probability weighting distribution.

TABLE I. EXAMPLE OF MARKOV CHAINS STATES AND WEIGHTED TRANSITIONS

<table>
<thead>
<tr>
<th>Initial State</th>
<th>Final State</th>
<th>Action</th>
<th>Probability Weightings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Home Page</td>
<td>Search Results Page</td>
<td>Typed Query</td>
<td>20%</td>
</tr>
<tr>
<td>Home Page</td>
<td>Search Results Page</td>
<td>Clicked on “Top News”</td>
<td>15%</td>
</tr>
<tr>
<td>Home Page</td>
<td>Home Page</td>
<td>Refresh the Page</td>
<td>5%</td>
</tr>
<tr>
<td>Search Results Page</td>
<td>Search Results Page</td>
<td>Typed Query</td>
<td>60%</td>
</tr>
<tr>
<td>Search Results Page</td>
<td>Non-Search Page</td>
<td>Clicked on Ads</td>
<td>15%</td>
</tr>
<tr>
<td>Search Results Page</td>
<td>Non-Search Page</td>
<td>Clicked on Algo Result</td>
<td>33%</td>
</tr>
<tr>
<td>Images Results Page</td>
<td>Videos Results Page</td>
<td>Click on the Videos link</td>
<td>10%</td>
</tr>
<tr>
<td>Images Results Page</td>
<td>Images Results Page</td>
<td>Click on Related Images</td>
<td>25%</td>
</tr>
<tr>
<td>Images Results Page</td>
<td>Images Results Page</td>
<td>Click on Related Entities</td>
<td>7%</td>
</tr>
<tr>
<td>Images Results Page</td>
<td>Images Results Page</td>
<td>Refresh the Page</td>
<td>13%</td>
</tr>
</tbody>
</table>

The granularity of the states and the actions is something that varies depending on the applications. In the example above, the Typed Query action could certainly be further refined by specifying the category/class of query being typed, such as “Local Query”, “Adult Query” or “Electronics”. Likewise the “clicked on” event can be grouped into categories (such as “clicked on Algo Results”) or further refined down to the domain of the link being clicked (such as “clicked on an amazon.com link”). The important aspect is to create the chain in such a way that it truly encompasses the users’ behavior but keeping it concise enough to prune the overall search space. For our project, we also added some random aspects to our testing in order to provide extra coverage. For example, when the action is “Send a new query” we take a random query from a pool of pre-defined queries, usually a combination of head and tail queries (See “Web Search Queries” [9]).

Some states are outside the scope of the pages being tested. For example, if the scope being tested is all the pages under the bing.com domain, any site outside that domain would be considered an out-of-scope state. It is important to model the chain in such a way that once out of the scope, actions will lead to in-scope states (such as clicking the back button, or navigating back to the initial state).

With the Markov Chain created, the monitoring approach can be tweaked to randomly follow the paths and probabilities specified by the chain. Notice that the approach will necessarily focus on the most probable paths (assuming a random distribution), which is the desired approach.

In addition to using a Markov Chain for transitions, another important aspect that needs to be taken into consideration is the overall distribution of browsers, devices, markets and flights (experiments).

There are two different approaches to integrating Markov Chains for these additional dimensions into the monitoring system:

1) Create the Markov Chain to take into account browsers, devices, markets and flights (experiments). In such cases, there can be multiple Markov Chains for each dimension, or combination of dimensions, or one Chain where states and transitions take into account these dimensions; or, alternatively

2) Create the Markov Chain without the particular data about browsers, devices, markets and flights, and use an orthogonal table with the distribution of the population across these dimensions, and randomly switch to a certain dimension as you navigate the chain.

The approach we have taken is the second one. The Markov Chain is created with the overall usage pattern across all the users in the system. At the same time we get the distribution of users across all browsers, devices, markets and experiments. In the following hypothetical example (Table II), we see several user context distributions across browsers, devices, markets and experiments. We then combine these two sources of data (the Markov Chain and the User Context Distributions) in order to come up with the proper stochastic model for the exploratory tests. Section VII explains the details of how these two data sources come together. Section VIII explains how the User Context...
Distribution can be used as input into an Artificial Neural Network.

### Table II. Example of User Context Distributions

<table>
<thead>
<tr>
<th>Browser</th>
<th>Percentage of users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet Explorer 7</td>
<td>6%</td>
</tr>
<tr>
<td>Internet Explorer 8</td>
<td>8%</td>
</tr>
<tr>
<td>Internet Explorer 11</td>
<td>15%</td>
</tr>
<tr>
<td>Firefox</td>
<td>9%</td>
</tr>
<tr>
<td>Others</td>
<td>62%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Device</th>
<th>Percentage of users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows Phone</td>
<td>34%</td>
</tr>
<tr>
<td>iPhone</td>
<td>17%</td>
</tr>
<tr>
<td>Kindle Fire</td>
<td>17%</td>
</tr>
<tr>
<td>Android</td>
<td>9%</td>
</tr>
<tr>
<td>Others</td>
<td>23%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Market</th>
<th>Percentage of users</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>52%</td>
</tr>
<tr>
<td>China</td>
<td>17%</td>
</tr>
<tr>
<td>Brazil</td>
<td>4.5%</td>
</tr>
<tr>
<td>Canada</td>
<td>7%</td>
</tr>
<tr>
<td>Others</td>
<td>19.5%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Percentage of users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment #1: light-blue background color</td>
<td>2%</td>
</tr>
<tr>
<td>Experiment #2: larger font size for titles</td>
<td>3%</td>
</tr>
<tr>
<td>Experiment #3: larger images</td>
<td>20%</td>
</tr>
<tr>
<td>Experiment #4: new relevance ranker</td>
<td>1%</td>
</tr>
</tbody>
</table>

A potential limitation of the Markov Chains is the fact that transitions from one state to the other do not depend on the path taken to get to the current state. This might be seem as a limitation of the model if there is a need to build more complex, “state-full” scenarios. That can easily be overcome by developing more detailed states inside the Markov Chain (adding complexity to it). For example, if there is a need to model a scenario where users come from page A through page B, we can build a state named “AB” that reflects that path.

### IV. SELENIUM

Selenium [6] is a portable software testing framework for web applications that provides a record/playback tool for authoring tests without learning a test scripting language (Selenium IDE). It also provides a test domain-specific language (Selenese) to write tests in a number of popular programming languages, including Java, C#, Groovy, Perl, PHP, Python and Ruby. The tests can then be run against most modern web browsers. Selenium deploys on Windows, Linux, and Macintosh platforms. The way we use Selenium for exploratory tests and monitoring is through Selenium WebDriver. Selenium WebDriver accepts commands and sends them to a browser. This is implemented through a browser-specific browser driver, which sends commands to a browser, and retrieves results. Most browser drivers actually launch and access a browser application (such as Firefox or Internet Explorer). Selenium WebDriver does not need a special server to execute tests. Instead, the WebDriver directly starts a browser instance and controls it. There is an ongoing effort by the inventors of Selenium to make it an internet standard.

Selenium provides an easy interface to interact with the browser, and the same test scripts can be used against many supported browsers. The ability to perform clicks, hovers, navigation manipulation, simulate different keyboard commands to the browser, scroll, change the browser settings and even detect and manipulate pop-up windows make it ideal for web automation.

In order to provide extra reliability, one can make use of a Selenium Grid. Selenium Grid is a server that allows tests to use web browser instances running on remote machines. With Selenium Grid, one server acts as the hub. Tests contact the hub to obtain access to browser instances. The hub has a list of servers that provides access to browser instances (WebDriver nodes), and lets tests use these instances. Selenium Grid allows running tests in parallel on multiple machines, and to manage different browser versions and browser configurations centrally (instead of in each individual test).

### V. EXPLORATORY RUNS

The term Exploratory Runs here is loosely used to define the process of semi-randomly exploring different parts of a system while performing different verifications and validations that are pertinent to the current part of the system in question. The semi-random nature is accomplished via two methods: walking the generated Markov Chain, and modifying the context based on the users’ distribution of markets, browsers, devices and experiments. The process usually starts at the initial page of the system, such as the user’s home page. At that point a frequency-weighted random set of actions gets triggered based on the weight (probability) of the actions in the Markov Chain. It continues from that point on following the same approach indefinitely or until a certain time amount elapses. The transition of the states is implemented via commands in Selenium. Figure 2 below illustrates a simple Markov Chain being walked probabilistically:

![Figure 2. Schema depicting a simple Markov Chain](image)

Orthogonally to the walk of the Markov Chain, we make use of the contexts distribution in the following manner:
a) Markov Chain traversal keeps happening randomly for a period of time (say N minutes)
b) After that period of time elapses, a change of context happens based on the distribution table

We use N = 30 minutes, which is based on our observations with real Bing user data, 30 minutes is the average time for a user web session. After 30 minutes, the contexts in which the tool is running may change: browser, device, market or experiment. The change is random but weighted based on the distribution tables. We utilize a number of Selenium Grids, one for each type of Internet Explorer (IE) browsers (from version 7 to the latest version), and all the grids also contain other browsers, such as Chrome and Firefox. Markets also change based on a set of predefined markets (around 200 in our case). The device is simulated on the desktop browsers by manipulating the user-agent. This simulation isn’t ideal as some issues only appear or repro on the actual devices, but it is a good stopgap solution to catch some types of issues (like features being under/over triggered). We also force the exploratory run to fall into one (or combination of) experiments by using test hooks (in our case query-string parameters that are only enabled/visible inside the Microsoft corporate network). The automation keeps running indefinitely as a monitoring mechanism against production.

VI. SUBSCRIPTION-BASED VALIDATION MODULES

It is common to see the schema of a validation module (or test case) as a self-contained unit that performs all the steps necessary to set up the proper pre-validation before the validation takes place, followed by the validation itself, culminating with the post-validation (or teardown).

Schematically we have:

```java
SampleTestCase()
{
  Pre-ValidationSetup();
  Validation();
  Post-ValidationSetup(); //Teardown
}
```

There are many advantages of such scheme: simplicity, standard pattern, readability, reproducibility, determinism, to name a few. However, such a model does not fit well into the exploratory runs mentioned previously. Instead, what we want is a subscription-based model where the test case subscribes to the current state (or action) if the current state (or action) meets certain criteria pertinent to that test. Schematically, subscription-based test cases have the following format:

```java
SubscriptionBasedSampleTestCase()
{
  If(IsRelevantState(this.CurrentState))
    Validation();
}
```

In essence, we are proposing a separation of the validation method from the configuration. The test becomes opportunistic rather than deterministic: if we reach a situation during the traversal of the Markov Chain where the test is applicable, then it runs; otherwise it ignores the current state.

An example of a subscription-based test case would be the following: suppose that we want to write a test case to validate behaviors for a certain segment of queries called navigational queries, which are queries that seek a single website or web page of a single entity. A query such as “sales force” is a navigational query. There are several types of validation that can be performed for navigational queries. As per the example in Figure 3, when searching on “sales force”, we can base validation on:

a) Correctness of the algorithmic first result returned
b) Proper attribution for “Official Site”
c) Proper number, format, truncation for deep-links
d) Proper placement and usage of inner-search boxes

The picture below (Figure 3) depicts the items that can be subjected to validation:

![Figure 3. Validation aspects for web-search deep-links](image)

There are two types of tests that can be used in this model:

1) **Custom Tests** are specific for only certain states (or actions). For instance, the deep-links validation shown above is an example of custom test since it only applies to pages originated from navigational queries

2) **Invariant Tests** verify general invariants that should always be true (or always be false) no matter what state we are

Invariant Tests are very powerful since they apply to all states (or actions). It is important and recommended that the product being tested be properly instrumented with test hooks in order to enable invariant conditions that can then be tested through invariant tests. An example of an invariant test would be a test that looks for java script errors. No state (or action) should lead to a Java script error on the page. We instrumented some of the Bing pages so that whenever inside the Microsoft corporate network and when a certain query string parameter is passed in the URL, any Java script
error is caught via a global try/catch and written into a hidden HTML div tag [5]. With such instrumentation implemented, the invariant test for java script errors becomes trivial – basically checking for the presence of the java script error div tag. Other types of invariant tests are:

a) Links: no links should lead to 404 pages  
b) Server Error: no state/action should lead to server errors  
c) Security: no state/action should expose any security flaw (such as cross-site scripting [13])  
d) Overlapping: no state/action should contain overlapped elements

Security invariants for instance are implemented by scanning the page and attempting to exploit potential vulnerabilities. An example would be cross-site scripting [13]: all the links and JavaScripts on the page are exercised with custom parameters handcrafted in order to exploit cross-site scripting vulnerabilities. Since Selenium allows the test to actually open and run the browser, if a cross-site scripting vulnerability is found the monitoring validation can then detect it based on the handcrafted parameter passed to the link or JavaScript.

Selenium also provides a capability of taking the screenshot of the current page. This allows the engineers to implement image-based test methods, some of which can be custom methods (such as the rendering and placement of some objects on the page specific to certain contexts) or invariants (such as the space between blocks on the page). Also, it is important to notice that some of the methods only apply to certain contexts (browsers, devices, markets or experiments). In such cases, the test needs to verify that the current context is relevant for the test in question to be executed.

VII. METHODOLOGY

Combining all the approaches described in this paper, we come up with the following methodology for synthetic exploratory testing or monitoring of large-scale web systems:

1) Mine the logs to create the user’s profile Markov Chain. A user profile represents the states, actions and states transitions based upon mining of the logs  
2) Retrieve the percentage distribution of different contexts (browsers, devices, markets and experiments)  
3) Create custom and invariant tests that adhere to the subscription-based model  
4) Stochastically run through the Markov Chain using Selenium or Selenium Grid. When testing search engines a key aspect is the generation of relevant queries to be used. It can be a combination of top queries based on frequency as well as segment-specific queries (such as queries that trigger local results or movie results)  
5) Sporadically (time-based) switch contexts based on the distribution from #2  
6) At each state (and action), apply the subscription-based tests from the library (#3). Alert in case of failures.

We differentiate monitoring from testing in terms of running the tests post-production and pre-production, respectively. The approach can be used for either one. However, we prefer to have deterministic tests as a pre-production mechanism, leaving the non-deterministic ones (such as the stochastic ones based on Markov Chains) as a monitoring mechanism (post-production). Also, the different tests have different priorities, so not all the tests will lead to an escalation (usually the invariant ones are deemed higher priority than the custom ones).

As the approach above executes, over time the critical monitoring paths will certainly be covered. Given that the approach follows a weighted-probability model, the critical paths will be covered more often than the non-critical ones. That is desirable since in today’s fast-paced development environment of large-scale web systems, only the critical problems (the ones affecting the vast majority of users) get real attention; others are treated as low priority. The stochastic model is an elegant way to ensure highly-probable coverage of critical scenarios, and yet also cover some low-key scenarios.

Below are two examples of invariant failures when the model was applied to Bing.com. We used a set of 5 high-end servers executing around 1,000,000 state transitions per day, and running over 100 validation methods (of which 15% were invariant ones). The first example (Figure 4) is an invariant that looks for HTTP 500 server errors, in this case, generated by a combination of experiment and different interactions with the site:

![Bing services aren't available right now](https://example.com/image)

We're working to restore all services as soon as possible.  
We know you want to get back to searching. Please check back soon.

Figure 4. Issue discovered through an invariant test method

The second one is a low-priority invariant test based on image processing. In this case, the area to the right of the end of the search box should always contain background color only. But in the case of the German market, whenever search filters are present due to the long words in German, the placement of the filters (bottom left inside the top right rectangle) are going beyond the limits of the search box, breaking the pre-specified requirement (the requirements consist of User Interface principles and rules determined by designers that the code should always adhere to. In this particular case the specification clearly calls out that only background color can show up at the right side of the search box. Such a rule is violated in the case of German strings given that strings in the German language are usually longer
than the ones in English). Figure 5 shows an example of such an issue:

![Image-Based Error](image)

Figure 5. Example of an image-based error related to markets

Notice that the use of Markov Chains and context distributions allows the monitoring system to be highly adaptive: as the user patterns and context distributions change over time, the system will adapt itself based on the new data. The other important aspect is that the validation and monitoring mechanisms can certainly be extended to more than functional use, such as covering security concerns. At each step during the traversal of the Chain, we can also plug-in penetration tests which would be characterized as invariant methods.

VIII. TIME-BASED NEURAL NETWORKS

One of the limitations of Markov Chains is the fact that there is a need to introduce into the chains specific weighted-random events in order to account for the different contexts [11]. An alternative to overcome such limitation is to use a prediction model to, given a particular state and time for a user, predict the next state that the user is going to be based on the training data. The model that we selected was Artificial Neural Networks (ANNs [7]). The idea is to use features related to the current and previous states (pages), current and previous actions, current context, and generate the next most probable state, action and contexts. However, since the execution will have a temporal factor, there was an attempt to introduce a time-based feature into the ANN: the information about the user is segmented on a per-time unit, in our case every second. Such approach is similar to a Time Delay Neural Network (TDNN [8]). Mathematically speaking, the function $F$ that the ANN will implement would then be:

$$F(States, Actions, Context, Time) = (State', Action', Context')$$

Here, we use the previous three states that the user has been previously (three previous pages visited), the corresponding three previous actions, the current context (which is a tuple consisting of browser, device, market and experiment) and the current time unit of the day in seconds (from 0 to 86,399). Figure 6 below depicts the ANN used.

We decided to try the feed the network with the three previous pages and actions in order to have more accurate prediction. Trying with further states and actions did not improve its precision numbers (around 65% precision, see Table III below). We obtained the maximum precision numbers with the schema aforementioned: 12 input nodes where we split the time feature into two features: hour of the day (0-23) and seconds of the hour (0-59), 36 nodes in the middle (hidden) layer and 6 output nodes consisting of the state, actions, browser, device, market and experiment that the user should be in. During the execution, the ANN is fed with the current information about the user and the new information is given, changing the current user. Notice that the benefit of this new model is that it can be expanded to use other features too, and we do not need to rely on a weighted-random parallel mechanism to take into account the user’s context. Also, given that the execution of the action usually takes over a second, it is very likely that the next input to the ANN will contain a different time parameter hence likely leading to a different output (the concern was that during the execution mode, the input would be consistently the same, hence producing the same output. It was not the case since the execution of each step took longer than 1 second). The learning model utilized was the error back-propagation [9]. We utilized a data set consisting of 1.5 million impressions in a 24h timeframe, proportionally sampled and distributed over the 24h window. 80% of this data was used as the training set whereas the remaining 20% was used as a test set.

With the Time-Based ANN fully trained, we swapped the model in the execution engine (Section VIII.4) with the Time-Based ANN, everything else in the methodology remained the same as described in Section VIII. Table III below depicts some comparative data between the Markov Chain Model and the Time-Based ANN model:
As one can see, due to the nature of the error backpropagation algorithm (with the high number of interactions for convergence), the time for the function to converge takes approximately six times longer compared to the training of the Markov Chain (which consists primarily of creating the weighted transitions). On the other hand, once the ANN is properly trained, its execution is significantly faster than the Markov Chain (likely attributed to the heavy weighted-random computations on the Markov Chains). The precision achieved for the ANN was not very high, around 65% for the test set, likely due to the fact that the time-based concept does not give a very predictable aspect to the backpropagation function despite its convergence. The Min-Time-To-Failure (MTTF) is characterized as the minimum time during the monitoring aspect to find the first monitoring failure or potential failure. In this aspect the Markov Chain converges faster than the Time-Based ANN. We believe this fact is related to the low precision for the Time-Based ANN. Our conclusion is that the Time-Based ANN gives a more elastic and expandable model where more features can be added in order to improve its precision; however the Markov Chain still gives the best outlook in terms of speed of training as well as better modeling the user’s behavior. The Markov Chains are also significantly easier to implement compared to ANNs. Future work will be focused on augmentation of the ANN in order to improve its precision.

### IX. CONCLUSION AND FUTURE WORK

Monitoring large-scale dynamic web sites across multiple browsers, devices, markets and experiments is a very complex task. In this paper, we have proposed a way to model the users’ behavior via two stochastic methods: Markov Chains and Time-based Artificial Neural Networks. We compared these two methods in terms of their complexities, precisions and overall fitness for the problem of monitoring large-scale services. We combined Markov Chains and Selenium to recreate the same conditions experienced by real users in production. In addition, the validation approach is also changed from self-contained validation methods to a subscription-based model where the validation method subscribes to only the applicable states. Finally, validations can be invariant ones (applicable to all states) or custom ones (applicable to specific states). Future work will be focused on the time-based artificial neural network in order to achieve higher precision and better suitability for the problem of monitoring of web services. We presented an instance of the solution to monitor web search engines, but the same approach can be used to monitor other types of dynamic web services.
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<table>
<thead>
<tr>
<th>Training Time</th>
<th>Markov Chains</th>
<th>Time-based ANN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execution Time</td>
<td>400ms</td>
<td>30ms</td>
</tr>
<tr>
<td>Precision</td>
<td>N/A</td>
<td>65%</td>
</tr>
<tr>
<td>Min-Time-To-Failure (MTTF)</td>
<td>30min</td>
<td>108min</td>
</tr>
</tbody>
</table>
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Abstract—Modern industrial companies aim to extend their products with services as fundamental value-added activities and reduce the product to be just a part of the offering. Web based services offer excellent opportunities for such product extensions. To build such services and to meet requirements of mass customization, the manufacturers of machines and equipment for production of mass customized products need powerful service engineering environments to allow for multidirectional exchange of knowledge between product design, service design and manufacturing, as well as customers and other relevant organizations across the value chain, distributed all over the globe. Specifically, they need feedback from their business customers to whom they sell their equipment, as well as from the final-product customers. The objective of this research is to create a new context sensitive, product- (web)service engineering environment based on a combination of Cloud Manufacturing, Product Data Management system and social software solutions, as well as a set of tools to support real time sharing of knowledge among various actors, from the designer up to the customer, aimed at companies producing machines for mass product manufacturers. The application of the environment in a shoe machine producer is presented.
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I. INTRODUCTION

To support dynamic building of new web based services around products, i.e., to build Product Extension Services, there is a need for strong collaboration among various actors across the value chain [1][2]. In today’s rapidly changing and globalizing markets, with new emerging technologies to support the mass production for manufacturing and service industries, the new paradigm, called “Mass Customization”, represents the trend towards the production of highly customized products/services. Providing customers with the ability to co-design products/services based on their own preferences has been considered one of the most distinctive features of mass customization. However, to meet requirements of building Product Service Systems (PSS) for mass customization, the manufacturers of machines and equipment for production of mass customized products need feedback from their business customers to whom they sell their equipment and services, as well as from the final-product users/customers. Real time exchange of knowledge between the web service designers, product manufacturers, maintenance experts, as well product-service users, is unavoidable for the modern PSS design. This includes automatic data gathering and exchange along the value chain (e.g. data on energy consumption), but also tacit knowledge from various actors (e.g., experience of the maintenance staff), relevant for building services.

The classical product engineering systems do not meet their requirements concerning neither effective support of concurrent web service design, nor facilitating acquisition and re-use of the tacit knowledge. The industrial companies require a structured approach offered by such classical Information and Communication Technology (ICT) solutions, but, on the other hand, they need high flexibility from tools to allow capturing of dynamically changing requirements and experience of various actors [3]. Cloud Manufacturing (CMfg) provides new possibilities for collaborative design of PSS within such distributed enterprise, easily adaptable to highly dynamically changing conditions under which enterprises are developing and manufacturing their product-services [4]. On the other hand, tremendous experiences in social SoftW are solutions offer new opportunities for enterprises to capture and share experienced based knowledge among all actors across the value chain, highly relevant for design of web services for product extension. Such social SW solutions include social networks allowing for mass customers’ feedback (through opinion mining) on a global market and wiki-like solutions allowing for flexible organization of knowledge/experience capturing/documenting by non-IT experts in companies [5], but such solutions have not been systematically used in a combination to classical engineering for PSS engineering.

The objective of the research presented, is to build a new web Service engineering environment for Product Extensions as a combination of classical product engineering tools, CMfg and social SW solutions, as such combination is likely to meet the requirements of distributed enterprises to allow for utilizing manufacturing intelligence and experience of all actors in the value chain, including both business customers / companies and product / service consumers.

The structure of the paper is as follows: In Section II a brief analysis of the state-of-the-art is provided. In Section III, the basic proposed concept is described, while in Section IV the application in industry is indicated. Section V describes the expected innovations and benefits, as well as future work.

II. STATE OF THE ART

Product Service Systems (PSS). Based on the analysis of the research dealing with PSS, it can be concluded that there
are no tools to develop SW for designing and managing PSS appropriate for machine vendors acting at the global market faced with mass customization requirements, even though some academic SW has been making breakthroughs, potentially in relation to collaborative engineering of PSS, in e.g. the capability to address integration of SW and hardware [6], or dynamic simulation [7]. Existing commercial SW mostly addresses the designing of physical products. Some SW solutions do support some single phases in development of PSS, but no engineering environment for PSS is provided. In other words, interchangeability between product and service has yet to be realized in commercial SW. However, this is exactly where a new type of SW is required in order to provide more opportunity to create an offering with higher value or an innovative solution.

Context sensitivity. With the recent advance of context-aware computing, an increasing need arises for developing formal context modelling and reasoning techniques. The basis for context-aware applications is a well-designed Context Model (CM). A CM enables applications to understand the user’s activities in relation to situational conditions. Typical context modelling techniques include key-value models, object-oriented models, and ontological methods [8]. By context modelling, the problem of how to represent the context information is solved. However, how to extract context from the knowledge process and how to manipulate the in-formation to meet the requirement of knowledge enrichment remains to be solved. Since it is planned to model context with ontology, context extraction mainly is issue of context reasoning and context provisioning; how to inference high level context information from low level raw context data [9]. The application of context sensitivity for web service engineering in manufacturing industry has not been explored.

Analysis of big data volumes as customer feedback. The rise of social media has enabled citizens to express their opinions online about everything. Companies want to tap this source of information to understand reviews, ratings, recommendations, in order to identify new marketing opportunities, and manage their reputations. As businesses look to automate the process of filtering out the noise, understanding the conversations, and identifying the relevant content, many are now looking to the field of sentiment analysis (also known as opinion mining). Sentiment analysis can be separated in two categories: manual or human sentiment analysis and automated sentiment analysis. Many companies will need a combination of these methods to combine the capabilities of human interpretation with computational capability of automatic search and analysis. Automated sentiment analysis of digital texts can be performed combining elements from machine learning, e.g. support vector machines, and semantic orientation, e.g. ontology. This research is interested in understanding the polarity of a given text or document, i.e. if the author has a positive, negative or neutral opinion [10]. The use of such technique for web service engineering in manufacturing industry has not been sufficiently examined.

III. OBJECTIVE AND BASIC CONCEPT

The objectives of the research are to develop:

- New Service Oriented Architecture (SOA) - based engineering environment for design of web services around products based on real time sharing of knowledge among product design, service design and manufacturing within distributed enterprises based on a combination of CMfg and Social SW solutions, allowing for involvement of customers on the global market, both business and final-product, where a novel PSS ontology is a key bonding element.

- Set of SW services to support context sensitive capturing and searching of knowledge for service design functionality and reusability, as well as for context sensitive analysis of big volumes of data gathered over the globally distributed customers, design, manufacturing and suppliers.

Concretely, the envisioned developments include: a) an open and extensible environment built on the foundations of Product Data Management/Product Lifecycle Management (PDM/PLM) and b) a methodology and accompanying tools to support the collaborative product-service design. The environment is specifically focusing on conceptual product-service design, but, to a large extent, it will be applicable for detailed web services design.

A new engineering environment for real time sharing of knowledge among various actors involved in service design within distributed enterprises is under development. The conceptual architecture of the environment is presented in Fig. 1. For many manufacturing companies services development starts to be or will be in a near future a core, value-generating process. To satisfy the need to differentiate them in the market place, nearly every company's development processes have unique properties. The diversity and spectrum of methods and skills required to perform web service development processes is huge. Engineers from different disciplines and specialists with various backgrounds have to address a part or an aspect of PSS by having a partial model and collaborating with other experts. It is necessary to define common concepts and language used to interface between these models. However, it is not reasonable to totally integrate those models into a complete, holistic view of PSS, covering each and every aspect of all the methods used to define PSS. Furthermore, it is sensible that every discipline uses the best available tools to perform their tasks.

The new engineering environment is therefore built as an open solution with loose coupling of different tools. The requirements of several industrial companies in different sectors (all proving equipment for the manufacturing of mass customized products) concerning PSS development have been analyzed and serve as a basis for the definition of new engineering environments and set of tools. The aim is to provide an environment for supporting web services development with ICT solution that embraces the diversity of users, methods, tools in use. The backbone of the environment are (PDM/PLM) solutions (e.g. open enterprise ARAS [11]) and social SW solutions. The advantages of the PDM/PLM systems are well defined structures of data corresponding to the well-organized industrial processes [12]. However, such systems, due to their often “rigid”
structures, may restrict possibilities to collect experience from various actors in the value chain, especially in dynamically changing conditions in highly flexible manufacturing. Especially experience from shop-floor (e.g., in adding sensors), and customers, is very difficult to be captured using classical PDM/PLM systems. Social SW allows for flexible capturing and presentation of experience of different actors, but often suffers from missing structures limiting reuse of these experiences.

Fig. 1. Concept of web service engineering environment

These solutions allow non-IT experts to provide their experiences in any form it fits them, e.g. problems in manufacturing of parts or assembly can be documented by the shop floor in a form which best suits specific manufacturing line/machine (each group can define its own ‘form’). The feedback from customers on the PSS use can be also provided in any form which suits specific customer and/or service experts (maintenance staff, etc.). On the other hand, social media networks such as LinkedIn, Facebook, Twitter, Pinterest, Instagram, etc. allow gathering experiences of mass customers in very “free” forms.

The environment is a SOA-based open environment which combines open PDM/PLM and engineering systems and social SW, both wiki based solution for knowledge capturing of knowledge/experience of experts from manufacturing area, maintenance / service providers and business customers, and social networks/multimedia. The experience - based knowledge capturing via social SW is directly interrelated with the structured knowledge, collected within classical tools and by automatic monitoring of manufacturing processes, the product itself (e.g., sensors at machines) and usage (e.g., manufacturing processes where machines are used). The environment includes powerful visualization of knowledge, as well as a middleware to interface to various systems for automatic data gathering (e.g. Manufacturing Execution Systems - MES, Supervisory Control and Data Acquisition - SCADA, equipment, etc.) and Security, Trust & Privacy framework (for the sake of simplicity, middleware and security framework are not depicted in Fig. 1).

The objective is to allow engineers/designers, when using various engineering tools and/or PDM/PLM solutions to re-design/document/reconfigure product parts and service components, to have direct access to the experience from manufacturing area and business customers related to the corresponding part/service, but also to opinion/feedback of customers of final-product (e.g., features of shoes produced by the machine /component); see Fig. 2. The collaborative features allowing for real time sharing of knowledge between design teams and other actors are included.

Fig. 2. Mockup of new engineering environment
The whole environment is made in CMfg, i.e., in order to allow for product-service co-design, the manufacturing environment (both manufacturing of machines/equipment and use of machines/equipment at the business customers) is virtually represented [4][13]. This PDM/PLM system is embedded in a cloud where all the actors in the value chain plus the machines and processes are able to provide data/knowledge and access the knowledge that is both saved in the PDM/PLM systems, as well as in the social SW solutions in the cloud. By this, dynamic feedback among various actors can be established, as well as life cycle aspects can be efficiently taken into account. The social SW is extended with a number of plugs-ins and additional functionality to allow for effective capturing of the unstructured knowledge. Security aspects, especially critical for CMfg, are analyzed, and appropriate mechanisms will be integrated.

As explained above, the bonding element between the classical engineering tools, PDM/PLM and social SW is a common ontology for product-service. Research on product-service has been carried out for many years and in various disciplines; however, even a consolidated set of terminologies has not been established [14]. A common ontology has not been released in industrial practice. Thus, one of the goals of the research lies in developing flexible, open engineering environment and ontology to realize the environment and interconnect various SW approaches and tools. An overall ontology will be built starting from [14].

In order to support designers to easily obtain information/knowledge relevant for her/his current task within the enormous amount of data gathered by automatic data collection, knowledge within PDM/PLM and different engineering tools, knowledge/experience collected within social SW from manufacturing end customers, etc., a context sensitive search functionality is developed to support all other tools in the environment. Therefore, the whole solution is context sensitive. The context sensitivity includes four key elements: CM, context monitoring services, context extraction services and search [9]. CM represents an abstract description of collaborative work relevant for PSS design activities in general. To enable its direct use by context-sensitive services, CM is formally expressed as ontology. Its concepts, attributes and relations are directly derived from the collaborative situations in building web services in dynamic industrial settings. CM is based on the collaboration patterns, i.e., typically occurring forms of collaborative work relevant for PSS and extended with scenario specific concepts (processes, products, technology).

A set of generic context monitoring services provide basic monitoring functionalities to monitor processes in which data/knowledge is acquired (e.g. design, manufacturing area both were machines are produced and where they are used), needed to identify/extract context. The Context Extraction Services observe activities within the new environment using Monitoring services. Context Extraction Services analyze structured and unstructured data to determine the context of the current situation and to identify what activity the users are currently involved in. The Context Extractor uses Context Association Network and Context Hierarchy Tree approaches. By using an appropriate CM and unstructured information provided by users or devices, the context extraction services process this unstructured information, to automatically annotate it.

Tools for analysis of stakeholder feedback enable context sensitive analysis of the knowledge gathered in wiki, social media networks and classical engineering tools. Specifically, the feedback from final-product customers, where mass customization plays central role, needs to be analyzed and provided to machine/equipment vendors in order that they can improve design of their services to accommodate mass customization requirements. Information sources on social networks are continuously mined to identify opinions about products, services and specific features. Using opinion mining, keywords identify products and features and associate the opinion expressed by customers.

IV. APPLICATION

The new environment is aimed at manufacturing companies producing equipment and delivering them at the global market in various mass production sectors (shoe, food packaging, etc.), which require new solutions for effective collaboration among various actors, as a most critical aspect of the PSS design process.

The environment is currently tested and applied at a German company producing machines for the shoe industry, which needs to combine feedback from their business partner (shoe manufacturers) and feedback from the shoe buyers in order to improve their machines and various services around these machines and allow for mass customization of shoes, which is one of the key requirement in today's global shoe market. They intend to improve the design of their machines and web services around their products (e.g. maintenance and monitoring of their machines/systems). They also intend to use these web services (e.g., service for remote diagnostics) to automatically collect, in real time, data/knowledge on performance of their machines at their business customers, aiming to further enhance design of the machines and services. In order to allow for effective building of services by adding sensors at their machines, they need to establish feedback from their manufacturing area of their machines to design processes. Besides data which can be collected by automatic measuring in processes and over services, it is important to gather experience of people involved in these processes. Of special importance is to collect knowledge/experience of their service teams and business customers (shoe manufacturers) distributed all over the world. Therefore, they need to allow different actors to easily document their experience using web services, taking into account cultural differences in different world regions and highly variable conditions under which the machines are used (e.g., low education levels of the machine operators, etc.). The social SW solution proposed will allow collecting experience from maintenance, while the stakeholder feedback tool will analyze feedback from shoe buyers. Both types of knowledge will be correlated with the PDM/PLM solution and support building of various web services, i.e, the proposed combination of CMfg and social SW allows collecting of the experience of actors in an easy and less formalized way but structured enough to be re-usable for
improved web services around machines (e.g., for improved diagnostics). By this, they will build a unique system where knowledge from both machine manufacturers and customers are collected to be re-used for optimization of service design.

V. CONCLUSION AND FUTURE WORK

The main innovation lies in solving the crucial problem of how to support PSS design process at machine/equipment vendors, faced with the challenge of mass customization of final-products produced by their machines/equipment, by provision of appropriate knowledge, both formalized and experience based knowledge, based on combination of classical engineering tools, PDM/PLM systems and social SW solutions. This includes data mining of high volume of data provided by the shop-floor experts (manufacturers of the machines), business customers and final-product customers, as well as the context extraction from the content created/used within dynamic collaborative work and manufacturing processes and/or the data provided by different services. In order to achieve such a solution, the research provides several innovations: (a) It brings a step towards development of an engineering environment supporting development of PSS. As indicated in Section II, to date, there have been insufficient attempts to provide such an environment. However, the research in recent years has created a number of methods and SW useful for the development of such PSS’s engineering environment [15]. The research will focus on the development of ontology for PSS [12]. (b) This is one of the first attempts to combine classical engineering tools, PDM/PLM solutions with CMfg and social SW to efficiently provide experience and knowledge from shop-floor and user feedback from the global market to the web service designers’ desks. (c) The new solutions are context sensitive, in order to support the user to cope with enormous amount of knowledge to be managed and allow for higher re-usability of components and services [16]. (d) The research contributes to bringing data mining algorithms to higher maturity level applicable in (manufacturing) industry by enhancing existing and developing novel ones to meet the application requirements. The proposed combination of advanced technological solutions will bring considerable benefits to the manufacturing companies in terms of reducing time to market in building new and/or upgrading existing machines with web services as different manufacturability, environmental and final-product mass customization aspects will be effectively taken into account already in conceptual service design. The approach will allow for improvements in knowledge sharing across product-service lifecycle, as well as better product-service offerings addressing customer needs. It will also allow for better addressing sustainability across the entire service lifecycle.

The new environment and tools are currently under development and first testing trials by the users are going on.
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Abstract—An application (service) can be composed of existing services. Generally, an appropriate service might be selected according to the predicted Quality of Service (QoS) values, and the most common approach for service selection is using collaborative filtering for prediction. In this paper, we present a trust-aware QoS prediction method for service selection, which is inspired by trust relationships in social networks. We use direct and indirect similarities of opinion among users, each of which are combinations of belief, disbelief, and uncertainty. Then, we can derive similarities among users, select similar users, and predict the QoS value of a service. The experimental results show that the accuracy of QoS values determined using our method is better than that using other methods.
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I. INTRODUCTION

Web services are widely adopted to provide various functions in fields such as scientific research, e-commerce, healthcare, and aerospace. Developers can create applications with low costs and short development times by adopting existing services. However, individual services to be adopted for composition must meet not only functional but also non-functional requirements such as response time, reliability, and cost constraints. For better service selection, quality-of-service (QoS) values can be used. Several approaches have been presented to determine the QoS values of services [1]-[2]. Liang et al. [1] proposed a framework to predict QoS values by extracting service features. Zhen et al. [3] adopted matrix factorization to predict QoS. Zheng et al. [4] applied collaborative filtering (CF) to predict unknown QoS values. Their approach selects similar users based on the Pearson Correlation Coefficient (PCC). Moreover, two studies have been conducted for improving their CF-based approach by applying factors: neighborhood [2] and time-aware [5]. However, the predicted results are inaccurate when the number of invocation records is too low.

In general, similarity has propagative characteristics, so similarity exploitation of users that reside at longer distances is reasonable. To improve QoS prediction value accuracy, we propose an approach based on the concept "the more similar the users selected for prediction, the more accurate the predicted QoS value". For example, consider three users having the following properties: the first two users are not similar to each other, but both are similar to the third. With a two-hop distance [6], the first user may have some similarity to the second; in other words, there is an indirect similar relationship between them.

In our approach, prediction accuracy is improved based on a social trust network. For example, we might be able to know with certainty whether a proposition will be true or false [7]. Both direct and indirect similarities comprise the kernel adopted in our work. User can be trusted more with higher direct similarity. Also, inspired by Josang’s paper [8], “Opinion” has been introduced to express the extent of belief in some events, and direct opinion can be defined to be composed of three factors: uncertainty, belief, and disbelief. An indirect opinion can be determined from the recommendation of other users based on their direct opinion [8]. Finally, the value for representing the indirect similarity of two users, can be estimated according to other users’ indirect opinions.

We then present an algorithm to select users based on direct (i.e., PCC) and indirect similarity, and adopt their opinion to help improve QoS prediction by modifying QoS values using Resnick’s formula correspondingly. The experimental results indicate that our approach is better than other approaches when the number of invocation records is small [4].

The rest of the paper is organized as follows. Section II describes the background and related work. Section III introduces our trust-aware approach. Section IV presents the experiments and makes comparisons. Finally, Section V concludes the whole paper and future work.

II. BACKGROUND

In this section, we describe service-based systems (SBS). QoS calculations, social trust, and related QoS evaluation and prediction approaches. Part A presents a review of QoS evaluation and prediction approaches for an application (service). Part B introduces trust and related work in recommendation systems.

A. QoS Evaluation and Prediction for SBS

SBSs are applications composed of individual services in more than one website. From the viewpoint of a composition workflow, a service can be treated as a process. During SBS development, it is better to select the most appropriate one from among web service candidates. For example, some consumers prefer cheap services, while others prefer highly reliable ones. It might be better to select a cheaper service if budget is a major consideration. Moreover, functionality might be quantified based on the values of necessary quality factors. With the rising popularity of SBSs, an increasing number of services with similar functions are supported by different service providers. Therefore, it is better to adopt an effective approach to evaluate Web services for selection, composition, and so on [9].

Collaborative filtering approaches [4][10] are widely adopted for predicting attribute values in recommendation systems. QoS values can be predicted using QoS records of different Web services from similar users, including failure probability, performance, and cost. Usually, similarities between users are defined in terms of PCC [11], which is a measure of the linear correlation between two variables X and Y, as expressed by (1), where \( \bar{X} \) is the mean of X, \( \bar{Y} \) is the mean of Y, and the coefficient value is between -1 and 1.
Data sparsity is one of the main challenges for current CF-based approaches [6]. When both numbers of users and services increase quickly, the user-service matrix (which will be explained later) commonly used in CF approaches could become very large and sparse. The cold-start problem is encountered because a new user invokes only a few services, which may lead to insufficiency of QoS values. To alleviate the cold-start problem, factors such as location [12] and time [7][11] have been adopted to improve prediction.

In conventional CF approaches, similar users are located within a distance of one hop. Similarity has propagative characteristics, so information exploitation of users located at longer distances would be reasonable. An example in Figure 1 shows that User 1 is similar to User 2, User 2 is similar to User 3, and both similarities are of one distance. It is reasonable to treat both User 1 and User 3 as indirectly similar, and there is a similarity of two-hop propagations between them [13].

$$r = \frac{\sum_{i=1}^{n}(X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n}(X_i - \bar{X})^2} \sqrt{\sum_{i=1}^{n}(Y_i - \bar{Y})^2}}$$  (1)

Let $\omega_e^i$, user_i’s opinion about an event $e$, be a three tuple, where $b_e^i$ is user_i’s belief in event $e$, $d_e^i$ is user_i’s disbelief in event $e$, $u_e^i$ is user_i’s uncertainty in event $e$ and $\omega_e = \{b_e^i, d_e^i, u_e^i\}$. Figure 2 indicates the profile of (2).

$$b_e^i + d_e^i + u_e^i = 1, \{b_e^i, d_e^i, u_e^i\} \in [0,1]^3$$  (2)

Figure 2. Opinion triangle.

Two operators are provided by Subjective Logic: recommendation $\otimes$ in (3) and consensus $\oplus$ in (4) [8]. Both can be used for deriving opinions regarding other users’ opinions. Based on recommendation $\otimes$, user_j’s opinion about event $e$ due to user_i is derived from user_i’s recommendation in (4), let the degree of trust of user_i to user_j be $b_{ij}^e$. Then, $b_{ij}^e$, $d_{ij}^e$ and $u_{ij}^e$ are the belief, disbelief, and uncertainty values, respectively, about $e$ of user_j being persuaded by user_i and can be determined as $b_{ij}^e \times b_{ij}^e$, $d_{ij}^e$ is determined by multiplying $b_{ij}^e$ and $d_{ij}^e$. user_i’s certainty can be defined as $1 - u_{ij}^e$ (i.e., $b_{ij}^e + d_{ij}^e$). Let $\omega_{ij}^e$ be user_j’s opinion about $e$ recommended by user_i, and let $\omega_j^e$ be user_j’s opinion about the degree of trust in user_i. Mathematically, $\omega_{ij}^e$ can be defined as follows:

$$\omega_{ij}^e = \omega_j^e \otimes \omega_i^e = \{b_{ij}^e, d_{ij}^e, u_{ij}^e\},$$

where

$$b_{ij}^e = b_{ij}^e \times b_{ij}^e, \quad d_{ij}^e = b_{ij}^e \times d_{ij}^e, \quad u_{ij}^e = 1 - b_{ij}^e \times (1 - u_{ij}^e)$$  (3)

The effect of the consensus operator $\oplus$ can help reduce uncertainty by applying opinions from both user_i and user_j. The consensus opinion $\omega_{ij}^e$ between user_i and user_j on event $e$ can be defined as follows [8]:

$$\omega_{ij}^e = \omega_i^e \oplus \omega_j^e = \{b_{ij}^e, d_{ij}^e, u_{ij}^e\},$$

where

$$b_{ij}^e = (b_{ij}^e u_{ij}^e + b_{ij}^e u_{ij}^e) / (u_{ij}^e + u_{ij}^e - u_{ij}^e u_{ij}^e), \quad d_{ij}^e = (d_{ij}^e u_{ij}^e + d_{ij}^e u_{ij}^e) / (u_{ij}^e + u_{ij}^e - u_{ij}^e u_{ij}^e), \quad u_{ij}^e = (u_{ij}^e u_{ij}^e) / (u_{ij}^e + u_{ij}^e - u_{ij}^e u_{ij}^e)$$  (4)

A consensus operator combines evidences for different users, and several approaches [13][16][18][19] provide different methods to combine opinions based on the consensus operator.

III. PROPOSED METHODOLOGY

This section presents an approach to provide a trust-aware QoS method for predicting the QoS values of web services. Figure 3 shows a global viewpoint of our approach, including both input and output of two functions: 1) to help service selection with QoS prediction 2) to help evaluate a new composite service. Our work in this paper is focused on function one (prediction part), which involves three stages: In Stage 1, indirect similarity between two users is determined by applying Subjective Logic [8]. In Stage 2, a set of similar users is selected according to their direct and indirect similarities to
the designated user. In Stage 3, QoS values are predicted by employing the QoS values of similar users. The three stages are described below.

A. Stage 1: Indirect Similarity Computation

The first stage introduces the user-service matrix, for calculating direct similarity and subjective logic [8] to determine indirect similarity between users in our approach.

1) Direct Similarity Calculation

A user-service matrix is a 2-dimensional matrix, where each row represents a distinct service to be invoked and each column represents a distinct user. Each entry in the matrix contains some recorded QoS values, which are usually called invocation records.

In our work, such entries in a user-service matrix are defined to contain three tuples, where the first tuple is reliability value, second is response time, and third is throughput for the corresponding service and invoker (user). The entry is called null when all values inside it are zero. For example, user\(_i\) has never invoked service\(_2\), and entry \(E_{1,2}\) is null. service\(_1\) has been invoked by user\(_1\), and \(E_{1,1}\) contains \(90\%\), 100ms, 24\), i.e., the reliability of service\(_1\) is 90\%, response time is 100 ms, and throughput is 24 kbps.

By applying PCC [11], direct similarity between user\(_i\) and user\(_j\) is computed by employing (5) according to QoS values of the services invoked by both of them.

\[
Sim(i, j) = \frac{\sum_{s \in S_i \cap S_j} (E_{s,i} - E_{s,l})^2}{\sqrt{\sum_{s \in S_i} (E_{s,i} - E_{s,l})^2} \sqrt{\sum_{s \in S_j} (E_{s,j} - E_{s,l})^2}}
\]

By applying PCC [11], direct similarity between user\(_i\) and user\(_j\) is computed by employing (5) according to QoS values of the services invoked by both of them.

Furthermore, the uncertainty can be determined using (7), a formula derived from [6]:

\[
u(i, j) = (n_{i,j} + 1)^{-m}
\]

where \(n_{i,j}\) denotes the number of services invoked by user\(_i\) and user\(_j\). \(m\) is a positive number.

Practically, the number of services invoked is very small [4]. If \(m\) increases (e.g., to be greater than 2), the uncertainty determined using (7) decreases dramatically. Moreover, this indicates the lower uncertainty is achieved when fewer services are invoked by both users. Such an uncertainty value is impractical, and it is better and reasonable to assign \(m\) as 1 in our experience.

In the case that two users have high similarity values (e.g., high PCC value), the invocation records of one user might be useful for predicting the QoS value of the other user. To derive user\(_i\)'s belief value for "Applying user\(_j\)'s invocation records to predict QoS is useful," direct similarity (i.e., PCC value) between user\(_i\) and user\(_j\) may be adopted as evidence. Such a volume for user\(_i\) can be defined according to (8), which is derived from [6]:

\[
b(i, j) = \frac{1}{2} (1 - u(i, j))(1 + Sim(i, j))
\]

In (8), the certainty value is \(1 - u(i, j)\). When user\(_i\) and user\(_j\) have a higher PCC value, they might have higher belief as well. Thus, \(1 + Sim(i, j)\) is adopted to compute the weight for deciding the ratio of belief to disbelief. Moreover, equation (8) includes a one-half operation to restrict \(b(i, j)\) within the interval \([0, 1]\). Correspondingly, the disbelief of user\(_i\) to such an application can be determined according to (2) (i.e., \(b(i, j) + d(i, j) + u(i, j) = 1\)).

An opinion can be direct or indirect. The value of a direct opinion can be derived by (7) and (8), which compute uncertainty and belief values [20]. The value of an indirect opinion can be derived from the recommendations of other users using the recommendation operator [8]. In (1), the PCC value between user\(_i\) and user\(_j\) is assigned as zero when neither of them invokes a service. In this case, user\(_j\) is not put into the set of similar users for predicting the QoS value of user\(_i\). However, when both users are similar to a third user, the invocation records of user\(_j\) may be helpful for predicting the QoS value of user\(_i\) because the similarity can be propagated via the third user [13]. To introduce the effect of indirect similarity, indirect opinion may be adopted.

An example in Figure 4 shows how to derive an indirect opinion. In the example, the belief values of trust degree for User\(_k\) to (User\(_k\), User\(_i\) and User\(_m\)) and (User\(_k\), User\(_i\) and User\(_m\)) to User\(_j\) are both larger than a threshold. Thus,
indirect opinion between User$_i$ and User$_j$, $\omega_{j}^{(k,l,m)}$, can be determined using the recommendations of User$_k$, User$_l$, and User$_m$ [8].

![Diagram](image)

Figure 4. Example for Determining Indirect Opinion.

The indirect opinion of two users user$_i$ and user$_j$ can be defined as the consensus of direct opinions of users who have direct opinions about both aforementioned users. According to the example shown in Figure 4, $\omega_{j}^{(k,l,m)}$ can thus represent the indirect opinion from User$_k$ to User$_j$. The indirect similarity between user$_i$ and user$_j$ can be determined using indirect opinion by applying (9). Figure 5 shows the distribution of indirect similarity values and indicates that the growth rate of belief to indirect similarity value depends on the uncertainty value.

$$Sim'(i, j) = 2 \times (1 - u^j_i) \times b^j_i - 1 \quad (9)$$

1) where $u^j_i$ is the uncertainty value and $b^j_i$ is the belief value for user$_i$ to user$_j$, 2) direct opinions are obtained from users selected following the process described in the next paragraph. $1 - u^j_i$ is user$_i$’s certainty, employed to be a weighting value for adjusting the growth rate of belief to indirect similarity by multiplying $b^j_i$ and $(1 - u^j_i)$. Then, we define $Sim'$ as multiplication by 2 and subtraction of 1 to restrict its value to [-1,1].

To select appropriate users to recommend the opinion, we define an opinion threshold (OThreshold) between 0 to 1 in order to determine the users whose opinions can affect the designated user effectively. OThreshold is helpful for predicting QoS.

![Diagram](image)

Figure 5. Distribution of (9).

Algorithm 1 details the procedure for deriving indirect similarity. Lines 3-7 select the users whose belief values from User$_i$ to them and from them to User$_j$ are larger than OThreshold and place them into TrustUserSet. Indirect opinion between User$_i$ and User$_j$ is initialized by their direct opinion. Lines 8-11 represent a loop that considers all recommendations from the users in the trust user set and determines indirect opinion of each user for User$_i$ to User$_j$. At each turn of the loop, the indirect opinion value due to or via recommendation of User$_k$ is determined using the recommendation operator at line 9. Each indirect opinion is combined with the consensus operator at line 10. Because $u^j_i$ and $b^j_i$ are two attributes in $\omega^j_{i}$, Sim’(i, j) is computed after $\omega^j_{i}$ is computed.

**Algorithm 1 Deriving Indirect Similarity**

**Input:** User$_i$, User$_j$ and OThreshold  
**Output:** Indirect similarity Sim’(i, j) between users

1: function CALC INDIRECTSIMILARITY()
2: TrustUserSet ← ∅, $\omega^j_i$ ← ∅, $\omega^j_i$ ← ∅ ;
3: for each user User$_k$ do  
4: if both $b(i, k)$, $b(k, j) >$ OThreshold then  
5: TrustUserSet ← TrustUserSet ∪ {User$_k$} ;
6: end if
7: end for
8: for each user IN TrustUserSet named as User$_i$ do
9: $\omega^j_i$ ← $\omega^j_i$ ⊗ $\omega^j_i$ ▶ recommended by User$_i$ with recommendation operator
10: $\omega^j_i$ ← $\omega^j_i$ + $\omega^j_i$ ▶ $\omega^j_i$ is added to $\omega^j_i$ by consensus operator
11: end for
12: return Sim’(i, j) ▶ defined in (9)
13: end function

Figure 6. Deriving Indirect Similarity

B. Stage 2: Similar Users Selection

To select similar users who may help predict QoS values for the designated user, the first step is to divide users into two groups according to a given number $k$, where the PCC values between the first-group users (i.e., similar users) and the designated user are larger than those between the second-group users and the designated user. In general, QoS value predictions are inaccurate when $k$ is unsuitable. For example, if the value of $k$ is too large, users not similar to the designated user might be selected. Because there is no effective method to determine a suitable $k$ value for division currently, an eigenvalue $k$ can be adopted to be the number of first-group users instead. We study the influence of $k$ and find that QoS values are more accurate and suitable when $k$ is set to be within a specific range (set as 15 here). Besides, in a cold-start situation, PCC may not be able to find an adequate number of similar users. Our approach adopts indirect similarity values to improve user selection in the case there are less than $k$ users selected owing to direct similarities. The selection approach associated with indirect similarity is the same as the first one except 1) the users are those who were not selected before, 2) selection data is indirect similarity, and 3) amount being selected is equal to $k$–the number of users selected in the first stage.

Algorithm 2 is designed for this selection. Each user in AllUsers contains PCC values and indirect similarity values, determined using (5) and Algorithm 1, respectively, and the calculations are set in lines 2-5 of said algorithm. Lines 7-14 constitute a while loop for selecting similar users according to their PCC values to User$_i$. Lines 16-23 perform selection based on indirect similarity if the first while loop cannot get $k$ users.

C. Stage 3: QoS Prediction

The QoS value predictions are determined according to (10) based on Resnicks’s formula [11][21]. Let $\overline{E}_{i,s}$ be user$_i$’s QoS value prediction for service$_s$. $\overline{E}_{i}$ and $\overline{E}_{j}$ represent the mean QoS values of all services invoked by User$_i$ and User$_j$.
Algorithm 2 Selecting Similar Users

Input: User$_i$, an eigenvalue $k$, and AllUsers
Output: a set of similar users to User$_i$

1: function SIMILAR_USER_SELECTION()
2: \[ \text{for each user named User}_j \text{ in AllUsers do} \]
3: \[ \text{User}_i\text{.Similarity} \leftarrow \text{Sim}(	ext{User}_i, \text{User}_j) \]
4: \[ \text{User}_i\text{.IndirectSimilarity} \leftarrow \text{Calc\_IndirectSimilarity}(	ext{User}_i, \text{User}_j, OThreshold) \]
5: \[ \text{end for} \]
6: select_count = 0
7: \[ \text{while select_count} < k \text{ do} \]
8: \[ \text{Fetch a user from AllUsers who has the greatest} \]
9: \[ \text{PCC value and is not in SimilarUsers, and} \]
10: \[ \text{name it as User}_j \]
11: \[ \text{if User}_i\text{.Similarity} \leq 0 \text{ then} \]
12: \[ \text{break} \]
13: \[ \text{end if} \]
14: \[ \text{SimilarUsers} \leftarrow \text{SimilarUsers} \cup \{\text{User}_j\} \]
15: \[ \text{select_count} = \text{select_count} + 1 \]
16: \[ \text{end while} \]
17: \[ \text{if select_count} < k \text{ then} \]
18: \[ \text{while select_count} < k \text{ do} \]
19: \[ \text{Fetch a user from AllUsers who has the greatest} \]
20: \[ \text{indirect similarity value and is not} \]
21: \[ \text{in SimilarUsers, and name it as User}_j \]
22: \[ \text{if User}_i\text{.IndirectSimilarity} \leq 0 \text{ then} \]
23: \[ \text{break} \]
24: \[ \text{end if} \]
25: \[ \text{SimilarUsers} \leftarrow \text{SimilarUsers} \cup \{\text{User}_j\} \]
26: \[ \text{select_count} = \text{select_count} + 1 \]
27: \[ \text{end while} \]
28: \[ \text{return SimilarUsers} \]
29: end function

Algorithm 3 Predicting QoS values of a service

Input: User$_i$, and Service$_s$
Output: predicted QoS values of Service$_s$ for User$_i$

1: function QoS_PREDICTION()
2: \[ \text{similar_users} \leftarrow \text{Similar\_User\_Selection}(	ext{User}_i, k) \]
3: \[ E_{i,s} \leftarrow E_i \]
4: \[ \text{for User}_j \text{ in similar_users do} \]
5: \[ \text{if } E_{i,s} \neq \text{null then} \]
6: \[ W_{i,j} \leftarrow \frac{\text{Similarity}_{i,j}}{\sum_{k \in \text{Sim}(i)} \text{Similarity}_{i,k}} \] by (11)
7: \[ E_{i,s} \leftarrow E_{i,s} + W_{i,j} \times (E_{j,s} - E_j) \]
8: \[ \text{end if} \]
9: \[ \text{end for} \]
10: \[ \text{return } E_{i,s} \]
11: end function

Figure 8. Predicting QoS values of a service

A. Comparison of Prediction Accuracy

To evaluate the accuracy of a QoS prediction technique, Mean Absolute Error (MAE) [4] is adopted for calculating the difference between real and predicted QoS values. In general, the smaller the calculated MAE value, the more accurate is the QoS prediction for a service. MAE is defined as follows [22]:

$$ MAE = \frac{\sum_{s \in PS_i} | \hat{E}_{i,s} - E_{i,s} |}{|PS_i|} $$

where $PS_i$ is a set of services whose QoS values are derived by the prediction for user$_i$, and $E_{i,s}$ and $\hat{E}_{i,s}$ is a pair of real and predicted QoS values of Service$_s$ for user$_i$, respectively.

In our evaluation work, the calculation of real QoS values is based on the invocation records collected in [23], and widely adopted as real QoS values for evaluation of QoS prediction methods [4][12][20]. The data in [23] were obtained from www.wsdream.net, a service broker website, and they represent 100 real-world Web services. To monitor the QoS values of these services, the system deployed 150 service consumers on Planet-Lab [24] distributed across 20 countries to invoke the services, and recorded 1,500,000 Web service invocations executed a hundred times by 150 distributed users on 100 Web services. Each invocation record indicates the QoS values of a service invoked by a user, and includes three items: response time, throughput, and execution state (i.e., failure or success).

The computation methods for QoS values are quality dependent. For example, reliability can be determined based on execution state. To minimize errors in our experiments, the response time of a service for a user was defined as the average of the response time from all invocation records of the service for the user. So does throughput, which is defined as the average of all throughput value. The reliability value of service$_j$ for user$_i$ is calculated according to (13):

$$ R_{i,j} = \frac{S_{i,j}}{N_{i,j}} $$

where $S_{i,j}$ is the successful invoking times of service$_j$, and $N_{i,j}$ is the invoking times of service$_j$. That is, a smaller $R_{i,j}$ means higher reliability.

Given that each user invokes some services only in the real world, the user-service matrix is sparse. However, it is difficult
to derive appropriate sparse matrices (e.g., in different density) to carry out the experiments from real world databases. In our experiment, the QoS values of 100 Web services invoked by 150 users calculated according to the invocation records are stored in a $150 \times 100$ user-service matrix called answer matrix and we define an experimental sparse matrix, a $150 \times 100$ user-service matrix. The QoS values in the experimental sparse matrix are constructed based on the answer matrix. For example, if the density of the sparse matrix is 5%, 5% of the entries in the experimental sparse matrix are filled with real QoS values from the answer matrix and the others are filled with NULL. The experimental sparse matrix is built in steps:

1) A new user-service matrix is built and all entries are set to NULL.
2) Let $NE$ be the number of entries (e.g., 15,000 in our experimental sparse matrix), $density$ be the density of the experimental sparse matrix, and $NS$ be the number of selected entries given as multiplication of $NE$ and $density$. A set of numbers $SN$ is derived randomly by selecting $NS$ non-repetitive numbers within the interval $[1,NE]$.
3) The indexes of selected entries according to the number $RN$ in $SN$ can be derived by (14) and (15).
4) The selected entries the of experimental sparse matrix are filled with the QoS values contained in the corresponding entries of the answer matrix.

\[
index_{\text{service}} = \left( \frac{RN}{\text{columns of the matrix}} \right) + 1 \quad (14)
\]

\[
index_{\text{user}} = RN \% \text{rows of the matrix} \quad (15)
\]

To compare the accuracy of our approach with other approaches, we implemented a sequence of methods based on 1) user-based CF approach using PCC (UPCC) [22], 2) item-based CF approach using PCC (IPCC) [25], 3) hybrid PCC (HPCC) [26], 4) user-mean (UMEAN), 5) item-mean (IMEAN), 6) matrix factorization (MF) [3] and 7) our trust-aware QoS prediction approach to predict the QoS values of services. MAE values were calculated based on the predicted QoS values and QoS values from the answer matrix. To study the accuracy under different densities, experimental sparse matrixes of 5%, 10%, and 15% were adopted as the training matrices. To minimize errors, each approach was looped 50 times for 10 randomly selected users, and the average MAE was calculated. Table I summarizes the contributions of our work:

1) Our QoS prediction approach obtains better prediction accuracy in terms of reliability values and response time for densities of 5%-15%. However, MAE values of reliability are accurate and so close in these applied methods because the calculation of service reliability are really high in our dataset.
2) The prediction accuracy in terms of throughput was also better than that of other methods under 5% density. However, when the number of invocation records is large (i.e., density is 10% or 15%), the matrix factorization [3] and hybrid PCC [26] approaches obtained better prediction accuracy for QoS attributes with values close to each other for different users (e.g., throughput).
3) A few previous studies [3][26] dealt with the prediction of one or two distinct QoS attributes. However, our approach is suitable for three QoS attributes.

### B. Impacts Observed for Interval Factors

Table I also shows that the MAE values of each QoS attribute are in a distinct range in our approach (e.g., the MAE values of reliability and response time are 0.035-0.0371 and 0.020 to 0.015, respectively). Observation on line charts with the MAE values in a graph is difficult because the range differences are large. We adopted Normalization Mean Absolute Error (NMAE) [2] to depict the line charts for studying the influence of number of invoked services, $k$, and opinion threshold, as follows [2]:

\[
NMAE = \frac{MAE}{\sum_{SEPSI} |E_{PS,I}|} \quad (16)
\]

The number of services invoked by a user may change the prediction accuracy in our approach. To study this effect, the number of services was varied from 5 to 50, and the data were incremented by 5. Figure 9 shows the NMAE values of response time, throughput, and reliability in our approach. Their values declined from 0.449 to 0.288, 0.24 to 0.01, and 0.020 to 0.015, respectively, thus indicating that our approach can be improved when a (designated) user invokes a greater number of services.

To study the influence of eigenvalue $k$ on the prediction accuracy, $k$ was varied from 2 to 20. Figure 10 shows that the NMAE value of our approach is the smallest when $k$ was 12 or 14. This indicates that the predicted QoS values were more accurate when eigenvalue $k$ was within a specific range.

To study the influence of opinion threshold (othreshold) on the prediction accuracy, the data were detected in the opinion threshold at increments of 0.1 from 0.1 to 0.9. Figure 11 shows that the NMAE value obtained using our approach is the smallest when the opinion threshold is 0.2-0.4. This indicates that the predicted QoS values were more accurate when the opinion threshold was within a specific range.
V. CONCLUSION AND FUTURE WORK

In this paper, we present a trust-aware approach to predict QoS values of services more accurately. In our approach, the opinions of selected users are used to improve PCC values. These opinions are selected based on three factors, namely, belief, disbelief, and uncertainty, of the designated users who share a greater number of common services. Moreover, we introduce the indirect similar property to help select users for cold-start services. The experiments indicate that our approach provides better prediction for service selection.

There are at least two issues that warrant further study: 1) Only three QoS attributes were adopted in our approach. The accuracy of QoS values might be improved by applying a greater number of QoS attributes. 2) Indirect similarity might improve with the use of additional features such as user location, reputation of provider, and user preferences.
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Abstract—Based on the hypertext-driven nature of REST API, this paper presents a structural approach for REST client design and implementation, in which a REST client is decomposed into two reusable functional modules: a client oracle that selects hyperlinks to follow for a given goal, and a client agent that carries out the interaction as instructed by the oracle. This decomposition has several advantages over a monolithic REST client where the two functions are intertwined and inseparable. To automatically find an optimal client oracle from a machine-readable description of a REST API, we introduce the path selection framework and apply Dijkstra’s Shortest Path algorithm to Hierarchical REST Chart, which is an enhancement and extension to the original REST Chart that describes REST API based on Colored Petri-Net. The proposed method has been implemented in Java and tested on two sets of Hierarchical REST Charts. Experimental results indicate that the proposed approach is effective and promising.
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I. INTRODUCTION

In recent years, the REST architectural style [1] has become increasingly popular, and it has been applied widely to API designs in various areas, including Real-Time Communications [2][3], Cloud Computing [4], and Software-Defined Networking [5]. It provides an efficient and flexible way to access and integrate large-scale complex systems and distributed applications. REST is based on the principle that any client of a REST API should be driven by nothing but hypertext. This principle seems abstract but it is easy to understand if we treat a REST API as a distributed finite state machine, where the states are resource representations and the transitions are the links between the representations. In this model, hypertext-driven means that a client should enter a REST API from an entry point, and then be guided by the hypertext from the resources to reach a final representation.

This principle makes it possible for a user without any technical background to use the Web by following the hyperlinks on the pages until the desired page is retrieved. In this process, the user decides which links to follow based on the information on the page, and the user agent carries out these decisions by interacting with the resources identified by the links. This separation of users from the user agents make both of them “reusable” in the sense that a user can use any user agent, and a user agent can use any user, to navigate the Web.

To mirror this process for a REST client that navigates a REST API without user involvement, it would be beneficial to decompose the REST client into two functional components: a client oracle responsible to select links to follow from the resource representations, and a client agent responsible to interact with the resources based on the selected links. This decomposition of a REST client has several advantages over a monolithic REST client where these two functions are intertwined and inseparable:

- a client oracle can be reused with different versions of a REST API, especially if a REST API version update changes some resource representations and identifications, but does not change the link relations in the representations;
- a client oracle can be reused across different service description languages of the same REST API;
- a client oracle can drive client agents in different programming languages to achieve consistent behavior;
- a client agent can be driven by different client oracle to accomplish different tasks;
- a client oracle can significantly reduce the size of a client agent if only a small portion of the resource representations are selected by the client oracle.

To realize these benefits for a given REST API, a client oracle and client agent can be written by developers manually. But this can be difficult, time consuming, and error prone. A better approach is to generate a REST oracle and agent automatically from a machine-readable service description of a REST API, such as REST Chart [6]. If the manual programming process becomes unnecessary or greatly reduced, we can significantly speed up the REST client development process. To tackle REST client generation in two phases, this paper describes a method to find optimal client oracles based on the Hierarchical REST Chart, an extension to REST Chart [6], and client agent generation will be our future work.

The rest of this paper is organized as follows. Section II reviews related work in REST service description languages. Section III describes the Hierarchical REST Chart. Section IV introduces the optimal REST oracle framework. Section V discusses the implementation and experimental results, and our findings are concluded with Section VI.

II. RELATED WORK

Since 2009, several new service description languages, including WADL [7], RAML [8], Swagger [9], RSDL [10], API-Blueprint [11], SA-REST [12], ReLL [13], REST Chart [6], RADL [14], and RDF-REST [15] have been developed independently for REST API, but none of them is yet standardized. All these description languages are encoded in some machine-readable languages, such as XML, and most of them are standalone documents, except a few of them, such as SA-REST, are intended to be embedded within a host language, such as HTML.

RAML is a YAML language that organizes a REST API as a tree rooted at a base URI (template or reference) that denotes a REST API entry point. Underneath the root are a set of URI (templates or references) that identify available resources. Each URI may be associated with the access methods that define the input and output representations. While RAML offers a minimalist structure and several interesting mechanisms, such as inline documentation, resource traits and types, it could lead to inadvertent violation of the REST constraints [6] by exposing a list of fixed resource locations. Also, RAML does not seem to have a way to tie the hyperlinks in hypertext representations with the URI templates in the REST API description tree. Without these ties, it would be difficult for a REST client to know the method to access a hyperlink and the response representation.

Swagger has bindings to both YAML and JSON, and its REST API descriptive structure is very similar to RAML, except using a different set of vocabularies. For this reason, it has the same problems as RAML.

RSDL is a XML language that organizes a REST API around a list of <resource> elements, each of which may contain elements <location> that define its URI, <link> that links it to other resources, and <method> that define the access. As a result, RSDL could also inadvertently violate the REST constraints [6] by exposing a fixed set of resource locations to the clients. Moreover, there are no ties between the <link> elements, the <method> elements, and the actual resource representations, such that a hyperlink in a representation can point to its access method and response representation.

RADL is a XML language that organizes a REST API around the <resource> element that defines the resource location in the child element <uri> and resource methods in the child <interface> element. The request and response of a method are defined by <document> elements, which may contain <link> elements pointing to other <document> elements. Like RSDL, this resource centric design could lead to fixed resource locations. Moreover, even if a client knows the interface of a resource, it may not know the method in the interface to access a hyperlink of a document, if two or more methods exist in the interface.

Some open source toolkits are available for some service description languages [8][9][11] to generate client and server skeleton code in Java and node.js, such that the developers can edit the generated source code to complete the implementation. However, when generating the client code, these toolkits do not separate client oracle and client agent, as far as we know.

In addition, none of these service description languages supports nested REST API descriptions, such that a complete REST API description can be incrementally refined or composed seamlessly with the same mechanism. Breaking a large service description file into small parts can be helpful but it is still not sufficient, since the large service description is incomplete without the parts.

III. HIERARCHICAL REST CHART

We adopt the REST Chart model [6] as the basis for finding optimal client oracles. A major feature of REST Chart is the ability to combine the static aspects of a REST API, e.g. media types and link relations, with the dynamics of the REST API, e.g. the hypertext driven client-server interactions, into one coherent model. The REST Chart models a REST API as a Colored Petri Net where the places are “colored” by types. A typed place denotes a media type schema that defines valid resource representations. A transition denotes a valid resource interaction following a hyperlink in a schema. A token in a typed place denotes a valid resource representation defined by the schema. In this model, the connected schemas collectively define the hypertext media types of a REST API without creating any out-of-band dependences to the resource organization of the REST API.

A basic REST Chart defines the contract between the server and client for a single interaction. This contract consists of two server places and a client place connected by a transition, as illustrated in Figure 1. This REST Chart indicates that a client can transfer its representational state from the login place (server place) to the account place (server place) if the client can create a token for the credential place (client place). To make the transition, the server first puts a token x1 in the login place (i.e. returns a valid login page), to provide a login hyperlink to the client. Then the client selects that link and puts a token x2 in the credential place (i.e. enters valid username and password). At this point, the transition (solid bar) fires and the user credential is sent to the login resource identified by the hyperlink. On success, the server deposits a token x3 in the account place (i.e. returns the valid account information).

![Figure 1. Example of a basic REST Chart](image-url)
These token markings capture the essential interaction procedure as sanctioned by the REST Chart.

The resource involved in the interaction is identified by a URI template, and there is no fixed resource location, relation, or interface that could lead to violations of the REST constraints R3-R5 [6]. A REST API with more than one interaction can be described by connecting appropriate places to form a large Petri-Net with a single entry place, which is the designated entry point of the REST API.

Figure 2. Hierarchical REST Chart C1 that nests REST Chart C2

Figure 3. XML of REST Chart C1 that nests C2 by its interface

Figure 4. XML of REST Chart C2's interface places

To promote reusability and modularization of REST API, this paper extends the REST Chart to Hierarchical REST Chart based on Hierarchical Petri-Net. In Hierarchical REST Chart, a typed place can contain another REST Chart, as shown in Figure 2 where place P of REST Chart C1 contains REST Chart C2. The REST Charts C1 and C2 communicate as follows: 1) when place P receives a token of type P1, it is moved to place P1 of C2; 2) C2 will fire as usual; 3) when place P2 or P3 has a token, then the token is moved back to place P; 4) C1 will continue to fire as usual. In general, Hierarchical REST Chart can be nested to any number of levels.

Figure 5. Top-level REST Chart for the network REST API with nested representations in double framed boxes

Figure 6. REST Chart nested inside at the Network place of the top-level REST Chart

To represent Hierarchical REST Chart, the XML of C1 is modified but there is no modification to the XML of C2. In C1, we modify place P and its outgoing transitions in REST Chart C1 to point at C2. The relevant modifications to C1 XML are illustrated in Figure 3 in bold font, where the <representation> element has an attribute "href" that points to the location of REST Chart C2, and the two <transition> elements "P_t1" and "P_t2" use notations "P/P2" and "P/P3" to reference the places P2 and P3 respectively in C2 that is nested in place P. The places P1, P2, and P3 of Chart REST C2 act as its interface to hide the topology of C2 as shown in Figure 4, such that the internal changes in C2 will not impact C1.
We have successfully applied Hierarchical REST Chart to describe several practical REST APIs, including the Network Management API of OpenStack [16]. Figure 5 depicts a top-level REST Chart with three nesting representations: Port, Network and Subnet, and the nested REST Chart for the Network is depicted in Figure 6, whose interface place Port and Subnet are used by C1 in transition t4 and t5 respectively. In both figures, the empty places indicate the client requests to dereference the hyperlinks.

IV. OPTIMAL REST ORACLE

REST Oracle is based on the idea that a REST client can be divided into two reusable functional modules: a client oracle that decides the resources to interact with, and a client agent that carries out the resource interactions instructed by the client oracle. The decisions made by a client oracle obviously depend on what goal the client is trying to achieve with the REST API. For example, a client oracle that tries to check bank account balance probably should select different resources than a client oracle that tries to deposit a paper check to an account.

If a REST API is described by Hierarchical REST Chart, the goal of a client can be defined in terms of the places it needs to visit. For instance, when a client wants to deposit a check to an account, it must reach these places in the correct order: login place to authenticate itself, the place to deposit a check, the place to scan the check, the place to upload the check, the place to verify the information, and the place for the positive acknowledgement of the entire process.

If there is more than one sequence of places to reach a goal, as most REST API does, a REST client needs to consider which path is optimal. For this purpose, we map each transition in a Hierarchical REST Chart to a positive real number that represents the cost for a REST client to take that transition. The cost can be related to network latency, the message size, the processing time, or a combination of such factors that can be measured based on the environment in which the REST API operates. With the cost factor, an optimal path can be defined as the shortest path from the initial place to a goal place in a Hierarchical REST Chart. A uniform cost of 1.0 at every transition would produce an optimal oracle that takes the smallest number of messages to reach the goal place.

It is possible to find such shortest paths in REST Chart based on Petri-Net reachability algorithms [18] or coverability algorithms [19]. However, these algorithms are usually complex or may take exponential space as they compute all possible token markings in arbitrary Petri-Net. For this reason, we decide to use graph search algorithm, whose time complexity is not dependent on token markings and is polynomial to the number of places and transitions of a Petri-Net.

To apply this approach, we convert the Hierarchical REST Chart to a nested directed graph. The server places become the vertices, and each edge is labeled with corresponding transition including the client place and a cost as illustrated in Figure 7. This process is recursively applied to the nested REST Charts.

![Diagram](image-url)

**Figure 7. Transforming a REST Chart to a directed graph with cost**

It is often useful to direct a REST client to not just one, but a series of goal places when interacting with a workflow. To realize this requirement, we adapt Dijkstra’s Shortest Path algorithm [17] to the nested directed graph to find the shortest path from the initial place to the first goal place, and then repeat the algorithm from current goal place to the next goal place in the series, until the last goal place is reached. If a goal place is not reachable, then the process will stop. The shortest path found by this process is an oracle that reaches these goals in the given order.

1. **Client_Oracle**(C, A, Pi, Pj): Oracle
2. C: REST Chart
3. A: adjacency matrix for C
4. Pi: source place
5. Pj: target place
6. IN = {Pi}
7. **For each** Pk in P of C do
   d[Pk] = A[Pi,Pk]
8. **While** Pj **not in** IN do
9. Pk = a place X in P−IN with minimum d[X]
10. s[Pk] = C.transition(Pi)
11. IN += Pk
12. **For each** place X in P−IN do
13. dist = d[X]
14. d[X] = min(d[X], d[Pk] + A[Pk, X])
15. if (d[X] < dist) then s[X] = C.transition(Pk)
16. **End**
17. **End**
18. T = s[Pj]
19. Oracle = (C.server_place(T), T, C.client_place(Y))
20. **While** C.server_place(T) ≠ Pi **do**
21. T = s[T]
22. Oracle += (C.server_place(T), T, C.client_place(T))
23. **End**
24. **Return** reverse(Oracle)
25. **End**

**Figure 8. Client Oracle algorithm adapted from Dijkstra’s Shortest Path Algorithm**

The Client Oracle algorithm is outlined in Figure 8. The core of the algorithm (lines 2-17) uses Dijkstra’s Shortest Path algorithm on the directed graph A, which is converted from the REST Chart C, to find a shortest path from an initial place Pi to a final place Pj and record the transitions on the path (e.g. s[X] = transition(Pk)). The rest of the algorithm (lines 18-24) reconstructs from the recorded
transitions of the oracle as a sequence of triples (Server_Place, Transition, Client_Place).

If a vertex Si contains a nested directed graph, then we will find the shortest paths from the initial vertex of the nested graph to all its final vertices, and add the total cost of each shortest path to the cost of the corresponding edge from Si. For example in Figure 2, the cost of the shortest path from P1 to P2 will be added to edge P_t1 of P, and the cost of the shortest path from P1 to P3 will be added to edge P_t2 of P.

The following diagram (Figure 9) illustrates 3 shortest paths (oracles) superimposed on an automated coffee service REST Chart with uniform cost 1 labeled on the edges, and the corresponding oracles are summarized in Table I.

![Figure 9. Three client oracles (shortest paths) for three goal series](image)

TABLE I. ORACLES FOUND FOR DIFFERENT GOALS

<table>
<thead>
<tr>
<th>Goal Series</th>
<th>Oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 {confirmation}</td>
<td>(initial, T0, coffee_order) (order_payment, T1, payment)</td>
</tr>
<tr>
<td>2 {confirmation, order_deleted}</td>
<td>(initial, T0, coffee_order) (order_payment, T1, payment) (confirmation, T4, delete_2)</td>
</tr>
<tr>
<td>3 {notification}</td>
<td>(initial, T0, coffee_order) (order_payment, T1, payment) (confirmation, T6, subscription)</td>
</tr>
</tbody>
</table>

The oracle triples in Table I contain the crucial information to implement a fully functional oracle program. The server place in a triple specifies the representations that a REST client must understand to select a hyperlink. The transition in a triple specifies the interaction with the selected hyperlink. The client place specifies the representations, e.g. a form definition, that the REST client must supply for that interaction. The only missing information is the actual representation, e.g. the form data, for the client place, which can be saved statically with the client oracle, or input to the client oracle dynamically when it is needed. Alternative optimal paths to a goal can also be included in a client oracle for fail over or load balancing purposes.

V. IMPLEMENTATION AND EXPERIMENTAL RESULTS

We have developed a Java implementation of the Client Oracle algorithm in Figure 8. The overall flow of the implementation is illustrated in Figure 10. Only the top-level REST Chart is need by the tool, which will automatically load any nested REST Chart. Our Java tool implementation accepts a single or a series of goals. In addition to finding a client oracle for a given set of goals, it can also find all the client oracles from the entry place to all other places in a Hierarchical REST Chart. The output of the tool includes the oracles found for the top-level and the nested REST Charts.

![Figure 10. Java implementation of Client Oracle](image)

We ran our Java tool on two sets of Hierarchical REST Charts with randomly generated costs to find all possible client oracles from the initial place. The first set contains 4 Hierarchical REST Charts nested in three levels, where the numbers in the parentheses indicate the number of places and transitions in the REST Chart:

- Chart1 (8,7)
- Chart3 (4,3)
- Chart2 (6,5)
- Chart4 (4,3)

The second set contains 4 REST Charts nested in 3 levels as follows:

- ABC1 (8,14)
- ABC2 (6,8)
- ABC3 (5,7)
- ABC4 (4,5)

The execution time (in millisecond) includes parsing the multiple XML files into the internal data structure, finding all client oracles based on the data structure, and saving them to a log file. The times measured by Java function System.currentTimeMillis() averaged over 5 runs on
a 32-bit Windows 7 machine (Intel i5 M560 dual core at 2.67 GHz and 4.00 GB memory) are summarized in Table II, where the numbers in the parentheses indicate the total number of places (V) and transitions (E) in each REST Chart.

### TABLE II. PERFORMANCE SUMMARY

<table>
<thead>
<tr>
<th></th>
<th>average (ms)</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1 (22, 18)</td>
<td>59</td>
<td>6.8</td>
</tr>
<tr>
<td>Set 2 (23, 34)</td>
<td>66</td>
<td>6.7</td>
</tr>
</tbody>
</table>

Since the Dijkstra’s Shortest Path algorithm has $O(E+V\log(V))$ time complexity for a graph with $E$ edges and $V$ vertices, the time ratio of these two sets are very close to the time complexity ratio: $66/59=1.1$ while $(34+23\log(23))/(18+22\log(22))=1.3$. For this reason, the the performance is satisfactory and consistent. More important than the performance measurements that can be improved in many ways, the results demonstrate that the approach is feasible in finding optimal client oracles with any Hierarchical REST Chart in polynomial time.

### VI. CONCLUSION

The three main contributions of this paper are: 1) a structural approach to REST client design based on two reusable functional modules, i.e. a client oracle that selects hyperlink to follow for a given goal, and a client agent that carries out the interaction as instructed by the oracle; 2) the new modeling mechanism and XML language to support Hierarchical REST Chart, which is a significant improvement over the original REST Chart for REST service modeling; and 3) a path selection framework for finding the optimal REST oracle and the implementation of the path selection framework based on Dijkstra’s Shortest Path algorithm to Hierarchical REST Chart. Our approach has several advantages over a monolithic REST client design approach. Experimental results indicated that this approach is feasible and promising.

For future work, we plan to continue improving the framework of the Hierarchical REST Chart and apply the REST oracle approach in automated goal-driven generation of fully functional REST clients based on the REST Chart description of REST API.
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Abstract—Due to the possibility of system crashes and network failures, the design of robust interactions for collaborative business processes is a challenge. If a process changes state, it sends messages to other relevant processes to inform them about this change. However, server crashes and network failures may result in a loss of messages. In this case, the state change is performed by only one process, resulting in global state/behavior inconsistencies and possibly deadlocks. Our idea to solve this problem is to (automatically) transform the original processes into their robust counterparts. We illustrate our solution using a subset of WS-BPEL. A WS-BPEL process is modeled using a so called Nested Word Automata (NWA), to which we apply our transformation solution and on which we perform correctness proof. We have also analyzed the performance of our prototype implementation. In our previous work, we assumed that a certain pre-defined interaction follows the failed interaction. In this work, we lift this limitation by allowing an arbitrary behavior to follow the failed interaction, making our solution more generally applicable.
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I. INTRODUCTION

The electronic collaboration of business organizations has grown significantly in the last decade. Often data interchange is based on processes run by different parties exchanging messages to synchronize their states. If a process changes state, it sends messages to other relevant processes to inform them about this change. However, server crashes and network failures may result in a loss of messages. In this case, the state change is performed by one process, resulting in global state/behavior inconsistencies and possible deadlocks. In general, a state inconsistency is not recovered by the process engine that executes the process. This can be seen from a screen dump of errors from the Oracle process engine 12c which sends message to an unavailable server (see Figure 1).

This paper is an extension of our previous work [3][4][5][6], where we assumed that a certain pre-defined interaction follows the failed interaction, i.e., the only sequence control is assumed that the further interaction is sequentially following the failed interaction. A technical report [7] is provided as an online version with more details on the formalism used and the transformation methods of our approach. In this paper, we lift this limitation by allowing an arbitrary behavior to follow the failed interaction, making our solution more generally applicable. We support conditional control flow and loops and their arbitrary combination as possible further interaction after interaction failure. The structure of the paper is the following: Section II analyzes possible interaction...
A. Process Interaction Patterns

Process interaction failures are specific to interaction patterns. In [8], 13 interaction patterns are identified. In this paper, we focus on the send, receive and send-receive patterns. This limitation is not severe because more complex patterns can be composed using these basic interaction patterns. Figure 3a shows an initiator that sends a one-way message to a responder. The initiator behavior corresponds to the send pattern, while the responder behavior corresponds to the receive pattern. In pattern send-receive in Figure 3b the initiator combines one send and one receive pattern. We call this pattern asynchronous interaction in the sequel of the paper. In Figure 3c, the initiator starts a synchronous interaction by sending a request and getting a response, which characterize the send-receive pattern.

B. Process Interaction Failures

Interaction failures caused by system crashes and network failures are pending request failure, pending response failure and service unavailable [4]. As all failures possible in the interaction patterns of Figure 3a and Figure 3b are covered by Figure 3c, we look only into the interaction failures of the interaction pattern in Figure 3c. Service unavailable (marked as $X_{SU}$) is caused by a responder system crash or a network failure of the request message delivery. At process level, the initiator is aware of the failure through a catchable exception of the process implementation language. Pending request failure (marked as $X_{REQ}$) is caused by initiator system crashes after sending a request message. The initiator is informed of the failure after restart, e.g., through catchable exceptions. However, the responder is not aware of the failure, so that it replies with the response message and continues execution. Pending response failure (marked as $X_{RESP}$) is caused by a responder system crash or a network failure of the response message delivery. In both cases, the responder replies with the response message (after a restart if the responder system crashes) and continues execution. However, the connection gets lost and the initiator cannot receive the response message. The initiator is aware of this failure after a timeout.

Due to the heterogeneous infrastructure, e.g., different process engine implementations or network environments, we have to make the following assumptions concerning the failure behavior of the infrastructure: 1) Persistent execution state. The state of a business process (e.g., values of process variables) are kept persistent and survive system crashes. 2) Atomic activity execution (e.g., invoke, receive, reply). A system crash means that the execution is stopped only after the previous activity has finished and the next activity has not started. A restart means that execution resumes from the previous stopped activity. These assumptions correspond with the default behavior of the most popular process engines, such as Apache ODE or Oracle BPEL Process Manager (released as a component of Oracle SOA Suite). In Apache ODE’s term, this is named as persistent processes in their default configuration. Otherwise this configuration can be modified to “in-memory” at deployment time [9]. For Oracle BPEL Process Manager, this is named as “durable” processes, otherwise is named as “transient” processes. By default all the WS-BPEL processes are durable processes and their instances are stored in the so called dehydration tables, which survives system crashes [10].

III. PROCESS TRANSFORMATION BASED SOLUTION

A. Business Processes

We choose WS-BPEL as process specification language in our work. A WS-BPEL process is a container where relationships to external partners, process data and handlers for various purposes and, most importantly, the activities to be executed are declared. As an OASIS standard, it is widely used by enterprises. We use Nested Word Automata (NWA) [11] to describe the underlying semantics of WS-BPEL and use them as a basis for our formal evaluation. We choose NWA because we need to model the nested structure of WS-BPEL syntax. While traditional finite state automata can be used for...
A transformation algorithm is presented as follows. To make a copy of the response message, we need to use an assign activity to keep the result value in a process variable $\text{copy}$. In the pick activity, we add an onMessage branch to accept the request message $m_1$ and use the variable $\text{copy}$ as the response. However, a request message could be sent multiple times before the response is ultimately received. We nest the pick activity in a while to cope with the duplicated request message. A detailed discussion is in [7]. Our process transformation algorithm is presented as follows.

1) Responder Transformation Algorithm: For a WS-BPEL process, given its NWA model $(Q, q_0, Q_f, P, p_0, P_f, \delta_c, \delta_i, \delta_r)$ over the alphabet $\Sigma$, we assume that the alphabet that represents the request messages is $\Sigma_{\text{req}}$, and the alphabet that represents the response messages is $\Sigma_{\text{resp}}$, thus $\Sigma_{\text{req}} \subseteq \Sigma$ and $\Sigma_{\text{resp}} \subseteq \Sigma$. The transformation algorithm is as shown in Figure 7.

The algorithm iterates through all combinations of a state $q$, a request message $m_{\text{req}}$ and a response message $m_{\text{resp}}$. In line 2, we check if the message pair $(m_{\text{req}}, m_{\text{resp}})$ corresponds to the request and response for a synchronous operation and at state $q$, the response message $m_{\text{resp}}$ is sent.

Two common transformations are required: responder transformation and service redeployment. These transformations are performed in the following sections. The responder transformation is a process version of the sequence-generating transformation [8].
1: for all \( q \in Q \), \( m_{req} \in \Sigma_{req} \) and \( m_{resp} \in \Sigma_{resp} \) do
2: if \((m_{req}, m_{resp})\) is a synchronous message pair and \( \delta_i(q, m_{resp}) \) is defined in \( NWA\) then
3: \( \text{save}_\text{reply}(q, m_{resp}) \)
4: \( N \leftarrow \text{next}_\text{receive}(q, m_{resp}) \)
5: for all \( m_{next} \in N \) and \( q_{next} \in Q \) do
6: if \( \delta_i(q_{next}, m_{next}) \) is defined in \( NWA \) then
7: \( \text{transform}_\text{receive}(q_{next}, m_{next}) \)
8: else if \( \delta_i(q_{next}, m_{next}) \) is defined in \( NWA \) then
9: \( \text{transform}_\text{pick}(q_{next}, m_{next}) \)
10: end if
11: end for
12: end if
13: end for

Figure 7. Responder process transformation algorithm

represented by a transition \( \delta_i(q, m_{resp}) \). This is the failure point that the response message may be lost due to interaction failures and where our transformation method applies. As defined in line 3, we first make a copy of the response message, as shown in Figure 8. The NWA model of \( reply \) activity in Figure 8a is replaced by an NWA model of a \( sequence \) activity in Figure 8b, in which a \( reply \) activity model and an \( assign \) activity model are nested. The \( assign \) activity model represents the copy of the reply message into the variable \( m_{copy} \). In order to process the possible resent request message \( ?m_{req} \) due to the lost of the message \( !m_{resp} \) sent at state \( q \), we calculate the set of all possible next incoming messages, which is defined as \( \text{next}_\text{receive}(q, m_{resp}) \) in line 4. We construct an automaton \( A(!m_{resp}, ?m_{next}) \) as in Figure 9 to describe that a process replies with a message \( !m_{resp} \) and waits for some possible next incoming message \( ?m_{next} \). \( \delta(q_0, !m_{resp}) = q_1 \) models the reply of the response message \( !m_{resp} \). \( \delta(q_1, \Sigma_i(\Sigma_{req}) = q_1 \) represents one process execution in which no messages are received. \( \delta(q_1, ?m_{next}) = q_2 \) represents that the process receives an incoming message \( ?m_{next} \). \( \delta(q_2, \Sigma) = q_2 \) models any process execution. For the process \( NWA \) model, at some state \( q \), a reply of a message \( !m_{resp} \) is represented by an internal transition \( \delta_i(q, m_{resp}) \). We change the initial state of the process \( NWA \) model to from \( q_0 \) to \( q_1 \), and call this automaton \( NWA(q) \). Starting at \( q_0 \), after replying the message \( !m_{resp} \), if any possible next incoming message is \( ?m_{next} \), then \( NWA(q) \cap A(!m_{resp}, ?m_{next}) \neq \emptyset \), i.e., the process modeled by \( NWA \) has the behavior described by \( A(!m_{resp}, ?m_{next}) \).

The intersection operation \( \cap \) between an \( NWA \) and an finite state automaton is defined to check whether the business process modeled by the \( NWA \) has the message sending and receiving behavior modeled by the automaton. The intersection operation is based on finite state automata. We “flatten” an \( NWA \) to a finite state automaton by skipping hierarchical information, described as follows. Given a NWA \((Q, q_0, \Sigma, P, \delta, \delta_i, \delta_r)\) over the alphabet \( \Sigma \), the “flattened” automaton is \( A(Q, q_0, \Sigma_f, \delta_f) \), where \( Q, q_0, \Sigma_f \) and \( \Sigma \) are the same as the NWA, the transition function \( \delta_f \) is defined as:

1) \( \delta_f(q_1, a) = q_2 \), if the NWA has an internal transition \( \delta_i(q_1, a) = q_2 \).
2) \( \delta_f(q_1, a) = q_2 \), if the NWA has a call transition \( \delta_c(q_1, a) = (p, q_2) \).

Figure 8. Responder process transformation, \( reply \) activity.

Figure 9. The automaton \( A(!m_{i}, ?m_{next}) \).

3) \( \delta_f(q_1, a) = q_2 \), if the NWA has a return transition \( \delta_r(q_1, a) = q_2 \).

Both call transitions and return transition are treated as flat transitions that the hierarchical state \( p \) is not considered. The intersection operation can be done between two finite state automata, as defined in [12].

We define the set of all possible next incoming messages as \( \text{next}_\text{receive}(q, m_{resp}) \) = \{ ?m_{next} | \mbox{\scriptsize \( m_{next} \in \Sigma_{next} \cap NWA(q) \cap A(!m_{resp}, ?m_{next}) \neq \emptyset \)} \}. For all \( ?m_{next} \in \text{next}_\text{receive}(q, m_{resp}) \) and \( q_{next} \in Q \), if at the state \( q_{next} \) the next incoming message \( ?m_{next} \) is received, two cases of transition may be defined in \( NWA \): in a model of a \( receive \) activity as an internal transition \( \delta_i(q_{next}, ?m_{next}) \) or in the model of a \( pick \) activity as a call transition \( \delta_c(q_{next}, ?m_{next}) \). For the first case (line 6), as shown in Figure 10a, the procedure \( \text{transform}_\text{receive}(q_{next}, ?m_{next}) \) is introduced as follows. We replace the transition with a \( pick \) activity with two branches, as shown in Figure 10b. One \textit{onMessage} branch models the receive of the resent message \( ?m_{req} \) and the reply of the result message \( m_{copy} \). The other \textit{onMessage} branch models the receive of the message \( ?m_{next} \), and after that we set the flag \textit{success} to \textit{true} to indicate that the previous interaction is finished successfully. However, a possible loss of the response message \( m_{copy} \) triggers multiple resending of the request \( m_{req} \). Therefore, the \( pick \) activity is defined in a \textit{while} iteration so that multiple requests \( ?m_{next} \) can be accepted. Figure 10c shows that the \textit{while} iteration ends when the flag \textit{success} is set to \textit{true}.

For the second case (line 8), as shown in Figure 11a, the message \( ?m_{next} \) is one of the messages in \( m_1, \ldots, m_n \). Figure
11b shows that we then add a call transition $<\text{req}>$ to model that the process accepts the resent message, and an internal transition $!\text{m_copy}$ to represent the reply using a copy of the previously cached result $\text{m_copy}$. In the other branches, the nested NWA(act) is replaced by the model of a sequence activity, in which we model the assignment of the flag variable $\text{success}$ to $\text{true}$, followed by the original NWA(act). Similarly, in order to cope with a possible loss of the response message $\text{m_copy}$, the pick activity model is nested in a while iteration to handle multiple resent messages, as shown in Figure 10c. We do not directly prove the correctness of this algorithm, however, the correctness of the transformed processes by this algorithm have been proved in section IV.

After the transformation, at some states the responder can receive more messages than the original process, because the resent message can be accepted and be replied. However, the request is not processed again. In this sense, we do not give malicious initiators any chance of jeopardizing the process by changing the sequence of requests or sending the same request multiple times.

2) Initiator Transformation: The initiator transformation makes it resend the request message whenever a failure happens. The detailed transformation method is presented in [7].

3) Recoverable Assumption: Assume that $(\text{req}, \text{mexp})$ is a pair of synchronous request and response messages, the process receives request message $\text{req}$, then at state $q$, the process sends the response message $\text{mexp}$. However, if $\text{req} \in \text{next}\_\text{receive}(q, \text{mexp})$, then one of the next possible messages is still $\text{req}$, in this case, the responder cannot distinguish a resent message due to a failure from a normal request message. Thus we have to require that in the process design the condition $\text{mexp} \notin \text{next}\_\text{receive}(q, \text{mexp})$ can be met. However, by following a few process design principles during the design of the original process, this condition can be met. An example is, a split of message $\text{mexp}$ into two different messages, $\text{mexp}_1$ and $\text{mexp}_2$ (for example, one message is used to send request, the other asks for results). The initiator sends the two messages back to back. If a responder receives $\text{mexp}_1$, then it waits for $\text{mexp}_2$, rather than waiting for $\text{mexp}_1$ again.

IV. EVALUATION

This section presents the correctness validation of our solution. We also evaluate the performance overhead of our prototype under different workloads.

A. Correctness Validation

The correctness proof shows that the solution introduced in Section III provides a robust process. The core of the proof is to define the correctness criteria for asynchronous and synchronous interactions and represent them such that they can be automatically evaluated.

Figure 12 shows the setup of our correctness proof. We take the test set of 726 example WS-BPEL processes which implement all possible Internet Open Trading Protocol (IOTP) interactions [14], and we transform them into the NWA model of the corresponding robust business process. The proof is finished by checking that the NWA process model is a subset of the correctness criteria, which are modeled as automata. Given an automaton $A(Q, \Sigma, \delta, q_0, F)$, each state in $Q$ represents a state of the messages sending and receiving status. Set $\Sigma$ models of all possible process behaviors, e.g., sending and receiving messages. $\delta$ is transition function: $Q \times \Sigma \rightarrow Q$ that models the state transition triggered by process execution, e.g., for states $q_i, q_j \in Q$ and $!\text{m} \in \Sigma$, $\delta(q_i, !\text{m}) \rightarrow q_j$ represents that at state $q_i$, the process replies with message $!\text{m}$ and then enters state $q_j$. The correctness criteria automata models the set of correct message sending and receiving sequences. We present the correctness criteria as follows.

1) Initiator Side Correctness Criteria: There are two criteria due to the interaction patterns: the criteria for a single message sending and the criteria for synchronous request and response message pair. In this paper, we discuss only the latter due to the page limitations. The automaton is visualized as Figure 13a. A correct interaction is regarded as, a request message $!\text{m}1$ can be sent at state $q_1$ and can be resent multiple times at state $q_2$ until a response message $!\text{m}2$ is received at state $q_2$.

2) Responder Side Correctness Criteria: The property we want to validate is that any resent message can be accepted by the transformed process and replied. Given a process, assume that the synchronous request and response messages are $\text{m}_i$ and $\text{m}_i$. If the transformed robust process model is NWA, for state $q_i$ and transition $!\text{m}_i$, we have $?\text{m}_i \in \text{next}\_\text{receive}(q_i, !\text{m}_i)$. The idea behind it is that after the reply message $!\text{m}_i$ is sent, the robust process can accept possible resent messages due to failures. In this case, the response should be sent without reprocessing. The criteria are shown...
as Figure 13b. We omit the detailed discussion of this criteria due to page limitations.

The process control flows can be designed in arbitrary ways, and since we cannot exhaust all possibilities, we use a WS-BPEL test set that implements all possible IOTP interactions, which is a total of 726 BPEL processes. After the transformation of the test processes into automata, we apply the subset check to evaluate the correctness of the WS-BPEL test processes, i.e., we prove that for all processes and their NWA model and criteria automaton $A$, $NWA \in A$, i.e., all messages sending and receiving sequences are correct.

We take the process in Figure 6 to illustrate the correctness validation. An original WS-BPEL snippet shown in Figure 6a is transformed into the robust counterpart, and their automata models are shown as Figures 14a and 14b, respectively. At state $q_2$, where the message $m_2$ is to be replied, the set of the possible next incoming messages of the responder is $next\_receive(q_2, m_2) = \lbrace ?m_1, ?m_3, ?m_4 \rbrace$. The criteria for the synchronous request $?m_1$ and the response $!m_2$ is shown as Figure 15. First, we do a subset check to prove that the original is not a subset of the criteria. Actually, we can see that the message sequence $\ldots, ?m_1, !m_2, \ldots, ?m_1, !m_2, \ldots, ?m_3, \ldots$ can be accepted by the criteria automaton. However, this sequence cannot be accepted by the model of the original process, since there is no transition defined for the second $?m_1$. Second, we do a subset check to prove the transformed automata model is a subset of the criteria, i.e., all sending and receiving message sequences are correct.

We evaluated the performance overhead of our transformed process under different workloads. The number of requests sent per minute by the local client complies with a Poisson distribution with parameters $\lambda = 5$ and $\lambda = 10$ requests per minute. We used these workloads because according to our tests under the available hardware and software configurations, higher workloads would exhaust the server resources. We use the open source Apache ODE process engine where an embedded Derby [16] database is used. The Amazon EC2 instance type is t1.micro with 1 vCPU and 0.594GiB memory. Each test run lasted for 60 minutes, but only the response times in the 30 minutes in the middle of this period have been considered (steady state).

The performance data is shown as Table I. Under the workload of $\lambda = 5$, the average performance overhead of our transformation mechanism is 92 ms. Under the workload of $\lambda = 10$, the average overhead is 130 ms. We conclude then that the performance overhead increases with the workload. However, we expect lower performance overhead when the infrastructure is scalable, like in a cloud environment.
V. RELATED WORK

Solutions based on exception handling [17][18] is process-specific. WS-BPEL supports compensations of well-defined exceptions using exception handlers. However, elaborate process handler design requires process-specific knowledge of failure types and their related recovery strategies. Alternatively, we try to ease the process designers from dealing with synchronization failures by a transparent process transformation from a given business process to its recovery-enabled counterpart.

A fault tolerant system can be built by coping with the occurrence of failures by applying redundancy [13]. Three kinds of redundancy are possible: information redundancy, time redundancy and physical redundancy. However, the existing solution either require more effort of the business process designers, or additional infrastructure support, or both.

On physical layer, the robust solutions on process engine level [19][20] depend on a specific process engine. We defined our solution based on the WS-BPEL building blocks without requiring extensions at the engine level. However, the transformed process can still be migrated to other standard process engines. Reliable network protocols such as HTTPR have been proposed to provide reliable synchronization. However, the deployment of these solutions increases the complexity of the network infrastructure. We assume that system crashes and network failures are rare events, thus extending the infrastructure may introduce too much overhead. Further, the solutions are not applicable in some outsourced deployment environments. For example, in some cloud computing environments, user-specific infrastructure configuration to enhance synchronization is not possible. Dynamic service substitution [21][22] is a way to perform recovery by replacing the target services by equivalent services. In [23][24], the QoS aspects of dynamic service substitution are considered. In our work, we do not change the business partners at runtime.

Information redundancy recovery is based on replication. Our cache-based process transformation is information redundant because a cache is a kind of replication. Time redundancy solutions include web services transactions. The WS-AT [25] standard specifies atomic web services transactions, while WS-BA [26] standard specifies relaxed transactions so that the participant can choose to leave the transaction before it commits. However, if a transaction rolls back, a process-specific compensation is required. Actually, transactions can deal with well-defined failures. The 2-phase commit distributed transaction protocol can not deal with system crash (referred to as cite:failure in [27]). However, in a special case of process in which all participants send vote results to a coordinator, if the coordinator crashes before sending the vote results to any participant, all the participants are blocked and the final results of the transaction remain unknown.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have identified three types of interaction failures caused by system crashes and network failures and we have proposed a process interaction failure recovery method to cope with system crashes and network failures. This paper is an extension of our previous work [3][4][5][6], where we assumed that a certain pre-defined interaction follows the failed interaction. In this paper, we lift this limitation by allowing an arbitrary behavior to follow the failed interaction, making our solution more generally applicable. The challenge is to accept the resent message due to failures with the arbitrary control flow of the responder process. We transformed the business process design into nested word automata model. At a state that models the reception of an incoming message, we add an additional transition to accept the resent message due to failure. We have proved the correctness of our process transformations and we implemented a prototype to test the runtime performance of our method. Currently, the transformation process is semi-automatic. We have implemented the automatic transformation from a WS-BPEL process to the NWA model, however, the transformation of the NWA model to the robust counterpart is manually. In future, we will automate the transformation process and we will investigate more complex process interaction patterns.
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Keywords—Web Service Composition; Abstract Planning; Genetic Algorithm; Satisfiability Modulo Theories; Hybrid Algorithm

I. INTRODUCTION

The Web Service Composition (WSC) problem [1][2][3] consists in composing simple functionalities, accessible via well-defined interfaces, in order to achieve more complex objectives. This is one of the main ideas of Service-Oriented Architecture (SOA) [1]. Unfortunately, WSC is a complex and hard problem and therefore requires an application of quite sophisticated methods and tools.

Planics [4] is a framework aimed at WSC, easily adapting existing real-world services. The main assumption in Planics is that all the Web services in the domain of interest as well as the objects that are processed by the services, can be strictly classified in a hierarchy of classes, organised in an ontology. Another key idea is to divide the planning into several stages. The first phase deals with classes of services, where each class represents a set of real-world services, while the other phases work in the space of concrete services. The first stage produces an abstract plan composed of service classes [5]. Then, the Offer Collector (OC), i.e., a module of Planics, interacts with instances of the service types constituting the abstract plan and retrieves data used in the concrete planning (CP) phase. As a result of CP, a concrete plan, i.e., a sequence of offers satisfying the predefined optimization criteria is obtained. Such a multiphase approach enables to reduce dramatically the number of Web services to be considered and inquired for offers.

This paper deals with the Abstract Planning Problem (APP), which is known to be NP-hard [5]. Our previous works employed several heuristic methods to solve APP: Genetic Algorithm (GA) [6][7], a translation to Petri nets [8], and Satisfiability Modulo Theories (SMT) Solvers [5]. The results of the extensive experiments show that the proposed methods are complementary, but every single one suffers from some disadvantages.

The main disadvantage of an SMT-based solution is often a long computation time, which is not acceptable in the case of a real-world interactive planning tool. The translation to Petri nets seems to be an efficient planning method, but only for some specific types of ontologies. On the other hand, a GA-based approach is relatively fast, but the probability of finding a solution, as well as the number of solutions found, decrease with the increase of the plan lengths.

Thus, our aim consists in exploiting the advantages of the two abstract planning methods – based on GA and SMT – by combining them into one hybrid algorithm. The main idea of our hybrid approach involves a modification of the standard GA in such a way that after every iteration of GA several individuals are processed by the SMT-based procedure, which aims at modifying them in order to obtain solutions of APP.

In our previous papers [9][10], we showed several variants of hybrid algorithms for solving the Concrete Planning Problem (CPP). However, in the case of CPP we dealt with the constrained optimisation problem. The main goal was to find a concrete plan satisfying all the constraints and maximizing the quality function. Here, in case of APP, the main aim is to find all abstract plans with a fixed number of service types. In practice, this means finding as many alternative plans as possible, using available resources (e.g., computer memory and computation time). Therefore, the main contribution of this paper is a new version of a hybrid algorithm combining GA with SMT, which finds abstract plans. Since we build upon our previous work, the general idea is somehow similar to the one applied in [9]. However, due to the fundamental differences between CPP and APP, the realisation of the hybrid abstract planner is substantially different than the hybrid concrete ones. The details are discussed at the end of the next subsection.

A. Related Work

The existing solutions to the WSC problem are divided into several groups. Following [11] our hybrid algorithm belongs to the AI planning methods. Other approaches include: automata theory [12], situation calculus [13], Petri nets [14], theorem proving [15], and model checking [16]. In what follows, we
shortly review the literature on composition methods related to our non-hybrid and hybrid algorithms.

A composition method closest to our SMT-based method [5] is presented in [17], where the authors reduce WSCP to a reachability problem of a state-transition system. The problem is encoded as a propositional formula and tested for satisfiability using a SAT-solver. This approach makes use of ontologies describing a hierarchy of types and deals with an inheritance relation. However, we consider also the states of the objects, while [17] deals with their types only. Moreover, among other differences, we use a multiset-based SMT encoding instead of Propositional Satisfiability Problem (SAT).

As far as our GA-based solution of APP is concerned, the approach closest to ours is given in [18], where GA is used to one phase planning, which combines an abstract and a concrete one. The idea of a multiset representation of a GA individual has been also used in [19]. However, contrary to our approach, no linearization of a multiset is generated in order to compute the fitness value.

Hybrid algorithms for WSC are also known in the literature. Jang et al. [20] use a combination of Ant Colony Algorithm with GA to find a concrete plan. While the experimental results are better than those obtained using a simple GA, the number of service types and offers used are not sufficient to draw general conclusions about efficiency of this approach. A combination [21] of two evolutionary algorithms, Tabu Search and GA, was also used to CP. Although this method allowed to find good quality concrete plans, our hybrid algorithm allows for dealing with much larger search spaces.

In our previous papers [9][10], we presented several variants of hybrid algorithms combining GA and SMT. One of them exploits an SMT-solver in order to (partially) generate the initial populations for GA. The other versions of hybrid algorithms are slightly modified GAs using an SMT-solver as a local search engine. That is, given an individual with a relatively high fitness value, an SMT-based procedure tries to change values of several genes in order to improve the individual. This approach is the closest to the method proposed in the present paper. Here, we also exploit an SMT-solver to improve some individuals of a population maintained by GA, but that is where the similarities end. The main differences result from various domains and the definitions of the abstract and concrete planning. Another difference is in what “the improvement” means in each case. In the case of CPP one is searching for such values of genes that satisfy the (predefined) constraints. However, satisfiability of the constraints is just one of the fitness function components, so such an improved individual is usually helpful for GA, but it is unlikely a final solution. On the other hand, in the case of the hybrid method applied to solve APP, if the SMT-based procedure returns an improved individual, then it already represents an abstract plan. The next group of differences are the technical details of the algorithms, like, e.g., the strategies regarding when, how often, and how many times SMT-solver should be run, which and how many genes are to be changed, and how to choose the individuals being good candidates to an improvement. Moreover, according to our best knowledge, there are no other approaches combining symbolic and evolutionary methods into hybrid algorithms.

The rest of the paper is structured as follows. In Section II, the Plancs framework is introduced and APP is formulated. Section III presents the main ideas of our hybrid approach as well as some technical solutions. Next, the preliminary experimental results are given and discussed. The paper ends with some conclusions.

II. PLANCs FRAMEWORK

This section sketches the main ideas behind the Plancs framework and gives all the intuitions necessary to formulate the abstract planning problem. The formal definitions can be found in [5].

An ontology contains a system of classes describing the types of the services as well as the types of the objects they process. A class consists of a unique name and a set of the attributes. By an object, we mean an instance of a class. By a state of an object, we mean a valuation of its attributes. A set of objects in a certain state is called a world.

The main goal of the system is to find a composition of services that satisfies a user query. The query interpretation is defined by two sets of worlds: the initial and the expected one. Moreover, the query may include several additional constraint sets used at different planning stages. Figure 1 shows the general Plancs architecture. The bold arrows correspond to computation of a plan while the thin arrows model the planner infrastructure. While this paper concerns APP, in what follows we focus on the abstract planning phase.

A. Abstract Planning Problem

The first stage of the composition in the Plancs framework is the abstract planning. It consists in matching services at the level of input/output types and the abstract values. That is, because at this stage it is sufficient to know if an attribute does have a value, or it does not, we abstract from the concrete values of the object attributes, and use two special values set and null.

Thus, for a given ontology and a user query, the goal of the abstract planning is to find such a (multi)set of service types that allows to build a sequence of service types transforming an initial world of the user query into some final world, which has to be consistent with an expected world, also defined as a part of the query. The consistency between a final world and an expected one is expressed using the notion of the compatibility relation, formally defined in [5]. Intuitively, a final world $W_f$ is compatible with an expected world $W_e$ if the following
conditions are met: (i) for every object $o_e \in W_e$ there exists a unique object $o_f \in W_f$, such that both the objects are of the same type or the type of $o_f$ is a subtype of $o_e$; (ii) both the objects agree on the (abstract) values of the common attributes.

The result of the abstract planning stage is called a Context Abstract Plan (CAP). It consists of a multiset of service types (defined by a representative transformation sequence), contexts (mappings between services and the objects being processed), and a set of final worlds. However, our aim is to find not only a single plan, but many (significantly different, and all if possible) abstract plans, in order to provide a number of alternative ways to satisfy the query. We distinguish between abstract plans built over different multisets of service types. See [5] for more details.

III. HYBRID APPROACH TO SOLVE APP

In this section, we recall some details of our GA-based abstract planner, as a base of the new hybrid algorithm. Then, an analysis of our previous experimental results obtained using GA and SMT is provided. Finally, basing on this analysis, the hybrid algorithm is proposed.

A. Application of GA to solving APP

The base of our hybrid approach is the standard GA aimed at solving APP. GA is a non deterministic algorithm maintaining a population of potential solutions during an evolutionary process. A potential solution is encoded in a form of a GA individual, which, in case of APP, is a sequence of natural values representing service types. However, since each abstract plan makes use of the multiset concept, the individuals differing only in the genes ordering are indistinguishable. In each iteration of GA, a set of individuals is selected for applications of genetic operations, such as the standard one-point crossover and mutation, which leads to obtaining a new population passed to the next iteration of GA. The selection of an individual and thus the promotion of its offspring to the next generation depends on the value of the fitness function.

Before the fitness function is calculated, every individual is processed by a procedure which is trying to find such an ordering of genes that an individual starts with a transformation sequence of a maximal length (see [6] for details). Moreover, such an executable prefix of an individual consists of good service types. Intuitively, a service type is good if it produces or modifies objects that are a part of some expected world, or they are an input of another good service type. Note that all the abstract plans are built solely of good service types only.

More details on applying GA to abstract planning can be found in [6][7].

B. Analysis

Let us begin with an analysis of the GA behaviour. Our previous works on an application of GA to solve APP show that a short computation time is certainly its advantage, but on the negative side the probability of finding a solution decreases along with the length of an abstract plan. Moreover, GA is unable to find solutions for instances with more than 6 services and several abstract plans in a search space.
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On the other hand, the computation time of the SMT-based algorithm applied to APP is longer (comparing to GA), but all the solutions are found for instances with up to 9 services. Moreover, SMT performs a (symbolic) exploration of the whole search space to make sure that there is no other plan up to the given length. However, for instances with 12 services the SMT-solver is able to finish the computation within the given time only for search spaces containing one plan. For the remaining cases it indeed returns at least one solution, but it does not guarantee that more plans do not exist. The above discussion together with our previous successful applications of the hybrid algorithms to CPP [9][10], lead to a conclusion that a promising approach should consist in a combination of both approaches exploiting their advantages. To this aim we have to identify (and encode as an SMT formula) such a subproblem of APP, which is solvable for an SMT-solver in a reasonable short time.

C. Algorithm

The problem we have encountered while solving some hard APP instances is as follows. Quite frequently GA ends up with unfeasible solutions containing only a few ‘unmatched’ services. This leads to the main idea of our hybrid approach. It relies upon an application of SMT to improve some number of the best individuals in each iteration of GA. An improvement consists in finding such good service types that can replace the unmatched ones. If such service types exist, then the modified individual represents an abstract plan. Figure 2 shows the consecutive steps of the hybrid algorithm.

Our hybrid algorithm mimics the standard steps of GA, which are modified in the following way. In each iteration of GA, after an evaluation step, a fixed number of top individuals (which do not yet constitute a complete abstract plan) are considered as candidates for an SMT-based improvement. Let $I$ be an individual consisting of $k$ genes. Let $e(I)$ denote the length of the maximal executable prefix of $I$ and $g(I)$ denote the number of good service types of $I$. Then, the individual $I$ is passed to the SMT-based procedure if the following conditions are met:

- $\left\lceil \frac{k}{2} \right\rceil \leq e(I) < k$, and
• \( g(I) \geq \lceil \frac{e}{2} \rceil \).

Thus, only the individuals consisting at least in a half of good service types are considered as candidates for an improvement. Moreover, such a candidate should contain an executable prefix consisting of at least \( \lceil \frac{e}{2} \rceil \) service types, but also having at least one gene to be changed.

If an optimal solution is found by SMT, then it is passed back to the GA population. The fixed number of individuals passed to the SMT procedure assures that only the individuals that have a real chance to be improved are considered for passing to SMT. Otherwise, this could result in a too long computation time of the SMT-based procedure. While an optimal solution is unknown a priori, it is very difficult to depict whether an individual is near to an abstract plan in the search space and thus if it is suitable for an improvement. In our approach this assessment is based on the two features of an individual: the length of its maximal executable prefix and the number of its good service types. Note that in the case of an abstract plan both the values are equal to \( k \).

D. SMT-based problem encoding

The SMT procedure combined with GA is based on the encoding exploited in our “pure” SMT-based concrete planner [5]. However, now the task for an SMT-solver is to check whether the maximal (non-executable) suffix of an individual can be modified to make an improved individual a solution of APP. Thus, in addition to the user query \( q \) and the ontology, the SMT-based procedure takes also as input an individual and the length of its maximal executable prefix. The general idea of the SMT task is depicted in Figure 3.
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Let \( I \) denote an individual in the form of a sequence of service types and \( I_j \) be the service type at the \( j \)-th position of the sequence. Let \( e \) denote the length of the maximal executable prefix and let \( k \) be the total length of \( I \). Then, the task of an SMT-solver is reduced to checking satisfiability of the following formula:

\[
\varphi_k = \bigwedge_{j=1..e} (C_j \land (s = I_j) \land T^q_j) \land \bigwedge_{i=(e+1)..<k} (C_i \lor T^q_i) \land \bigwedge_{s \in S} E^q_k \land B^q_k
\]

where \( T^q \) and \( E^q_k \) are the formulas encoding the initial and the expected world of the user query, respectively, \( C_i \) encodes the \( i \)-th context function, \( S \) is the set of all service types from the ontology, and \( T^q_i \) encodes the worlds transformation by a service type \( s \). \( B^q_k \) stands for a formula preventing from finding the already known solutions, if there are any. See [5] for more encoding details. Thus, an SMT-solver tries to find a sequence of service types of length \((k - e)\), which can replace the non-executable suffix of \( I \) in such a way that the improved individual is a (previously unknown) solution of APP.

IV. Experimental Results

We have evaluated the efficiency of the hybrid algorithm against the GA and SMT-based planners using the ontologies and the user queries generated by our software - Ontology Generator (OG). All ontologies are generated by OC in a random manner meeting the semantic rules. Each query is also generated randomly in such a way that the number of various abstract plans equals to the value of a special parameter of OG. This guarantees that we know a priori whether the planners have found all solutions.

A. Configuration of the Experiments

In order to evaluate the efficiency of our planners, we have conducted experiments using twenty four instances of APP generated by OG, with the following parameter values: the solution length (the number of service types constituting a plan): \( k \in \{6, 9, 12, 15\} \), the number of the service types in the ontology: \( n \in \{64, 128, 256\} \), and the number of the plans in the search space: \( sol \in \{1, 10\} \). Thus, the size of the search space varies from \( 64^6 = 2^{36} \) for the first and the fourth experiment, up to \( 2^{56} = 2^{120} \) in the case of the 21st and the 24th instance.

Each experiment has been repeated 20 times on a standard PC with 2GHz CPU, 8GB RAM, and Z3 [22] version 4.3 as an SMT-solving engine. The experiments involving the “pure” GA and hybrid planner have been performed using the following parameters: the population size equals 100 for the instances with one solution only and 500 for the instances with ten plans in the search space, the number of the iterations equals 100, whereas the probabilities of crossover and mutation are at levels of 95\% and 0.5\%, respectively. We impose the 2000 sec. time limit for every experiment.

B. Experimental Results Evaluation

A comparison of the experimental results of all the three planners is presented in Table I. The best results are marked with bold. The first four columns from the left contain the experiment number and the OG parameters used to generate the instances. The next six columns present the results of our hybrid planner, such as the time consumed by the SMT-based procedure calls and consumed by GA, the total computation time, the average and the maximal number of plans found, as well as the probability of finding a plan. Note that the average number of plans found is computed taking into account only these cases, where at least one solution has been found. The next four columns contain the results obtained using the GA-based abstract planner. That is, from left to right: the computation time, the average and the maximal number of plans found, and the probability of finding a plan. Finally, the last two columns display: the time consumed by the SMT-based abstract planner in order to find the first plan and the total computation time. Since the SMT-based planner always finds all the plans (provided it has enough time and memory), we do not report any other results here. Note that the memory usage does not exceed 2GB, even during the experiments with the largest instances and the “pure SMT” as the planning method. The SMT-based planner seems to be the most memory-demanding in the last phase of searching, i.e., while checking that there is no more plans and (symbolically)
TABLE I. EXPERIMENTAL RESULTS

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>64</td>
<td>1</td>
<td>4.05</td>
<td>8.34</td>
<td>12.39</td>
<td>1</td>
<td>1</td>
<td>100</td>
<td>5.91</td>
<td>1</td>
<td>1</td>
<td>100</td>
<td>6.31</td>
<td>12.8</td>
</tr>
<tr>
<td>4</td>
<td>128</td>
<td>3.77</td>
<td>8.78</td>
<td>13.55</td>
<td>1</td>
<td>1</td>
<td>100</td>
<td>8.07</td>
<td>1</td>
<td>100</td>
<td>12.18</td>
<td>1</td>
<td>100</td>
<td>12.89</td>
<td>14.8</td>
</tr>
<tr>
<td>3</td>
<td>256</td>
<td>10.79</td>
<td>13.29</td>
<td>24.05</td>
<td>1</td>
<td>1</td>
<td>100</td>
<td>13.02</td>
<td>1</td>
<td>100</td>
<td>16.66</td>
<td>27.1</td>
<td>100</td>
<td>25.2</td>
<td>18.3</td>
</tr>
<tr>
<td>4</td>
<td>64</td>
<td>10</td>
<td>3.04</td>
<td>25.74</td>
<td>28.78</td>
<td>3.25</td>
<td>10</td>
<td>100</td>
<td>24.29</td>
<td>5.8</td>
<td>10</td>
<td>100</td>
<td>5.22</td>
<td>18.3</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>9.22</td>
<td>12.13</td>
<td>21.35</td>
<td>8</td>
<td>100</td>
<td>31.41</td>
<td>6.25</td>
<td>10</td>
<td>100</td>
<td>8.24</td>
<td>26.6</td>
<td>100</td>
<td>5.22</td>
<td>18.3</td>
</tr>
<tr>
<td>6</td>
<td>256</td>
<td>13.85</td>
<td>43.33</td>
<td>57.18</td>
<td>3.65</td>
<td>8</td>
<td>100</td>
<td>45.95</td>
<td>5.55</td>
<td>9</td>
<td>100</td>
<td>11.93</td>
<td>38.1</td>
<td>100</td>
<td>5.22</td>
</tr>
<tr>
<td>7</td>
<td>9</td>
<td>64</td>
<td>12.98</td>
<td>11.67</td>
<td>23.75</td>
<td>1</td>
<td>1</td>
<td>85</td>
<td>11.83</td>
<td>1</td>
<td>1</td>
<td>95</td>
<td>19.49</td>
<td>58.7</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>25.65</td>
<td>15.68</td>
<td>41.33</td>
<td>1</td>
<td>1</td>
<td>90</td>
<td>13.43</td>
<td>1</td>
<td>1</td>
<td>100</td>
<td>41.01</td>
<td>90.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>256</td>
<td>43.01</td>
<td>28.83</td>
<td>72.49</td>
<td>1</td>
<td>1</td>
<td>90</td>
<td>26.74</td>
<td>1</td>
<td>1</td>
<td>90</td>
<td>54.99</td>
<td>133</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>64</td>
<td>10</td>
<td>17.24</td>
<td>56.9</td>
<td>74.43</td>
<td>4.15</td>
<td>10</td>
<td>100</td>
<td>57.89</td>
<td>1</td>
<td>4</td>
<td>65</td>
<td>21.99</td>
<td>295</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>30.64</td>
<td>63.38</td>
<td>94.02</td>
<td>4.16</td>
<td>10</td>
<td>95</td>
<td>69.94</td>
<td>1.54</td>
<td>4</td>
<td>65</td>
<td>39.93</td>
<td>533</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>61.64</td>
<td>113.05</td>
<td>174.69</td>
<td>4.32</td>
<td>10</td>
<td>95</td>
<td>113.15</td>
<td>1.33</td>
<td>2</td>
<td>30</td>
<td>113.3</td>
<td>977</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>128</td>
<td>5.59</td>
<td>27.77</td>
<td>33.35</td>
<td>3.13</td>
<td>10</td>
<td>100</td>
<td>21.32</td>
<td>1</td>
<td>1</td>
<td>65</td>
<td>156.4</td>
<td>781</td>
<td></td>
<td></td>
</tr>
<tr>
<td>148</td>
<td>86.48</td>
<td>30.15</td>
<td>116.62</td>
<td>1</td>
<td>1</td>
<td>85</td>
<td>28.12</td>
<td>1</td>
<td>1</td>
<td>60</td>
<td>203.2</td>
<td>1962</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>256</td>
<td>118.7</td>
<td>46.82</td>
<td>165.52</td>
<td>1</td>
<td>1</td>
<td>55</td>
<td>46.31</td>
<td>1</td>
<td>1</td>
<td>60</td>
<td>315.4</td>
<td>1947</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>64</td>
<td>10</td>
<td>78.98</td>
<td>118.56</td>
<td>197.54</td>
<td>2.79</td>
<td>10</td>
<td>95</td>
<td>118.29</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>113.5</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>128</td>
<td>199.89</td>
<td>139.96</td>
<td>339.85</td>
<td>2.38</td>
<td>10</td>
<td>100</td>
<td>248.65</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>250.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>256</td>
<td>193.17</td>
<td>253.22</td>
<td>446.39</td>
<td>1.95</td>
<td>6</td>
<td>65</td>
<td>280.94</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>323.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>15</td>
<td>64</td>
<td>119.99</td>
<td>33.68</td>
<td>153.77</td>
<td>1</td>
<td>1</td>
<td>25</td>
<td>34.35</td>
<td>1</td>
<td>1</td>
<td>30</td>
<td>469.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>128</td>
<td>185.34</td>
<td>43.17</td>
<td>228.51</td>
<td>1</td>
<td>1</td>
<td>30</td>
<td>40.34</td>
<td>1</td>
<td>1</td>
<td>25</td>
<td>382.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>256</td>
<td>247.3</td>
<td>58.29</td>
<td>305.59</td>
<td>1</td>
<td>1</td>
<td>30</td>
<td>68.89</td>
<td>1</td>
<td>1</td>
<td>30</td>
<td>1015.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>64</td>
<td>10</td>
<td>168.46</td>
<td>237.57</td>
<td>406.03</td>
<td>1.67</td>
<td>3</td>
<td>30</td>
<td>216.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>413</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>128</td>
<td>369.53</td>
<td>267.83</td>
<td>637.36</td>
<td>3</td>
<td>5</td>
<td>10</td>
<td>281.21</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1850</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>256</td>
<td>304.88</td>
<td>540.63</td>
<td>845.51</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>437.59</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>931</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

exploring the whole search space. The memory usage of the “pure” GA algorithm remains below several hundred MB, and in the case of the hybrid method it does not exceed 1GB for the largest instances.

It is easy to observe that in the case of the instances with only one plan in the search space the “pure” GA algorithm is superior to the other algorithms due to its relative low computation time. However, it is worth noticing that the probability of finding a solution by GA drops rapidly with the increase of the lengths of plans. On the other hand, analysing the experiments where there are ten plans in the search space, one can notice that the “pure” SMT algorithm is faster than the other algorithms only for APP instances having the shortest solutions. In all the other cases the hybrid planner is clearly superior. Concerning the experiments 10, 11, and 12, the computation time of the hybrid planner is much lower than the time consumed by the “pure” SMT-based algorithm. Comparing the results obtained using the hybrid and the “pure” GA algorithm it is easy to see that admittedly GA is about 30% faster, but the hybrid one outperforms GA if all other measures are considered.

The analysis of the remaining experiments, where the search spaces contain ten solutions is even simpler. These are the most important results related to the instances which turned out to be hard for the pure GA and SMT planner, as GA does not yield any result while the SMT-based planner is running out of time. The hybrid algorithm outperforms the other planners for the instances, for which the plans consist of more than 6 service types. In case of 12 services, the maximal number of the abstract plans found equals to 10, while for 15 services it is 5. Summarizing, the experiments 16, 17, 18, 22, 23, and 24 prove that applying the hybrid algorithm to APP one can obtain substantially better results.

C. Comparison with Other Approaches

We have done our best to compare efficiency of our tool with another system. Nam et al. [17] report 7 experiments performed on a set of 413 concrete Web services, where SAT-time consumed for every composition varies from 40 to 60 sec. However, the composition consists only in simple type matching, the plans consist of a few services only, and the main goal is to find the shortest sequence of services satisfying the user query. We have repeated these experiments translating first the input data to the Planics ontology. We treated each concrete service as a service type, and we modelled the service parameters type hierarchy as the object types. Our results have appeared to be better. Planics is able to find the shortest solution in just fractions of a second of SAT-time and in several seconds of the total computation time. Overall, our approach is more complex and the composition by just matching is a special, simplified case of our planning. Moreover, instead of searching just for the shortest solution, we focus on finding a number of alternative plans.

For the second comparison we have used the Fast Downward tool [23] that is aimed at solving problems specified in PDDL (Planning Domain Definition Language) [24]. We developed a tool which translates Planics ontologies and user queries into PDDL domains and problems, respectively. Then, we translated the benchmarks described in Sec. IV and we used them as input for FD. The FD tool was able to find a solution only for smallest instances with 64 service types. For these cases an interesting observation can be made. Namely, the amount of time and memory consumed by FD is not so strongly related to the length of the plan, like in the case of Planics, but they clearly depend from number of services in the ontology. For larger benchmarks the whole available memory has been quickly consumed and the computation had to be aborted. It shows the advantage of Planics while reasoning in large ontologies.

V. CONCLUSION AND FUTURE WORK

A new hybrid algorithm based on GA and SMT has been proposed to solve APP. The algorithm has been implemented and some preliminary experiments have been performed for
benchmarks having different sizes of ontologies and solutions in the search space. The very first results show that using a combination of the SMT- and GA-based approach, one can obtain quite good results, especially for problems that are hard to solve using the “pure” planning methods, i.e., with large search spaces and many alternative solutions.

We plan to further improve the efficiency of our hybrid approach in terms of lower computation times and higher probabilities of finding solutions. The successful application of the hybrid algorithm to abstract planning problem shows that the proposed method has a high potential. Thus, another important task to be addressed in a future work is an application of similar algorithms to other hard problems involving an exploration of huge search spaces.
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Abstract—The actual experience of the performance of services at consumers’ side is a desirable foundation for service selection. Considering the knowledge of previous performance experiences from a consumer’s perspective, a service broker can automatically select the best-fitting service out of a set of functionally similar services. In this paper, we present the evaluation of machine learning methods and frameworks which can be employed for service recommendation based on shared experiences of previous consumers. Implemented in a prototype, our approach considers a consumer’s call context as well as its selection preferences (expressed in utility functions). The implementation of the framework aims at the time-critical optimization of service consumption with focus on runtime aspects and scalability. Therefore, we evaluated and employed high-performance, online and large scale machine learning methods and frameworks. Considering the Internet as a service market with perpetual change, strategies for concept drift have to be found. The evaluation showed that with the current approach, the framework recommended the actual best-fit service instance in 70% of the validation cases, while in 90% of the cases, the best or second-best-fit was recommended. Furthermore, within our approach employing the best method, we achieved 94.5% of the overall maximum achievable utility value.
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I. INTRODUCTION

Service-Oriented Computing (SOC), Software as a Service (SaaS), Cloud Computing and Mobile Computing indicate that the Internet develops itself to a market of services where service consumers can dynamically and ubiquitously consume functionality from services with limited or no knowledge about the implementation or the system environment of the provided service. Besides the functionality, service consumers are interested in the performance of a service, which is expressed in its non-functional properties (NFPs) such as response time, availability or monetary charges. Within a service market, service functionality may be provided by several competing service instances. Among these similar services, service consumers are interested in the consumption of the service instance which fits best towards their preferences. In [1], we described that service selection has to be based on the actual experience of NFPs at consumer side. We defined Service Level Achievement to be the general performance of a service at consumer side (consumer side measured NFPs). In the case of basing service selection on Service Level Achievements, a service broker can automatically select the best-fit service among functionally similar services. In contrast, when the selection is based on Service Level Agreements (SLAs), one can only state the fact that SLAs have not been met; mitigating the issue, however, requires human action, hence, time. Perpetual change is one of the major characteristics of service markets such as the Internet. NFPs of service instances can be volatile (e.g., high load at certain times and limited resources), new functional equivalent instances enter the market; others are temporary or permanently not available. A collaborative knowledge base of consumption experiences benefits single users and helps them to optimise service selection towards their needs and based on their call context. Call contexts consider aspects that have an influence on NFPs at consumer side such as location, time, weekday, etc. When recommendation is based on actual experienced NFPs, their preferred weight from consumer side and the call context, the knowledge base has to be built on a potentially high load of measurement data, which needs to be processed and learned promptly. Within our framework, we develop a service broker which bases its decisions on consumption measurements of previous service calls [1]. In particular, service recommendations are based on a call context and a user’s preferences which are expressed in a utility function. Basing service selection on Service Level Achievements requires measuring the NFPs of services at the moment of the actual service call. E.g., measuring response time of a service at a point in time called from a certain location. This can be easily integrated in SOC/SaaS infrastructures. However, it also requires the aggregation of individually measured data to turn it into knowledge about the expected performance of services in the future. Machine learning is an obvious candidate for this aggregation. For this task, machine learning methods have to cope with a high load of data efficiently in real-time or short periods.

Machine learning cannot be used out of the box until we find answers to the following questions: 1) Which concrete machine learning algorithm can be applied effectively, i.e., with high accuracy in the prediction of achievements? 2) Are there differences in the accuracy of different algorithms in the prediction of achievements? 3) How can we apply effective machine learning efficiently, i.e., with a minimum impact on service (selection) time?

In this paper, we seek to answer 1) by selecting reasonable candidates and experimentally evaluating their prediction accuracy. Addressing 2), for the selected algorithms, we even assessed prediction accuracy and its effect on the actual utility
of the consumers (here, response time and availability). Finally, in order to address 3), we defined an architecture that is split into a foreground and background model. The service recommendation knowledge in the foreground model is used for fast service selection. It is asynchronously updated with the knowledge output of the background model, which, in turn, is gained by (potentially not quite as fast) machine learning on service call measurements at consumer side.

For the evaluation of appropriate machine learning approaches and their implementations in machine learning frameworks which can be employed for best-fit service recommendation, our focus was set on speed, real-time/online processing, accuracy and concept drift mechanisms. “Concept drift occurs when the values of hidden variables change over time. That is, there is some unknown context for concept learning and when that context changes, the learned concept may no longer be valid and must be updated or relearned” [2]. The evaluation was conducted with a prototype implementation of a holistic recommendation component for a service broker in order to determine the most appropriate method and framework for this purpose.

In Section II, the architecture of our service selection framework is introduced. Section III describes the challenges and optimisation focus within service selection. Section IV focuses on the pre-selection and evaluation of machine learning methods and frameworks. In Section V, the conducted evaluation of machine learning methods regarding appropriateness for service selection in a service market is described. Related work is outlined in Section VI. Finally, the conclusion is done in Section VII.

II. FRAMEWORK ARCHITECTURE

In [1], we introduced our framework which optimises service selection based on consumer experience, call context and preferences (utility functions). In this paper, we focus on the recommendation component of our framework, which is depicted in Figure 1. The illustration shows the service consumer’s realm where a local component manages dynamic bindings and requests for best-fit service instances. The second task is to measure a service call’s performance (measurement of experienced NFPs) and to provide this information to the central broker component for learning purpose. Within the scope of this paper, our main focus is set on the foreground and background model combination, which is important for the overall recommendation process.

When a measurement feedback ticket arrives, the collected data is persisted and the pre-processing of the data is conducted. Afterwards, the data is used for the online learning of the NFPs. There exists a learning model for each NFP and service instance combination. In time or amount intervals, for each utility function and call context, the utility values for each service instance are calculated. Once all utility values for all instances are calculated, the service instance with the highest utility value within each utility function and call context will be updated in the foreground table. This foreground table contains the recommendation information for each call context and preference (utility function). When a service recommendation request arrives, the broker only has to look up this information in the recommendation table of the foreground model, while the actual learning and calculation is done asynchronously in the background model.

The background model activities comprise machine learning, calculation and determination for the optimisation at consumer side. However, these tasks are time-consuming. The decoupling of the time-consuming tasks of the background model from the foreground model, which handles the time-critical recommendation tasks, reduces or even avoids the costs in terms of (service) time.

III. OPTIMISATION FOCUS AND CHALLENGES

Following the Cross Industry Standard Process for Data Mining (CRISP-DM) [3], before machine learning methods can be employed, it is mandatory to have a clear understanding of the optimisation goals as well as the data which is used. As introduced above, the service broker and its learning component are supposed to recommend the best-fit service instance among functionally equivalent candidates. In particular, they are supposed to be aware of the call context and a consumer’s preferences and base their recommendation on the experiences of previous service calls by consumers of similar call contexts.

In general, the selection of a service instance is based on one or more NFPs. NFPs have different scales of measurement with different optimisation functions. For example, response time is a ratio scale with an optimisation towards the minimum. The availability for a service at a specific time is nominal: a service is either available or not. In such a case, the optimisation focus is to select a service instance which has the highest (maximum) probability of being available. When the selection of a service instance is based on more than one NFP, NFP data has to be normalised in order to be comparable and calculable. Usually, in such a case, not all NFPs are equally important, so their importance has to be weighted and taken into account. Within our framework, utility functions are used to calculate the utility value for each service instance based on the expected NFPs of each candidate and their weighted impact. “Utility functions can be captured in a vector of real values, each representing the weight of a corresponding quality metric [NFP]. The idea is based on a weighted scoring model.”
For instance, lowest response time is more important (weighted: 60%) than lowest price (weighted: 40%) would results in a utility function $U(\text{ResponseTime, Price}) = 0.6 \times ||\text{ResponseTime}|| + 0.4 \times ||\text{Price}||$, where $|| \cdot ||$ normalises ResponseTime and Price, respectively, between 0 and 1 [1]. Since preferences vary, the utility functions also vary among all service consumers. Therefore, within the overall optimisation/recommendation process, the overall utility is individual. However, within a single tier recommendation, the NFPs of service instances are based on consumers’ contexts. Hence, within the same call context (e.g., time, weekday, location, type/size of input data), consumers with different preferences experience statistically similar NFPs, but the calculated utilities are different due to different utility functions. Within our framework, the expected NFPs of service instances are learned and each individual utility value is (pre-)calculated, which is then used for the actual individual service recommendation.

Analysing the market, change is the most important characteristic regarding the data. Besides new service instances, existing ones may temporarily not be available or cease to exist for good. But one has also to take into account that changes in infrastructure, network or market participants’ behaviour arise, which also affect the NFPs within certain call contexts. These things are in general not evident to consumers, but have to be taken into account for recommendation tasks. Therefore, learning components for service brokers have to cope with rapid change. Service recommendation is in total a time-critical challenge. First, change has to be discovered quickly, and secondly, the recommendation query itself is supposed to be part of a service call and service time is one of the major optimisation goals. However, service recommendation is time-consuming, especially the learning and calculation part of it. Within our framework, we tackle this drawback by introducing two approaches. The first approach splits the component for direct dynamic service recommendation requests into a foreground and a background model. The learning of the expected NFPs is done in the background model, while its results together with the pre-calculated utility values, and therefore the best-fit service instances within each utility cluster and call context class, are stored in the foreground model, which can be easily and quickly retrieved. The second approach focuses on dynamic service binding, which is mainly based on the idea that service bindings are updated at consumers’ side. For this, we developed a plug-in for middleware/SAO products. The actual service binding addresses within the dynamic service binding are updated by the central component by the usage of the publish–subscribe pattern [1].

We predefined the following optimisation goals for the recommendation unit within our framework:

1) High-performance service determination
2) High recommendation accuracy of the best-fit service instance
3) Continuous machine learning process
4) Adaptation to performance (NFP) changes

IV. MACHINE LEARNING METHODS AND FRAMEWORKS

This section focuses on the pre-selection and evaluation of machine learning methods and frameworks.

A. Pre-selection of machine learning methods

Based on [4][5], there are several aspects for the evaluation of machine learning methods such as speed, accuracy, scalability, robustness and interpretability. The requirements listed in Table I were defined for the pre-selection of appropriate machine learning methods.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed</td>
<td>describes how efficient the machine learning method performs concerning the training and prediction time. Furthermore, this aspect also concerns the overall machine learning process as a critical path from end-user side.</td>
</tr>
<tr>
<td>Accuracy</td>
<td>describes how effective the machine learning method performs: Degree of correct classification or coefficient of determination in regression [5].</td>
</tr>
<tr>
<td>Scalability</td>
<td>considers the ability of the method to be efficiently applied to a large data set [5].</td>
</tr>
<tr>
<td>Robustness</td>
<td>describes the ability to make correct classifications and predictions, given noisy or missing data value. It also considers whether the method is able to run automatically in a changing environment [5].</td>
</tr>
</tbody>
</table>

There is a broad variety of learning methods that address classification and regression. The major aim of our recommendation unit is to recommend the best-fit service. Although the prediction of a certain value can be employed for pre-calculation purpose, the goal within the overall recommendation process is to recommend best-fit service instances, which is a nominal result. For classification in general, the costs of the learning phase are cheaper than for regression. Therefore, we focused primarily on classification methods in the initial phase. In [4], the author published a comprehensive overview of established supervised machine learning classification techniques. This overview provides useful information for method selection, highlighting the benefits and drawbacks of each method which helped us to find appropriate methods for further evaluation. Table II is an extraction reduced to the requirements we outlined in Table I.

As previously mentioned, although in general accuracy is an important desire in machine learning, in our time-critical domain, speed is as important within our recommendation process. However, due to the separation of the foreground and background model, speed is not as important anymore, since learning is done asynchronously in the background model. Therefore, we are able to put a stronger focus on accuracy again. Scalability and robustness are also important criteria in our framework. Although Naïve Bayes and Decision Trees are not highly rated on accuracy in Table II, their rating in all other criteria is high and, among all criteria, they have the highest overall rating. After initial pre-tests with test data sets of various kinds, we selected Naïve Bayes, Hoeffding Tree [6] and Fast Incremental Model Trees with Drift Detection (FIMT-DD) [7] for the implementation in our framework, and therefore, for the evaluation within our broker scenario.

The Naïve Bayes classifier is a simple probabilistic classifier based on Bayesian statistics (Bayes’ theorem) with strong independence assumptions [8]. The Hoeffding tree or Very Fast Decision Tree (VFDT) is an incremental, anytime decision tree induction algorithm that is capable of learning from massive data streams, assuming that the distribution generating examples do not change over time. It exploits the fact that a small sample can often be enough to choose an optimal
TABLE II. COMPARISON OF THE MAJOR MACHINE LEARNING METHODS
(**** REPRESENT THE BEST AND * THE WORST PERFORMANCE) (BASED ON [4])

<table>
<thead>
<tr>
<th>Speed of Learning/Training</th>
<th>Decision Tree</th>
<th>Naïve Bayes</th>
<th>Neural Networks</th>
<th>kNN</th>
<th>SVM</th>
<th>Rule Learners</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
<tr>
<td>Speed of Classification/Prediction</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
<tr>
<td>Scalability / Incremental Learning</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
<tr>
<td>Accuracy</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
<tr>
<td>Robustness/Tolerance to missing values</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
<tr>
<td>Robustness/Tolerance to noise</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
<td>****</td>
</tr>
</tbody>
</table>

splitting attribute. This idea is supported mathematically by the Hoeffding bound, which quantifies the number of observations needed to estimate some statistics within a prescribed precision [6][9]. FIMT-DD focus on time-changing data streams with explicit drift detection [7].

B. Machine learning frameworks

Besides the machine learning methods, their implementation within libraries and frameworks are as important. For the selection of machine learning frameworks, we considered the requirements listed in Table III to be relevant.

TABLE III. REQUIREMENTS FOR THE SELECTION OF MACHINE LEARNING FRAMEWORKS/LIBRARIES

<table>
<thead>
<tr>
<th>Integration</th>
<th>Easy integration of the library in Java; Capability of online processing within a machine learning workflow (online learning)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automation</td>
<td>High degree of automation; Ability to adapt to changes (e.g., changing service instances, service consumers with new call contexts)</td>
</tr>
<tr>
<td>Usage</td>
<td>Strong dependency between the library and the machine learning methods; Framework targets general approaches and is not limited to specific purposes</td>
</tr>
<tr>
<td>Open Source</td>
<td>Framework should be open source and freely available to the public</td>
</tr>
</tbody>
</table>

In order to get an overview about popular and wide-spread software in the data analytic and data mining area, we took the results of KDnuggets’ online poll about software that their open community members had used within the past 12 months in real projects [10]. The results of the poll, which 3,000 had participated, contain open source as well as commercial products. Although these results give an overview about the software in this field, it has to be considered critically, since the poll was open and everyone could have taken part.

The following frameworks were pre-evaluated based on our requirements listed in Table III, but were not suitable for our purpose. RapidMiner [11] is a well-known and widely-used desktop application for solving a variety of machine learning, data and text mining tasks. It offers a comprehensive selection of machine learning methods and integrates third-party libraries. Despite all the benefits, we declined RapidMiner mainly because of the missing capability of incremental/online learning. A reason for that could be that RapidMiner comes from the area of classical batch processing and analytics. Furthermore, an integration in Java is possible but requires additional efforts for automation tasks. R [12] is an open source software environment for statistical computing and graphics. With a classical statistical background, R does not provide modern machine learning approaches and does not focus on incremental learning. Apache Mahout [13] is a suite of machine learning libraries with algorithms for clustering, classification and collaborative filtering on top of scalable and distributed systems. Despite the overall advantages, it was not selected because of the little selection of machine learning methods and the specific use cases. Other libraries such as Apache Spark [14], KNIME [15], Shogun [16], Shark [17], scikit-learn [18] and Vowpal Wabbit [19] were reviewed but not considered for further evaluation, because of early misfits to our requirements.

We selected Weka [20] and MOA [21] because of their extensive collection of classical machine learning methods as well as new algorithms with state of the art concepts for incremental learning. Because of their native Java integration ability, they provide a high degree of automation. Furthermore, Weka is also used by other software in this sector, such as RapidMiner. Both frameworks are open source and developed by the University of Waikato. Weka contains different methods and algorithms for pre-processing, classification, regression, clustering, association rules and visualisation. MOA stands for Massive Online Analysis, which focuses on online algorithms for data streams. It includes several state of the art algorithms for classification, regression and clustering.

V. Evaluation

This section describes the evaluation scenario, evaluation criteria, the evaluation environment and method as well as the results of the evaluation of machine learning methods regarding their appropriateness for service selection in a service market.

A. Evaluation scenario

The evaluation of the learning methods and frameworks implies that the actual best-fit service instance is known at each call context (location, weekday, time, etc.) with each utility function. This is a challenge when it comes to a real-world validation. In reality, service calls in a service market, especially the Internet, cannot be repeated under the exactly identical conditions as the Internet’s network behaviour as well as a service’s infrastructure are complex systems in terms of factors that influence service calls. For instance, at a certain, unique moment, the load of a service instance’s system environment and the network load or any incident are combinations of coincidences and can therefore not be repeated. In order to gain exact reproducible situations, all service calls which are supposed to be compared need to be made at the same moment which is practically infeasible, especially when there are several competitive service instances.

To get a situation where the validation process retrieves exactly the best-fit service instance for validation at each moment considering call context and utility function, we developed a simulator which creates service instance measurements for a certain time period based on predefined behaviour profiles. The
implementation of this framework follows a periodic behaviour influenced by statistical random-based deviation. Currently, the periodic behaviour of the simulated Web services follows our initial measurements in [1] and considers: day/night time, weeks, months, work days and weekends. The random-based deviation is supposed to simulate unexpected incidences such as network traffic jams, high/low usage of a service’s limited infrastructure. The random-based influence over a period was also evidenced in our real-world service tests [1]. At the moment, two NFPs are simulated which are response time and availability.

The records contain information about day, time, response time in millisecond and availability (Boolean). Within the simulation, between each record there is a time interval of 90 seconds. Figure 2 shows in a condensed form the response time of all services instances within the whole period. Note that the line is only the trend. Within the recommendation process, the actual best-fit service instance at each time is important and not the averaged value of each service instance. The line is therefore only a visual orientation for us to determine the concept drift of each service instance within the period (e.g., DE2Service). Figure 3 shows the statistical value of availability with a focus on weekday and daytime periods.

B. Evaluation criteria

For the evaluation of the appropriateness of machine learning algorithms and their implementation in frameworks, each framework has to recommend the best-fit service instance based on a user’s utility function and call context, i.e., the instance with the highest utility value. Implemented in our foreground-/background-model scenario, the machine learning algorithms have to estimate the expected NFP behaviour for all NFPs and all service instances. As described above, this results in $n \times m$ models (while $n$ is the amount of considered NFPs and $m$ is the amount of service instances). Since the number of modes can increase significantly, the recommendation table of the foreground model is updated asynchronously by the background model. In the background model, NFPs are learned continuously using the incremental learning functionality of the machine learning methods. However, although the expected NFPs per service instance are learned online, the utility values for each utility function and call context, and therefore the determination of the best-fit service instance, are calculated asynchronously in time- and count-based intervals. Besides the fact whether the actual best-fit service instance was recommended at each time, we also focus on how good the pre-calculated utility value was. For this, we took two indicators: TOP1 accuracy gives evidence on the recommendation quality as percentage of the correctly determined best-fit services with respect to the actual best-fit services instances, whereas the TOP2 accuracy shows the percentage of the determined best-fit instance within the actual top-two best-fit service instances.

C. Evaluation environment and method

For the execution of the evaluation, we used a test machine running Linux (Ubuntu 12.04 LTS) as its operating system, equipped with an i5-3340M CPU @ 2.70GHz x 4 (64 bit) and 15.6 GiB RAM.

The evaluation focuses on the overall recommendation. Recall that the overall process is split into the learning of the actual expected NFPs in a certain call context, for which we employ machine learning frameworks, and the calculation of the utility values according to service consumers’ individual utility functions (preferences), from which the best-fit service can be determined. The machine learning frameworks learn each incoming record online, while the pre-calculation and determination part is conducted in intervals.

The evaluation is supposed to evaluate the accuracy within the period of examination at each point in time. Therefore, the data is not split into a training and validation set. In fact, with each learning interval, which also contains the update of the foreground table, the recommendation entry for a call

![Figure 2. Overview about the simulated response time of four service instances and their trend over the whole period.](image1)

![Figure 3. Overall periodic behaviour regarding availability of the simulated service instances with weekday and daytime aspects.](image2)
context and utility function is validated with the actual best-fit service for the upcoming service call. Hence, at each time, with the previously learned records, the recommendation quality for future recommendation requests in the same call context and with the same utility function is measured. The idea is that change in general can be evaluated.

D. Evaluation results

As written above, the overall learning for the recommendation of the best-fit service instance is split into the learning of the expected NFPs, for which we employ the machine learning methods/frameworks, and the determination of the best-fit instance based on pre-calculation. The first part is done continuously, while the second part is done in intervals. For the overall evaluation, we conducted two rounds, one with an interval of 10 records and one with 100 records. Table IV shows the results for 100 records, since there were only minor differences between both rounds; however, the 10 records round achieved slightly better results. As shown, the results of the FIMT-DD achieved around 70% of correct predictions (with 10 record intervals, we achieved over 70%). Note that the calculated utility ranges from 0–100. Comparing all methods, there is not much difference between Naïve Bayes and Hoeffding Tree. The FIMT-DD shows very good results. It has the highest update rate of the foreground table, which is an indication that it reacts quicker and more fine-grained on change than the other methods.

TABLE IV. EVALUATION RESULTS OF THE MACHINE LEARNING METHODS NAïVE BAYES, HOEFFDING TREE AND FIMT-DD WITHIN THE OPTIMISED SERVICE SELECTION/RECOMMENDATION

<table>
<thead>
<tr>
<th>TOP1 Accuracy (in %)</th>
<th>Naïve Bayes</th>
<th>Hoeffding Tree</th>
<th>FIMT-DD</th>
</tr>
</thead>
<tbody>
<tr>
<td>58.634</td>
<td>59.837</td>
<td>69.287</td>
<td></td>
</tr>
<tr>
<td>TOP2 Accuracy (in %)</td>
<td>90.163</td>
<td>90.421</td>
<td>93.471</td>
</tr>
<tr>
<td>Mean Absolute Error (Utility)</td>
<td>1.656</td>
<td>1.660</td>
<td>1.049</td>
</tr>
<tr>
<td>Recommend. Table Updates</td>
<td>659</td>
<td>647</td>
<td>1.189</td>
</tr>
</tbody>
</table>

![Figure 4. Service recommendation accuracy of the FIMT-DD, Hoeffding Tree and Naïve Bayes algorithm in the course of time.](image)

Figure 4. Service recommendation accuracy of the FIMT-DD, Hoeffding Tree and Naïve Bayes algorithm in the course of time.

The cold start problem applies to service recommendation, which means that good recommendation results are also supposed to be achieved with a small set of records at the beginning. Depicted in Figure 4, we can see that for the TOP 1 indicator in the overall recommendation process, the FIMT-DD quickly achieves a high accuracy. The drift detection of the FIMT-DD seems to work at the end of the period where some service instances change their performance behaviour (see Figure 2).

Our recommendation approach is supposed to be scalable. Table V shows the processing time of the overall process (NFP learning, utility pre-calculation, best-fit determination and update of the foreground table) for incoming measurement records. As we can see, a single record is processed in less than three milliseconds by a total of 460 thousand records. For all machine learning methods, we used the MOA framework. The figures show that, in term of learning overhead, there is no much difference between the methods. However, comparing the figures, Naïve Bayes would be able to process approximately 900 records more in an hour than the FIMT-DD. Comparing the numbers of the 100 record and the 10 record intervals (factor 8.8), it reveals that since the NFPs are learned continuously for every incoming record, the time-consuming part is related to the pre-calculation and best-fit determination. Although this is also due to the fact that these figures also include the evaluation steps (calculation of the actual NFPs, calculation of the actual utility values and determination of the actual best-fit instance), there is a high optimisation potential within the pre-calculation/determination steps such as in-memory databases instead of hard disk databases. However, since these steps are asynchronous, they do not harm the recommendation process and are still good enough for background processing.

TABLE V. TIME FOR PROCESSING A SINGLE INSTANCE IN MILLISECONDS OF THE MACHINE LEARNING METHODS NAïVE BAYES, HOEFFDING TREE AND FIMT-DD

<table>
<thead>
<tr>
<th>Processing per record (ms)</th>
<th>Naïve Bayes</th>
<th>Hoeffding Tree</th>
<th>FIMT-DD</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 record intervals</td>
<td>2.602</td>
<td>2.614</td>
<td>2.621</td>
</tr>
<tr>
<td>10 record intervals</td>
<td>22.997</td>
<td>23.080</td>
<td>23.129</td>
</tr>
</tbody>
</table>

Figure 5 reveals more insight in the accuracy measure. The figure shows the degree of accuracy of the utility prediction. Once again, the best-fit service instance is the instance with the highest utility value regarding a service consumer’s individual preferences (utility function). So, the closer the prediction towards the actual utility value is, the better the method. Comparing the method’s charts, we see that for Naïve Bayes and Hoeffding Tree the predicted utility values at each time are both quite similar and do not reflect the curve of the actual values. In contrast, the chart for FIMT-DD depicts that the prediction is very close to the actual values. The intercepts of the curves show, that FIMT-DD does cope with change rapidly. In all cases, intercepts – which denote a change in the best-fit ranking – are also reflected in the prediction quite accurately.

For the evaluation of service recommendation in general, the actual utility gain is an important measure. Since the selection of service instances are based on several NFPs, the utility value as a basis for the individual preferences is an appropriate measure to benchmark service recommendation. In Table VI, the average experienced utility value after the service recommendation based on the FIMT-DD algorithm
and introduced the recommendation component as a black box. In this work, however, we highlighted exactly this recommendation component and demonstrated the application of a concrete machine learning approach and how Service Level Achievements can be turned into knowledge for the benefit of a consumer-centric optimised service recommendation. In [1], we introduced a multi-stage selection with multi-stage dependencies of (compound) services. In this work, however, our focus was set on the general, appropriate and feasible approach of employing machine learning methods within service recommendation.

Further details about the evaluation can be read in [22]. This initial approach focuses mainly on the evaluation of machine learning algorithms which are appropriate for service recommendation. However, this work does not focus on some major characteristics of a service market such as the granularity of contexts and preferences (utility functions) and the availability of measurement data according to the actual usage of services. Furthermore, service recommendation also influences the behaviour of NFPs of service instances. For instance, best-fit service instances are more often consumed, which might affect response time. So, in case of limited service resources, these best-fit instances’ NFPs can change for the worse.

Collaborative filtering (CF) approaches for service recommendation also focus on the exploitation of shared knowledge about services in order to recommend services to similar consumers before the actual consumption on an automated basis [23][24][25][26]. The major drawback of CF is that consumer-related preference similarities have to be found beforehand. With our call context and utility function approach, new consumers can already benefit from existing knowledge. CF approaches also do not take into account that consumers can have different optimisation goals or preferences and only some approaches [24][25] consider differences between consumers regarding their context. In [27], the authors tackle the lack of consideration of a consumer’s preferences and interests; however, they do not take consumer context into account. The authors of [28] describe an approach to tackle the mentioned cold-start problem within CF.

Some work focuses on the prediction of NFPs for the detection of SLA violations such as [29]. This work mainly focuses on SLAs. In [1] (also cf. [26]), we argued that SLAs are not a good basis for service selection, considering the fact that service providers are profit-oriented, it is tempting to embellish their SLAs in order to be consumed. Also, as SLAs of consuming and providing services (e.g., compound services) depend on the SLAs of their sub-providers, deviations of actual non-functional characteristics and those specified in SLAs may propagate and spread even unintendedly and without the control of the providers. Furthermore, the performance experience at consumers’ side is also dependent on a consumer’s call context, which is also not reflected in SLAs.

We recently conducted a paper study about relevant NFPs during service selection, for which we processed over 4,000 conference papers in the SOC domain. In this study, we discovered only a very few papers considering more than one NFP during service selection/recommendation. Our approach considers the optimisation (recommendation) with several NFPs which is challenging due to the fact that the determination of the best-fit service instance according to service consumers’ individual preferences result in a calculation task. Furthermore,
NFPs have different scales of measurement and different optimisation focuses. Therefore, the complete recommendation process cannot be left to machine learning alone.

VII. CONCLUSION

We evaluated appropriate machine learning frameworks for the recommendation of best-fit services according to consumer preferences and call contexts within a service market. Implemented in the recommendation component for a service broker, the FIMT-DD showed very good results in the evaluation. Furthermore, its implementation in the MOA framework fulfilled a high degree of our requirements in terms of recommendation accuracy, speed of learning, scalability and robustness. With a high degree of automation, Java integration and being open source, the MOA framework also fulfilled all software-related requirements.

This initial evaluation was based on a continuously generated simulation data set. This data set allowed us to compare the learning/recommendation results with the overall optimum and on a reproducible basis, which would have not been possible with real-world services. The characteristics of the simulated data set, however, are based on real-world services, which we observed in former studies. The records in the data set consisted of continuous data. Within our framework and in reality, this continuity of records can in general not be assumed, since the recommendation framework uses measurement of actual invoked service calls. However, service instances cannot be assumed to be invoked equally often. Furthermore, best-fit services are more often recommended and therefore consumed, while underdogs never get the chance to prove themselves. Also, often recommended service instances might be affected by the over-consumption if infrastructure resources are exceeded. In order to tackle this, our framework needs further strategies and tests of how big the impact of this potential drawback is in reality and how this can be solved. The implemented prototype of the overall recommendation process also needs further performance improvements for the pre-calculation and pre-determination part. Finally, the overall approach has to be validated to a real-world scenario with a realistic number of clients and services.

Nonetheless, the prototype and the employment of the FIMT-DD within the MOA framework build a good foundation for service brokers recommending a best-fit service towards service consumers’ preferences. With the foreground/background architecture of the framework, the time-consuming overall learning process is decoupled from the actual time-critical recommendation process. So, our approach only produces minimal overhead to service times.
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Abstract — Business process management (BPM) and service-oriented architectures (SOA) promise the development, application, maintenance, and improvement of business processes, i.e., service compositions, as it is done in software engineering. However, BPM is currently more similar to an unfinished patchwork and an overall system supporting BPM is missing since it requires a unified execution engine (a virtual machine), a common intermediate representation, and eventually a compiler. In this paper, we motivate the construction of such a system for BPM and propose an approach including the mentioned subsystems. Additionally, we show the gaps in current approaches and why some techniques are not yet fully applicable. We encourage that system with state-of-the-art approaches and our own ideas of BPM, compiler construction, and artificial intelligence. Such a system finally will encourage processes for small and medium-sized enterprises and for SOA applications.
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I. INTRODUCTION

It seems that time has come for the efficient and successful application of business process management (BPM) and service-oriented architectures (SOA). There are promising approaches and techniques for each step of the BPM life cycle [1], i.e., (1) requirements analysis, (2) design, (3) implementation, (4) verification and testing, and (5) ongoing improvements. However, Koehler et al. have already emphasized gaps in the BPM life cycle (especially the missing automation of process translations into executable processes) which hinder companies in exploiting the benefits of BPM [2]. Therefore, BPM is more similar to an unfinished patchwork and a unified system seriously supporting BPM is needed.

In this paper, we argue for a compiler for business processes, i.e., service compositions. Koehler et al. have already argued for a compiler for business IT-systems and provide interesting approaches and ideas. Their compiler follows a top-down approach. However, the implementation of a compiler for business processes needs both: A well-defined business process modeling language as input and a machine that executes a process for the output. For example, the programming language Java would not have been so successful if it had not used its own virtual machine abstracting from the real physical design.

A virtual machine for business processes is similar to a unified and sufficient intermediate representation (IR) (like a bytecode for processes). Current process description languages like the Business Process Model and Notation 2.0 (BPMN) [3] and Event-driven Process Chains (EPCs) [4] are primarily designed for high level descriptions of business processes rather than for technical implementations. Although we do not want to translate abstract processes into executable ones (since there is the need for developers supporting that transformation), a well-defined and common technical basis for the definition of usable constructs and expressions is needed to guarantee such a transformation without later risking high additional effort.

As the IR is not suitable for the development of processes in general (like machine code or Java Bytecode for programs), it is necessary to provide a more high-level but IR-conform processing language (like a subset of BPMN and EPCs). Therefore, that language has to be automatically transformable into the IR. Such a transformation can basically be done by a compiler. The compilation process should provide powerful tools and analyses with useful failure and diagnostic information about the process for the developer. These kinds of information are currently undetailed and so new algorithms have to fill the gap. Additionally, a tool can handle such information to provide several options for (semi-) automatic error handling. Within a dialog between the developer and the system, the developer can choose the best fitting solution.

Although there are already approaches considering parts of the mentioned system, little attention has been paid to their interaction. We identified four important subsystems for a general overall BPM system: (1) a simple and unified process engine, i.e., a (virtual) machine, (2) a unified IR, (3) a verifying compiler translating business processes into that IR, and (4) an error handling which provides correction proposals being applied to processes.

In this paper, we consider the state-of-the-art of BPM systems (Section II) in short. We describe a system consisting of a compiler, an IR, and a process engine with regard to state-of-the-art approaches, solutions (Section III) and provide own research approaches to finally enable the implementation of such a new approach for a system. Section IV summarizes and concludes the paper.

II. STATE OF THE ART

There are many tools providing BPMN for BPM e.g., Activiti BPM Platform [5], Redhat jBPM [6], IBM WebSphere [7], AristaFlow BPM Suite [8], and BonitaBPM [9]. These tools allow for the development, simulation, and execution of business processes. Furthermore, they have additional features supporting parts of the BPM lifecycle.
However, most of those tools use different subsets of and (intermediate) representations for BPMN such that processes are not interchangeable between tools without additional effort. Considering that fact for the programming language Java for example: It would be strange if there would be a variety of virtual machines for Java, for each accepting a different subset of Java bytecode instructions. Apromore [10] is an advanced process model repository based on a common intermediate representation (canonical representation) to handle different process model languages. However, although the repository benefits from that representation, common parts of process modeling languages like exceptions, exception handling, signals, transitions, etc. are not accurately representable.

Our approach calls for the implementation of a core virtual machine for business process modeling languages that is extensible by additional tools. Such a core virtual machine asks for a greatest possible subset of process elements being accepted by the machine (the IR) and also asks for a compiler, which constructs the IR form for current process modeling languages (e.g., Web Services Business Process Execution Language 2.0 (BPEL)) [11], Yet Another Workflow Language (YAWL) [12], EPCs or BPMN). The compilation process is not always straightforward as some modeling languages (e.g., BPMN) only provide subsets of executable process models (e.g., BPMN Process Execution Conformance [3] for BPMN).

Compilers for business processes are rare in existing tools. Most of them take a process as it is and interpret it stepwise. Sometimes, however, additional information is needed for the execution of a process which can be derived from a compiler, e.g., data types, soundness or reference safety. Additionally, most business process modeling language’s output formats are not suitable for fast and efficient analyses and compilers therefore have to create a more compact format.

For this purpose, our approach calls for the implementation of a compiler that transforms and analyzes a process in an intermediate and interchangeable representation. The most common used intermediate representations for business processes are specification conform exchange formats or BPEL. BPEL has the great advantage to be a block-based language. That, however, is the largest problem for simply transforming processes of graph-based languages (like BPMN) to BPEL [13][14]. Furthermore, BPEL was designed to orchestrate different web services and not to directly execute tasks.

Our approach relies on an intermediate representation for business processes. That representation should allow and outperform existing analyses for the verification of pre-defined process properties since process validation is very expensive by currently supported BPM tools. State-of-the-art research considers those verification mechanisms. For example, in previous work [15], we have focused on compiler-based mechanisms for finding deadlocks and missing synchronizations. These techniques are so efficient that we were able to perform the analyses after each modification of a process model and to give detailed diagnostic information as shown by our tool implementation [16].

Besides these compiler-based mechanisms, we argue for semantic analyses of processes by artificial intelligence (AI) planning methods. These methods rely on semantic descriptions of process-activities. Semantic descriptions are already widely used in the field of service-oriented architectures through service description standards, like Web Service Modeling Language (WSML) [17] and Web Ontology Language for Semantic Web Services (OWL-S) [18]. In contrast to previous service description standards, these languages allow the specification of requirements and impacts of a service regarding a descriptive domain model. With such descriptions, an AI planner is able to goal-oriented generate an ordered set of services, which can be executed as a BPEL-like service composition by workflow engines [19][20]. Because of the fast growing complexity of planning problems, there are usually assumptions of the domain models concerning time, execution, observability and influence aspects [21]. Therefore, AI planning for workflow generation is only practical in particular use-cases with simple workflow models. Our approach focuses on cheaper methods for evaluating a process, which are part of planning algorithms. Thereby, AI planning could be used also for more comprehensive workflow descriptions and could enhance a comprehensive semantic analysis.

III. Compiler-Engine Architecture for Business Processes

In the following, we propose a new BPM architecture. For this purpose, we explain the overall system first and subsequently describe each subsystem in detail.

Figure 1 gives a structural overview of the complete system. The system has two sides inspired by Amme et al. [22]: a producer and a consumer side. The producer side is a compiler being adaptable to each business process development tool. It accepts an entire process in different process modeling languages, where a specific front-end containing a parser and a transformation exists for each language. The internal format is an IR, which allows for the application of semantic analyses whose output in turn can be used as input for an error handler, a coder, and an annotator.

The consumer side consists of an engine and virtual machine, respectively. It loads a compiled process and extracts the IR. Then, it executes the IR and performs dynamic semantic analyses and, in the case of an error, it provides an error handling which enables for a “rescue” of the running process.

The interface between the producer and consumer side is a business process repository. The producer side stores compiled processes within that repository whereas the consumer side can load them. Furthermore, error handling systems on both sides utilize the same repository for their analyses.

A. Producer Side

The producer side is divided into a parser, a transformation, an IR, semantic analyses, and an error handling as well as a coder and an annotator.

1) Parsing and Transformation: The parser’s task is to structurally analyze and verify the entire process against its description language, i.e., a conformance check. Afterwards, the transformer translates that process into an IR. For this purpose, the front-end, consisting of the parser and the transformer, depends on the process language.

Two approaches can be distinguished: (1) Defining a mapping from one language to the other [23][24][25] or (2) creating a parse tree (process structure tree, PST) which is then used for a translation [26]. Both approaches have their roots in compiler theory. However, since the PST is similar
to an abstract syntax tree (AST), it provides more structural information and therefore we prefer the PST as a mapping is still possible at a later time.

The inclusion of instructions and variables of the business process constitutes the major problem during the parsing and transformation. Process instructions can be translated as shown by Amme et al. [27], using the Concurrent Static Single Assignment Form (CSSA form) [28]. However, the creation of CSSA form is currently only suitable for structured graphs. Most business processes are unstructured, so we have to define a transformation for those processes and their instructions.

2) Intermediate Representation: A common IR must cover (almost) all constructs and instructions of currently popular process languages. Furthermore, it must provide and support efficient techniques for detailed semantic analyses. Currently, Petri nets [29] and workflow graphs [30] are commonly used to represent language-independent and analyzable processes. Since workflow graphs have Petri net semantics but provide more structural information, workflow graphs should be used as they are very similar to (concurrent) control flow graphs of compiler theory [28].

In previous work, we have defined an extended workflow graph (eWFG) based on CSSA form [27][31]. In the next steps, we plan to extend those eWFGs with advanced language constructs like OR-joins, events, signals, transactions, exception handling, and roles.

3) Semantic Analyses: The task of the semantic analyser is to verify the IR against properties and to restructure the IR, e.g., for the encoding into a mobile format. Semantic analyses consist of structural, context-sensitive, content-related, and goal-oriented analyses. Structural analyses consider only the control flow of the process without regarding instructions. Context-sensitive and content-related analyses include those instructions. Goal-oriented analyses require additional information from the developer in which the developer describes the goals of the process.

Traditionally, process analyses focus on structural process properties, e.g., soundness [29]. The soundness property guarantees the absence of deadlocks in non-deterministic processes. We have developed a new approach to detect such deadlocks in conjunction with all the necessary information to repair them [15][16]. That approach has to be extended for the IR’s additional language constructs. Although semantic analyses consider only the control flow, they are suitable pre-processors for advanced analyses as they reduce the solution and failure space, c.f. SESE decomposition [32]. One has to show that it is possible to find further structural information, e.g., nodes with possible race conditions.

Since structural analyses can result in false-positive and false-negative analysis results [33], the consideration of data and instructions is essential to seriously support a process developer. However, less attention has been paid to process data and instructions in the literature. Sidorova [33] and our previous work [27][31] describe ways to include data in semantic analyses. Approaches of compiler theory can improve context-sensitive and content-related analyses by deriving predicate-logic expressions, by using path-sensitive data-flow analyses [34], by using instruction ordering techniques [35], or by using demand-driven approaches with backward traverses [36]. Especially, (C)SSA form is predestined for state space techniques since each variable is defined once and therefore the state space of a variable can be directly attached to it. All those approaches have to be reconsidered in the context of process analysis.

Goal-oriented analyses use approaches of AI planning. For this purpose, one has to define a precise process domain (properties which are in the focus of the process) that is used by the developer to describe the changes in this domain and the goal of the process. Then, the reachability of the goal can be verified. Furthermore, analyses can make suggestions to complete a process with respect to its goals. Our major focus lies on the adaption of AI planning techniques for the context of processes.

4) Error Handling: The error handler can improve the IR process by error correction and restructuring. The results of the semantic analyses are visualized and explained to the process’s developer, and the error handler derives proposals for correction which then can be applied. To this end, the process has to be decomposed in such a way that failures can
be corrected locally without side effects.

The application of methods for automatic correction is not in the main line of research in BPM, resulting in only a handful of related approaches [37][38][39]. Most approaches consider preconditions of tasks within the process and how they can lead to deadlocks. Automatic correction then means to introduce weak conditions to avoid such deadlocks. Other methods derive a more general model of the process and afterwards construct a new process representing that model.

We follow another approach, in which the desired behavior of the process can never be completely derived from the process since the intention of the process is only in the mind of the developer. In this case, error handling has to interact with the developer to identify the best fitting solution. For this, approaches of AI planning are considered, which use basic rules to generate good solution proposals.

5) Coder and Annotator: If the process is correct, such that all verifiable properties hold, the coder and annotator enrich the IR with the results of the semantic analyses and afterwards possibly encode it into a mobile format. Both, the annotation of business processes as well as a mobile format, have not been in the focus of research. We want to consider approaches of compiler theory in which the annotation of programs (e.g., Java bytecode) or mobile formats are well understood. Our mobile format SafeTSA, for example, provides approaches to efficiently transform programs with a tree structure (AST) and (C)SSA form [40]. As mentioned before, each process can be represented by its PST and therefore it is possible to generate a mobile format, similar to SafeTSA, for business processes. In summary, we have to generate a SafeTSA conform mobile format for business processes to encourage their exchange.

B. Business Process Repository

After the process becomes executable, has been verified and possibly encoded into a mobile format, it can be stored within a business process repository. Thereby, the repository should provide features to find fitting process interaction partners by the use of its (semantic) annotations. For this purpose, promising proposals for methods [41][42] exist which can be extended and applied to the development of our system.

C. Consumer Side

As most steps of the consumer side are similar to those of the compiler, we want to only briefly discuss the engine in the following. On the consumer side, the business process is taken from the repository and is transformed back into the common IR (decoder). During that transformation, the process has to be verified once again (verificator) with the help of the annotated information, to guarantee a flawless transfer. As the results of the semantic analyses on the producer side have been annotated to the IR, that can be done fast.

Subsequently, an interpreter starts executing the process, for which Petri net-based or straight-forward (and almost sequential) approaches have been described in practice. However, we prefer to use a virtual machine as process engine since this approach is sufficient for Java. We imagine a main control unit with its own local memory, arithmetic logic unit, and input/output unit. The resulting architecture provides full parallelism and is able to execute sub processes on heterogenous subsystems (e.g., in a network). It can request services and other tools to support (user) tasks. The main control unit performs dynamic semantic analyses during the execution of a process to find runtime errors as early as possible. Since those analyses have full runtime information, indications of failure situations can be detected before they occur. A user has then the possibility to correct those failures with the help of a runtime error handler. Both, the dynamic semantics analyses and the runtime error handling mechanism, are based on the process’s annotations, the analyser, and the error handling techniques of the compiler with the advantage of having full information about actual variable assignments.

IV. Conclusion and Future Work

In this paper, we have motivated the construction of a compiler, a common IR, a virtual machine, and detailed failure analyses for business process management. We have proposed a system which allows for the compilation, storing, and execution of processes based upon its own IR. That system uses state-of-the-art approaches and ideas from business process management, compiler construction, and artificial intelligence. There already exist approaches to realize such a system.

For the future, we recommend to develop and evaluate a compiler-based development and runtime environment for business processes without the consideration of data. Those environments should then be extended for processes with data. With this in mind, there are four main aspects being sequential considered: (1) an intermediate representation based on extended workflow graphs with regard to a virtual machine and its execution semantics, (2) process properties with static and dynamic analyses for their verification, (3) an error visualization, handling, and correction, and (4) process annotations for an efficient information transfer. The major goal is to show that such a business process management system is possible, applicable, and efficient. We are sure that such a system is the future of process development and will support processes for small and medium-sized enterprises and for the development of SOA applications.
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I. INTRODUCTION

For coping with an increasing flow of information in companies and a growing complexity in planning business decisions, Data Warehouses (DWH) with Online Analytical Processing (OLAP) have been established. With these technologies and concepts, a company-wide provision of information should be guaranteed. Analytical Information Systems (AIS) are the logical bracket around the concepts and technologies DWH, OLAP, Data Mining and the respective analysis tools [1].

Development and operation of an infrastructure for processing, storing and analyzing large amounts of data requires substantial investments. To be able to react promptly and appropriately and to acquire new data whenever available, the necessary capacities must be maintained. Therefore, small and medium enterprises, as well as other entities whose core competencies are not information technology, do not use dedicated analysis platforms or business intelligence solutions commonly [2].

Analytical Information Systems (AIS) (see section II-B) usually suffer from some shortcomings when it comes to self-service of business users. Notably, typical business users are not capable of performing analyses by themselves, because the software solutions are too complex and lack the necessary guidance. Moreover, the underlying data model is often too complex to comprehend. Usually, no metadata is present, which might help business users to gain insights about structure and semantics of the underlying multidimensional data [3].

This raises the demand for a solution which is easily accessible, scales with an increasing amount of users but does not lack the analytical capabilities specialist users demand.

In this paper, we present a web-based approach for an analysis solution. Our approach is based on the MUSTANG (Multidimensional Statistical Data Analysis Engine) framework [4] and is developed within the WAIS project [5]. MUSTANG is used, for example, by epidemiological cancer registries (ECRs) in several German federal states in an instance called CARESS [6]. Whilst MUSTANG and its instances were originally developed as standalone applications, recent changes made it possible to deploy it as a service-based application in cloud environments. This results in the opportunity to make the analysis solution available to a broader audience, which is backed up by the new approach of the presented solution. With curated data, even more value can be added to our approach. Moreover, we introduced an additional metadata layer to foster self-service operations.

This paper is organized as follows. Section II introduces the foundations of our work, namely Software as a Service (SaaS), AIS and the MUSTANG framework. Section III analyzes the problem statement and introduces the architectural requirements for a service-based AIS. Section IV gives an overview of selected related works. Section V presents our approach and gives an overview of the developed prototype and its architecture. Section VI describes the evaluation and points out remaining research and development challenges. Finally, the paper concludes with Section VII.

II. FOUNDATIONS

Cloud computing is currently considered one of the most important topics for the information and communications technology (ICT) sector which has emerged in recent years. It already has a significant impact on how most IT-related projects are pursued, especially regarding the design and implementation of new software products. In addition, increasing innovation may be possible with the new deployment options available through cloud computing [7].

Several conceptual frameworks to describe and characterize cloud service offers exist. As they are developed by different groups and organizations, they differ in their intention, type of formulation, the level of description, and in terms of which key issues of cloud service evaluation are addressed. The American National Institute of Standards and Technology (NIST) provides a definition of cloud computing which is well accepted in industry and science [8]. A recent survey of different frameworks and reference models for the description of cloud offerings and taxonomy of cloud service offers is provided by Gudenkauf et al., with the aim to help overcome the skepticism of enterprises regarding cloud service offers by identifying their key factors [9].
A. Software as a Service (SaaS)

According to Babar and Chauhan [10] SaaS can be defined as follows: "The capability provided to the consumer […] to use the provider’s applications running on a cloud infrastructure. The applications are accessible from various client devices through either a thin client interface, such as a web browser (e.g., web based email), or a program interface. The consumer does not manage or control the underlying cloud infrastructure including network, servers, operating systems, storage, or even individual application capabilities, with the possible exception of limited user-specific application configuration settings.” Our approach can be regarded as a special form of SaaS, in which analytical systems are deployed at a hosted location and accessed by potential users with regular internet connections.

For a potential user, this model has a wide range of benefits. Besides the benefits which result from the usage of cloud services, like cost alignment, cost reduction, streaming payment and compliance implementation, potential end users can focus on their core competencies and do not need to bother about building and maintaining a rather complex infrastructure for running an AIS.

B. Analytical Information Systems (AIS)

AIS have been established in science and industry for performing analyses on large data sets. AIS should support analytical activities by summarizing different concepts and technologies (DWH, OLAP, Data Mining, Business Intelligence solutions) and present them to the user due to a unified view. The DWH acts as central database in which all relevant data should be integrated via ETL processes (extract, transform, and load). With OLAP a multi-perspective view on the data can be enabled. Data Mining is an umbrella term for different methods in the field of data analysis. End users have access to those concepts and methods via business intelligence tools. AIS provide those concepts, methods and tools to end users and support them in the process of information retrieval and decision making [1].

C. Self-Service Business Intelligence

Self-service business intelligence (SSBI) can be defined as a BI environment, which empowers business users to perform complex analyses without needing the help of an expert [11]. This allows users to acquire information in a more timely manner and makes them more independent from dedicated BI departments. Major requirements for establishing a SSBI solutions are understandable and comprehensible results, accessible software solutions, fast response times when performing complex analyses and quick and easy access to the source data.

D. MUSTANG

MUSTANG is a framework for creating AIS. The system supports non-technical users by providing tools for data analysis in a highly accessible user interface, enabling them to carry out explorative analyses, ad-hoc queries and reporting activities. A usual MUSTANG application consists of three layers. The Data Integration Layer provides a unified physical integration of various heterogeneous data sources, e.g., data warehouses, metadata and geographic information systems. The Component Integration Layer provides services to perform different types of analyses and to expose metadata structures like saved analysis configurations and the structure of the underlying data warehouse. The client layer provides an user interface (UI) which orchestrates the services of the Component Integration Layer and visualizes their results. By now only a desktop rich client existed - in the course of this work we developed a new web-based client described in the upcoming sections. Figure 1 shows a simplified overview of the MUSTANG architecture.

Figure 1. MUSTANG Architecture

Figure 2. Services classes of the component integration layer

The individual layers are encapsulated from each other. Especially the component integration layer provides a service facade to potential client applications. Figure 2 shows an example for the services classes of the component integration layer. The figure depicts three exemplary MUSTANG services
as well as the service factory which maintains instances of all MUSTANG services. As visible in the figure, all services in MUSTANG are written against interfaces and the service factory exposes only these interfaces in order to maintain interchangeability of services. The central artifact of a MUSTANG analysis is the AnalysisConfigurationVO which is used across all services of the Analysis namespace. The exemplary services ExportService and ResultService use this object to calculate analysis results and provide it for visualization or to export it into various formats. The DimensionService is used to expose the dimension structure of the underlying data warehouse which is one piece of an analysis configuration in MUSTANG [6].

III. KEY BUSINESS DRIVERS AND REQUIREMENTS

Migrating an existing software system to a cloud environment or even providing it as a service is a very difficult task. First, it has to comply with the service-oriented architecture (SOA) paradigm. A major advantage of doing this is, that with a SOA multiple services can be orchestrated for higher-value services [12][13]. Cloud based applications can be considered a collection of services. Software systems which have been implemented in a service oriented way, should be able to adopt cloud computing more easily [14].

AIS are usually very complex systems, dealing with various different data sources and varying user groups. In most cases, only specialist users conduct analyses with AIS. With this in mind, in the course of the project, the following business drivers and requirements could be identified. Several one-day workshops with potential users were held. The following list gives an overview of the most relevant business drivers and requirements.

Multidimensional analyses: Multidimensional analyses capabilities are required to allow the exploratory analysis of complex data.


Modularity and expandability: It should be possible to subsequently add complementary functionality to the prototype.

Web standards: The prototype should use web standards and should conform to the RESTful architecture paradigm [15].

Metadata: Meaningful metadata should be provided to increase efficiency and accessibility when performing analyses.

User empowerment: It should be possible for inexperienced users to perform complex analyses.

We will address the implementation of each individual business driver in Section V.

IV. SELECTED RELATED WORK

In the field there exist several approaches that address the aforementioned requirements more or less. In this section we present a selection of related workings and measure their degree of fulfillment of these requirements. This selection consists of CARESS, an instance of MUSTANG with a strong focus on the requirements of epidemiological cancer registries in Germany [6], Tableau, a software tool for analyzing different data sources of all kinds, focusing on self-service BI [16], KNOBI (Knowledge-based Business Intelligence), which is an instance of MUSTANG enriched with an ontology-based semantic layer knowledge [11] and Super Data Hub a web-based analysis solution for big data [17]. While the requirement multidimensionality has been met by all related approaches, the other requirements are only fulfilled partially which is especially true for Metadata and Web standards. See table I for an overview of the related workings and their requirements coverage.

<table>
<thead>
<tr>
<th></th>
<th>CARESS</th>
<th>Tableau</th>
<th>KNOBI</th>
<th>Super Data Hub</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multidimensional analyses</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Performance</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Modularity and expandability</td>
<td>x</td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Web standards</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Metadata</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>User empowerment</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>

TABLE I. Requirements coverage of related work

V. APPROACH

In this section, we present our approach for a web-based analysis solution based on the MUSTANG framework. In Section V-A, we describe the server side of our application and especially how we utilize the MUSTANG framework for our purpose. In section V-B, we explain the implementation of our client with particular emphasis on self-service and the usage of metadata.

MUSTANG itself started with a monolithic design, but over the course of the past two years it was reengineered towards a more service-oriented architecture. The system itself was divided into loosely coupled components which access each other through a newly added service layer. Moreover, this RESTful service layer was added to encapsulate view logic even further. This allows using different existing cloud services for hosting different parts of the system. Figure 1 shows a simplified architecture of a possible system based on MUSTANG. Each data source, the core application and the view or client application may be deployed using different cloud services.

A. Prototypical Application - Server Side

On foundation of the reengineered MUSTANG framework we developed a prototypical application. The MUSTANG framework already offers rich functions for multidimensional data analysis that we utilized in order to contribute to the business driver Multidimensional analyses. We added a completely
new developed HTML5/JavaScript frontend to the desktop application. Therefore, we relied on RESTful web services for data exchange between client and server. We decided to use these technologies in order to comply with the business driver Web standards. Moreover, we added the capability to work securely in a multi-client environment.

Figure 3 shows the package structure of the server-side application. It is developed on top of the component integration layer of the MUSTANG framework and provides an interface for accessing multidimensional data analysis via web services. For implementing the application, we used the Microsoft ASP.NET Web API 2 which offers an easy way to create RESTful web services. Our application is structured into different packages. The main point is the controller package, which contains the controller-classes. A controller class consists of methods which handle and answer the incoming client’s HTTP requests (GET, POST, DELETE, PUT). The returning values are mostly in the form of lightweight data transfer objects (DTO) which are organized in the DTO package. A DTO in our application corresponds to a Value Object provided by the MUSTANG framework. We tailored our DTOs to have a smaller size compared to the corresponding Value Object by removing all information not required by our application. This way we gained quicker response times from communication between web browser and ASP.NET server contributing to the business driver Performance. Before transferring the DTOs to requesting clients, they are serialized to the JavaScript Object Notation (JSON), which is the preferred data exchange format when implementing REST APIs.

Another contribution to the business driver Performance is the reduction of response times for sending requested data by our implemented caching functions for OLAP-Server-access, which are concentrated in the Cache package. Especially the time for retrieving measures, classification nodes and comprehensive metadata-information could be reduced from minutes to seconds by instantiating them already on server start through our caching mechanism, which makes the objects present in-memory. The Security package holds all logic necessary for authentication and user and group management. At last, the Utils-package contains various utility-classes for handling and transforming multidimensional data.

B. Prototypical Application - Client Side

Our client application consumes the web services of the described server side application. It was developed using HTML5/JavaScript, especially AngularJS [18]. In order to contribute to the business driver Modularity and expandability, the application is organized in a modular way with reusable components representing different aspects of the view. Figure 4 gives an overview of the client application’s structure.

The main module represents the applications starting point. It accesses the user module and therefore log-in, log-out and client side security logic. The central module is the common module which is accessed by all other modules because its datacontext holds the overall data which is re-used throughout the application, e.g., selected multidimensional data, analysis metadata and user data.

The measures module contains everything needed to select measures. Assisted by comprehensive metadata, the users can scan a measure-list by entering search terms or using filtering mechanism based on facet classifications to identify proper measures for their analysis intention. The metadata for measures include, for example, information about theme, origin of data, area coverage or available dimensions. In this way, the business drivers Metadata and User empowerment are addressed.

Figure 5 shows the modal window for selecting measures. ① shows the facet classification. Facets can be filtered by name and description and individually grouped. The facet definition is part of the Extract-Transform-Load (ETL) process. Users are able to browse, select and deselect different facets. ② shows list of available measures. For each measure, the most important meta data is shown right away while additional information can be accessed via a tool tip. ③ shows the selected measures as well as the dimensions available with these measures.

In the dimension module the functionality for selecting dimensions and appropriate classification nodes is located. Here, the user can navigate by choosing fitting layers or by expanding a hierarchy to find suitable classification nodes. A function to merge different nodes for an ad-hoc aggregation is included as well. Again, it is possible to display additional metadata for individual elements.

The main point for analysis purposes is organized in the resulttable module. After selecting measures, dimensions and classification nodes the resulting table is generated here. The user can manipulate the table via drag and drop in an interactive way. Dimensions and measures can be moved and arranged in columns and rows. For a better table view, it is possible to change to a full screen mode, in which all nonessential information is faded out. Furthermore, functionality to export table data into Excel or comma separated value (CSV) format is included. Figure 6 shows a generated table. ① shows user interface elements for manipulating the table (e.g. moving dimensions from one axis to another). ② shows the table itself and the result data. Finally ③ shows the selected measures and the user interface elements to determine the presentation of the measures.

The functionality to save analysis data is implemented in the project module. Analyses can be organized in collections called projects and enriched with metadata like descriptions, editors and visibility declarations (private vs. public).
VI. EVALUATION AND REMAINING CHALLENGES

The application has been shown to potential users on various occasions, but an extensive evaluation is currently underway and will be completed by the end of 2014. By now, the application was evaluated on four occasions with individual users or user groups. A scenario was created for the evaluation which included a typical task with a corresponding analysis questioning. The participants were encouraged to solve the task and answer the question with the system at hand. Each evaluation lasted about two hours with concluding interviews and a structured feedback process. The evaluation was recorded and will be processed and evaluated step by step. Right now only a first impression from the first evaluation appointments can be given.

The first group consisted of specialist users who are experienced in working with web-based analysis solutions and have an extensive knowledge of the analysis domain. The second group consisted solely of business users with an extensive knowledge of the domain but minor experience in working with analysis solutions. Whilst the first group does not represent the desired core audience for the application, their feedback is also valuable for improving the analysis capacity.

In preparation of the evaluation, an internal evaluation was performed. A colleague who was not associated with the project performed the evaluation. The purpose of this proceeding was to evaluate the scenario, the task to solve and to find bugs or stumbling blocks in the application itself.

Feedback from the first group has been mostly positive. As the majority of participants knew about the domain and the structure of the multidimensional data, they were able to produce valid results very quickly and to solve the given tasks. All agreed that the provided metadata allows performing valid analyses in a convenient way and producing valuable results faster. Some struggled with the concepts of facets in the dialog for selecting measures. This concept — to our knowledge — is not implemented in other applications so far. Metadata can be used in this case for filtering a measure-list. Some participants thought they could already select and specify dimensions while selecting measures. Not all provided metadata was directly accessible and was not used in the first place.

Feedback from the second group has been mostly positive as well. Before evaluation started, a short introduction was given to each participant. Some participants struggled with the overall operation of the system but were able to solve the given task with minimal help. Some participants observed inconsistencies in the operating concept regarding the specification of
measures.

An initial conclusion which we can derive from the evaluation so far is that our overall concept works well and the provided metadata is helpful for possible users with or without experience in working with analysis solutions. But we also found some misconceptions and inconsistencies in our operation concept, especially regarding the provisioning of even more metadata and the concept of facet classification.

VII. Conclusion and Future Work

We presented an approach for a service-based analysis solution with self-service in mind. Our approach proves to be an improvement over existing solutions. There are still a number of issues to be addressed before the solution can be used on a daily basis. We showed that our solution is accessible by business users with only minimal instructions while we preserve the analysis capabilities of an analytical information system.

Up to now we deployed the application only in a local environment. In addition, we only performed limited load tests. Therefore, we need to make sure our application scales with an increasing amount of users simultaneously performing analyses. Whilst MUSTANG is a proven and robust framework it was not tested yet in a multi-user environment.

In Section I we mentioned two main shortcomings of common analysis solutions. We addressed the issue, that typical business users are not capable of performing analyses by themselves by creating a highly accessible solution. Our solution heavily utilizes supporting metadata, which addresses the problem, that the underlying data model is too complex to comprehend. In further iterations, we plan to extend the usage of metadata and knowledge-based approaches. Our system is therefore designed and implemented in an extensible way.

This should enable business users to perform analyses without extensive training or the aid of specialist users. The evaluation showed, that in many cases metadata is sufficient, but in some cases business users require more guidance. This applies especially if they only perform analyses at fixed times (e.g., once per month or year) but not regularly. With a little more work we are sure our approach can be understood as a SSBI solution.

We mentioned some issues in Section VI, mostly regarding our operation concept. Moreover, we did not yet take security issues into account. Whilst we developed only a research prototype, a possible application which will be accessible by end users must take security issues into account. In addition, we will rework parts of our operation concept, especially regarding the facet classification as part of the measure selection.

Another planned improvement concerns the contribution of user-specific data. At the moment, it is only possible to perform analyses with the data available in the underlying DWH. A future version could incorporate an interface with an associated process which allows user groups to add their own data to a user-specific location. Particularly, this is important because certain data is not freely available and must not be available to users outside a respective group.
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Abstract—Service profitability depends on the cost of engineering a service for a given base of tenants, on service provisioning cost, and on the revenue gained from selling the service to that tenant base. The tenant base depends on the range of service variability, i.e., on Service Provider’s ability to vary service requirements to meet tenant expectations. These various factors that have to do with service profitability form a complex web of information that makes it difficult to analyze and see the exact impact of decisions regarding the choice of service architecture or the use of service adaptation techniques. To make this analysis easier for Service Providers, we built a conceptual model that helps Service Providers identity factors affecting service profitability and the interplay among them. Based on that model, Service Providers can answer questions regarding how choices of the service architecture or tenant base affect service profitability.
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I. BACKGROUND AND MOTIVATION

Service Providers maximize service profits by looking into ways to best reduce their engineering and provisioning costs while selling the service to possibly a large number of satisfied tenants. The choice of service architecture plays a critical role in balancing the way these three forces affect service profitability. However, the most scalable and cheapest for service provisioning shared service architectures tend to restrict service adaptability. It is our goal in this paper to analyze the interplay among conflicting forces that affect service profitability, and identify the detailed factors behind these forces. The conceptual model of service profitability presented in this paper is to help Service Providers better see how decisions regarding the choices of service architecture, dynamic (at service runtime) versus static (at the service construction-time) service adaptation techniques, or the size of the tenant base affect service profitability. This conceptual model can be further extended with provisions for quantitative analysis of service profitability, which is the subject of our ongoing work.

In our previous work [1], we described the decisions that Service Providers typically make during service engineering regarding the choice of service architecture, service packaging, service hosting and the use of static or dynamic binding techniques to adapt services to needs of various tenants. Service components can be encapsulated at a service or tenant specific level packaging. For service hosting, a service can be hosted on a dedicated or shared process instance. Service architectures differ in how the service code is managed during service engineering, service execution and service hosting. As compared to [1], this paper further elaborates on and formalizes earlier findings to build a conceptual model.

Section II introduces Service Variability and Service Architectures. We give our proposed Service Profitability Model in Section III, followed by an Analysis of Service Profitability in Section IV. Related work is presented in Section V. Our conclusion is in Section VI.

II. SERVICE VARIABILITY AND SERVICE ARCHITECTURES

The range of service variability is the extent to which a Service can be adapted to varying service requirements of different tenants. The larger the range the service can accommodate, the higher the number of tenants and the higher the revenue for the Service Provider. Service architecture is composed of a set of components and the relationships among them to implement a service. A service supports a set of common features [15], shared by all the tenants, and a set of variant features (FRSV), that are in a range of service variability, i.e., features that are of interest to some but not all tenants. Each feature f ∈ FRSV corresponds to a set of variation points in service architecture components. The purpose of variation points is to enable customization of components whenever f is required by a tenant. A selected variant to be bind to a variation point is composed of service components of one or more modules as shown in Figure 1.

![Figure 1. Service, Features and Variants](image)

Fully-Shared (SAFS) is a service architecture based on a shared process instance with service components being shared by tenants during service execution. Dynamic binding techniques are used to bind the variants to the variation points of the feature for service running in SAFS. The range of service variability that is supported by SAFS is as follows:
• At least one new variant or variation point needs to be designed and deployed onto existing process instance to support the varying requirements.

• Existing features can be configured on existing process instance to support the varying requirements.

Partially-Shared (SA_FS) is a service architecture based on a shared process instance but, as opposed to SA_FS, the service components in SA_FS can be tenant level or service level packaged. In other words, the service components packaged in the module can be servicing a set of tenants or a particular tenant. Both static and dynamic techniques can be used to bind the variants to the variation points of the features for Service running in SA_FS. The range of service variability that is supported by SA_FS includes the variability supported by SA_FS and the following:

• For at least one new variant, variation points need to be designed and deployed onto a dedicated process instance to support the varying requirements.

• Existing features can be configured, but some features need to be deployed onto a dedicated process instance to support the varying requirements.

Non-Shared (SA_NS) is based on each tenant having its own, dedicated process instance and the service components being tenant level packaged. Both static and dynamic techniques can be used to bind the variants to the variation points of the features for Service running in SA_NS. The range of service variability that is supported by SA_NS includes the variability supported by SA_FS and the following:

• All required features need to be deployed onto a dedicated process instance to support the varying requirements.

The service architecture can be hybrid, comprising of a combination of existing service architectures. The SA_FS+PS is the hybrid service architecture comprising of SA_FS and SA_PS. SA_FS+PS+NS is the hybrid service architecture comprising of SA_FS, SA_PS and SA_NS. The deployment diagrams of the three basic service architectures SA_FS, SA_PS and SA_NS are shown in Figure 2. The white portions indicate components of the architecture that are not shared among tenants and the dark portions indicate components that are shared among tenants.

Service architectures that share runtime resources to minimize provisioning cost potentially limit the extent to which services can be adapted to varying requirements of tenants. For example, a tenant who requires service to be processed and data isolated due to security regulations cannot be onboard together with other tenants (that do not have such requirements) with a service architecture that does not have clear separation of runtime resources between tenants. Having clear separation of runtime resources among tenants incurs higher provisioning cost for the Service Provider, which would be likely passed on to the tenant as higher service price. On the other hand, there are also tenants who are price-sensitive with minimum variations of requirements. In this case, Service Providers can best minimize cost by engineering the service on a service architecture that shares resources. To the Service Provider, what are the factors and how they interplay can greatly impact their service profitability. We formalized these factors into a Service Profitability Model to help Service Providers analyze a complicated web of interrelated factors affecting service profitability.

Figure 2. Service Architectures
III. CONCEPTUAL MODEL OF SERVICE PROFITABILITY

Service Providers seek to maximize their profitability in the long term by minimizing their costs while maximizing their revenue. A Service Provider can re-engineer an existing application into a service or develop a service from scratch. This is the cost incurred in engineering the functionality of the service. The engineering cost varies depending on the choice of service architecture, but is independent of the number of tenants. Besides engineering service functionality, a Service Provider needs to engineer variability into a service to accommodate variations in requirements among tenants. For business strategic reasons, a Service Provider may have some target tenants in mind and engineer the variability to meet the varying requirements of the target tenants. The extent of the service variability can vary with each variability technique and the selected service architecture which in turn impact the cost to engineer for variability. Service engineering costs can be estimated with software cost estimation tools (e.g., COCOMO II [2]) typically in terms of function points or lines of code. The other factor to the cost on top of service engineering cost is the provisioning cost. This cost is incurred to host the service in a hardware and network environment to serve the tenant’s requests. The provisioning cost varies with the selected service architectures and the extent of service variability. The provisioning can be hosted internally or externally, virtualized or non-virtualized. To minimize provisioning cost, a virtualized environment is usually adopted. One key factor to whether the hosting is internal or external depends on each organization’s security policy. Provisioning cost of virtualized environment can be estimated on the respective cloud hosting sites (e.g., Amazon Web Services [3]). During the lifecycle of the service, new tenants might be interested to subscribe to the same service. For business reasons, a Service Provider may also wish to onboard new tenants to maximize their revenue. However, the current extent of service variability might not exactly fit the requirements of the new tenants. The additional engineering and provisioning costs vary with the selected service architectures, adopted variability technique and the extent of variability of the tenant’s requirements. The costs to engineer and provision for delta variability can be estimated similarly as described earlier. Service revenue will vary with the number of initial set and new set of tenants. Service profitability for providing the service in the long term can be measured by the net present value of the revenue gained minus the costs incurred over a pre-determined investment horizon, taking into account the value of money over time. For the rest of this section, we define the terms and use them in the conceptual model of service profitability. A conceptual model of Service Profitability is found in Figure 3.

A. Explanation of the terms in conceptual model

The Range of Service Variability (RSV) is the extent to which a Service can be adapted to varying service requirements of different tenants. The larger the range the service can accommodate, the higher the number of tenants and the higher the revenue for the Service Provider. The Tenant Base (TB) is composed of the users of a given Service, or onboarded tenants. To onboard a tenant, the Service must be able to meet the requirements of that tenant. As RSV reflects the Service Provider’s ability to customize the Service, RSV determines the TB that can be supported. Service Providers dream to engineer a service where RSV fulfills the varying requirements of the TB, maximizing service profits. Service Profits are determined by the Total Service Cost (TSC) incurred and Total Service Revenue (TSR) gained when providing the service. Costs are incurred to engineer the functionality of the Service and to engineer the Service to support a given RSV on a given Service Architecture (SA). For this, we collectively use the term Service Engineering Costs (SEC) to denote the both the Service Functionality Engineering Cost (SFEC) and Service Variability Engineering Cost (SVEC). SVEC is based on the selected Variability Techniques (VT) to support a given RSV.

![Figure 3. A conceptual model of Service Profitability](image-url)
on a given SA. There are also costs involved to provide the hardware and infrastructure resources to support a given TB on a given SA. For this, we use the term Service Provisioning Costs (SPC). TSR is the total revenue from selling the Service on a given service SA.

Delta Variability (DV) is the change to existing Service requirements required to onboard new tenant(s). We denote these newly onboarded tenants as Delta Tenant Base (DTB). Delta Cost (DC) is the cost to implement DV for a given DTB on a given SA. Similarly to TSC, DC is composed of Service Engineering Delta Cost (SEDC) and Service Provisioning Delta Cost (SPDC).

IV. AN ANALYSIS OF SERVICE PROFITABILITY

In this section, we show use cases for the conceptual model presented as ten questions illustrating specific profitability-related dilemma of a Service Provider during service planning.

A. Service Profitability Model and Service Architectures

For SA_{FS}, the service engineering cost to support the given range of variability is composed of implementing the dynamic binding techniques to bind the variants to the variation points identified for each feature of the Service. The service provisioning costs to support the given range of service variability is composed of provisioning the hardware and infrastructure resources to support the tenant base. Among the basic architectures, SA_{FS} have the lowest provisioning costs due to sharing of resources. Delta variability that is the changes to existing Service requirements by new tenants have to be supported by the service architecture to onboard the tenant. If the delta variability is outside the given range of service variability of SA_{FS} then there are two possible scenarios. One scenario is that the Service Provider incurs the service variability delta costs to engineer the delta variability into the existing SA_{FS} (e.g., implementing new variants or variation points that can be shared among tenants). The second scenario is that the tenant cannot be onboard as the delta variability cannot be supported on existing SA_{FS} (e.g., tenant require total isolation of software, process and data).

For SA_{PS}, the service variability engineering costs to support the given range of service variability is higher than SA_{FS} as the Service Provider needs to implement both the dynamic and the static binding techniques. The service provisioning costs are also higher than SA_{FS} due to the tenant level packaging leading to the need to provision more resources to support more software components. If the delta variability of new tenants is outside the given range of service variability of SA_{PS}, a Service Provider can onboard the tenants by incurring service variability delta costs to engineer the delta variability into the existing SA_{PS} (e.g., implementing new variants or variation points that can be shared among tenants or supporting isolation of software or data). As SA_{PS} is running on shared process instance, the Service Provider is unable to onboard the tenant if the tenant has requirements that require a dedicated process instance (e.g., isolation of processes).

For SA_{NS}, the service variability engineering costs to support the given range of service variability is lower than SA_{PS} as it needs to implement only based on static binding techniques. The service provisioning costs are the highest among SA_{NS} and SA_{PS} as dedicated resources are provided for each tenant. If the delta variability of new tenants is outside the given range of service variability of SA_{NS}, SA_{NS} can support delta variability of new tenants (even for isolation of process) due to dedicated process instances.

For SA_{FS+PS}, the service variability engineering costs to support the given range of service variability involves the implementation of both dynamic and static binding techniques and the need to support two basic service architectures. It is higher than any of the basic architectures SA_{FS}, SA_{PS} or SA_{NS}. Depending on whether the service is provisioned on SA_{FS} and/or SA_{PS}, the provisioning costs for SA_{FS+PS} can be calculated from the respective provisioning costs of SA_{FS} and/or SA_{PS}. The support of delta variability is similar to the scenarios in basic architectures of SA_{FS} or SA_{PS}.

For SA_{FS+PS+NS}, the service variability engineering costs to support the given range of service variability involves the implementation of all dynamic and static binding techniques and the need to support all three basic service architectures. It is higher than any of the basic service architectures.

Depending on whether the service is provisioned on SA_{FS}, SA_{PS} and/or SA_{NS}, the provisioning costs for SA_{FS+PS+NS} can be calculated from the respective provisioning costs of SA_{FS}, SA_{PS} and/or SA_{NS}.

B. Key Questions to Service Profitability

Questions 1 to 3 are related to the revenue and cost of the Service Profitability Model. Questions 7 to 9 are related to service architectures, while the last question is related to the overall service profitability.

1) How many tenants will have to be onboarded so that the profit from service outweighs the cost of building it?
The answer to this question will help the Service Provider to estimate the breakeven point for service cost and revenue. For a given service architecture, the Service Provider can simulate the number of tenants against the expected cost incurred to build the service for the Service Provider to have a better insight on the breakeven point for the initial total service costs.

2) How many new delta-tenants will have to be onboarded to outweigh the cost of implementing changes (delta-requirements) required for new tenants?
To Service Providers, this is another question on the breakeven of their investment. It differs from question 7 in terms of the delta cost against the delta revenue gained from the delta tenant base. For a given service architecture, the Service Provider can simulate the number of delta tenants against the expected delta cost incurred to build the service, the Service Provider has a better insight on the breakeven point for the delta costs.

3) Which pricing strategy should a Service Provider adopt for the service?
The right pricing strategy positively impacts the total service revenue and delta revenue to be gained. The pricing strategy can be pay as per use, subscription-based, tiered based, transaction based or mixture of the above. The pricing strategy can also vary across time. For a given service architecture, the
Service Provider can simulate the expected distribution of tenants for each of the pricing strategies across the investment horizon and evaluate for overall service profitability.

4) Is it better to re-engineer from existing code or develop services from scratch?

The decision to this question impacts the service functionality engineering cost, which is independent of the number of tenants. Based on simulation of the expected distribution of tenants, this question can be addressed to see if the impact of the additional costs to develop from scratch versus the savings by re-engineering from existing code.

5) Should a Service Provider provision the service internally or externally?

The impact of hosting choices on service profitability can be inferred from service provisioning and service provisioning delta costs. The cost of provisioning the service internally typically incurs higher upfront setup and maintenance cost than external provisioning. However, it provides higher degree of security in terms of privacy and isolation of data and processes. Provisioning the service externally can decrease upfront setup and maintenance costs, but the level of control is also reduced. Based on the above, simulations can be run with these costs and expected distribution of tenants to analyze overall service profitability.

6) Which variability technique should a Service Provider apply to address the required range of service variability?

A Service Provider can apply static variability techniques to address higher degree of variability, but can also be more costly as compared to only applying dynamic variability techniques to address runtime variability. The adoption of variability technique impacts the service variability engineering cost and service engineering delta cost. Additionally, due to the variability technique, new tenants with requirements that does not fit the service variability will either be unable to onboard or the service architecture needs to evolve. Assuming the service architecture remains the same, the Service Provider can simulate the expected distribution of tenants for each of the adopted variability techniques and evaluate for overall service profitability.

7) To what degree does the selection of a service architecture impact service profitability?

This is a typical profitability-related question a Service Provider tries to answer. Based on the conceptual model, a Service Provider can estimate the total service costs incurred for each choice of the service architecture. In addition, a Service Provider may simulate a set of expected delta tenants that can be onboarded within the pre-determined specified investment horizon and measure the impact to total service costs, total service revenue and overall service profits.

8) Should a Service Provider onboard new tenant if this requires the change of service architecture?

Onboarding new tenants present new business opportunities, but also incurs costs to implement extra delta variability into the Service. This cost grows further if onboarding new tenants requires the change of service architecture, e.g., from shared to dedicated. In this case, the Service Provider needs to simulate different distributions of tenants and evaluate the overall profitability. These distributions differ in their degree of varying requirements and evaluate the service profitability impact on each of the service architectures. From the results, a Service Provider can have a better insight whether to evolve their architecture or not.

9) Should a Service Provider adopt a specific service architecture or a hybrid of service architectures?

Besides deciding on the type variability techniques, adopting a hybrid of service architectures requires additional cost incurred to manage the variability across service architectures. The Service Provider can simulate the expected distribution of tenants for each service architecture including different hybrids and evaluate for overall service profitability.

10) If a Service Provider has an objective to achieve a certain level of service profitability within a certain investment horizon, what costs and revenue the Service Provider needs to incur and gain?

This question can be considered an optimization problem in terms of maximizing the total service revenue and delta revenue while minimizing the total service costs and delta cost for a given level of service profitability. From the conceptual model, factors that affect the total service cost and total service revenue can be defined as equations to be evaluated by an optimization solver. More than one optimal set of values is possible in this case. The Service Provider can evaluate and design towards one of these values in this optimal set.

Each of these questions can be addressed at the lower level of abstraction. For example, in the first question, the assumption of a given service architecture can be further decomposed to evaluate against a set of service architectures for the Service Provider to be able to evaluate more scenarios.

V. RELATED WORK

There is much literature on how to minimize service engineering and provisioning costs to improve service profitability. Existing methods focus on variability techniques to enable late binding of the service variants, customization of business process execution language (BPEL) process with variability descriptors [8] and variability modeling techniques to manage the variability in service applications [9][10]. Kwok et al. [11] propose to lower the provisioning cost through resource calculations with constraints to decide the best server to onboard a new tenant. A resource consumption estimation model to optimally place onboarding tenants is also studied in [12].

A single-instance multi-tenant service application enables a Service Provider to achieve economies of scale through runtime sharing. However, runtime sharing can make tenant-specific variations difficult to achieve in such an application as it needs to realize the variability across different tenants in the single-instance application [13]. For the software as service paradigm to truly meet its potential, Sengupta et.al. [14] propose that vendors will need to move away from building rigid “one-size-fits-all” systems, or those that offer a fixed set of available customization options from which tenants must select. Service paradigm essentially is an economic model for software consumption; hence, many of these activities would
have to be grounded on the basis of financial reasoning that can benefit the vendor as well as the tenants. In contrast with other works that addresses costs or benefits independently, this paper takes a holistic view of service adoption in terms of service profitability. To the best of our knowledge, there are no such economics-driven service adoption evaluation methods; therefore service adoption is frequently made without holistically evaluating whether it is economically worthwhile to invest for the long term. In this study, we seek to propose an economic model of service profitability based on high-level conceptual model of service profitability (original contribution) and existing value-added software engineering metrics and economics-driven models used in other areas. We believe that the reasoning based on service profitability is able to address the service paradigm with a more balanced view than before.

VI. CONCLUSION

Our proposed Service Profitability Model formalizes the interplay of multiple factors that influence service profitability. The model addresses decisions related to the tenant base, required range of service variability, service architecture and the use of variability techniques. Our model shows how these decisions affect service cost and revenue. We illustrated the usage of our profitability model with an analysis of service architectures and service profitability scenarios. We believe the model will help Service Providers maximize service profitability. For future work, we intend to extend our Service Profitability Model with quantitative methods and tools that can help Service Providers examine factors that affect service profitability.
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