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Foreword

The Second International Conferences on Advanced Service Computing [SERVICE COMPUTATION 2010] was held between November 21 and 26 in Lisbon, Portugal and continued a series of events targeting service computation on different facets. It considered their ubiquity and pervasiveness, WEB services, and particular categories of day-to-day services, such as public, utility, entertainment and business. The ubiquity and pervasiveness of services, as well as their capability to be context-aware with (self-) adaptive capacities pose challenging tasks for services orchestration and integration. Some services might require energy optimization, some might requires special QoS guarantee in a Web-environment, while others require a certain level of trust. The advent of Web Services raised the issues of self-announcement, dynamic service composition, and third party recommenders. Society and business services rely more and more on a combination of ubiquitous and pervasive services under certain constraints and with particular environmental limitations that require dynamic computation of feasibility, deployment and exploitation.

We take here the opportunity to warmly thank all the members of the SERVICE COMPUTATION 2010 Technical Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality conference program would not have been possible without their involvement. We also kindly thank all the authors who dedicated much of their time and efforts to contribute to SERVICE COMPUTATION 2010. We truly believe that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals, organizations, and sponsors. We are grateful to the members of the SERVICE COMPUTATION 2010 organizing committee for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that SERVICE COMPUTATION 2010 was a successful international forum for the exchange of ideas and results between academia and industry and for the promotion of progress in the area of advanced service computing.
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Generation of choreography skeletons from web service definitions

Annett Laube and Patrick Winkler
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Abstract—Modern IT landscapes underlie constant evolution. Modeling activities - as a basis for continuous monitoring and maintenance - stay often behind. Service models describe the way how services interact. We propose reverse engineering techniques to generate choreography skeletons from web service definitions. We describe the necessary transformation to generate a detailed and consistent choreography than can be easily completed and merged with existing choreographies. We discuss the restrictions of the generated WS-CDL skeletons and how they can be overcome.

Index Terms—web service, choreography, service model, reverse engineering

I. INTRODUCTION

IT landscapes in industry or finance are often a result of a long evolution. Despite continuous efforts to keep models of systems and components up-to-date, rarely IT landscape models are consistent and complete.

The landscape model (sometime also called system model) consists often of two parts: the physical infrastructure and the service model. The physical infrastructure reflects in great detail components composed in the following groups: computer hardware (e.g. processing power, memory, etc.), computer software (e.g. OS, server applications), and network devices (e.g. links, traffic controllers - hubs/switches/gates/routes).

The service model is an abstraction of the set of all services. It defines the way how the services interact by exchanging messages and how more complex services are created by combining services. The terms orchestration and choreography describe two different aspects of creating business processes from composite web services.

Orchestration refers to an executable business process that can interact with both internal and external web services. Orchestration represents the composition from the viewpoint of the parties involved in this composition.

A choreography description concerns the composition of web services seen from a global viewpoint focusing on the common and complementary observable behavior. Choreography is particularly relevant in a setting where there is not a single coordinator. Choreography tracks the message sequences among multiple parties and sources - typically the public message exchanges that occur between web services - rather than a specific business process that a single party executes [1]. Typical examples are a travel agency that offers a broad range of services including air and train travel, bus tickets, hotels, car rental, excursions, insurance etc. or a company that wishes to purchase a fleet of cars from automobile suppliers, which in turn request quotes for specific bill or material items from their component manufacturers [2].

The main use of a choreography description is to precisely define the sequence of interactions between a set of cooperating web services in order to promote a common understanding between participants and to make it as easy as possible to automatically validate conformance, ensure interoperability and increase robustness [2].

We want to automate the generation of service models, more specific of web service choreographies. This reduces the modeling effort for existing service landscapes. Normally, IT service landscapes underlie constant evolution due to newly added or modified business functions. Quite often web services from partners or external service providers have to be integrated into the existing network. Examples are services from B2B partners or external data services, like Dun&Bradstreet to get business information and company assessments from business partners. In this case, our work helps to keep the service models up-to-date and to monitor changes in constantly changing service infrastructures.

We use reverse engineering techniques to extract the necessary information from the implemented web services. Main information source are the web service definitions, which provide the documentation for distributed systems and are available to all communication partners. As the information in the web service definitions is insufficient to build a complete service choreography, we concentrate on the generation of consistent skeletons, which then can be enhanced manually or enriched with business process information.

The paper continues with a description of related work. The basis features of WS-CDL and WSDL are addressed in Sections III and IV. In Section V, the transformation from web service descriptions to a choreography model is described. In Section VI, we discuss how the generated choreography skeletons can be completed. Our implementation of the transformation process is described in Section VII. In Section VIII, we conclude this paper and discuss further work.

II. RELATED WORK

The most known languages to specify web services choreographies are Web Service Choreography Interface (WSCI,
Web Service Choreography Description Language (WS-CDL, [4]), and Ontology Web Language for Services (OWL-S, [5]). All are XML-based and support WSDL [6][7], the well-established standard to describe web services.

WS-CDL – sometimes considered as predecessor of WS-CDL (the last update was released in 2002) – describes the observable behavior of only one web service including temporal and logical dependencies in the message flow. WS-CDL and OWL-S are more powerful to express the collaboration of 2 parties. WS-CDL describes peer-to-peer collaborations of web services taking part in a choreography. It defines a set of agreements about ordering and constraint rules. The aim of OWL-S is to automate the discovery, invocation, composition, interoperation and monitoring of web services. A detailed comparison of the 3 languages can be found in [8].

More choreography languages, like Let’s Dance and BPEL4Chor, are emerged in the last years. Let’s Dance [9] is a language for modeling service interactions and their flow dependencies targeting business analysts. It is a language for high-level analysis and design. WS-CDL is a potential implementation language for Let’s Dance models. BPEL4Chor [10] is an extension of Business Process Execution Language (BPEL, [11]). It adds participant behavior descriptions, i.e., control flow dependencies, the participant topology and their interconnection using message links and participant groundings, i.e., concrete configurations for data formats and port types to the standard BPEL.

To our knowledge, it is a novel approach to reengineer WSDL files to create a service model. But there are reverse approaches to generate WSDL descriptions (skeletons) from choreography models. In [12], the authors describe an approach to generate the orchestration behavior (BPEL stubs) and the necessary WSDL templates automatically from WS-CDL models. The same functionality is implemented in the visual modeling tool known as pi4SOA [13]. pi4SOA, an open-source implementation that plugs into Eclipse, is one of the few WS-CDL implementations available today.

There are many approaches, complementary to our approach, to recreate the process flow of interacting web services. Business process mining, or process mining for short, aims at the automatic construction of models explaining the behavior observed in the event log [14]. For example, based on event logs, it is possible to construct a process model expressed in terms of a Petri net or Event-driven Process Chain (EPC). Beside the process perspective, process mining can also focuses on the originator field (organizational perspective), to find out, which performers are involved and how are they related. The goal is either to structure the organization by classifying people in terms of roles and organizational units or to show relations between individual performers (e.g., build a social network [15]).

### III. Choreography

The goal of specifying web service choreographies is composing peer-to-peer interactions between any kind of services, regardless of the programming language or the environment that hosts the service.

We have chosen to use WS-CDL for our service model, because its tight coupling to WSDL files and the recommendation of the W3C Web Services Choreography Working Group. A WS-CDL model consists of 3 parts:

- **Collaborating parties**: describing the entities that exchange information, their roles and their relationships,
- **Collaborative behavior**: describing the physical order (message flow) of the information exchange and assigned constraints,
- **Exchanged information**: describing the type of information used in the information exchange.

#### A. Collaborating parties

Within a choreography, information is always exchanged between participants. A participant – described by a participant type – groups all the parts of the collaboration that must be implemented by the same entity. A role type enumerates potential behaviors of a participant within an interaction. A channel type is a point of collaboration between participants specifying where and how information is exchanged. Finally, a relationship type is used to identify the mutual obligations between participants that must be fulfilled to succeed.

#### B. Collaborative behavior

A choreography defines re-usable common rules that govern the ordering of exchanged messages. A choreography contains collections of activities that may be performed by one or more participants. There are three types of activities in WS-CDL, namely control-flow activities, WorkUnit activities and basic activities. In the first category, there are three types of activities: Sequence, Parallel, and Choice. These activities enclose a number of sub-activities. A WorkUnit activity describes the conditional and, possibly, repeated execution of an activity. The basic activities include Interaction, NoAction, SilentAction, Assign, and Perform. The most important element of WS-CDL is the Interaction activity that corresponds to an operation of a web service.

#### C. Exchanged information

InformationTypes describe the type of variables, tokens and messages used in the choreography. Their description at the package level makes them available to all enclosed activities. They normally refer either WSDL 1.1 message types, WSDL 2.0 schema elements or XML schema elements/types.

### IV. WSDL

A web service is described by a web service description (WSDL file). Currently, there are 2 versions of the specification. WSDL 1.1 [6] is the widely accepted standard. Although WSDL 2.0 [7] is recommended by the W3C since June 2007 and promises an easier implementation, its adaption by SOAP servers, vendors and tools is still reluctant.

A WSDL 1.1 description containing six major elements (In this paper, we concentrate on WSDL 1.1, but the same information is also available in WSDL 2.0):
• types, which provides data type definitions used to describe the exchanged messages.
• message, which represents an abstract definition of the data being transmitted.
• portType, which is a set of abstract operations, which refer to input and output messages.
• binding, which specifies concrete protocol and data format specifications for the operations and messages defined by a particular portType.
• port, which specifies an address for a binding, thus defining a single communication endpoint.
• service, which is used to aggregate a set of related ports.

To generate the choreography skeletons, only the elements message, portType with operations and service are used. The name of service element is used to name the activities and collaborating parties in the choreography.

V. TRANSFORMATION

Our goal is the generation of a valid web service choreography (*.cdl file) out of one or several web service definitions (WSDL files). In the following, we describe the needed transformations to create the 3 essential parts of a WS choreography.

A. Collaborating parties

The service element of a web service description is used to generate the collaborating parties of the choreography. Each service element represents a relationship between service provider and service consumer. The name of the service element is used to generate the relationship type and the role types related to web service provider and consumer. In Figure 1, the graphical representation of such a relationship is shown.\(^1\)

\[<\text{package}>\]
\[<\text{relationshipType} name="BarCodeRelationship">\]
\[<\text{roleType} name="BarCodeProvider">\]
\[<\text{behavior} interface="BarCodeSoap" name="BarCodeSoap">\]
\[<\text{behavior} interface="BarCodeHttpPost" name="BarCodeHttpPost">\]
\[<\text{behavior} interface="BarCodeHttpGet" name="BarCodeHttpGet">\]
\[</\text{roleType}>\]
\[<\text{roleType} name="BarCodeConsumer">\]
\[<\text{behavior} interface="BarCodeSoap" name="BarCodeSoap">\]
\[<\text{behavior} interface="BarCodeHttpPost" name="BarCodeHttpPost">\]
\[<\text{behavior} interface="BarCodeHttpGet" name="BarCodeHttpGet">\]
\[</\text{roleType}>\]
\[<\text{relationshipType} name="BarCodeRelationship">\]
\[<\text{roleType typeRef="BarCodeProvider"/>\]
\[<\text{roleType typeRef="BarCodeConsumer"/>\]
\[</\text{relationshipType}>\]
\[<\text{choreography name="BarCode" root="true">\]
\[<\text{relationship type="GlobalWeatherRelationship">\]
\[<\text{roleType typeRef="BarCodeProvider"/>\]
\[<\text{roleType typeRef="BarCodeConsumer"/>\]
\[</\text{choreography}>\]
\[</\text{package}>\]

Fig. 3. WS-CDL ChannelType and related token

A channel type realizes a point of collaboration between participant types by specifying where and how information is exchanged. All our channel types have mostly the action type request-respond. In the rare cases, that a web service operation has no parameters or does not return anything (that means there is no input or output message assigned to the operation) the action type respond rsp. request is assigned. A channel type is named (the name is generated from the wsdl:operation) and then related to the role of the web service provider. In the case of several behaviors (corresponding to the portTypes in the WSDL), we generate equally channel types. The first of these is related to the interaction via a channel variable. A channel type gets a reference assigned to convey the information needed to contact the receiver of the message. This reference token is associated with an information type. As the reference information belongs to the business process, we can only generate the tokens and a dummy information type (see in Figure 3).

\(^1\)In this and the following examples, we used a public web service for bar code generation available with its WSDL under http://www.webservicex.net/WCF/ServiceDetails.aspx?SID=40.
B. Collaborative behavior

The collaboration behavior of two partners is described by activities with an ordering structure. The web service definition contains no information about the order in which the different operations are called, therefore we assume an unrestricted parallel activity, in which one or more activities can be executed in any order or at the same time (see Figure 4). By nature, all operations of a web service can be called at any time and in any order. Ordering restrictions are only given by the using business process. Our skeletons could be enriched later with the real ordering structure, either manually or automatically by integrating the information from, e.g., a business process model.

The basic activities generated from the WSDL files are interaction activities. Each web service operation corresponds to one interaction (see in Figure 5 a generated example interaction). The name of the web service operation is used to generate a name for the interaction and the operation attribute.

An interaction activity description has 3 main parts corresponding (i) to the participants involved, (ii) to the information being exchanged, and (iii) to the channel for exchanging the information.

The information about the involved participants is contained in the element participate and refers to the role types and relationship types described in Section V-A. The attribute fromRoleTypeRef refers the web service consumer role, the attribute toRoleTypeRef to the web service provider role, and the attribute relationshipType to the relationship between the two.

The exchanged information is described in the message part of a WSDL. The operation input and output elements connect the related messages to a WSDL operation. The information from the message element is transformed to the exchange element in the WS-CDL interaction. Depending on the operation type the action attribute of the exchange is generated differently: input messages → action=request and output message → action=respond.

The attribute informationType of the exchange element refers to the information type used for the exchanged information. All information types are defined at the package level of the choreography. The elements send and receive, which contain application-dependent or state information are generated without attributes.

The channels used during the interactions are also derived

---

2To illustrate parallel activities, we have chosen a weather web service available under http://www.webservicex.net/WCF/ServiceDetails.aspx?SID=48...
from the web service operations. The associated channel types are defined on package level and only referred via channel variable in the interaction (attribute `channelVariable`).

C. Exchanged information

Information types are mainly used in the `exchange` element of the interaction to describe the type of exchanged information. WS-CDL does not allow the construction of complex data types like possible in the `types` element of the WSDL. Therefore we have to generate new information types from the data type assigned to the WSDL 1.1 message parts.

The information types contain also the generated information type for the `reference tokens` (see Figure 3).

The complete mapping of web service definitions to a WS-CDL choreography is shown in Table I. Although the described transformation uses a single WSDL, the concept can equally applied to several files. Naming conflicts are anticipated by applying different namespaces for WSDL specific and generated elements.

VI. Skeleton completion

The following steps are necessary to complete the generated WS-CDL skeletons and to merge them into existing choreographies:

1) Create the participant types and assign the generated role types: Typically a participant type groups several roles. In a chain of interacting services, a participant can be the consumer of one service and the provider of another. Process mining techniques could be used to identify the roles that belong to one participant type.

2) Select the implemented behaviors in role types of the service consumer: The behaviors generated from the `portTypes` describe the different possibilities to communicate. But a specific service consumer could decide to use only a certain subset. This information belongs to the web service consumer’s client application.

3) Verify the behaviors of the relationship types: Per default, all generated behaviors are committed from both sides. But for a specific combination of service consumer and service provider only a subset could be used (in accordance with the selection in 2).

4) Remove or flag unused channel types: A channel type describes the communication channel for each interaction in accordance with a selected behavior. If a web service consumer uses only a subset of the communication channels, some of the generated channel types become obsolete and can be removed.

5) Select the correct channel for each interaction: Each interaction has exactly one channel type assigned. Per default, we select always the first generated channel type. In accordance to the selected behaviors for the relationship type, the right channel type has to be selected. If the interaction can be executed on several channels the interaction has to be duplicated.

6) Fill additional information: Information from the business process and description of all components can be added.

7) Merge the choreography: The completed skeleton can now be merged with existing choreographies. This is a manual step that is not supported by the pi4SOA tool [13].

8) Establish the flow: The last step is to establish the correct ordering structure of the activities from the merged choreographies. The generated parallel activities have now to be brought in the right sequential order and to be integrated in the complex flow of activities. As information source serves mainly the knowledge about the business process. Existing workflow descriptions of the business process or process models constructed with process mining techniques could enrich the choreography.

VII. Implementation

Our transformation process consists of 3 automated steps (see Figure 6) complemented by manual activities to add additional information and to merge the skeletons with existing choreographies (see Section VI).

![Transformation flow](image)

The transformation process starts with the selection of one or several WSDL files. A XSLT transformation transforms the input into a *.cdl file containing the choreography skeleton in WS-CDL. We use a XSLT 2.0 engine. The *.cdl file can now be manually completed and merged with existing choreographies. After this, a validation against the XML schema provided by [4] verifies the correctness of the manual editing.

In the last automated step, the *.cdl file is imported into the Eclipse Plug-in pi4SOA [13]. During the import, the *.cdl file is semantically validated and transformed in a graphical model (stored as *.cdm file) that can be visually modified.

VIII. Conclusion and Future Work

We presented an approach to generate WS-CDL skeletons from web service definitions. The result is promising; we could generate complete and consistent choreographies that can be easily completed manually with the support of a graphical tool. Our approach of reengineering web service definitions facilitates the modeling process (the modeling time is reduced from several hours to a couple of minutes). It generates skeletons that describe the web service operations detailed as interactions including the cumbersome modeling and referencing of communication channels, behaviors, relationships, etc.
We plan to further reduce manual modeling efforts by automated enrichments of the choreography model from existing workflow descriptions, like BPEL, or process models constructed by process mining. In [12], orchestration behavior was generated from a choreography. We will also try to reverse this process.

We consider our work as a first step in the direction of automated service model generation as a basis for constant monitoring of steadily evolving service landscapes. So far, we concentrated on the functional feature of web services. In the future, we want also consider non-functional aspects, like security and dependability. This will require extensions to the choreography languages, like WS-CDL.
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**TABLE I**

<table>
<thead>
<tr>
<th>WSDL</th>
<th>Attribute</th>
<th>WS-CDL</th>
<th>Attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>message → part (name=&quot;parameters&quot;)</td>
<td>element</td>
<td>informationType</td>
<td>name</td>
</tr>
<tr>
<td>message → part</td>
<td>element</td>
<td>interaction</td>
<td>exchange</td>
</tr>
<tr>
<td>portType</td>
<td>name</td>
<td>roleType</td>
<td>behavior</td>
</tr>
<tr>
<td>portType → operation</td>
<td>name</td>
<td>channelType</td>
<td>name</td>
</tr>
<tr>
<td>portType → operation</td>
<td>name+&quot;Interaction&quot;</td>
<td>interaction</td>
<td>interaction</td>
</tr>
<tr>
<td>portType → operation</td>
<td>name+&quot;ChannelVariable&quot;</td>
<td>channelVariable</td>
<td>operation</td>
</tr>
<tr>
<td>portType → operation</td>
<td>&quot;request&quot;</td>
<td>interaction</td>
<td>exchange</td>
</tr>
<tr>
<td>portType → operation</td>
<td>name+&quot;Exchange[n]&quot;</td>
<td>interaction</td>
<td>exchange</td>
</tr>
<tr>
<td>portType → operation</td>
<td>&quot;respond&quot;</td>
<td>interaction</td>
<td>exchange</td>
</tr>
<tr>
<td>portType → operation</td>
<td>name+&quot;Exchange[n]&quot;</td>
<td>interaction</td>
<td>exchange</td>
</tr>
<tr>
<td>portType → operation</td>
<td>&quot;respond&quot;</td>
<td>interaction</td>
<td>exchange</td>
</tr>
<tr>
<td>portType → operation</td>
<td>name+&quot;Fault&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>service</td>
<td>name+&quot;Provider&quot;</td>
<td>roleType</td>
<td>behavior</td>
</tr>
<tr>
<td>service</td>
<td>name+&quot;Consumer&quot;</td>
<td>roleType</td>
<td>channelType</td>
</tr>
<tr>
<td>service</td>
<td>name+&quot;Relationship&quot;</td>
<td>relationshipType</td>
<td>roleType</td>
</tr>
<tr>
<td>service</td>
<td>name+&quot;Provider&quot;</td>
<td>relationshipType</td>
<td>roleType</td>
</tr>
<tr>
<td>service</td>
<td>name+&quot;Consumer&quot;</td>
<td>relationshipType</td>
<td>roleType</td>
</tr>
<tr>
<td>service</td>
<td>name+&quot;ChannelVariable&quot;</td>
<td>channelVariable</td>
<td>operation</td>
</tr>
<tr>
<td>service</td>
<td>name+&quot;Part&quot;</td>
<td>informationType</td>
<td>token</td>
</tr>
<tr>
<td>service</td>
<td>&quot;AnyType&quot;</td>
<td>informationType</td>
<td>token</td>
</tr>
<tr>
<td>service</td>
<td>name+&quot;Fault&quot;</td>
<td>informationType</td>
<td>name</td>
</tr>
</tbody>
</table>
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Abstract— As the Web is becoming a communication and collaboration platform, there is an acute need for an infrastructure to disseminate real-time events over the Web. However, such infrastructure is still seriously lacking as conventional distributed event-based systems are not designed for the Web. To address this issue, we develop a RESTful web service framework, R-Event. It represents and encapsulates the structural elements of Event-Driven Architecture (EDA) into the infrastructure of REST (Representational State Transfer), the architectural style that underlies the Web. Our approach leads to an event-driven web consisting of 4 layers of RESTful web services. The R-Event framework implements the layers that are pivotal to the event-driven web. The core component of this framework is federated topic hubs that provide services for notification publication, subscription, delivery, tracking, and linking. The advantages and applications of this approach are presented and discussed, including the important features of addressability, connectedness, dynamic topology, robustness, scalability, and efficient notifications. A prototype system for presence driven collaboration is developed and the preliminary performance tests show that the proposed approach is feasible and advantageous.
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I. INTRODUCTION

The Web has undergone a rapid evolution from an informational space of static documents to a space of dynamic communication and collaboration. However, to some large extent, the Web is still a reactive informational space and information sharing is still mostly pull based. Consequently, there could be significant latency between the availability of a piece of information and the use of that information. This model of information sharing has worked well for the Web, but is becoming increasingly insufficient for new emerging applications.

In the early days of Web, changes to web content were infrequent and a user could rely on web portals, private bookmarks, or search engines to find information. However, in the era of Web 2.0, dynamic and user generated contents become increasingly popular, such as blogs, wikis, mashups, folksonomies, social networks, etc. People are demanding timely and almost instant availability of these dynamic contents, and interactive use of this information, without being overwhelmed by the information overload. This drives the Web from an informational space towards a communication and collaboration oriented environment that affects both consumer and enterprise application spaces. These new trends demand an event-driven web in which information sharing is driven by events to support the dynamic and near real-time information exchange.

Despite many existing event notification systems developed over the years, infrastructures and technologies for such an event-driven web are still seriously lacking. As the architectures, protocols, and programming languages of the existing event notification systems are developed outside of the web, there is an acute need for a unifying framework that can provide a seamless integration of these notification systems with the infrastructure of web and web based services.

For such a unifying framework, we lay our foundation on Event-Driven Architecture (EDA) [12], in which information is modeled as asynchronous events that are pushed to the interested parties as they occur. By synchronizing the states of the communicating parties through events, EDA makes real-time communication and collaboration possible. Moreover, EDA is a natural fit for the Web as both do not assume any centralized control logic. However, the current web protocols are based on client-server architecture which does not readily support EDA. Even though some recent standards and industrial efforts, such as Atom [4][5], Server-Sent Events [9], Web Sockets [10] and HTML 5 [8], introduce the notion of feed and event, they are aimed at the web browsers and human users. As far as we know, there is no research work to combine EDA and REST to enable and support federated event-driven web services.

Because EDA is an abstract architecture whereas REST has concrete protocol (HTTP), we need to first resolve how to project the elements of EDA to those entities of REST [1][2] in a consistent framework. In our approach, we found that many important features and problems in conventional event notification systems can be established and resolved efficiently in our REST based framework. For instance, the uniform interface, connectedness, and addressability of REST can apply and facilitate the discovery of notification web services. The idempotent operations and statelessness of REST can add robustness and scalability to notification web services. Furthermore, projecting EDA to REST can facilitate transformation of conventional notification systems into RESTful web services, because EDA can be viewed as a generalization of the architectural elements in those notification systems.
In our approach, the key concepts of EDA are projected into 4 layers of an event-driven web. Each layer consists of interconnected resources that collectively provide RESTful web services for applications. This projection leads to our RESTful web service architecture, R-Event that defines the notification web services for such event-driven web. To maximize the reuse and interoperability, these layers are woven and combined through RESTful web services composition and linking. A prototype event-driven web consisting of topic hubs and topic webs is implemented to demonstrate the feasibility and advantages of this approach.

The rest of the paper is organized as follows. Section II introduces the background and related work. Section III describes the model of event-driven web. Section IV introduces the R-Event framework and its components, e.g. topic hub and topic web. Section V summarizes the advantages of this approach. Section VI is dedicated to a prototype implementation and experimental study results. Findings of this paper are summarized in Section VII.

II. RELATED WORK

REST stands for REPresentation State Transfer, the architecture style underlying the Web as described in [1][2][3]. The fundamental concept of REST is a resource. REST promotes the following architectural choices: 1) Addressability: each resource can be addressed by URL. 2) Connectedness: resources are linked to provide navigations. 3) Uniform Interface: all resources support a subset of the uniform interface, namely GET, PUT, DELETE and POST. GET is safe and idempotent, while PUT and DELETE are idempotent. Idempotent operations can be resubmitted if failed without corrupting resource states. 4) Statelessness: all requests to a resource contain all of information necessary to process the requests, and the servers do not need to keep any context about the requests. Stateless servers are robust and easy to scale. 5) Layering: intermediate proxies between clients and servers can be used to cache data for efficiency.

RSS [6] and Atom [4] are two data formats that describe the published resources (feeds), including news, blogs, wikis, whose contents are updated by the content providers. The content providers syndicate the feeds on their web pages for the feed readers which fetch the updates by periodically polling the feeds. However, such polling is very inefficient in general, because the timing of the updates is unpredictable. Polling too frequently may waste a lot of network bandwidth, when there is a new update. On the other hand, polling too infrequently may miss some important updates and incur delay on information processing.

To address the inefficiency of poll style feed delivery, Google developed a topic based subscription protocol called PubSubHubbub [22]. In this protocol, a hub web server acts as a broker between feed publishers and subscribers. A feed publisher indicates in the feed document (Atom or RSS) its hub URL, to which a subscriber (a web server) can registers the callback URL. Whenever there is an update, a feed publisher notifies its hub which then fetches the feed and multicasts (push) it to the registered subscribers. While this protocol enables more efficient push style feed updates, it does not describe how hubs can be federated to provide a global feed update service across different web sites. The protocol defines the unsubscribe operation by overloading POST which should have been DELETE. Also the subscriptions are not modeled as addressable resources.

Many techniques have been developed over the years to address the asynchronous event delivery to the web browsers, such as Ajax, Pushlet [7], and most recently Server-Sent Events [9] and Web Sockets [10]. However, these techniques are not applicable to federated notification services where server to server relations and communication protocols are needed.

In software engineering, Publisher-Subscriber [15] or Observer [11] is a well-known software design pattern for keeping the states of cooperative components or systems synchronized by event propagation. It is widely used in event-driven programming for GUI applications. This pattern has also been standardized in several industrial efforts for distributed computing, including Java Message Service (JMS) [24], CORBA Event Service [25], CORBA Notification Service [26], which are not based on web services.

Recently, two event notification web services standards, WS-Eventing [18] and WS-Notification [19][20] are developed. However, these standards are not based on REST. Instead they are based on WSDL [27] and SOAP [28], which are messaging protocols alternative to REST [1]. WS-Topic [21] is an industrial standard to define a topic-based formalism for organizing events. However, these topics are not REST resources but are XML elements in some documents.

Recently, much attention has been given to Event-Driven Architecture (EDA) [12][16] and its interaction with Service-Oriented Architecture (SOA) [17] to enable agile and responsive business processes within enterprises. The fundamental ingredients of EDA are the following actors: event publishers that generate events, event listeners that receive events, event processors that analyze events and event reactors that respond to events. The responses may cause more events to occur, such that these actors form a closed loop.

A comprehensive review on the issues, formal properties and algorithms for the state-of-the-art event notification systems is provided in [13]. The system model of the notification services is based on an overlay network of event brokers, including those based on DHT [14]. There are two types of brokers: the inner brokers that route messages and the border brokers that interact with the event producers and listeners. A border broker provides an interface for clients to subscribe, unsubscribe, advertise and publish events. An event listener is responsible to implement a notify interface in order to receive notifications. However, none of the existing notification systems mentioned in [13] is based on RESTful web services.

III. EVENT-DRIVEN WEB

To project EDA to REST, we model the EDA concepts notification, subscription, publisher, and reactor as interconnected resources that support the uniform interface of REST. As the result, an event notification system becomes...
an event-driven web: a web of resources that responds to events as envisioned by EDA. There is no longer any boundary between different event notification systems as the event-driven webs are interconnected into the Web and interoperable under REST. Because an event-driven web is built on layered resources, we divide it into 4 layers as in Figure 1.

Layer 1 is a web of event publishers. They could be any resource that generates, advertises and publishes its events.

Layer 2 is a web of subscription resources that depends on Layer 1. Subscription resources define how notifications flow from the publishers to the reactors. They provide services for subscribers to manage the subscription links, such as change the filter, as well as to deliver and track the notifications.

Layer 3 is a web of notifications that depends on Layer 2. Notifications are treated both as resources and messages. This approach allows us to link notifications with relevant subscriptions and topics to facilitate information sharing and discovery. It also allows us to link notifications according to message exchange patterns and participants to capture the social interactions in communications and collaborations.

Layer 4 is a web of reactors that depends on Layer 3. The resources in this layer receive, process and react to the notifications. A reactor can be both a listener and publisher.

IV. R-EVENT FRAMEWORK

The basic component of the R-Event framework is a topic hub that provides RESTful web services for notification publication, subscription, delivery, tracking and linking. A topic hub hosts three types of resources: topic, subscription and notification. Each hub also hosts a presence resource through which an administrator can start or shut down the services. A hub can be owned and operated by a single user or shared by a group of users. A topic hub can also invoke distributed event processors to process notifications. The high level interactions between a topic hub and its clients and servers are illustrated in Figure 2.

The topic hub is a light weight component and it can be run on any devices, including mobile phones that support HTTP protocol. It can be a servlet on a HTTP server, a standalone HTTP server, or embedded in another application. The interactions between the topic hub and its clients and servers are all based on RESTful web services.

The topic hub can also be used as a gateway that translates conventional event infrastructures into REST web services. This approach can significantly reduce the cost of web service development while ensuring the quality of services.

Because a topic hub is based on REST design, it is stateless. Consequently, a topic hub can shut down and restart safely without losing any of its services, provided that the resource states are persisted. This is especially useful when the hubs are hosted on mobile devices, which can be turned on and off. Because a topic hub is stateless, it is also scalable. We can add more topic hubs to support more clients without worrying about client session replica or affinity.

Topic hubs can be interconnected by subscriptions to provide routing services to notifications. An example topic web is illustrated in Figure 3, where topic hubs are represented as rectangles and publishers/listeners are represented by circles. The arrows indicate the subscription links on which notifications flow.

The following section describes the elements in R-Event framework in a more formal setting. In these descriptions, the left-side symbol of an equation represents a resource and the right-side tuple represents the key properties of the
resource defined by this framework. Implementations can add more properties to these resources as needed.

A. Topic Tree

A topic tree is a set of topics organized as a tree. A topic is a resource to which events can be published and subscribed. More formally, a topic \( t \) has a set of events \( E \), a set of children topics \( C \):

\[ t = (E, C), C=[t_j | t_j \text{ is a child topic of } t] \]

B. Subscription

Conceptually, a subscription is a directed link from a publisher (\( p \)) to a listener (\( l \)). We extend subscription to have a set of alternative listeners (\( L \)), filter (\( f \)), expiration (\( d \)), and status (\( u \)), such as active or paused. More formally, we have:

\[ s = (p, L, a, f, d, u), L = [f(l) \mid l \text{ is a listener}] \]

A notification \( n \) can propagate to one of the listeners in \( L \) if and only if the filter is evaluated to true, i.e., \( f(n) = \text{true} \). Which listener is selected is determined by an algorithm \( a \), defined by the subscriber. A simple algorithm is to try listeners according to the order they are created until one succeeds.

Subscriptions can be used to link two topics by treating them as either publisher or listener. A subscription link from a publishing topic to a listening topic is represented by two subscription resources, each as a subordinate resource of the involved topics. On the publishing topic, it is called outbound subscription (\( os \)), as notifications flow out of it. On the listening topic, it is called inbound subscription (\( is \)), as notifications flow into it. The two matching subscriptions are double linked to keep their correspondence. More formally, we have:

\[ os = (L, a, f, d, u), L=[f(l) \mid t_p = (g(is)), a(L)=l] \]

\[ is = (l, g(l)), l \in L \]

Here each listener resource \( l \) consists of: 1) listening topic \( t_p \); 2) inbound subscription \( is \), and 3) the presence of \( is \): \( g(is) \). An inbound subscription consists of: 1) the listener \( l \); and 2) the presence of \( l \): \( g(l) \).

C. Topic Web

Given a set of topic hubs \( H=[h_i] \) where each hub hosts a set of topic trees \( T(h_i)=[t_i | t_i \text{ is a topic on } h_i] \), these topic trees form a web of topics linked by subscriptions. More formally, a topic web \( W(H) \) on top of a set of hubs \( H \) is defined as:

\[ W(H) = \bigcup_{h_i \in H} T(h_i) \]

D. Notification

A notification is also modeled as an addressable resource that can be updated. More formally, we have:

\[ n_j = (o, r, b, R), r = (t, m) | t \text{ is a topic, } m \text{ is timestamp}, R = [n_i] \text{ is a response to } n_j \]

where:

- \textit{origin (}o\textit{);} the URI of the original notification as it was posted. Any propagated copy of the original notification inherits this property to track its origin.
- \textit{route (}r\textit{);} the ordered set of topics \( t \) and timestamp \( m \) visited by this notification during delivery. This is used to detect loop and to expose topics to listeners.
- \textit{about (}b\textit{);} the URI of the notification that this message responds to.
- \textit{Responses (}R\textit{);} the set of notifications responded to this notification.

The topic web may contain cycles of subscriptions. To facilitate loop detection, each notification message has a special property route, which contains a list of topics visited by the notification during propagation. Each hub checks if the current topic is in the list. If so, a loop is found and the notification will not be propagated. Otherwise, the hub appends the topic to the list and propagates the notification.

E. Resource Design and Hub Protocols

The key properties, interfaces and relations of the resources are depicted in the UML class diagram in Figure 4.

Figure 4: Main resources on topic hub

To facilitate client access, each resource on a hub is addressed by a predefined URI template that reflects the subordinate relations defined above:

- \textit{Topic} \( t \); \textit{/topics/[}t\textit{]};
- Child topic \( t_1 \) of topic \( t \); \textit{/topics/[}t\textit{]/topics/[}t_1\textit{]};
- Subscription \( s \) of topic \( t \); \textit{/topics/[}t\textit{]/subscriptions/[}s\textit{]};
- Listener \( l \); \textit{/topics/[}t\textit{]/subscriptions/[}s\textit{]/listeners/[}l\textit{]};
- Notification with UUID \( n \) on topic \( t \); \textit{/topics/[}t\textit{]/notifications/[}n\textit{]};

A subscription link from topic \( t_a \) on hub A to topic \( t_b \) on hub B is established by a user using a web browser as follows:

1. The user requests a subscription resource under \( t_a \) with POST;
2. Before returning to the user, hub A creates the outbound subscription under \( t_a \) and requests the corresponding inbound subscription under \( t_b \) with PUT (nested inside the POST);
3. Both requests succeed and the response is returned to the user;
A notification is propagated between hubs by a user as follows:
1. The user posts a notification to a topic on hub A using POST that returns when the resource is created;
2. The notification is delivered by a scheduler to all listening topics with PUT that maintains the original UUID assigned to the notification by hub A; as the result, all the propagated notifications on different hubs can be identified by the same UUID;

This framework does not define the representations of its resources, which is left to the implementations. Different representations (media types) of the same resource are supported through HTTP content negotiation. The communications between web browsers and the topic hubs are also outside the scope of this framework, as we expected they can be addressed by the upcoming W3C standards [9].

F. Security

The communication between the topic hubs are secured using HTTPS with PKI certificates based mutual authentication. For this to work, each topic hub maintains a X.509 certificate issued by a CA (Certificate Authority) that is trusted by other hubs. It is possible or even preferable, to obtain two certificates for each topic hub: one for its client role and one for its server role, such that these two roles can be managed separately.

The communications between the topic hubs and web browsers (users) are also secured by HTTPS. In this case, the browser authenticates the topic hub certificate against its trusted CA. In return, the users authenticate themselves to the hub using registered credentials (login/password or certificate). Once a user is authenticated to a topic hub A, it employs role-based authorization model to authorize a user for his actions.

If the user wants to create a subscription link from hub A to hub B, B has to authorize A for the inbound subscription. To satisfy this condition, the user first obtains an authenticated authorization token from hub B. The user then sends this token with the subscription message to hub A. Hub A uses this token to authorize itself to hub B for the inbound subscription creation. Once hub B creates the resource, it returns an access token to hub A to authorize it for future notifications to that topic.

An alternative to the above scheme is to use the OAuth 1.0 Protocol [31] that allows a user to authorize a third-party access to his resources on a server. In this case, hub A becomes the third-party that needs to access the topic resources on hub B owned by the user. Here is how it works at a very high level: 1) the user visits hub A to create a subscription to hub B; 2) hub A obtains a request token from hub B and redirects the user to hub B to authorize it; 3) the user provides his credentials to hub B to authorize the request token and hub B redirects the user back to hub A; 4) hub A uses the authorized request token to obtain an access token from hub B and creates the inbound subscription on B.

In both approaches, the user does not have to share his credentials on hub B with hub A.

V. ADVANTAGES OF EVENT-DRIVEN WEB

On surface, the event-driven web built on top of the R-Event framework, as described in the previous section, appears similar to the broker overlay network in the conventional notification architecture [13]. However, it has the following advantages due to a REST based design.

A. Addressability and Connectedness

Unlike conventional broker overlay networks that are a closed system whose usability is prescribed by the API, all resources in a topic web are addressable and connected. Unlike in conventional broker overlay network that distinguishes between inner, border, or special rendezvous brokers, a topic web consists of homogeneous topic hubs with the same type of web services. The users can navigate and search the topic web to find the interested information using regular web browsers or crawlers. The addressability and connectedness increase the “surface area” of the web services such that the information and services in a topic web can be integrated in many useful ways beyond what is anticipated by the original design.

B. Dynamic and Flexible Topology

Unlike in conventional broker network where brokers have fixed routing tables, a topic web can be dynamically assembled and disassembled by users for different needs. Its topology can be changed on the fly as subscriptions are created and deleted and hubs join and leave the topic web. For example, a workflow system can be created where work items are propagated as notifications between users. In an emergence situation, a group of people can create an ad-hoc notification network to share alerts and keep informed. In an enterprise, a topic web about a product can be created on-demand such that alerts from field technicians can propagate to proper sales and supporting engineers in charge of the product to better serve the customers. In any case, once the task is finished, the topic web can be disassembled or removed completely. In this sense, a topic web is similar to an ad-hoc peer-to-peer network. However, a topic web is based on REST web services whereas each type of P2P network depends on its own protocols.

In conventional notification services, a broker routes all messages using one routing table. Therefore, it cannot participate in more than one routing topology. In our framework, a hub can host many topics, each having its own routing table (subscription links). As a result, a hub can simultaneously participate in many different routing networks. This gives the users the ability to simultaneously engage in different collaboration tasks using the same topic web.

C. Robustness and Scalability

Topic hubs are robust because its resource states can be persisted and restored to support temporary server shutdown or failover.

The safe and idempotent operations, as defined by HTTP 1.1 [29] also contribute to the robustness. Our framework uses nested HTTP operations where one operation calls other operations. We ensure that such a chain of operations is safe
and idempotent by limiting how operations can be nested inside each other as follows:

\[
\text{nested(GET)} = \{ \text{GET} \} \\
\text{nested(POST)} = \{ \text{GET, POST, PUT, DELETE} \} \\
\text{nested(PUT)} = \{ \text{GET, PUT, DELETE} \} \\
\text{nested(DELETE)} = \{ \text{GET, PUT, DELETE} \}
\]

The robustness and scalability also come from the statelessness of REST design. The statelessness means that a topic hub can process any request in isolation without any previous context. By removing the need for such context, we eliminate a lot of failure conditions. In case we need to handle more client requests, we can simply add more servers and have the load balancer distribute the requests at random to the servers who share the resources. If the resource access becomes a bottleneck, we can consider duplication or partition of resources. This robustness and scalability is crucial when a topic hub serves as the gateway to large-scale notification systems.

D. Efficient Notifications

In conventional notification systems, notification is a message that can only be transmitted and stored. In our framework, notifications are also modeled as REST resources that provide services. Such model addresses the following issues in notification services:

**Inline update:** Because notifications are treated as addressable resources, a publisher can update a posted notification (using PUT) without having to create a new one. The updates will propagate over the subscription links in the topic web. This kind of inline update is more difficult to achieve in conventional notification services that treat notifications as messages.

**Duplicate notification:** In the topic web, a topic may receive different copies of a notification from multiple routes or multiple inline updates of the same notification, leading to potential duplicated notifications. Because our framework uses PUT to deliver notifications, the duplicate notifications to a hub become multiple updates to a resource. Therefore, we can use HTTP ETag and If-None-Match headers to efficiently detect duplicate notifications and avoid spurious alerts to the users. Compared to the solution proposed in [13], this approach solves the difficult problem without constraining the topology of the topic web.

VI. IMPLEMENTATION AND EXPERIMENTS

A prototype event notification system has been developed based on the described R-Event framework. The notification system allows users within a group to publish and subscribe presence information. Users can respond to received presence information to enable real-time collaboration. For example, when an expert becomes available through his presence notification, a manager may respond to the notification and propose a new task force be formed with the expert as the team leader. This response is propagated to the group so that interested members can set up a new workflow using the proposed topic web.

The prototype was written in Java using Restlet 1.1.4 [23]. The implementation followed the Model-View-Controller (MVC) design pattern. The Model contains the persistent data stored on disk. The Controller contains the resources and the View contains the view objects that generate XHTML pages from the XHTML templates. The topic hub stack was implemented by four Java packages, as illustrated below.

![Topic hub stack](image)

**Figure 5: Topic hub stack**

For this prototype, we used OpenSSL package [30] as the CA to generate certificates for the topic hubs, and Java keytool to manage the keystores for the hubs. Resources states are managed by a file manager that synchronizes the access to them. A hub used a separate thread to dispatch notifications from a queue shared by all resources. Because HTML form only supports POST and GET, we used JavaScript (XMLHttpRequest) to implement the PUT and DELETE operations for pages that update or delete resources.

Users interact with the services using web browsers (Firefox in our case). For demo purpose, the notifications were delivered to the browsers using automatic page refreshing. This is a temporary solution as our focus is on communications between hubs, instead of between browser and server. However, the R-Event framework should work with any client side technologies, such as Ajax or Server-Sent Event technologies.

We measured the performance of the prototype system in a LAN environment. The hubs were running on a Windows 2003 Server with 3GHz dual core and 2GB RAM. The performances of several key services were measured, where S means subscription, L means listener, and N means notification. The time durations for each method are recorded in the following table. The time duration includes processing the request, saving data to the disk, and assembling the resource representation.

<table>
<thead>
<tr>
<th>task/time</th>
<th>POST S</th>
<th>POST L</th>
<th>PUT S</th>
<th>POST N</th>
<th>PUT N</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg</td>
<td>14.1</td>
<td>38.9</td>
<td>6.2</td>
<td>9.5</td>
<td>0</td>
</tr>
<tr>
<td>std</td>
<td>13.7</td>
<td>16.8</td>
<td>8.0</td>
<td>8.1</td>
<td>0</td>
</tr>
</tbody>
</table>

The table shows that adding a listener (POST L) takes the longest time and this is expected because it is a nested operation, where

\[ t(\text{POST L}) = \text{processing time + network latency + t(\text{PUT S})} \]

The time to update a notification (PUT N) is ignorable (0 ms) and this is good news, since we use PUT to propagate notifications.
VII. CONCLUSIONS

The contributions of this paper are summarized as follows:

1. We presented an approach and a framework in which the elements in EDA can be projected and represented by REST resources, protocols and services;
2. We developed a RESTful web service framework, R-Event, based on this projection. The REST resources, protocols, services and securities are defined formally as well as described informally;
3. We illustrated that an event-driven web can be built using this framework, and discussed the advantages, including addressability, dynamic topology, robustness and scalability, etc. of this approach over conventional notification systems.
4. We developed a prototype using secure HTTP. The preliminary performance tests showed that the proposed approach is feasible and advantageous.

Our plan is to test the framework in a large scale network environment and analyze its behaviors and performance in those deployments.
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I. INTRODUCTION

Code contracts [1] are a specific realization of the design by contract concept proposed by Bertrand Meyer. With code contracts, i) methods of .NET types can be enhanced by preconditions and postconditions, and ii) .NET types can be equipped with invariant expressions that each instance of the type has to fulfill. While the application developer specifies code contracts for interfaces and classes, it is the responsibility of the runtime environment for checking the constraints and signaling violations. Furthermore, following tools are available for code contracts:

• Static code analysis;
• Documentation generation;
• Integration into VisualStudio IDE.

From a theoretical point of view, static code checking has its limitations and cannot detect all possible contract violations. Nevertheless, it is a sophisticated instrument to help identifying common programming errors during compile time thus improving code quality at an early stage.

With the Windows Communication Foundation (WCF), service-oriented, distributed .NET applications can be developed and deployed on Windows. WCF provides a runtime environment for hosting services and enables the exposition of .NET types, i.e., Common Language Runtime (CLR) types, as distributed services. WCF employs well-known standards and specifications such as XML [2], WSDL [3], SOAP [4], and WS-Policy [5]. The Web Services Interoperability Technology (WSIT) project [6] demonstrates how to create Web services clients and implementations that interoperate between the Java platform and WCF.

When developing a WCF service one starts with the definition of an interface (e.g., in C#) that is annotated with a ServiceContract attribute. To implement the service, a class is created that implements the interface. During service deployment, WCF will automatically generate an interface representation in the Web Services Description Language (WSDL). WSDL is programming language independent and makes it possible to create client applications written in other programming languages (e.g., Java) and running on different platforms. With the help of tools such as svcutil.exe and wsdl2java so-called proxy classes for specific programming languages can be generated. A proxy object takes a local service invocation and forwards the request to the real service implementation on server side by exchanging so-called SOAP documents.

In order to bring code contracts to WCF, one may proceed as follows: The methods in a WCF service implementation class are extended with code contracts expressions, i.e., preconditions, postconditions, and object invariants. In fact, the compiler will not produce any errors and will create executable intermediate code. However, the code contracts constraints are completely ignored when WCF generates the WSDL description for the service. As a consequence, a WCF client application cannot profit from the code contracts attached to the service implementation. This behavior has already been observed elsewhere [7]; however, a generic solution has not been elaborated yet.

This paper presents a novel approach that combines WCF with code contracts. The strategy is as follows. When deploying a WCF service, the code contracts contained in the service implementation class are extracted. Next, code contracts constraints are represented in a programming language independent manner with WS-Policy [5]. The WS-Policy description will be attached to the service’s WSDL. On service consumer side, the generation of the proxy classes is independent. The WCF service description will be included in the service implementation thus improving code quality at an early stage.

The approach has the following features:

• It combines standard technologies such as WSDL and WS-Policy to bring code contracts to WCF.
• The approach is transparent from a WCF service de-
development point of view. There are no special activities required.
- Code contracts are already checked on client side, including static code analysis. This may save resources during runtime because invalid service requests will not be transmitted to server side.
- The feasibility of the approach has been demonstrated by a proof of concept implementation.

The paper is structured as follows. The next section will shortly introduce the underlying technologies. Section III will recapitulate the problem description; the solution proposed will be presented in Section IV. Section V will show how to represent code contracts with WS-Policy and how to attach a WS-Policy description to a WSDL file. Then, in Section VI, the client side proxy generation will be addressed. An implementation strategy (proof of concept) will be given in Section VII. The paper will conclude with a summary and directions for future work.

II. FOUNDATIONS

This section will give a brief overview on the required technologies. We start with introducing code contracts, followed by WCF and WS-Policy.

A. Code Contracts

With code contracts [1] additional expressivity is brought to .NET interfaces and classes by means of preconditions, postconditions, and object invariants. A method can be equipped with preconditions and postconditions. A precondition is a contract on the state of the system when a method is invoked and typically imposes constraints on parameter values. Only if the precondition is satisfied, the method is really executed; otherwise an exception is thrown. In contrast, a postcondition is evaluated when the method terminates, prior to exiting the method.

Code contracts provide a Contract class in the namespace System.Diagnostics. Static methods of Contract are used to express preconditions and postconditions. To give an example, consider a method squareRoot that should not accept negative numbers. This could be encoded as follows:

```csharp
using System.Diagnostics.Contract;

class MyService {
    double squareRoot(double d) {
        Contract.Requires(d >= 0);
        return Math.Sqrt(d);
    }
}
```

Definition of a precondition for squareRoot.

The Contract.Requires statement defines a precondition. There is an analogous method Contract.Ensures that can be used to specify postconditions.

Object invariants of code contracts are conditions that should hold on each instance of a class whenever that object is visible to a client. During runtime checking, invariants are checked at the end of each public method. In order to specify an invariant for a class, an extra method is introduced that is annotated with the attribute Contract.InvariantMethod. Within this method, the conditions are defined with the method Contract.Invariant.

The above sample shows how preconditions can be expressed for classes. As a method in an interface is described only by its signature and cannot have a body, code contracts foresee a simple trick to encode constraints for interface methods. The required constraints are specified in another class, which is associated with the interface.

Suppose a class AContract should implement code contracts for an interface IA. Then IA is annotated with the attribute [ContractClass(typeof(AContract))], and AContract is equipped with [ContractClassFor(typeof(IA))]. Now the code contracts of AContract apply to the interface IA.

Note that most methods of the Contract class are conditionally compiled. It can be configured via symbols to which degree code contracts should be applied during compilation. Code contracts can be completely turned on (full checking) and off (all Contract methods are ignored); it is also possible to check only selected code contracts constraints such as preconditions.

B. Windows Communication Foundation

According to [8], “WCF is a software development kit for developing and deploying services on Windows.” Services are autonomous, distributed and have well-defined interfaces. An important feature of a WCF service is its location transparency: a consumer always uses a local proxy object – regardless of the location (local vs. remote) of the service implementation. The proxy object has the same interface as the service and forwards a call to the service implementation by exchanging SOAP documents. As the messages are independent of transport protocols, WCF services may communicate over different protocols such as HTTP, TCP, IPC and Web services.

The following listing shows the squareRoot functionality from above as a WCF service.

```csharp
using System.ServiceModel;

[ServiceContract]
public interface IService {
    [OperationContract]
    double squareRoot(double d);
}

public class IServicImpl : IService {
    public double squareRoot(double d) {
        return Math.Sqrt(d);
    }
}
```

squareRoot as a WCF service.
In order to successfully deploy a WCF service, the WCF runtime environment requires the definition of at least one endpoint. An endpoint consists of

- an address,
- a binding defining a particular communication pattern,
- a contract that defines the exposed services.

Endpoints are typically defined in an XML configuration file (external to the service implementation), but can also be created programmatically.

During deployment, WCF generates a WSDL interface description for the service. A WSDL description has an interchangeable, XML-based format and comprises different parts, each addressing a specific topic such as the abstract interface, the mapping onto a specific communication protocol such as HTTP, and the location of a specific WCF service implementation.

There are tools that transform WSDL descriptions into a programming language specific representation. Such a representation comprises classes for the proxy objects used by client applications. WCF delivers the tool **svcutil.exe**, which generates proxy classes for, e.g., C# together with a configuration file containing endpoint definitions. Basically, a proxy object constructs a SOAP message, which is sent to server side. A SOAP message consists of a body, containing the payload of the message (including the current parameter values of the request), and an optional header, containing additional information such as addressing or security data.

C. WS-Policy

When taking a closer look to a WSDL file one will find a couple of policy entries. These entries add further information to the service such as security requirements.

With the help of the WS-Policy specification [5], policies can be expressed in an interoperable manner. In general, WS-Policy is a framework for defining policies, which comprise so-called (WS-Policy) assertions. A single assertion may represent a domain-specific capability, constraint or requirement.

The following XML fragment shows how to associate a WS-Policy description to a service definition.

```xml
<definitions name="Service">
  <Policy wsu:Id="SamplePolicy">
    <ExactlyOne>
      <All>
        <EncryptedParts> <Body/> </EncryptedParts>
      </All>
    </ExactlyOne>
  </Policy>
  ...
</definitions>
```

WS-Policy attachment.

In the example, a WS-Policy description is attached to the `squareRoot` service via the `PolicyReference` element. The policy states that the body of the SOAP request must be encrypted. Note that the policy is part of the WSDL interface of the service. Hence, if a client does not encrypt the message body, the server would reject the request.

III. PROBLEM DESCRIPTION

Suppose we want to create a WCF service with code contracts. A straightforward approach to combine both technologies would be as follows:

```csharp
using System.ServiceModel;
using System.Diagnostics.Contracts;

public interface IService {
  [OperationContract]
  double squareRoot(double d);
}

public class IServiceImpl : IService {
  public double squareRoot(double d) {
    Contract.Requires(d >= 0);
    return Math.Sqrt(d);
  }
}
```

WCF service with code contracts.

We define a WCF service interface as usual. The code contracts for the service are encoded in the implementation class of the service.

This WCF service implementation can be successfully compiled and deployed. However, the generated WSDL description does not include any information about code contracts. In other words, code contracts are completely ignored and are not part of the WSDL interface. There are two important consequences to stress here:

1) Code contracts imposed on the service implementation are not considered when generating the proxy classes.
2) Clients of the WCF service are not aware of any code contracts. Hence, code contracts support such as static analysis and runtime checking is not available on client side.

Next we will elaborate a concept that resolves these deficits.

IV. CODE CONTRACTS AND WCF: THE CONCEPT

We observe that a WCF service implementation class can use the methods of the `Contract` class according to the code contracts programming model (see Section II-A). When deploying the service, the following additional activities will be performed:

- The code contracts expressions are extracted from the WCF service implementation class and are translated into corresponding WS-Policy assertions (so-called code contracts assertions).
- The resulting WS-Policy description is included into the WSDL interface of the WCF service.
In order to exploit code contracts contained in WSDL on client side, we will enhance the generated proxy classes. This is achieved by two activities:

- Extraction of the code contracts expressions contained in the WSDL description.
- Creation of corresponding Contract method calls and integration into the proxy classes.

Before we will discuss each of these steps in more detail, we give some remarks. From a service development point of view, the approach is transparent. One can apply the standard programming models both for WCF and code contracts. The enhanced deployment infrastructure has the responsibility to realize the above mentioned activities. Secondly, code contracts imposed on WCF services are also available for client technologies other than .NET. Finally, due to enhanced proxy generation, code contracts tool support is available for .NET clients. Again, this enhancement is transparent for the (client) developer.

V. CODE CONTRACTS ASSERTIONS FOR WS-POLICY

To formally represent code contracts expressions with WS-Policy, we introduce a WS-Policy assertion type, which is called CodeContractsAssertion.

The XML schema is defined as follows. (Note that we omit, for sake of simplicity, some attributes such as targetNamespace.)

```
<xsd:schema ...>
  <xsd:element name = "CodeContractsAssertion"/>
  <xsd:complexType>
    <xsd:sequence>
      <xsd:element name = "requires" type = "xsd:string" maxOccurs = "unbounded"/>
      <xsd:element name = "ensures" type = "xsd:string" maxOccurs = "unbounded"/>
      <xsd:element name = "invariant" type = "xsd:string" maxOccurs = "unbounded"/>
    </xsd:sequence>
    <xsd:attribute name = "name" type = "xs:anyURI" use = "required"/>
    <xsd:attribute name = "context" type = "xs:anyURI"/>
  </xsd:complexType>
</xsd:schema>
```

A CodeContractsAssertion has two attributes: name and context. The context attribute specifies the service to which the constraint applies. To be precise, the value of the context attribute is the (uniquely defined) name of the service as specified in the binding section of the WSDL.

The body of CodeContractsAssertion consists of a set of requires, ensures, and invariant elements. The values of these elements have the type xsd:string and should be valid code contracts expressions. The expressions contained in the requires and ensures elements typically refer to parameter names of the service, which are also part of the WSDL. An invariant expression applies to instances of data types used as service parameters. Such an expression may impose restrictions on the (public) members of the type.

Observe that code contracts expressions should only be imposed on parameters that are visible at WCF service interface level, and hence are meaningful to the client developer.

The created CodeContractAssertions are packaged into a WS-Policy description, which is attached via a PolicyReference to the service definition. The following WS-Policy description is produced for the WCF service squareRoot from the previous section.

```
<definitions name="Service1">
  <Policy wsu:Id="CCPolicy">
    <ExactlyOne>
      <All>
        <CodeContractsAssertion
          name="squareRootAssertion"
          context="IService.squareRoot(System.Double)"
        >
          <requires>d >= 0</requires>
        </CodeContractsAssertion>
      </All>
    </ExactlyOne>
  </Policy>
  <Policy>
    ...<Policy>
  <PolicyReference URI="#CCPolicy"/>
  <operation name="squareRoot"/>
</definitions>
```

Code contracts policy.

Before we will describe in Section VII how to create and attach policies for code contracts during the deployment process, we first take a look at the service consumer side.

VI. CODE CONTRACTS ON CLIENT SIDE

On client side, a WSDL description is compiled into proxy classes of a concrete programming language. The tool svcutil.exe, provided by WCF, takes a URL of a WSDL description and creates C# proxy classes. To be precise, a C# interface is generated that defines the available services, and a C# class that implements the interface. This class is instantiated by the client application to invoke a WCF service.

The standard version of svcutil.exe does not take into account custom WS-Policy descriptions such as code contracts policies. Hence, the generated proxy classes do not contain any code contracts expressions.

In order to include code contracts into proxy classes, one can proceed as follows. One can either modify the generated client proxy classes by incorporating the required Contract methods calls. For object invariants new methods will be added. Alternatively, an additional class can be created that
contains only the code contracts expressions. This class will be linked via the ContractClassFor attribute to the proxy interface.

From a client developer point of view, the enhanced proxy classes bring the following advantages. First, a static analysis of the code contracts can be performed, which helps detecting invalid invocations of the WCF service during compile time. Second, during runtime a validation of the constraints will already be performed on client side. As a consequence, invalid service calls are not transmitted to the service implementation thus saving resources such as bandwidth and server consumption.

VII. PROOF OF CONCEPT

A. Code Contracts Extraction

Given a WCF service implementation, we need some mechanism to obtain its preconditions, postconditions and invariants. Recently, API functions have been published to access code contracts expressions. These functions are part of the Common Compiler Infrastructure project [9]. We adapted the proposed visitor pattern to obtain the methods’ code contracts expressions and created a function getCodeContractsForAssembly that computes for a given assembly a code contracts dictionary; the key is the full qualified name of the method and the value is a list of strings each representing a code contracts expression. Each expression starts either with pre:, post:, or inv: to indicate its type.

The function makes use of types defined directly or indirectly in the namespace Microsoft.Cci.

B. Creation of WS-Policy Code Contracts Assertions

In this step, we create an XML representation for the code contracts expressions according to WS-Policy. The XML schema for CodeContractsAssertion has been described in Section V.

This transformation is realized as follows: It takes the code contracts dictionary from the previous step and iterates over the keys (i.e., methods with code contracts). For each key, a corresponding CodeContractsAssertion is created. A single CodeContractsAssertion may contain several expressions. As each expression string starts with pre:, post:, or inv:, it is clear which of the elements requires, ensures and invariant are to be created in the assertion.

How to embed a set of CodeContractsAssertions as a WS-Policy description into a WSDL file is described next.

C. WS-Policy Creation and Attachment

In WCF, additional policies can be attached to a WSDL file via custom bindings. We define a custom binding that uses the PolicyExporter mechanism also provided by WCF. To achieve this, we implement two classes:

- ExporterBindingElementConfigurationSection
- CCPolicyExporter.

The former class is derived from the abstract WCF class BindingElementExtensionElement. The inherited method CreateBindingElement is implemented in such a way that an instance of CCPolicyExporter is created. CCPolicyExporter has BindingElement as super class and implements the ExportPolicy method, which contains the specific logic for creating code contracts policies.

The following figure visualizes the class layout.

![Class diagram for WS-Policy creation.](image)

In our case, the ExportPolicy method creates the CodeContractsAssertions as described in the previous step. The result of this activity is an enriched WSDL description as shown in Section V.

To use the custom binding, the configuration file of the WCF service must be adapted as follows:

1) In the definition of the service endpoint, the attribute binding is changed to customBinding and the attribute bindingConfiguration is set to exporterBinding.
2) In the bindings section, the element customBinding declares exporterBinding.
3) The element bindingElementExtensions is introduced in the extensions section. Its add element specifies the assembly in which the ExporterBindingElementConfigurationSection class is implemented.

During deployment of the service, WCF now uses the custom binding. As a result, the generated WSDL file will include the code contracts policy.
D. Importing Code Contracts Policies

In order to invoke a service, a WCF client application requires a definition of a service endpoint. Typically, this is declared in a configuration file, similar to the one used on server side. In our case, we extend the endpoint definition by a policyImporters element that refers to the class CCPolicyImporter.

We have realized this class in the following way. It implements the WCF interface IPolicyImporterExtension, which declares the ImportPolicy method. CCPolicyImporter implements this method in such a way that code contracts policies referenced in the WSDL are imported. During the import, a code contracts dictionary (similar to the one on server side as described in Section VII-A) is constructed. This dictionary will be used to enhance the proxy classes, which is shown next.

E. Enhanced Proxy Generation

The tool svcutil.exe does not process custom policies. Hence, the standard proxy classes generated do not contain any code contracts constraints.

In our proof of concept we have realized the following approach. First, we apply svcutil.exe to create the standard proxy classes. In a second step, the following activities are performed:

1) Create an additional source file that contains a contract class for the proxy interface;
2) Link the generated contract class to the proxy interface.

The contract class will contain all constraints that are found in the code contracts policy. In the proof of concept, we construct the contract class as follows. Via the reflection interface we iterate on the methods of the proxy interface. For each method contained in the code contracts dictionary we create a method body with the corresponding Contract.Requires, Contract.Requires, and Contract.Invariant statements. Otherwise, if the code contracts policy does not contain any constraints for the method at hand, an empty method body is generated, which means that no additional constraint is imposed to the method.

Next, we link the generated contract class to the proxy interface. This is achieved by equipping the contract class with the ContractClassFor(typeof(...)) attribute. Finally, the proxy interface generated by svcutil.exe will be extended by an analogous ContractClass(typeof(...)) attribute. This completes the generation and linkage of the code contract class with the proxy interface.

We have developed a simple tool ccsvcutil.exe that wraps svcutil.exe as described. Thus, a client developer uses ccsvcutil.exe to generate the client proxy infrastructure. It should be noted that the code contracts processing is transparent for the client developer – with the exception that the code contracts runtime environment and tools are now available on client side.

F. Object Invariants

In WCF, so-called data contracts are types that can be passed to and from the service. In addition to built-in types such as int and string user defined data contracts can be introduced be annotating a class with theDataContract attribute. WCF will serialize all fields that are marked withDataMember. To impose object invariants on data contracts one may introduce a method annotated with ContractInvariantMethod that contains Contract.Invariant statements (cf. Section II-A).

As an example consider a data contract AddressData with members such as street, zip and city and an object invariant method that, for example, controls the zip format. Suppose a WCF service ChangeAddress takes an instance of AddressData together with a customer id as parameters. Because AddressData is part of the service’s signature, it has a representation as complexType in the WSDL. Therefore, svcutil.exe will generate a corresponding C# class AddressData, which is used by the service consumer to construct address instances. We note that this class contains only a default constructor to create “empty” instances; their members can be accessed via public getters and setters.

In order to invoke the ChangeAddress service, a client may proceed as follows: i) create an empty instance of AddressData, ii) set the specific values of the members with the public setters, and iii) pass the instance together with the customer id to the service. Unfortunately, the code contracts infrastructure on client side will report an error after the first step. This is due to the fact that the empty zip member contains an invalid value, which is recognized by the object invariant.

To overcome this problem, one needs on client side a public constructor that takes all relevant address data and constructs a properly initialized instance (which conforms to the object invariant). However, such a constructor is not generated by the standard svcutil.exe tool. Thus, we propose that the code contracts aware version ccsvcutil.exe should generate for each user defined data contract a corresponding public constructor.

On WCF service provider side this is not an issue, though. When introducing a data contract, specific constructors can be implemented by the creator of the WCF service. These constructors are available for general usage on WCF provider side.

G. Exception Handling

There are two separated code contracts runtime environments: one on WCF service consumer side and one on WCF service provider side.

As described in Section 7 of [1], code contracts support several runtime behavior alternatives. By default, a contract violation yields an “assert on contract failure”. Thereafter, a user interaction is required to continue or abort program execution. While this behavior may be acceptable on client...
side during the development and testing phase, an analogous behavior would not be helpful on WCF provider side. Each time a violation occurs, the WCF service process requires a user interaction, which means that the server process must be observed the whole time. In general, this is not acceptable, not even during development and testing.

To remedy this problem, we disable “assert on contract failure” in the WCF service project. As a consequence, a contract violation now leads to the creation of an exception, which will be handled by the WCF runtime environment. By default, WCF returns a FaultException to the client indicating that something went wrong without giving detailed information. In order to embed the real reason into the exception (e.g., a “Precondition failed: d >= 0” message) the IncludeExceptionDetailInFaults parameter of the ServiceBehavior attribute in the WCF service implementation class is set to true.

On client side, standard exception handling can be applied to inspect the exception’s reason.

H. Service Provider Side Development Model

To sum up, the development model that brings code contracts to WCF services is as follows:

1) Creation of a WCF service and an assembly with VisualStudio as usual, e.g. as WCF Service Library project.
2) Definition of a service endpoint that includes a custom binding as described in Section VII-C.
3) Deployment of the WCF service by launching the project.
4) Creation of a WCF client project as usual.
5) Invocation of ccsvcutil.exe to generate the enhanced proxy classes.
6) Usage of the code contracts infrastructure on client side.

VIII. SUMMARY AND FUTURE WORK

In this paper we have elaborated a concept that combines WCF with code contracts. As a consequence, WCF application developers – both on server and client side – can now profit from the additional expressive power of code contracts including runtime and tool support. It has been stressed elsewhere that there does not exist a generic solution yet.

Our novel approach exploits well-known standards such as WSDL and WS-Policy. We have described how to transform code contracts expressions contained in the WCF service into a programming language independent representation. This representation will be used to generate an enhanced client proxy infrastructure, thus allowing to evaluate the WCF service’s code contracts already on client side.

We see several areas for future work. One direction is concerned with a precise definition of “WCF code contracts expressions.” When defining code contracts for WCF services, only those variables should be referred that are visible to the service consumer. While service parameters are public and hence meaningful for a service consumer, it is not useful for the client when members of the service implementation class are included into the created code contracts assertions. Therefore, rules should be defined that i) characterize valid expressions (similar to the ones presented in Section 5 on contract extraction in [10]) and ii) translate the code contracts statements into corresponding WS-Policy assertions embedded into the service’s WSDL description.

Additional tool support for WCF code contracts is another topic. We have shown how a custom binding can be defined such that code contracts expressions are exported to (resp. imported from) the WSDL. For a WCF developer, it would be helpful to have a specific “WCF code contracts” project type for VisualStudio that automatically introduces the required elements in the WCF configuration files.

This work is concerned with making code contracts available for a WCF client environment. Another interesting question is how a WCF service consumer developed with an alternative technology such as Java (see e.g., [11]) can process the code contracts expressions.
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Abstract— While client/server integrations may be loosely coupled so that the evolution of the service endpoints occurs with minimal impact on backward compatibility, installing and configuring application upgrades to take advantage of new application functionality is still painful for customers and involves manual work by administrators. Coordinating changes in version between client and server has traditionally been done using either a central registry or through manual configuration, both of which can be error prone. The authors propose that clients and servers be aware of the versions they consume and provide and that they coordinate between themselves to adapt dynamically to new versions.
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I. INTRODUCTION

Upgrading deployed software has been an ongoing problem in the software industry. Much of the research has focused on this problem in several main areas. One area of focus is adaptive software where a software system can adapt itself in response to specific internal or external conditions as detailed in [10]. This research focuses on the software system itself (the service) and does not address the problems that occur in the client/server communication when a service is upgraded. Another area of research focuses on maintaining backwards compatibility to eliminate client problems after the service upgrade, usually through the addition of a new component. Some examples are [5] which uses adapters and [4] which uses an interface monitoring component.

This version evolution problem is even more acute today as more and more functionality is deployed as web services where the client and server are independently controlled. In addition, in many enterprise deployments, multiple versions of client and services must coexist due to business requirements or software supplier constraints. Services must evolve to handle new customer requirements and clients want to know when a service is upgraded so they can take advantage of new functionality immediately without waiting for a manual configuration. To handle this dynamic environment, clients must be able to deal with multiple service versions and services must be able to deal with multiple client versions. The authors propose a method of dynamic negotiation between client and server that enables them to adapt to this kind of deployment environment.

We showcase our proposed solution using the Representation State Transfer (REST) [2] client/server architectural style as defined by Roy Fielding in his doctoral dissertation. One of the key benefits of the REST architectural style is that the client and server become much more loosely coupled than was possible using the operation-oriented approach. A RESTful architecture is being adopted by many applications to enable easy and consistent integration development. While RESTful application integrations may be loosely coupled and, therefore, the evolution of the service endpoints occurs with minimal impact on backward compatibility, installing and configuring application upgrades to take advantage of enhanced application functionality is still painful for customers and involves manual work by administrators. The authors demonstrate dynamic version coordination between client and server using a method that enables RESTful integration participants to seamlessly configure themselves to use a new endpoint version as the client is updated and/or a new service version becomes available.

All services, even those written using the REST architectural style, will need to modify their data models at some point. With care, a client and service can continue to work even with many data model changes, as long as those changes are backwards compatible. The W3C TAG draft document [8] on versioning languages addresses the issue of maintaining compatibility between versions of a language and provides insight into a number of design patterns for constructing extensible languages and defining a language versioning strategy. These strategies help to ensure compatibility between versions of a language and thus between a service and its clients.

However, even when there is language compatibility between a service and its clients, there are reasons that may prompt a server to move to a new version. Bug fixes are one scenario. Another scenario is when there is a functionality change in the content of a client request to the server. For example, a server might support new query parameters. The client can then add new logic to communicate with the server using the new functionality. A third scenario occurs when there is an expectation of some new action related to the resources controlled by the service. For example, a resource has a state attribute of 'on' or 'off' but a new state is introduced such as 'standby'. The new language version may have a state attribute of 'on' or 'off' but a new state is introduced such as 'standby'.
functionality represented by this change. The service supports the new state attribute with some specific actions. In fact, the service might require that clients make use of the new state in a new version of the service. In these scenarios, the client is not satisfied with simply maintaining language compatibility with the server. The client is interested in using the latest version of a service to take advantage of new functionality or new language elements. Therefore, even with a well-defined versioning strategy, there is a need to address the ease of migration of a service and its clients to newer versions when that migration is desired.

The remainder of this paper is organized as follows. Section II defines the terms used throughout the paper and presents an example that is used to demonstrate the concepts. Section III describes the problem that occurs when individual applications are combined to deliver an enhanced solution to the customer. Sections IV and V present an approach to solving this problem using common REST technologies. Section VI offers suggestions for implementing version evolution in non-RESTful environments. Finally, the paper concludes with thoughts on the general applicability of the approach.

II. TERMS

An integration is a point of communication between two applications for the purpose of sharing resources. For example, the operations management application can open a ticket in the help desk application when an alarm is raised. The business impact analysis application can add additional relevant information to the help desk ticket to help the operator triage the problem.

There are two parties to every integration point, a client and a server. In REST architecture, these are defined as the two main connector types. “The essential difference between the two is that a client initiates communication by making a request, whereas a server listens for connections and responds to requests in order to supply access to its services. A component may include both client and server connectors.” [2]

An endpoint is the implementation of a service interface. In a RESTful web service, it is defined by a set of related URLs and the HTTP methods that are valid for those URLs. The endpoint implementation acts as the server in an integration. The term service is also used here to mean the service endpoint.

III. ASYNCHRONOUS MANUAL CONFIGURATION

While loosely coupled integrations allow for the client and server to evolve independently, upgrading to a new version can cause integration configuration problems. With multiple versions of the client and multiple versions of the server available in the field, it is necessary to configure which version of the server a client connects to. This is often a manual process that is performed by administrators and is error prone. Making the matter worse is that the applications participating in integrations rarely follow the same upgrade timeline. When and how should an administrator configure a new version of an integration (e.g., reconfigure the endpoint URLs) and what happens if there are multiple application versions that exist in a customer’s environment?

Consider the example of an IT management solution. This solution is enabled through integrations between four related applications as shown in Figure 1. This product suite solution is now being upgraded to enable additional new collaboration between the applications. Each application must implement its part of this new collaboration functionality. The products have the following schedules for the release of the version that will support the enhanced solution:

- Product A: version 5 is already released.
- Product B: version 6 will release in 2 months.
- Product C: version 7 will release in 3 months.
- Product D: version 2 will release in 6 months.

![Figure 1. A 4-product solution showing the integration points.](image)

While it is difficult to synchronize the release timelines of any two products developed independently, it is even more difficult to synchronize the upgrade of different applications in a customers’ environment where there may be sets of constraints by users of those applications on availability, risk of change or introducing incompatibilities, etc. The administrator must not only install the new version of the application, but also reconfigure new versions of all of the integrations between that application and other applications. Some applications may or may not be ready for a new version of an integration, making the upgrade process error prone. This results in customer frustration and increased support calls. As a result, customers are sometimes very slow to upgrade their applications. This can have a detrimental impact on the ability to bring end-to-end solution improvements to customers.

The authors propose an approach that enables dynamic version coordination between client and server. The approach defines how a client can automatically discover when a server is upgraded and how the client can reconfigure itself to use the new version of the server without requiring either a central registry or manual intervention by an administrator.
IV. AUTOMATED EVOLUTION

Through careful orchestration of the messages exchanged and the incorporation of version information in the messages, integrated applications can maintain their relationship automatically, always using the latest version shared by the client and server. This significantly improves the decoupling of individual product releases for integrated applications and makes the deployment of enhanced integrations and solutions a simpler, more automated process.

The authors’ proposal is composed of two behaviors: Discovery and Notification. Discovery is used to assure that when a client starts, it is using the latest version of the service that it supports. Notification is used to inform the client of an available new service version when the client has been running and the service was asynchronously updated.

The Discovery behavior defines how a service advertises its capabilities, and how a client approaches using the service. The key elements of Discovery are:

- Each application that provides services to integrating partners makes available to the client information about what versions it currently supports and how to access each version.
- Clients are expected to access this information when they begin using the service and select the appropriate version of the service to access the resources of interest.

The Notification behavior defines a process for independently updating a client or service without updating, manually reconfiguring, or restarting other applications. For example, it allows for installing a new version of a service (in parallel with an existing version of the service) without requiring a manual reconfiguration of an application that is a child of that service. The Notification behavior defines how a service informs a client that a newer version of the service is available, and how a client behaves upon receiving such a notification. The key elements of Notification are:

- When a server receives a message from a client that is not the latest version, the server includes a notification that a new version is available as part of the response to the client (along with the location of the new version). The location of the version information document is also included in the response.
- When a client receives a notification indicating a newer version, it may follow the link to the latest version information document and discover the server versions there or it can follow the link to the requested resource using the latest version of the service. If the client does not support a newer version, it ignores the new version notification.

There are significant benefits to this approach. No endpoint registry needs to be maintained, no periodic checking for new application versions needs to occur, and no manual configuration of the upgraded client or server application is necessary. The version information document is always up to date and the binding of the server and client occurs at the last possible time. Clients can seamlessly configure themselves to use a new server version as the client is updated and the server version becomes available.

V. IMPLEMENTING DISCOVERY AND NOTIFICATION BEHAVIORS

This section will map the proposed dynamic version coordination approach to an implementation suitable for use in RESTful services.

A. Discovery

In order to address the Discovery behavior described in Section IV, the authors propose using the Atom Publishing Protocol (APP) Service Document to advertise the versions that a service currently supports. The APP specification [3] defines a Service Document to be a set of Workspaces, each containing references to a set of Collections. The APP specification does not attach any particular meaning to a Workspace.

The authors define a new element, version, to be a child of the APP workspace element. The workspace element already groups collection references into a cohesive set. The addition of the version element adds the concept of version to a workspace. Multiple workspaces may have the same value for the title element, as long as the value of version is different for the two workspaces. An example of a Service Document using the new version element is shown below. The example shows how the workspace grouping is used to advertise two versions of a service. Note the difference in the URLs for the collections.

```xml
<service
  xmlns:x-auto-version="version"
  xmlns:atom="http://www.w3.org/2005/Atom"
  xmlns="http://www.w3.org/2007/app"
  xmlns:v="urn:x-auto-version:version">
  <workspace>
    <atom:title>Help Desk Svc</atom:title>
    <v:version>1</v:version>
    <collection
      href="http://example.org/Incidents">
      <atom:title>Incidents</atom:title>
    </collection>
    ...
  </workspace>
  <workspace>
    <atom:title>Help Desk Svc</atom:title>
    <v:version>2</v:version>
    <collection
      href="http://example.org/v2/incidents">
      <atom:title>Incidents</atom:title>
    </collection>
    ...
    <collection
      href="http://example.org/v2/operators">
      <atom:title>Operators</atom:title>
    </collection>
    ...
  </workspace>
</service>
```
The version element allows a service to advertise multiple versions of its endpoint(s) with links to resource collections as a cohesive set for a given version. A service supporting multiple workspaces before adding a second version can still support multiple versioned workspaces. A client can easily determine whether the service supports multiple versions by searching for the version elements and selecting the workspace(s) to use based on the available versions and the versions supported by the client.

B. Notification

In order to address the Notification behavior described in Section IV, the HTTP Link header [7] is used in response messages. Use of the HTTP Link header allows the Notification behavior to work with any media type. The URI header includes a URI reference and an indication of how the resource indicated by the URI reference is related to the resource in the response body. Two relation types are used in the Notification behavior. First, the service relation defined in the Web Linking specification [7] is used to identify the location of the Service Document. Second, a new relation is defined to indicate the location of a resource using the latest version of the service: urn:x-auto-version:new-service-version.

A link with the service relation can be included in any response message from a service. The link must be included when a newer version of the service is available. The URI reference in a service link identifies the location of the APP Service Document used for the Discovery behavior.

A link with the new-service-version relation indicates that the service provides a newer version than the client was accessing in the request message. The resource referenced by the URI is the resource the client requested, but in a newer version of the service. The version link parameter is also defined for the new-service-version relation. This parameter indicates the new version of the service and must contain the latest version supported by the service. The client may also access the Service Document for information on how to access other versions of the service if appropriate. The response containing the new-service-version link will use the same version that the client used in the request. A new-service-version link must not be included in a response message unless the service supports a newer version.

An example of how the links are used in a response sent from a service is shown below. The example shows how the service link is used to indicate the location of the service document, and how the new-service-version link indicates the location of the requested resource using a newer version of the service.

```
Link: <http://example.org>; rel="service"
Link: <http://example.org/v2/incidents>; rel="urn:x-auto-version:new-service-version"; version="2"
```

The new-service-version and service link relation types allow a service to notify a client that a newer version of the service is available. A service indicates the location of both a newer version of the referenced resource and the service’s Service Document. A client can use the referenced Service Document to find the available versions and determine which version is appropriate. The client also has access to the newest version of the resource it was accessing. This document does not define any meaning for the new-service-version and service link relations in requests sent from the client to the service.

C. Service Actions

When a service deployment is updated to support a new version, it is important for the service to continue supporting one or more older versions to allow for clients that cannot be upgraded at the same time and preserve loose coupling between a service and its clients. The service provides an updated Service Document advertising the new version of the service and one or more supported older versions. In the case where a service receives a request sent to an older version, it notifies the client of the availability of the newer version.

It is not difficult for the service to support a newer version of the Service Document. All requests, regardless of version, will return the same Service Document listing all of the available versions. The Service Document for the service should always be at the same location. In any case, the service link relation will always indicate the location of the Service Document.

Support for the notification to clients when a newer version is available requires that older versions of a service are aware that a newer version is available. This awareness only needs to extend to the ability to add the HTTP Link header to the response where the request used an older version.

There are four use cases that occur in a multi-version environment. The following discussion will use version 1 to mean an older version of the application (client or service), and will use version 2 to mean a newer version of the application. With respect to the client, the version is intended to indicate which version(s) of the service the client understands. That is, a version 1 client understands only version 1 of the service and a version 2 client understands version 2 of the service and also supports version 1 of the service.

a) Version 1 service receives version 1 client request
b) Version 1 service receives version 2 client request
c) Version 2 service receives version 1 client request
d) Version 2 service receives version 2 client request

The cases where a service receives a message from a client matching its version (use cases a and d above) are not interesting and will not be discussed here. In addition, a well-behaved client will only send messages to a service that the service will understand because the client has performed a discovery of supported versions of the service. Thus, use case b will not occur in a well-behaved environment.

The main concern is with an ‘evolving state’ where the client and server are out of sync with respect to their versions (use case c). When a version 2 service receives a message
from a version 1 client, it means the service has been upgraded to a newer version while the client remains at an older version. In this situation, the service will generate a response using the same version that the client used, but will add the HTTP Link header indicating that a newer version is available and where to find it.

D. Client Actions

A well-behaved client will initially start from the Service Document for a service in order to find the resources in which it is interested. A client is given the address of the Service Document through configuration performed when the client is first deployed. The client will choose the appropriate version of the service from the Service Document.

Version selection is done by reviewing all of the workspace elements within the Service Document, noting their respective versions based on the value of the version element. The client will choose to use the endpoints in the workspace(s) with the highest version that is less than or equal to the highest version the client understands. Once the workspace(s) have been selected, the client can proceed with the discovery of resources.

If the installed client is version 1, the client will choose the version 1 workspace(s). The client may receive newer version notifications from version 2 of the service but will continue to use version 1 since that is the latest version it understands. In the case where the installed client is version 2 but the service is version 1, the only workspace available to the client will be version 1. (Normally, a client will continue to support several versions of the service for some period of time in order to handle this use case.) Later, after the service is upgraded to version 2, the next time the client accesses the service, it will receive a notification in the response that indicates a newer version of the service is available.

A client that is using an older version than the highest it can understand should check every response from the service to see if it includes the HTTP Link header indicating a newer version. Just because a new version of the service was deployed, does not mean that the clients of that server must be restarted. When a client receives the notification of a newer version it should either start the discovery process over, or update its cache for the resource location and continue on using the newer version for the resource.

As described for services, there are four use cases that will be examined from the client’s point of view. As mentioned previously, the following discussion will use version 1 to mean an older version of the application, and will use version 2 to mean a newer version of the application. With respect to the client, the version is intended to indicate which version(s) of the service the client understands. That is, a version 1 client understands only version 1 of the service and a version 2 client understands version 2 of the service and also supports version 1 of the service.

e) Version 1 client receives version 1 server response
f) Version 1 client receives version 2 server response
g) Version 2 client receives version 1 server response
h) Version 2 client receives version 2 server response

As with services, the case where a client receives a response from a service with the matching version (use cases a and d above) are not interesting and will not be discussed here.

When a version 2 service sends a response to a version 1 client, it must add the HTTP Link header (defined in Section V.B) as the notification to the client that a newer version is available. In this case the client is not capable of understanding the newer version and will ignore the notification. It is possible that the client will not even be checking for newer versions if it is already using the highest version it understands.

If a client receives a response message containing the HTTP Link header indicating a newer version is available and it supports a later version of the server than it is currently using, it should use the links to begin using the newer version.

E. Example Scenario

The following scenario demonstrates the Discovery and Notification behaviors. This scenario occurs when the client is upgraded to a newer version before the service. The sequence of steps involved is shown in Figure 2. The opposite scenario where the service is upgraded first is very similar and involves the same actions although in a different order.

![Figure 2. Steps to evolve client and service to new version](image-url)

The actions that occur at each step are the following:
Both the service and its client are at version 1 and continuously execute the normal request/response cycle.
The client is upgraded to version 2 although it still supports version 1 for ease of migration. (The service is unaware of this upgrade.)
As part of its normal startup, the client requests the service's Service Document. The client selects version 1 of
the service. In this scenario, version 1 is the only version currently supported by the service and therefore is the only version available in the Service Document.

The client and the service continue to execute the normal request/response cycle as if both were at version 1.

The service is upgraded to version 2 although it still supports version 1. (The client is unaware of this upgrade.)

The next time the client sends a request to this service (still using version 1), the service sends back the normal response but this time it includes a notification to the client that there is a later version of the service available.

Upon receiving a response that includes a newer version notification, the client automatically begins to use version 2 of the service from this point forward.

F. Performance Impact

A demonstration of the described research has been coded as APP-based client and service, and a pilot project within HP has been initiated. The impact of the Discovery behavior on message size and processing time is minimal since Discovery is used only when a client connects to a service for the first time or after a service notifies a client of a new service version. These are infrequent events.

The impact of the Notification behavior on message size and processing time is more important since it can affect most messages between the client and service. The demonstration service uses different URLs for different versions, always sends the link to the service document, and conditionally sends the link to the new resource version. The message size is increased by the size of these two HTTP headers. The processing time is increased by the time to write the headers.

The processing time impact for every message is the check for the presence of the notification. If present the Discovery behavior is initiated. The demonstration client checks for notifications only when it is not operating with its most recent version, otherwise the client can ignore them thus incurring no extra processing time.

The minimal change in processing time and message size is deemed a good trade-off for the significantly reduced manual configuration normally done for version changes of services and their clients.

VI. EXTENDING THIS APPROACH TO OTHER TYPES OF SERVICES

The previous section describes an implementation of the proposed approach to automated service evolution that can be easily applied to RESTful services and clients. There are other alternatives that could be used in this same context. For example, the HTTP Link header is explicitly defined as semantically equivalent to an HTML LINK element [8] or atom:link elements in an Atom feed [4]. The advantage of choosing the HTTP Link header is that it can be used to provide version notifications independent of the media type used for the data in the response body.

There are some types of services, for example SOAP-based services, where it is less obvious how to apply the proposed approach to enable independent version evolution of applications. It is still necessary to provide both Discovery and Notification behaviors.

Using a non-RESTful architecture (such as SOAP), applications can still perform the Discovery behavior by using the APP Service Document as described above. However, other approaches may be more natural for the environment. For instance, versions of services could be advertised in a registry. The basic actions that the client goes through for discovery are similar to the approach described above, just using a different source for the version information.

The HTTP Link header will continue to work for the Notification behavior in a non-RESTful architecture as long as HTTP is used as a transport. When HTTP is not used as a transport, it will be necessary to find a way to convey the availability of a newer version from the service to the client either as part of the transport or in the body of the message itself. For instance, XML-based messages could include an optional element or attribute in the message body to provide the notification.

VII. CONCLUSION

The original motivation for this solution was the integration of HP enterprise management products in order to bring more comprehensive, end-to-end, and synergistic IT management solutions to our customers. However, the authors feel that this approach provides value in general situations where the client and server are under the control of different organizations as is the case for many web services. This approach enables a seamless, automated evolution of web services and their clients.
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Abstract—In the last couple of years Service Oriented Architecture (SOA) has gained in importance and became widely used. With increased adoption the demand of non-functional requirements, so-called Quality of Service (QoS) attributes, arose. QoS attributes were applied to SOA environments, resulting in QoS-aware SOAs. Within the QoS-aware SOAs, compliance to the desired QoS in general is not easy to measure. In this work, we offer a solution architecture to measure actual data that relate to QoS attributes. Further, these data are compared to their target state. The aim is i) to evaluate compliance of the entire QoS-aware SOA to the desired QoS attributes and ii) to start suitable activities. In a proof of concept a solution architecture, based on the technique of Complex Event Processing, is implemented. Within this proof of concept selected QoS attributes are applied and compliance to the SOA is measured.
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I. INTRODUCTION

Service Oriented Architectures (SOA) are a design paradigm to compose and structure loosely coupled components to form distributed applications. SOA offers a way to map business processes from the business domain to the technical domain of computer systems. After a business process is analyzed and its single activities are identified, the individual activities are mapped to the technical domain by implementing corresponding services. To execute a business process, the services are called in corresponding sequences.

Web Services (WS) are the predominant technology to realize the services of a SOA. They are used to implement the functional aspects of business processes, which in brief define the input/output behavior of a component. Additional, in many business domains it is crucial to fulfill non-functional requirements. A non-functional requirement, or Quality of Service (QoS) attribute, specifies how a component is supposed to behave. Examples for QoS attributes are robustness, security, performance, scalability and accounting. More detailed descriptions of QoS attributes in SOA can be found in [1] and in [2]. Within a SOA equipped with QoS attributes, which we call QoS-aware SOA, desired QoS attributes are described in a formal manner. Therefore a policy language is used typically. These so-called service policies define the target state of the desired QoS attributes.

The crucial need to fulfill non-functional requirements is reflected by QoS attributes applied to SOA. For example, consider security aspects, like integrity and confidentiality, which are applied to Web Services using WS-Security [4]. When implementing a SOA from scratch, QoS attributes can be designed from the beginning. But many SOAs are grown, which means that they expanded over time. Such SOAs often integrate existing legacy applications and enhance them by QoS attributes they were not equipped with before. Also QoS attributes may have changed several times. So how can compliance to QoS attributes be measured? For example, assume a SOA of high complexity that has grown over time. For this SOA, a roles and rights model is specified. During runtime violations to the roles and rights specification are observed. In consequence, the entities that caused the violations are to be fixed. Further, the SOA is to be analyzed on compliance of all entities to the given roles and rights policy. But how can such an analysis be performed efficiently?

An efficient solution is to monitor and analyze the QoS attributes of a SOA at dedicated measurement points. Monitoring approaches were already elaborated in several publications. Berbner et al. [5] selected Web Services (WS) based on QoS properties guaranteed by Service Level Agreement (SLA). They ensured compliance to a given SLA using a monitoring component, which was not described in detail. Zeng et al. [6] introduced a high-performance QoS monitoring system. In their work they focus on service monitoring architecture and QoS metric computation. Artaiam and Senivongse [7] described a JMX-based monitoring extension of application servers for selected QoS attributes. Michlmayr et al. [8] integrated existing client-side and server-side monitoring approaches using Complex Event Processing (CEP). Finally, Oriol et al. [9] described the monitoring of adaptable SOA. We will go into more detail on these approaches and the differences to our work later in Section VI.

In this work, we propose a solution architecture that evaluates compliance of a QoS-aware SOA to the desired QoS attributes. The solution architecture monitors the SOA at dedicated measurement points. The thereby collected actual data are filtered according to a filter policy and compared to target states specified in the service policies of the SOA. A SOA application landscape consists of several compo-
Figure 1. Mechanism for the exemplary QoS attribute performance

1) In the sensor components events including timestamps are emitted.
2) The events are collected and filtered based on filter policies. The filter policies thereby describe what events emitted by which sensor components are combined to a complex event.
3) A complex event is generated including the collected events needed.
4) The complex event is processed by a complex event processor. Incoming complex events are analyzed on compliance to QoS attributes defined in the service policy of the SOA.

In our example target roundtrip time is compared to the calculated actual roundtrip time. Therefore two of four measurement points (send request, receive request, send response, receive response) are used.

In summary: With a grown SOA it is desirable to evaluate compliance to specified QoS attributes. The combination of SOA and CEP results in a highly flexible approach to detect compliance to or violation of QoS attributes constraints by target-actual comparison. This work offers a solution architecture that is able to perform such a target-actual comparison. The comparison is not limited to information extracted from single services only, but also from whole business processes, the application server and/or the system platform. By filter policies analysis can be controlled to single QoS attributes or SOA entities. The solution architecture is able to analyze QoS attributes from technical domain as well as from business domain. Exemplary QoS attributes are performance, roles and rights, reliability, schedule and cost. The solution architecture also is able to react in various ways, reaching from display on a dashboard towards automatic anatagonization using dedicated escalation applications.

The paper is organized as follows: The next section gives a brief description of the requirements this architecture has to address. Afterwards our solution architecture is described in detail, including a statement on coverage of the given requirements. A realization of the solution architecture and exemplary implemented QoS attributes are described in the proof of concept section. We then provide a discussion on related work. Finally, a description of potential future work and our conclusion is given.

II. ARCHITECTURAL REQUIREMENTS

In a SOA application environment, there are several situations where it is desirable to support QoS attributes. Remember the QoS attributes performance, schedule and cost, which relate to an ordering process with a due time for shipment. But how can compliance of a SOA to its QoS attributes be shown? A flexible and powerful solution architecture is required to measure compliance of the SOA to its QoS attributes.

The aim is to evaluate conformance to desired QoS attributes. Thereby, QoS attributes may relate to technical domain, like performance, or business domain, like cost and schedule. Ability to handle QoS attributes of both domains is a requirement.

The solution architecture
1) needs to be able to determine the actual state of a SOA concerning its desired QoS attributes and
2) to compare this actual situation to the defined QoS attributes.

To sum up, the architecture performs a target-actual comparison on QoS attributes described in the service policies.

The actual situation concerning QoS attributes is determined based on relevant data captured from SOA entities. The solution architecture therefore needs to provide an appropriate capturing mechanism. Relevant data are to be captured by sensor components at dedicated measurement points located at specific SOA entities. The SOA entities thereby may be of different type (service, process, application server, etc.), possibly distributed and under diverse governance. The need of source code change at the SOA entity to apply the sensor component is to be kept to a minimum to increase
acceptance, applicability and interoperability. The aim is to minimize necessary modifications to the SOA.

Next, the solution architecture needs to provide a configurable filter component to filter the data according to defined filter policies. The filter policies define i) on which QoS attributes target-actual comparison is to be performed ii) what data are to be captured and iii) where the data are to be captured. For a filter policy a declarative language e.g., WS-Policy [3], is to be used to enable modification the filter behavior without the need of recompilation.

The relevant data captured at the SOA entities can be seen as a kind of events that contain the appropriate data for further analysis. The solution architecture needs to be able to combine desired events to a more abstract event, as described before in the performance example.

Another requirement is to offer a flexible mechanism that allows to react on specified conditions. Appropriate activities thereby include execution of applications for active antagonization (e.g., cancellation of request execution) as well as the compilation of statistics (e.g., display of statistics on QoS attribute conditions).

Finally, the solution architecture should be based on standards and well-known frameworks. By using standard frameworks and products the applicability to and the interoperability of different environments is increased.

III. Solution Architecture
A. Description of solution architecture

In this section, an architecture that meets the requirements in the previous section will be presented. Figure 2 gives a basic overview of the solution architecture, which consists of four components: i) the QoS-aware SOA, ii) the filter component, iii) the analysis and statistics component and iv) the escalation component. The QoS-aware SOA is already existing. It is to be enhanced and monitored by the other three components to enable a target-actual analysis on desired QoS attributes.

In a QoS-aware SOA, the desired QoS attributes are defined by service policies, which describe the target states. To determine the actual state of QoS attributes, sensor components are applied to SOA entities at specific measurement points. The sensor components are responsible for emitting events with collected actual data. The data was read and composed from the SOA entities and sent to the monitor and filter component.

The monitor and filter component has two tasks: i) to observe the SOA environment and to collect the emitted data from the sensor components; ii) to filter the received data according to filter policies.

The term policy is used in both, QoS-aware SOA and monitor and filter component. It is to be interpreted depending on the context: Within a SOA, the term policy refers to service policies, for example W3C standard WS-Policy [3], that specify the target non-functional behavior of a certain Web Service. Within the monitor and filter component, the term policy defines the behavior of data filters.

The analysis and statistics component compares actual data to service policies of the SOA environment. To do that, the filtered data are compared with the service policy. This component also creates statistics on QoS attribute conformance or violation. If an escalation is desired, this component will trigger the next component to perform the appropriate escalation.

Finally, the escalation component provides desired activities, like solutions to solve service policy violations on the SOA environment. The activity strongly depends on the objectives, as will be shown later by example in Section V.
B. Why does the architecture meet the requirements?

First, the solution architecture is able to collect data from the SOA entities. For example, with performance it is able to collect timestamps data whenever a SOAP message is initiated or received (see Figure 1). The architecture attaches sensor components to SOA entities like e.g., Web Services. These components collect data and send them as an event to the filter component. Once an event is received, the filter component checks its filter policy in order to decide what to do with such an event.

Second, our architecture keeps code modifications to SOA entities to a minimum. Ideally, none of their source code will be changed. As mentioned before, the monitor and filter component must be able to collect data from the SOA environment. Therefore, data from the SOA entities needs to be sent to the monitor and filter component. There are different ways to put this into effect. Either new code fragments must be added to the SOA entities, or realized by sensor components, like SOAP message handlers, that work as proxies for the incoming and outgoing SOAP messages. The sensor component could be based on different technologies, such as JMX or even ESB events components. Also, a network sniffer could be used as a sensor component.
to analyze network traffic for a certain request or response. In summary: Several options do exist to implement the handler approach. The decision, which one to use, strongly depends on different factors; for example, to which extend the SOA entities are allowed to be modified.

All the sensor components have in common that they are attached to measurement points within the SOA. The measured data then need to be transferred to the monitor and filter component. Therefore, events are created and emitted at the sensor components. All incoming events at the monitor and filter component are filtered according to the filter policy. The events that the policy allows are forwarded to the analysis and statistic component. Other events will be ignored. Optional, all incoming events are saved permanently.

At the analysis and statistics component the events that passed the filter are further processed. If needed, the events are combined to complex event. Analysis is performed on the complex events. The solution architecture described here is able to handle both, single events as well as complex events.

Compliance to desired QoS attributes are detected either based directly on the events or on complex events. This method enables the system to measure compliance of a SOA to a single quality attribute. Moreover, several complex events again can be combined with events or complex events. With this mechanism, the solution architecture is also able to measure compliance to combinations of several QoS attributes. For example, if several QoS attributes in combination have impact on other QoS attributes.

The architecture is based on standards, frameworks and products. However, some components, like sensor components, need to be implemented from scratch.

The escalation component is an important part in this architecture. It provides a way to initiate appropriate escalation measures as well as a way to start a certain activity in case of a service policy violations. The functionality of this component strongly depends on the kind of violation and predefined objectives of the escalation component.

In a nutshell: The provided solution architecture fulfills all the requirements specified in Section II. It is able to monitor diverse entities of a SOA application landscape. Changing the source code within the SOA landscape is kept to a minimum by using sensor components to the monitored component. Events emitted by the sensor components are collected by a monitor and filtered by an adjustable filter. The filtered events are further analyzed to measure compliance of the SOA to QoS attributes, which are described in a services’ policy. Also based on these events statistics are generated. This architecture is based on standards and well-known frameworks. Finally, the architecture offers an escalation component, which is used to trigger desired activity in case of compliance to or violation to a services’ policy.

IV. SOLUTION ARCHITECTURE DETAILS

For each of the four systems of the solution architecture we will in detail describe the input and output data, the performed tasks and the entities within the systems.

A. SOA Application Landscape

The SOA application landscape consists of several entities that we named SOA entities. But what are these entities? Obviously, there are the different kinds of services, like component service, composite service, workflow service, etc. In addition to that there are processes, realized by appropriate combinations of services. An entity of the SOA application landscape is also the application server itself. Finally, the platforms (operating system, hardware components, etc.) are such entities, too. Typically, these SOA application landscapes are huge and grown distributed systems. In consequence, these systems are highly complex, and so is the communication structure within.

B. Monitor and Filter Component

All the SOA entities are to be interlinked with a monitor and filter system to determine the actual states of the QoS attributes of the entire SOA entities. The applied sensor components collect actual data, encapsulate these data in events and finally emit these events. The sensor components are situated within the SOA application landscape, but they are part of the monitor and filter component. The sensor components detect and indicate changes in state of the SOA entities. As a simple example: At the time a service receives a request, for example a SOAP message, its state changes. This change in state is detected by the sensor component, which is situated preceeding to the service. With rights and roles the sensor component will then determine the user principal of the SOAP message. Afterwards an event that contains (besides other information) the principal is generated and emitted. At a more global view each SOA entity equipped with such a sensor component emits a corresponding event once a SOAP message is received. Received events are optionally stored before the further processing, like the filter mechanism. Because of the storage the system is enabled to perform retrospective analysis.

The received events are filtered according to the desired filter behavior. The filter behavior is described by the filter policies in a declarative manner, for example using XML. For example: Suggest a SOA equipped with sensor components for performance and for rights and roles. In the filter policy, the desired QoS attribute (rights and roles) and its corresponding sensor component IDs are described. For each received event the sensor component ID is compared to the ones specified within the filter description. If matching, the event is forwarded to the corresponding subsequent processing unit, as described later. So in our example events related to rights and roles pass the filter, events related to
performance do not pass. The output of the monitor and filter component are events.

C. Analysis and Statistics Component

The output events of the monitoring system is the input for the analysis and statistics system. Within this component the input event vectors are further processed. For each event vector, respectively the corresponding QoS attribute, an event processor is provided. With the example stressed before two event processors are provided - one for roles and rights and one for performance.

Within the event processors the events are combined to complex events and analyzed according to the QoS attributes requirements. In a first step, the service policies (located in the SOA) of the SOA entities are read by the event processors. As described above, the service policy contains the description of the target state for a QoS attribute. Next, from the event vector the events that correspond to the SOA entity are extracted and combined for further analysis. Based on these complex events the actual state concerning the QoS attribute is determined. In the performance example stressed before, the actual message transfer times and the processing time of a SOA entity are determined by four events. The filtered events of the same SOA entity ID and message ID, which corresponds to receiving a request and sending the response, are combined to a complex event. The processing time can now be determined from the complex event by subtraction of the timestamps. Finally, the result (actual state) is compared to the target state. The result indicates compliance to or violation of target state. In either case, statistics can be generated, like performance violation per time unit or a list of principals for each SOA entity.

In a nutshell, the analysis and statistics system is a collection of event processors and generated relations. For each quality attribute a dedicated event processor is needed, since combination of used events and attached additional information is individual for each quality attribute. From the results of the event processors desired relations are generated. The outputs of these components are QoS attributes compliance or violation vectors and the generated relations.

D. Escalation Component

The final component of our solution architecture is the escalation component. The component in essence is a collection of individual application that establishes certain activities based on the output of the analysis and statistic component. These activities are highly individual. For example, on performance violation an application that issues a ticket to a ticketing system might be started. Or a kind of management application that upcales resources for the SOA application landscape. Another option is an information cockpit application. On compliance of actual states to target states the cockpit indicates green condition, on violation red condition. Additional information, like performance status of the last hour, may also be displayed by gaining access the corresponding statistics.

Relationship among event and escalation activity can be 1-by-1 or 1-by-n. This means that for an individual result of the analysis and escalation system, like a QoS attribute violation, several escalation activities may be issued. For example, on performance violation a ticket is issued and the resources available to the SOA application landscape are upscalated. By these examples it also becomes obvious that the escalation system does not necessarily influence the SOA application landscape. Issuing a ticket does not directly influence the SOA, but resource upscaling does.

V. PROOF OF CONCEPT

In the following, we will describe our proof of concept implementation of the prior described solution architecture.

A. System Overview

The solution architecture in general is realized based on several established frameworks and standards. For the SOA application landscape we used the Enterprise SOA (eSOA) showcase by q-ImPrESS [11]. For the monitor and filter component as well as for the analysis and statistics component GlassFishESB with IEP runtime component [12], [13] is used. IEP includes an implementation of CEP. The event processors are implemented using NetBeans and IEP design time component. At runtime the event processors are hosted at the GlassFishESB application server. To store events the default setting of the IEP component, Apache Derby, is used.

The eSOA showcase is a set of exemplary applications from the domain of order and supply chain management forming a non-trivial service oriented system. It implements simulators for customer-relationship-management (CRM), product data management (PDM), pricing, inventory, order and shipment. The showcase is based on Web service technology and Java. For communication SOAP messages are used.

Sensor components are applied to the Web services of the eSOA showcase. In detail, we implemented SOAP message handlers for some exemplary QoS attributes, as we will describe later. On server-side the sensor components are positioned before the individual Web services, as can be seen in Figure 1. Before, in this case, means that the SOAP message handler is positioned between the client and the Web service. In consequence, a SOAP request first passes the SOAP handler before it is received by the Web service. And a response of the Web service first passes the SOAP handler before it is received by the client. In addition, subsequent means that a request message first passes the SOAP handler and is then sent to the Web service. A response message first passes the SOAP message handler and is afterwards forwarded to the client. On client-side the situation is vice-versa, if a client-side sensor component is needed.
All sensor components have in common that they emit events. The characteristics of the events depend on the QoS attributes. The emitted events are collected by the IEP component of GlassFishESB. Further, these events are filtered using corresponding event processors. For the filter policy description XML is used. The filter policy thereby consists of the QoS attribute to pass the filter.

After passing the filter the events are processed by the analysis and statistics component. The analysis is performed by event processors. An event processor basically consists of an input stream and some processing entities that end in an output stream. For each QoS attribute a corresponding event processor is implemented. The individual event processors are designed and executed using the IEP design time and runtime components.

**B. Exemplary quality attribute implementations**

In our proof of concept, we implement selected QoS attributes. In a first step, we implemented the QoS attribute of performance. In more detail: Based on SOAP message handlers (client-side and server-side) we determined request and response transmission time, service calculation time and roundtrip time.

Also from the technical domain, roles and rights are implemented. In brief: The individual Web Services of eSOA are called by clients. Each client has an individual identification. The right and roles model defines which Web Service may be called by a certain client. The motivation for this scenario is the analysis of a grown SOA on conformance to given right and roles model. The task is to generate a statistic on principals of service requests.

Different sensor components are implemented for this task. A first kind of sensor component is a SOAP message handler at server-side prepping to a Web service. Within this SOAP message handler the principal of the incoming request is determined from the SOAP message context. Then, an event including this information on the principal is emitted to the corresponding event processor. In brief, an IEP component is a JBI module, that is added to and deployed with a composite application. The event processor appears as a Web Service that, in our case, uses SOAP for communication. At the sensor component, respectively our SOAP message handler, the created event, in essence, is a SOAP message. The structure of the SOAP message is defined in the JBI modules WSDL. Emitting the event means, that this SOAP message is sent to the Web Service exposing the event processor.

With regards to rights and roles, one concrete example would be the SOAP request from the client is processed by the SOAP handlers handleRequest() method. From the MessageContext the principal of the SOAP request is determined using method getUserPrincipal(). Next, a SOAP message including the principal is generated and sent to the event processors Web Service. At the event processor the principal is compared to a database that contains the roles and rights model, and any violation is indicated.

An alternative kind of sensor component uses the JMX interface of the application server to extract the information on principal of request on hosted services. Both kinds of sensor components do solve the task, and either can be used depending on existing restrictions. The advantage of the second is that it does not touch services at all, but accesses to application server management console is needed.

Another exemplary QoS attribute is from the business domain: schedule. With this a due date for shipment is agreed. Motivation for this scenario is, for example: Shipment of a placed order is guaranteed within 24 hours, otherwise a certain discount is allowed. The task is to ensure this in due time. If the due time is exceeded, statistics on time overruns are to be generated and discount is to be given out. Again, the Web services are equipped with SOAP message handler as sensor components. From the SOAP messages the information on order ID, actual time and due time is extracted. With that information time overruns are detected and statistics are generated at the analysis and statistics component. On violation an application within the escalation component automatically allows a discount.

**VI. RELATED WORK**

In 2005, an architecture based on Web services including comprehensive QoS support was described by Berbner et al. [5]. Within it particular Web services are composed to workflows. Thereby, the selection of Web service is based on their QoS properties that they guarantee in Service Level Agreement (SLA). To ensure compliance to given SLAs a monitoring component is mentioned, but not described in detail.

The design and implementation of a high-performance QoS monitoring system was presented by Zeng et al. [6]. Their two main issues on the monitoring system are the service monitoring architecture and the QoS metric computation. Within their work a QoS observation metamodell with three types of monitoring context, one on processes and two on services, was developed. So the measurement points for QoS monitoring are limited to the services and processes. Our work is a more general approach, since we do not limit ourselves to services and processes, but support any SOA entity as described before.

A JMX-based monitoring extension of Java system application server for the QoS attributes availability, accessibility, performance, reliability, security and regulatory was described by Artaia et al. [7]. They also give a detailed description of QoS attributes metrics. However, they are limited to service-side monitoring, which means QoS monitoring of services within the application server (GlassFish). Client-side QoS monitoring is not included. Our approach explicitly enables both, server-side and client-side monitoring.
The integration of an existing client-side monitoring approach and a server-side monitoring using CEP to monitor SLA was elaborated by Michlmayr et al. [8]. For CEP the open source implementation ESPER is used. For monitoring at client side so-called QoS monitoring schedules are used that specify that certain services are monitoring in certain time intervals. On server side a .NET technology is used, which i) is a limitation to certain server infrastructure and ii) also limits the service implementation to .NET technology, as is mentioned by the authors. The described solution architecture of the authors also includes a notification mechanism to subscribers on detected SLA violations. Their approach is similar to our approach. However, they use ESPER, focus on .NET technology and monitor at dedicated points in time. In contrast, our work uses the IEP component. Although our proof of concept uses Java, it is also applicable to other technologies, like .NET. Next, we use continuous monitoring rather than dedicated points in time. And finally, we provide a mechanism to trigger activities.

Monitoring of adaptable SOA was described in Oriol et al. [9]. The focus is on dynamic adoption of a QoS-aware SOA. Within the QoS-aware SOA QoS attributes are stated using SLA. The current QoS values are monitored by a monitor component and compared to the stated SLA at an analyzer component. SLA violations are shown to a decision maker component, which is able to perform adjustments within the SOA. In contrast to our work, this approach focuses on adjustments within the SOA. Our approach is more general. In our solution, architecture adjustments are just one aspect of possible escalation activities.

VII. CONCLUSION

By the combination of SOA system, monitor and filter component, analysis and statistics component and escalation system a versatile and powerful tool is available to analyze SOAs on compliance to the defined QoS attributes. Using this solution architecture compliance analysis is not limited to services and processes, but also includes other SOA entities, like application server and platform. This enables for several QoS attributes yet not supported, especially QoS attributes, like in our schedule example. With the escalation component a variety of activities can be carried out. These activities may be of more passive nature, like to issue a ticket. Or of active nature, like enabling for a self-scaling SOA. The boundaries of the given approach have not been yet explored.

Our perspective is to enrich the existing systems with additional QoS attributes that are not yet supported. Therefore, it is necessary to determine which QoS attributes are requested from both, the technical and the business domain. And which of these QoS attributes can be formalized and further supported. A related question is the use of alternative description languages for QoS attributes.

We will also implement additional tools to support developers with an interest for our approach. The generated tools are to be added to different IDEs. A tool chain to define additional QoS attributes, to equip Web Services with these, and to deploy such Web services is implemented. Also additional components to ensure compliance to these QoS attributes will be provided.
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Abstract—The recognition and filtering out of unwanted messages in technical communications media presents an ever more difficult challenge. The best-known of these problems is with ubiquitous e-mail. Most e-mail sent are unwanted spams. In order to protect the recipient the most diverse applications must be used. Longer observations have shown that spam is continually adapted and is able to overcome the most up-to-date recognition programs. In the future the most widely different communication methods are growing together such as e-mail, telephony and others, so that soon we will be able to speak of unified communication. There is a danger that these other communications media will increasingly become the target of new types of spam. On the other hand this logical union opens up new possibilities for spam recognition. In this paper, a behaviour-based evaluation paradigm is introduced which works on a uniform basis for all communications media. It uses an evaluation of the three parameters of abstracted times of usage, distance of communication partners and costs. All communication events between media using actors create a social network whereby the actors are clustered according to their social proximity. The evaluation of spam is a result of the actors and cluster specific communication behaviour up to a point. In this way a new non-technical level of analysis is created, which spamurers can only overcome with difficulty. Likewise the problem of limited focus in network centred filtering programs is dealt with. The presented filtering paradigm can be used unitary in all technical communications media and works with the same three nontechnical parameters at a behavior-based level.

Index Terms—spam, spit, unified communications and social networks.

I. INTRODUCTION

In modern communications media the proportion of unwanted messages is continually growing. A classical example is e-mail spam, which has appeared since the widespread use of e-mail services. Normally, these are differentiated between unsolicited commercial mail (UCE) and unsolicited bulk e-mail (UBE). Both forms are normally characterized as spam [1]. The particular societal and economic meaning of this amount, around 120 billion spam e-mails per day, or calculated at up to 20 spams per day per person is fatal [2]. Typical return rates are under 1 per thousand, depending upon the quality of the spam [3]. By processing these spams economic damages are incurred in the form of lost working time, server and energy costs as well as the irritation of the users of the e-mail service. By today, classical spam technologies are no longer used only for advertising purposes; they are used for fraud, typically called phishing [2].

Until now various classes of processes were used, based upon the individual e-mail infrastructure or the users’ mail boxes to protect against incoming spam. These differ according to granularity, effectiveness as well as complexity of the filtering. In a typical mail server, these filters are arranged in a cascade, see Fig. 1. Starting with a Firewall, all incoming connections from IP addresses recognized as known spam senders are blocked. After this first IP address based list process, different black and white lists with known spam servers and e-mail addresses are queried. These come from specialized companies, which put a lot of effort into the finding of the most up to today and correct data. Typically, the highest level of effectiveness is achieved through recognition of spam e-mails and through the avoidance of false positives. For this, three different lists are used and then evaluated with a two out of three decision. Afterwards, information in the e-mail header is checked to see if the address name and server details are correct for the domain to send e-mails by searching DNS records, which contains appropriate mail exchange information [4]. After this, a specification of the SMTP protocol is exploited using the grey listing process [5]. In doing so, a temporary problem in receiving the e-mail is simulated in the users own server. Real mail servers wait a certain amount of time and try a new delivery; typical spam senders on the other hand drop the repeated delivery of the spam e-mail. A further recognition method, which consists of comparing as many as possible of received e-mails is the well known process called Distributed Checksum Clearinghouse (DCC) with a distributed checksum filter [6]. This consists of cross server boundary checking for the existence of the same or similar e-mails. Following this, e-mails are evaluated according to content based on the signalling process method. Typically, Bayes-filters are used, which must firstly be trained with the typical appearance of spam and reasonable e-mails [7]. Afterwards, on the basis of this training, the e-mails were scanned for these patterns of learned words and then weighed against each other. This results in a decision about the current received e-mail, whether it contains spam or not. In addition to these generally easily accessible procedures, as they are reproducible from open source software, there are different commercial service providers with proprietary procedures offering the evaluation of incoming e-mails. An example named here is Cisco SenderBase, which works off of a central database containing reputation values of individual e-mail addresses and organisations [8]. The evaluation process uses more than a hundred different parameters for the evaluation [9]. An important critical point is the central capture of the e-mail traffic occurs nearly in real time and the long term storage of the same. Parallel to these technical filtering processes, the introduction of a global legal barrier for allowed e-mail marketing...
since at least the end of the 1990s took place, i.e., in the USA and Germany USA and Germany [10] [11]. In spite of a few, but deterring judgements there has been no visible reduction in spam. The leading suspects are known in part by name and with a photograph [12].

A. Characteristics and transformation of spam

In order to be interesting for the spam-senders, a few characteristics must be present in the communication media. Mainly, low cost, so that an individual spam process can not incur any costs. Because of the low rate of reply gigantic amounts of individual spams are sent. Equally important is the possibility of sending a variable content. In order to provoke a response from the recipient of the spam, the spam appearance must be varied. Limited traceability meaning that the spammer tries to conceal their true identity to avoid trouble with the recipient of spam. There can be possible civil suits for damages and financial compensation and severe criminal consequences. Simple completion meaning that the recipient of the spam should easily be able to respond to the spam. Typically, spam has a feedback link, which logically lies as close as possible to the communication media of the spam. For example, a successful spam e-mail pulls the user which received it directly to a web page, which may instantly be opened with one mouse click.

In spite of the laws against spam and other legal instruments available there is little help on the way towards a more tightly ordered e-mail framework. That is why new technological evolution must be continuously developed and implemented in order to act against the continuous flood of spam. Communications media are the target of spam as soon as the above mentioned characteristics are fulfilled. Furthermore, this layer makes available also all the benefit features sent or received by the actor, indicated by the light-blue arrows.

B. The idea of Unified Communication

The users of modern communication technologies are taken in more and more by the complexity of the technology and the operating effort for the user of different communications media such as e-mail, telephony (land lines, mobile or cell phones and voice mail services) as well as multiple specialized services (Instant Messaging, Pager, Groupware solutions). In addition to various user variations and configuration options on the part of the recipient’s end it is also difficult for the communications initiator to reach the desired communications partner with the correct communications medium. The origins lie in the asynchronous communications media such as e-mail, for which here the term Unified Messaging is used. The idea of Unified Communications (UC), is the managing of different types of communications media bundled in one location with a supporting function to relieve the user. It is not totally clear in the general language usage as of when Unified Communication can be spoken of or rather, which criteria must be completely fulfilled. For the consideration of this paper it is assumed that in addition to the other aspects of UC technology a central instance exists that captures all communication procedures, manages all of the user’s preferences and can appropriately influence the communication. As an example calls can be rerouted to a voice mailbox and the message can be sent by or as an e-mail. It is equally possible to think of calling up e-mails by telephone and having them read aloud using a text2speech system. The required settings would be in put by the user themselves, and thereby be part of the user’s preferences. Such an Unified Communication System (UCS) scheme is shown in Fig. 2. All communications media in the UCS, are connected to the rest of the world by their different transport media in the network layer. Typically, this is an IP-based network for e-mail and VoIP or traditional phone networks often referred to as PSTN. Any other communication media are of course also conceivable. The different communications media resides, in the so-called service layer, where they are considered as separately existent. The usual media specific Spam test procedures (e.g. signalling and content evaluation), are applied here. The unified layer is aware of all communication events sent or received by the actor, indicated by the light-blue arrows. Furthermore, this layer makes available also all the benefit features described with the idea of UC, once it gets configured by the actor. This is the instance is the place, where the subsequent described nontechnical Spam detection is carried out.

C. Information gain with social networks

With the idea of the social network connections between people can be formally modelled, whereby the interactions of people can be graphed. Fig. 3 depicts the connections E, shown as edges, between the individual human actors M = {m1, m2, . . . }, shown as nodes. The edges arise from the performed communication events within the group of observed actors. This concept uses a communication process, for example a delivered e-mail or a finished telephone conversation or any other discrete event using any other possible communications method. In this way any interaction between people through the use of communications media can be represented. At first invisible information content is made up of exposing the relationship, the organizational structures, work processes and the influences of events. The sociological and mathematical formulated questions of the social network analysis (SNA) have been researched enough and have found practical applications in sociology, economics and criminalistics. Further applicable methods such as data mining can
be derived from general sources [15] [16].
In large UC systems of telecom companies are I different human
actors present, who have access to K different communications
media. Between the system members and the system non-members
from outside user communications processes take place, which can
be transferred into a social network. At the observation starting
point there are already a number of communications processes
available so that an adequate connection density amongst the actors
of the social network exists. Because of the freedom of the modern
communications media, boundless interactions between them are
possible and the evaluation of the social proximity network follows
through the intensity of the incidences of communications events.
Therefore the choice of the communications proximity K is irrelevant.
Important is the individual communications event E only. Thus a
first approximation of the social proximity $N_{soc}$ between two actors is
given through the amount of events between them. Here is a summary
of reciprocally received events by recipients (received) where the
syntax $E_{<acteur>,<partneracteur>}$ is used:

$$N_{soc}(m_i, m_j) = E_{i,r}(m_j) + E_{j,r}(m_i)$$

A proposition with this first assumption does not take into account
the relativity of the amount of communications events that the actors
or partner actors sent (indicated by $s$) to the other actors within
the observed social network. In order to be able to capture these
relatively important reciprocal events, both actors are introduced with
an additional proportionality factor $\frac{E_{<acteur>,<partneracteur>}}{E_{<acteur>}(M)}$. In the sum of all $E_s$ of an actor to a partner actor and the sum of all $E_o$ from this actor to all other actors $M$, the attractiveness of the respective partner actor is determined from the ratio between the count $E_s$ to the respective partner actor and the count of $E_o$ to all others actors in $M$. Because in a UCS the human actors continuously
communicate, the form of social network is seen as variable and
therefore also those with the equivalent (1), determined value for
$N_{soc}$ between two actors.

$$N_{soc}(m_i, m_j) = E_{i,s}(m_j) \times \frac{E_{i,s}(m_j)}{E_{i,s}(M)} + E_{j,s}(m_i) \times \frac{E_{j,s}(m_i)}{E_{j,s}(M)}$$

(1)

That is why it is recommended to define an observation interval $\Delta t$,
within which a calculation of $N_{soc}$ (approximation) is seen as valid
and must be newly recalculated. These order of magnitudes of the
observation intervals result in the emergence of new $E$, the system
performance capability towards the eradication of filtering cycles (see
Section II) as well as the volatility of the current spam in comparison
to the recognition capability of the filter systems.

For $N_{soc}$ the valid conditions are that the value of the result is
non-dimensional, $N_{soc}(m_i, m_j) = N_{soc}(m_j, m_i)$ and $N_{soc} \geq 0$.
The clamping of such a social network can first take place after an
initial observation time, meanwhile the actors have produced a certain
amount of communications events $E$. For the new evaluation process
of this paper the quality of the social network depends upon as many
as possible of the intended communications processes in the network
derived by means of the intended prototypical performance. Only a
few spams which were able to overcome the previous filters can be
tolerated as they will be detected as inappropriate.

D. Related works

Most spam recognition processes are based on the technical
signalling information of the various communications media, e.g.
within the transmission of e-mail typically on the level of Internet
Protocol and SMTP. A further class of processes work on the basis of
content, in the e-mail service as an example Bayes and Markov filters
or DCC as well as VoIP methods for the differentiation of humans
and machines. Furthermore there are ideas for the use of processes
out of the field of social network analysis (SNA) for the recognition
of spam [17] [18].

Typically these approaches are used on ordinary e-Mail traffic and use
the results of various metrics to scan for the characteristics of spam.
Here, primarily two general classes of procedures are widely used. On
the one hand it is attempted to assign each communication participant
a reputation value based on experience over a long period of time.
On the other hand, the behaviour of communication participants vis-
à-vis other participants can conclude the likelihood of spam.
Nevertheless, in the technical reality there exists the problem of a
limited focus. Every filter instance of any such SNA based process
can only work with the information that runs through the communi-
cation system used. This leads to spammers from outside the
SNA based filter system, in certain instances, exhibiting no complete
characteristics of spam if they, for example, only send a small amount
of spam in the focus of the SNA filter systems [19]. Thereby the
spammers wouldn’t, in certain circumstances, be recognized as such.
From the main countries of origin spam is distributed globally and it
can be assumed that these will not be completely hit by the individual
SNA based filter systems.

The filter processes presented in this paper primarily observe only
individual system communication participants using all available
communications media. It evaluates, using the method of normal
user behaviour as though these successful incoming communications
processes are desired. In the following, a non-technical level of
analysis that circumvents the problem of limited SNA focus and
thereby presents a realistic scenario suitable for the communications
infrastructure of the telecom companies (development of design
technology for telecommunications service provider), is introduced.

II. FILTER METHODS

The UCS passes all data of the users to the filtering processes. These
parameters are: communication partners and times, the communi-
cation media, resulting costs as well as possible profile information.
If interaction occurs with a foreign actor from outside of the system
limits of the UCS, which involves a previously unknown actor, this
communication will be saved to the database as well. Doing so, all
available data of the communication events is captured.

In the literature there are countless methods describing how to search
available data bases according to problem oriented parameters. Most
of these procedures have their origins in the optimization of business
process in commercial fields. Others come from purely scientific
queries, for example the researching of questions in sociology. In
the UCS there exist the communication relationships of individual
actors of the UCS amongst themselves and beyond the UCS. This
data is spanned as a social network. In this way there is no
differentiation made about the type of communication media that
was used for a communications event that has taken place. In the
social network there are clusters in which the partial totals of the
actors are significantly more densely bound together compared to
communications participants from other areas of the social network.
These clusters are detected using a $k$-Means-procedure and the actors
are appropriately assigned to them [17]. This class of procedure is
a simple and fast method of cluster identification and is widely used
in SNA applications. The number of clusters $C_{count}$ is predetermined
because the k-Means-procedure is hard partitioned. As a distance
function of the k-Means-procedure the social proximity $N_{soc}$ between
TABLE I
EXAMPLE PARAMETERS OF DIFFERENT COMMUNICATION MEDIA TO FEATURE EXTRACTION

<table>
<thead>
<tr>
<th>communication media</th>
<th>user identification</th>
<th>location parameter</th>
<th>starting time</th>
<th>approx. expenses</th>
</tr>
</thead>
<tbody>
<tr>
<td>eMail</td>
<td>MAIL FROM</td>
<td>initial MTA</td>
<td>delivery start time</td>
<td>amount of data</td>
</tr>
<tr>
<td>PSTN</td>
<td>phone number</td>
<td>prefix number</td>
<td>call start time</td>
<td>estimated charges</td>
</tr>
<tr>
<td>Cellular radio</td>
<td>phone number</td>
<td>home network</td>
<td>call start time</td>
<td>estimated charges</td>
</tr>
<tr>
<td>VoIP</td>
<td>SIP indentity</td>
<td>IP-Subnet</td>
<td>call start time</td>
<td>estimated charges</td>
</tr>
</tbody>
</table>

Figure 4. Example of a usage scenario with an incoming event

individual actors is used from (1).

At this point, the theory of operation will be explained with of a pithy example. In a fictive situation company A is collaborating with a company B during a product development process. The two companies are far away from each other, one of them for example in China, see Fig. 4. The communication of the users in company A are protected with the new filters residing in their UCS. The heads of both development departments have a lively exchange over different communication media with each other, these events are indicated by the two black lines. Then an external developer hired by company B gets a problem definition to solve, for which he has to communicate with a developer of company A. So, both developers had not been in contact before and with the fact of the external hiring, traditional filters like (personal) listing procedures can not use common criteria of company B, e.g. domains in e-mail addresses or transmitted phone numbers. At the moment of receiving a communication event in company A’s UCS, sent by the external developer, the filters know about the social proximity between company A’s head of development and company A’s developer (actual receiving). By the former communication behavior between the two development heads in A and B, the filter system is aware of the heads A parameters in terms of usage, distance of communication partners and costs of communication. When deciding about this communication event solely by traditional spam filters, the result could be unsure. And when deciding with former personal behavior of the developer in company A, the result could be unsure too. But now the corrective properties of company A’s head of development, which is detected to have a high social proximity to his developers, could be applied to the filtering process of this incoming communication event.

A. Data pre-processing

Each actor shows connections in the social network through the various communication processes with other actors from the range of available communications media. Out of the communication relations of individual actors three characteristic relationship parameters are able to be derived by every communication process in every type of communications media available. Additionally, it is possible through the communication behaviour of closely connected actors to connect them to clusters and to in turn derive the three characteristic behaviour parameters of the clusters. These three behaviour parameters are the times \( h \), at which communications procedures take place, the distance \( d \) between the participating actors and subsequently occurring costs \( c \). The distance data are deduced from the technical parameters of the appropriate communications medium or communication system. Typically available communications media example parameters are shown in table I. Afterwards this makes procedures usable for position determination [20] [21]. The media specific costs due to a communication process can be deduced from telephone charges or the volume of transmitted data. In order to get the abstract comparable costs of a communication process from various communications media the cost parameters for these considerations are standardized units and therefore comparable in the sense used here.

Each actor is given a 3 tuple as parameter data for the three characteristic behaviour parameter, see (2). The elements of this make up the parameter and can be expressed through their index.

\[
T_{m_i} = \left( \frac{\hat{h}(m_i)}{d(m_i)}, \frac{\hat{c}(m_i)}{d(m_i)} \right)
\]

Over a long period of time, a human actor displays time focal points upon which multiple communications have taken place. Capturing the time occurrences of the communication takes place in intervals in order to capture phases of increased communications incidences. This method is presented as a bar chart (see fig 5). A class wide of 60 minutes is proposed. Thereby a compromise between cancellation and complexity is given. Consequently a relationship is given between the division of the communications events in the different intervals and information about preferred communications points in time. As indicated in (3), the communications events are assigned to the 24 elements of the time vector \( \hat{h} \).

\[
\hat{h}(m_i) = \left( \sum_{k=0}^{4} E_k(m_i), ..., \sum_{k=23}^{24} E_k(m_i) \right)
\]

The captured position of the actors \( m_i \), at every communications event, and his corresponding partner actor is processed to the distance \( d \). In this way a prototypical range of all communications can be calculated out of the number of all communication processes. This takes place through the mathematical mean, here the distance of all communication processes totalled is divided by the set, see (4).

\[
d(m_i) = \frac{\sum_{k=1}^{E(m)\text{Count}} E_{mk}(\text{Distance})}{E(m)\text{Count}}
\]

Every communications instance has a cost \( c \) applied to it, in order to be able to classify the value of a communications instance, see
Typically, this value is generated from the sending actor or his approximate surroundings. From the sum of all communication instances a prototypical cost value of the communication is calculated. This is represented through the mathematical mean, here the costs of all communication instances are totalled and divided by the set (see equation 4).

\[
c(m_i) = \frac{\sum_{k=1}^{E_m} (\text{Costs})}{E_m (\text{Count})}
\]  

Subsequently the actor specific first part of the pre-processing clusters are searched for in the social network. For this the k-Means-procedure with the distance function given in equation 1 is used. Thereby the actors are connected to clusters which appear, through the communication behaviour, to be closely linked. After the clustering is carried out, each cluster \( C_i \) is assigned with the actors \( c_{i,<\text{actors}>} \). According to the actors parameters three cluster parameters \( \vec{h}(C_i), d(C_i) \) and \( c(C_i) \) are represented. These result from the arithmetic mean of the actor’s parameters in the cluster. Thereby the parameter values of the actors in the cluster are added and divided by the set of the actors in the appropriate cluster. In this way the prototypical actor value for the cluster is generated. This 3 tuple is shown in (6).

\[
T_{C_i} = \left( \frac{\vec{h}(C_i)}{d(C_i)} \right)
\]  

The captured values \( T_{m_i} \) and \( T_{C_i} \) can have their lines addressed through the index.

**B. Evaluating the communications incidences**

With the gathered and pre-processed data from the observed user behaviour, a simple test for spam or ham can be carried out upon the arrival of an external communication event \( E_r \), on an actor in the UCS \( m_i \). Thus, the actors and the cluster specific parameters are viewed as equal valued statements. With the linking up of individual behaviours, the affiliated actors and through the cluster analysis uncovered connection, the data basis for the decision is considerably enlarged and possible evaluation errors can be minimized. The cluster bound actors are socially affiliated and display similar communications behaviour. In this way the cluster specific statement confirms or corrects the actor specific statement. The ratio, between the new and individual communication event \( E_r \) and the previously determined average value \( \text{all} \), will be calculated for each of the three parameters \( \vec{h}, d \) and \( c \). To evaluate a single communication event a non-naive approach is chosen, which means the result of the relationship comparison drives against the value 1.0. This means the smaller the result’s absolute value of the subtraction, the lower the probability of spam. This is represented by a subtraction of the evidence of a relationship comparison of one. In (7), the number of communication events in the class (time slice) of the current communication process \( h_{\text{result}}(E_r, m_i) \) is compared against all other classes according to the number of \( E_m \) contained.

\[
h_{\text{result}}(E_r, m_i) = 1.0 - \frac{\text{\( \frac{T_{m_i}(1,\text{current})}{T_{m_i}(1,\text{all})} \) + \text{\( \frac{T_{C_i}(1,\text{current})}{T_{C_i}(1,\text{all})} \)}}}{2}
\]  

In (8) the mean distance value from the recipient actor and his cluster are tested against the value of the received communication events.

\[
d_{\text{result}}(E_r, m_i) = 1.0 - \frac{\text{\( \frac{T_{m_i}(2,\text{current})}{T_{m_i}(2,\text{all})} \) + \text{\( \frac{T_{C_i}(2,\text{current})}{T_{C_i}(2,\text{all})} \)}}}{2}
\]  

In (9) the mean cost value of the previous communication of the recipient actors and their clusters are tested against the value of received communication processes.

\[
c_{\text{result}}(E_r, m_i) = 1.0 - \frac{\text{\( \frac{T_{m_i}(3,\text{current})}{T_{m_i}(3,\text{all})} \) + \text{\( \frac{T_{C_i}(3,\text{current})}{T_{C_i}(3,\text{all})} \)}}}{2}
\]  

**C. Summary of the filter results**

In order to summarize the three different filter results into a result value, a specific term must be used that allows it on the one hand to contain the total result, and on the other hand takes into account the characteristics of the individual filter levels. According to size, or rather construction of the social network in a database, various individual results can be achieved using evaluations metrics. A simple scoring method is based on experience values existing above the reliability of individual metrics in the usage context of the UCS. If it is recognized that the participant results invalidate, the spam level of a communication instance \( E_{i,r} \), the weighting factors \( a, b \) and \( c \) not equal to 1.0 can be chosen. The individual metric results are multiplied with the scale factor and the product totalled.

\[
\text{\( \text{Spanlevel}(E_{i,r}) = a * h_{\text{result}} + b * d_{\text{result}} + c * c_{\text{result}} \)}
\]  

For making a decision about a current \( E_{i,r} \), whether it is spam or not, a threshold must be defined. The value to be used here is an individual nature, according to whichever risk of false positives appears to be acceptable.

**D. Filter Position within a total context**

The results from the filters described here can not reliably decide on a positive spam detection alone. Because of the multiplicity of possible connections a result value is only an additional indicator in the collection of all evaluation processes. Therefore a linking with the other (media specific) filters of individual communications media is allways necessary. Typically there are the hard criteria, such as firewall or listing procedures, which without cooperation with other filters reach a valid conclusion and soft criteria, such as content evaluation processes. For the final evaluation result of a communications process the results from all filter processes in this paper must be run together with the other processes. Typically a weighting according to reliability as well as personal settings of the associated communication participant will take place in the UCS.

**III. Further Aspects**

A telephone system’s calculations data is taken and investigated for the characteristics of the three parameters \( \vec{h}, d \) and \( c \). The data contains only the call placed by internal participants to unknown external numbers. The capture resulted originally for the purposes of billing only, not for the new procedure presented here. According to German data privacy law, the collection of unnecessary personal data is not allowed without agreement of every affected participant. There are no telephone calls between two or more known internal participants available, so that no social network in the appropriate sense can be spanned. The pure simulation of an artificial user group, in which each user generates the three parameters \( \vec{h}, d \) and \( c \) by random processes, would lead to results that are far away from reality. The following results presented in Fig. 4 to 6 originate from October 2009 data, the resulting analysis was carried out with standard tool boxes from Mathworks MatLab. There are 9298 communication events from 408 different call numbers available, a total of 42,211 charge units were used with an average speaking length of 287.48 seconds. The Fig. 5 to 7 were created using all available data thereby representing the total relationships of all participants. Clearly
recognizable are working hours and weekends, as during that time little appreciable private call activity at the university takes place, see Fig. 5.

![Figure 5. Call distribution over time of day and month](image)

A large proportion of calls are shorter than five minutes and involve minimal cost, based on the charging units, see Fig. 6.

![Figure 6. Call distribution over fee and time](image)

The international calls are distributed over only a few target countries. This characteristic could be derived to a criterion for filtering by distance values, see Fig. 7.

![Figure 7. Abroad destination networks over a month](image)

Through the broad range of the appropriately investigated parameters it is evident, that the procedure introduced here can give strongly conclusive results.

In order that these methods do not have to only be used with external databases an experimental UCS is being worked on at Pforzheim University, which unites the communications media of telephony and e-Mail and offers the possibility of the analysis introduced here. It will therefore be possible to evaluate the described procedures in a situation approximating reality and to variably test the parameters of different evaluation processes.

IV. Final remark

Proof of the effectiveness of the presented methods can only, until now, be given from theoretical experiments as at the moment no data fulfilling the assumed conditions (social network capable) for this theory, is available. Because the decision procedures are based using the three parameters in (7), (8) and (9) on hard limitations, incorrect decisions on these limitation values are not unlikely. Real environments impose to implement an imprecise decision threshold, for example through the simple one-dimensional variance $V A R(X) = \sum(X - \overline{X})^2$ of the appropriate parameter $X$, with the arithmetical mean as expectation value $\overline{X}$. The effectiveness of constant purported and thereby potentially suboptimal number of clusters through purported quantities of hard partitioned k-Means-procedure is also to be investigated using the available applicable data. Both input values from position and cost estimates will show different exactitude according to origin and communication instance. In combination with several relationship parameters and their histories these parameter input characteristics should be insignificant.

The procedure presented in this paper from three captured parameters of all conceivable communication media (time use behaviour, distance from communication partner and incurred - if only abstract - costs) in combination with individual and sum total behaviour as a reciprocal correction is a new type of idea in the battle against spam.
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Abstract—SOA (Service Oriented Architecture) defines a new Web Services cooperation paradigm in order to develop distributed applications using reusable services. The handling of such collaboration has different problems that lead to many research efforts. In this paper, we address the problem of Web service composition. Indeed, various heterogeneities can arise during the composition. The resolution of these heterogeneities, called mediation, is needed to achieve a service composition. In this paper, we propose a sound approach to formalize Web services composition mediation with the ADL (Architecture Description Language) ACME. To do so, we first model the meta-model of composite service manager and mediation. Afterwards, we formalize the mediation protocol using Armani, which provides a powerful predicate language in order to ensure service execution reliability.
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I. INTRODUCTION

The recent evolution of Internet technologies expands the role of the Web from a simple data support to a middleware for B2B (Business to Business) applications. This new Internet wave is guided by the concept of Web services. However, it is necessary to combine a set of atomic service to answer for more complex requirements [1]. The problem we are interested in is how to ensure a reliable Web service composition. By reliable, we mean any compositions where all instances are correct in the sense that they meet designer’s requirements, and especially in case of component failure. But, despite the organization of the composition into steps, the Web services composition has many heterogeneity problems. The resolution of these heterogeneities, called mediation, is needed to achieve a reliable service composition. In this paper, we formalize a reliable service composition based on non-functional Web Services properties. To do so, we describe the protocol mediation using the ACME of architectural concept style and Armani [17], to detect architectures software disparities.

This paper is organized as follows. In Sections 2 and 3, we present the Web services modeling related works, and then describe our formalization approach of Web services composition, respectively. In Section 4, we study the Web services meta-model and we propose a new composite service meta-model. Afterwards, we present in Section 5 the informal and semiformal specification of transactional properties. In Section 6, we propose a new architecture. In Section 7, we present our case study: a travel agency application. Finally, we conclude the paper by summarizing the main results and describing our futures works.

II. RELATED WORKS

Many efforts have been provided to allow a usable and acceptable Web services composition. These efforts have been implemented by several composition standard and approaches and vary between those that aspire to become industry standards to those that are much more abstract. There are several formalisms for modeling Web services composition. We can cite the Petri nets, contracts, graphs, [2], [3] UML (Unified Modeling Language), and ADLs. Each approach has advantages and disadvantages. For example, modeling using Petri nets is sound, has an intuitive graphical representation, and very visual. This approach is relevant but does not use the power of Petri nets for the composition verification. It does not model inputs and outputs of services. Another approach [4] used the concept of contracts, which
are graph transformations rules. They are specified by assertions expressing the parties’ obligations and rights. This approach remains inadequate if we want to make a dynamic or semi-automatic service composition. In our work, we try to formalize Web services compositions with ADL, an architecture description language which describes such formal process. It is recognized that UML does not describe software architecture within the meaning of ADL [5]. Even if you can use profiles to give the ADL characteristics [6], this approach limits his strong reusability property. Therefore, our approach is inspired by ADL. Yet most approaches ignore the specification of non-functional properties such as security, dependency, or transaction management. We try in this work to formalize Web services compositions with an architecture description language by implementing the protocol mediation and encouraging a large proportion of non-functional properties namely transaction management. In the next section, we present our method of formalization that derives from an MDE (Model Driven Engineering) approach which is based on the use of the ADL ACME/Armani.

III. PROPOSED APPROACH

In order to check the Web services composition, we use an MDE-based approach (Fig. 1).

![Figure 1. An overview of our services composition checking approach applied to the web service model.](image)

Indeed, we distinguish two levels M2 and M1. The M2 level describes the Web services composition meta-model and its formalization in Acme/Armani while the M1 level describes the services model. We aim to check its conformity with its meta-model.

For that purpose, we transform this service model into Acme/Armani through the M2 level formalized in Acme/Armani. The M1 level is conform to the M2 level if it checks the coherence of rules described in the M2 level and the specific rules described in the M1 level. This is checked thanks to the AcmeStudio environment, which enables the evaluation of the Armani constraints [8].

Indeed, to achieve the formalization of web service composition in ACME and check the consistency of this composition, we describe the meta-model of web service composition (M2) using the concept of architectural style of ACME. A web services composition in M1 is described using the concept of ACME system. Level M1 is said to be conform to M2 if it satisfies the consistency rules described in M2 in addition to specific rules outlined in M1.

Our approach of components assembly checking has several advantages:

- It could be applied to several components models.
- It allows validating (see the labeled arrow updated on Fig. 1) the coherence rules described on the M2 level of the considered component model. Indeed, the completeness of these rules must be considered as well on the theoretical level as on the practical level through a test activity. Representative test models based on functional testing can be established in order to validate the coherence of the suggested rules thanks to the AcmeStudio execution environment.
- The expressiveness power of Acme/Armani is higher than the UML/OCL which is considered as an alternative to our approach.

IV. META-MODELING OF COMPOSITE SERVICE

In this section, we offer an overview of the services composition that defines a meta-model of composite service. This meta-model refines all reliable characteristics of a service composition. It identifies their interdependencies, allows a comprehensive understanding of the mechanism composition and provides the ability to reuse our meta-model, which is independent of application domains or specific technologies. The construction of our meta-model is based on the modification of various properties of a service composition. Each of its properties is clearly identified and defined. Moreover, our meta-model is built as an extension of the meta-service model of OASIS (Organization for the Advancement of Structured Information Standards) [10] and W3C (World Wide Web Consortium). As, an atomic service, a composite service inherit all properties [11]. A composite service is a composition of one or several services: services: the services’ constituents.

We allocate these services constituents to business services and management services of the composite (Fig. 2):

![Figure 2. A meta-model of composite service.](image)
• Business services: These services provide their functionality without global knowledge of the composition. The business services are grouped in the composite service business or CBS.

• Manager Services Composite MSC: These are specialized services in the management of the composition logic. They manage the other components and services, which have a comprehensive understanding of the composition. The service managers are grouped in the manager service composite or MSC [12].

The MSC meets all services managers who are totally transparent to users. It is the invisible part of the composite, in charge of the composition logic. Inspired by services composition existing work, we can abstract four main roles that are described in Fig. 3:

However, we can go further into the analysis of the meta-model and extract other properties to solve all kinds of heterogeneity. These properties included the specific non-functional properties such as:

• The sequences message exchange (MEM).
• The transactional properties: They are managed by the Transaction Service Manager (TSM).
• Quality of service (QSM): This term includes non-functional properties, such as availability, speed, and cost

B. The transactional patterns mediators

Moreover, we introduce in our mediation the concept of transactional pattern, which is a point of convergence between workflow patterns and ATMs (Advanced Transactional Models) [14], one can express the logic of business processes, and the other can define the reliability of the executions. We also show their use to define and ensure service reliability compounds. For example, we use the ANDJoin pattern [15] that describes a class of interactions where a service will be activated after the termination of other services (Fig. 5).
C. Composition of transactional Web services

In this section, we show how we combine a set of transactional Web services to offer a new more complex value-added service. To manage the coordination of service components of a Transactional Composite Service (TCS), a composed service defines preconditions for external transitions (Fig. 6). These preconditions specify how the service responds to state of other services and how it can influence their behavior. Thus, a transactional web service can be set up as the couple of all components of its services and all preconditions set on their external transitions [13].

The internal transitions that we consider in our approach are fail (), terminate () and external transitions are activate (), drop (), cancel () and compensate ()

- Dependencies between services components of a TCS:
The preconditions express the form of dependency relations (successions, alternative, etc) between service components, that is to say how services are coupled and how the behavior of some services can influence the others. In general, a dependency of S1 on S2 exists if the initiation of a transition (internal and external) of S1 can be triggered from external transition of S2. The management of these dependencies includes the definition of 5 types of dependencies: activation, alternative, abandonment, compensation and cancellation.

V. Specifying properties of Web services from the proposed meta-model

A. Non functional transactional properties

It is necessary to make a choice among various nonfunctional properties for each system as it is often impossible to fully satisfy all. We have chosen to highlight the transactional approach by the interest it provides. In addition if you want to move towards more rigorous, it is possible to complete this vision chart needs through the appropriate use of pre and post conditions expressed textually with OCL [16].Thus the semi-formal specification of some OCL constraints described informally as follows:

- In the component type AndSplit mediator, any port service type must have a pre-condition equal to active.

**Context MedAndSplit**

```
InvPortServiceTerminate:Self.portsoclIsTypeOf(PortTWSService)implies Forall(p : PortWSServicejp: Precondition == activate)
```

B. Structural properties

Although our framework focuses on the specification of transactional properties related to non-functional mediation for web service composition, it is clear that the formalization of these properties generates other properties related to the structure and the operation of composed Web services. Among the structural properties of our style, we can cite:

- Every component in the system must satisfy to be made a Web service client, mediator or service.

**Context System**

```
InvServiceType:Self.serviceoclIsTypeOf(CompTWSClient) ORoclIsTypeOf(CompTWSService) ORoclIsTypeOf(CompTWSMediator)
```

- In the Component CompTWSMediator, there must at least two ports, a port of entry and an output port.

![Figure 6. Definition of a transactional composite service.](image)

Figure 6. Definition of a transactional composite service.

Then, we show in Fig. 7 how these preconditions can express a level of abstraction above dependencies between services. These dependencies in turn define the control flow and the transactional flow of the service compound.

![Figure 7. The preconditions to express a level of abstraction above dependencies between services.](image)

Figure 7. The preconditions to express a level of abstraction above dependencies between services.
A mediator AndSplit type specifies that a set of services will be activated after the termination of another service.

Context AndSplit
Pre:SCN.PortTWSClient.Prec==terminate
Post:FB.PortTWSService.Prec==activate AND
HR.PortTWSService.Prec==activate

VI. A NEW ARCHITECTURE STYLE: WSM

By studying the deployed systems, there is a number of architecture which are not limited to one style only use. This is the case for our style that works in client/server roles style and symmetrical drawing some specific pipe/filter style. This WSM style (Web Service Mediation) has three components: clients, servers and mediators. They all play the role of a service with certain features. The Ombudsman is the link between the actors who are clients and servers. Clients and servers can communicate only with the mediators. There is no direct connection between the different clients of the system or between different servers. They use SOAP (Simple Object Access Protocol) as the communication protocol in order to exchange structured data regardless the programming languages or operating systems. The WSM style is an interaction model application implementing connections to perform a Web services composition. This style is not specific to a domain, it is rather generic in order to increase the level of reuse and adapt it to any field. In fact this advantage goes to the ACME ADL that allows these users to formalize their own styles.

A. The ADL ACME

The ADL ACME [17] [18], developed at Carnegie Mellon, is a common foundation for architecture description languages. It aims to enable the exchange of architectural specifications across different ADLs. ACME is based on seven types of entities to describe architecture: components, connectors, systems, ports, roles, representations, and remaps (map representation). Moreover, it provides a rather powerful predicates language called Armani [19] with functions appropriate to the field of software architecture. The Armani language allows describing architectural properties in the invariant or heuristics forms attached to any architectural element (component, family, system, connector, etc.). Such properties are achievable within the AcmeStudio environment [20]. In the same way, the ADL Acme supports the type concept. One can define types of architectural elements (component type, connector type, role type, port type and style type). The concept property of Acme used in the type and instance levels allows attaching nonfunctional properties to the architectural elements. Lastly, Acme provides basic types (int, float, boolean and string) and type builders (enum, record, set and sequence).

B. Formalisation of the mediation service for the Web services composition with ACME

Our work began with the improvement of an existing style. We have studied the work of [21] dealing Web services composition without mediation approach, or control over the execution of flow of services. The added mediation approach is used to increase the interactions reliability between services and ensured proper implementation through transactional patterns and connectors that represent mediators. We define in our WSM style five types of connectors that inherit from ConnTWS which is connector type of Web service and represents the five types of dependencies mentioned above. The connector ConnTWS contains rules that detect inconsistencies and show that the connector should have only two roles. Fig. 8 shows an example of an activation connector, which specifies a fundamental property to ensure the activation dependency. This property ensures that for any role r1 attached to a port P1, and for any role r2 attached to a port p2, the two roles are different, the port p1 must be a precondition equal to "terminate". Therefore, to ensure this property the port p2 should be equal to a pre-condition 'activate' and vice versa.

46. // Definition of Activation Connector
47. Connector Type ConnTWSAct extends ConnTWS with {
48. Rule CondActivation = invariant forall r1 : Role in self.ROLES |
49. Forall r2 : Role in self.ROLES |
50. Forall p1 : PortTWSClient in r1.ATTACHEDPORTS |
51. Forall p2 : PortTWSService in r2.ATTACHEDPORTS |
52. (r1 != r2 AND attached (r1, p1) AND attached (r2, p2)) -> (p1.Prec == terminate AND p2.Prec == activate) OR (p2.Prec == terminate AND p1.Prec == activate) ;}

Figure 8. The ACME descriptions of the activation connector.

In addition, this style can be used to detect the mismatches between web services. Thus, rules are defined, illustrated in Fig. 9. The first rule states that all the elements found in a system of this style must meet the requirement of being one of three component types CompTWSClient, or CompTWSService or CompTWSSMediateur.

The second rule checks that if two components are connected one of them must be of mediator type and the third shows that the control flow is formalized as a composition between the AndSplit mediator on one hand and activation connector on the other. Indeed, if the component AndSplit exists it must necessarily be attached to an activation connector.
VII. CASE STUDY

We present in this section a scenario to show how this style can be used in ACME Studio to detect inconsistencies. The example shows a web travel organization application. The client specifies its requirements in terms of destination and choice of accommodation through the activity "Specification of Client Needs" (SCN). This specification is then passed through mediation service AndSplit that describes how the services "Flight Booking" (FB) and "Hotel Reservation" (HR) will be activated after SCN termination.

The organization Travel Service Online (TSO) described above, specifies a dependency of activation between SCN and HR services, denoted depAct (SCN,HR) under the activation condition, HR CondAct (HR) = SCN.terminate(). So HR will be activated after the termination of SCN. But the client component SCN has only Client type port according to the WSM specification style. In addition the mediator, AndSplit has an input service type port that can be assembled with the client port component SCN having a pre-condition "activate".

143.// Configuration of few rules
144. Rule rule33 = invariant forall comp: Component in self.
COMPONENTS satisfiesType(comp, CompTWSClient) OR satisfiesType(comp, CompTWSMediateur) OR satisfiesType(comp, CompTWSService)
145. Rule rule34 = invariant forall c1: Component in self.
COMPONENTS | forall c2: Component in self. (satisfiesType(c1,c2) AND satisfiesType(c2, CompTWSMediateur)) OR (satisfiesType(c1, CompTWSService) AND satisfiesType(c2, CompTWSMediateur)) OR (satisfiesType(c1, CompTWSClient) AND satisfiesType(c2, CompTWSService)) OR (satisfiesType(c1, CompTWSMediateur) AND satisfiesType(c2, CompTWSService) AND satisfiesType(c1, CompTWSMediateur)) OR
146. Rule rule35 = invariant exists c: Component in self.
COMPONENTS | declaresType(c, MedAndSplit) AND forall conn : ConnTWS in self.CONNECTORS | attached(c, conn) (satisfiesType(conn,ConnTWSAct)); ] }

Figure 9. The ACME descriptions of few rules.

It also has two ports as client having “terminate” as pre-condition. A fundamental property was described in the activation connector and specifies that any assembly with a client port service must satisfy a dependency of activation, i.e., a pre-condition “activate” and pre-condition “terminate” on both sides of the connected ports. So given these properties checked during assembly AndSplit mediation service that has a service port "activate" pre-condition with the SCN client service, it can only have one client port pre-condition “terminate”. As a result, we check the function of a listed mediator AndSplit, which is to complete a service that is SCN client service. On the other side the mediator has the same role to enable other service that are the HR Service and FB using the same process as the AndSplit mediation service which can be linked with an activation connector. However, the different dependencies of activation, alternative, and cancellation have been fulfilled with the ADL ACME / Armani and fostered a reliable Web service composition through mediation. We note that Acme Studio puts warning triangles in architecture during the inconsistency detection process. These triangles are superimposed on pre signaling components or connectors, which indicate that one or more constraints are not met. In this case, it means that an architecture inconsistency has been detected and is localized around the connector or component as in Fig. 10.

Figure 10. The initial system architecture with warning triangles showing where mismatches have been detected.

A triangle does not indicate what type of asymmetry is. This is why we should select the connector in question to find the reported failed rules. Fig. 11 shows this point of view of the activation connector between FB and services ANDJoin. The rule states that the activation connector fail to evaluate to true as shown in the figure and as consequence the activation dependence is failed, which then leads to failure of the entire system.

Figure 11. The initial system architecture with warning triangles showing where mismatches have been detected.

To process the ANDJoin mediator, it is necessary to satisfy the activation condition in the connector between FB and ANDJoin. To correct the detected inconsistency, we have to establish a good activation condition between these services.
components by associating a precondition to enable ConfirmReqReserv port of the ANDJoin component.

VIII. CONCLUSION AND FUTURE WORKS

This work presented in a general framework to ensure a safe design and execution of software architectures specifically the web services composition. We could formalize this composition mechanism by implementing the mediation protocol and ensuring reliability advocated by specifying non-functional properties. To do so we use Acme to check assembling consistency of Web service composition. We address this issue by describing the Web services composition Meta-model (M2 level) using Acme style architecture. The checking of the structural and non-functional properties of the composition models exploits the AcmeStudio features of verifying invariants of an Acme model. In our future works we are considering the following perspectives:

- Using existing techniques developed by the Semantic Web initiatives to promote the automation of messages and the selection of mediator models.
- Using external analysis tools associated to AcmeStudio environment in order to reason on Web services composition structures: processing global properties from local properties.
- Developing systematic translation rules of Web service composition architecture through the M2 level provided in Acme style (WSM style) which would call upon an MDE approach.
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I. INTRODUCTION

The “always on” vision of mobile Internet access has become a reality with the nearly ubiquitous coverage provided by cellular networks. Communications speeds have also increased significantly with the advent of 3G mobile networks that enable data rates supportive of real time video. In addition, using the competing access technologies such as wireless, the user can experience Internet data rates similar to those available with broadband connectivity in the fixed networks [4].

The increasing use of mobile terminals and infrastructure makes it possible the communications and information access from any location at any time. The convergence of mobile and WEB service technologies enables new services and business models, and accelerates the development of mobile and fixed Internet technologies [1]. The mobile industry is poised to take advantage of the benefits of interoperability that WEB services provide [2]. Interoperable messages can reduce the time and costs of business integration, creating opportunities for the adoption of WEB services technologies.

The present paper describes the technology and the building blocks needed to be put together in mobile networks, that can wirelessly delivered WEB content [7]. Included are extensive coverage of the network elements, languages used to represent browser content, communication protocols, network services and related software components that are used in the operation of such networks [5], [8]. The UbiPOL platform services will include user location tracking, security schemes, content personalization approaches, privacy mechanisms, etc. .

While on the move, a mobile user faces many challenges such as mobile terminal’s limited screen size, restricted input capabilities, battery power constrains and air time costs. There is where knowledge of a user context can be leveraged to drive and personalize the interaction between user and the Internet server, so as to ease the communication exchange and focus the delivery of WEB content to the user.

First, the paper presents and analyzes the tendencies and characteristics of the mobile device market. Then, the JAVA ME platform is presented as a very useful and performance tool for mobile application development. In fact, JAVA ME seems to be thenost ubiquitous application platform for mobile devices, which complies with the UbiPOL objectives. Following these considerations, the WEB services clients in JAVA ME are also presented. Several Java WEB service stacks and frameworks that will be considered in the implementation of UbiPOL are presented next. Finally, a section for conclusions is present at the end of the paper.

II. THE MOBILE DEVICE MARKET

The mobile devices market trends are closely related to the significant increase of the bandwidth necessity and data traffic on the cellular or wireless channels. Nowadays, the network and service infrastructure domain is facing many important changes like:
- Explosive growth of data rates and capacities;
- The emergence of massive data and content delivery and consumption;
- Evolution towards a converged architecture that has dramatically increased the permutations and combinations of services and usages between people, devices, media, and even between real and virtual worlds;
- User involvement in defining her/his communication sphere has led to much more customization, personalization and users becoming content producers.

An explosion in number of mobile Internet devices is expected, evolving towards trillions of connected devices, M2M, within the Internet of objects.

Globally, mobile data traffic will double every year through 2014, increasing 39 times between 2009 and 2014. Mobile data traffic will grow at a compound annual growth rate (CAGR) of 108 percent between 2009 and 2014, reaching 3.6 exabytes per month by 2014 [24]. The UbiPOL project aims to use this opportunity to involve the citizens in the policy making process.

According to Gartner Inc. Report, the worldwide mobile phone sales totalled 286.1 million units in the second quarter of 2009, a 6.1 per cent decrease from the second quarter of 2008, according to Gartner, Inc. [3] (see Table 1). Smartphone sales surpassed 40 million units, a 27 per cent increase from the same period last year, representing the fastest-growing segment of the mobile-devices market (see Table 2).

### Table I. Worldwide Mobile Terminal Sales—End Users in 2Q09 (Thousands of Units)

<table>
<thead>
<tr>
<th>Company</th>
<th>2Q09 Sales</th>
<th>2Q09 Market Share (%)</th>
<th>2Q08 Sales</th>
<th>2Q08 Market Share (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nokia</td>
<td>105,413.3</td>
<td>36.8</td>
<td>120,353.3</td>
<td>39.5</td>
</tr>
<tr>
<td>Samsung</td>
<td>55,430.2</td>
<td>19.3</td>
<td>46,376.0</td>
<td>15.2</td>
</tr>
<tr>
<td>LG</td>
<td>30,497.0</td>
<td>10.7</td>
<td>26,698.9</td>
<td>8.8</td>
</tr>
<tr>
<td>Motorola</td>
<td>15,947.8</td>
<td>5.6</td>
<td>30,371.8</td>
<td>10.0</td>
</tr>
<tr>
<td>Sony Ericsson</td>
<td>13,574.2</td>
<td>4.7</td>
<td>22,951.7</td>
<td>7.5</td>
</tr>
<tr>
<td>Others</td>
<td>65,260.2</td>
<td>23.0</td>
<td>57,970.6</td>
<td>19.0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>286,122.7</strong></td>
<td>100.0</td>
<td><strong>304,722.3</strong></td>
<td><strong>100.0</strong></td>
</tr>
</tbody>
</table>

### Table II. Worldwide Smartphone Sales—End Users in 2Q09 (Thousands of Units)

<table>
<thead>
<tr>
<th>Company</th>
<th>2Q09 Sales</th>
<th>2Q09 Market Share (%)</th>
<th>2Q08 Sales</th>
<th>2Q08 Market Share (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nokia</td>
<td>18,441.0</td>
<td>45.0</td>
<td>15,297.9</td>
<td>47.4</td>
</tr>
<tr>
<td>Research In Motion</td>
<td>7,678.9</td>
<td>18.7</td>
<td>5,594.2</td>
<td>17.3</td>
</tr>
<tr>
<td>Apple</td>
<td>5,434.7</td>
<td>13.3</td>
<td>892.5</td>
<td>2.8</td>
</tr>
<tr>
<td>HTC</td>
<td>2,471.0</td>
<td>6.0</td>
<td>1,330.8</td>
<td>4.1</td>
</tr>
<tr>
<td>Fujitsu</td>
<td>1,249.0</td>
<td>3.0</td>
<td>1,071.5</td>
<td>3.3</td>
</tr>
<tr>
<td>Others</td>
<td>5,688.2</td>
<td>13.9</td>
<td>8,085.8</td>
<td>25.1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>40,962.8</strong></td>
<td><strong>100.0</strong></td>
<td><strong>32,272.7</strong></td>
<td><strong>100.0</strong></td>
</tr>
</tbody>
</table>

As mobile devices continue to converge with consumer electronics, vendors find themselves (and their devices) locked in a battle over similar market segments, similar buyer demographics and similar product concepts. Mobile users have a wide choice of capable device types to fulfill their mobile communication and computing needs. Studies highlighted key device segment trends and market considerations across many mobile device categories, including mobile handsets and handset accessories. Since wireless connectivity continues to be incorporated into new device segments, the impact of emerging services and technologies is in close relation to their market potential in mobile devices [4].

The remarkable technical performances of the mobile devices make them available for a great variety of applications: social networking, consumer and, business applications, content & delivery platforms, messaging, browsers, operating systems (OS), and users interfaces (UI).

### III. Java ME “The Most Ubiquitous Application Platform for Mobile Devices”

Java Platform, Micro Edition (Java ME) provides a robust, flexible environment for applications running on mobile and other embedded devices—mobile phones, personal digital assistants (PDAs), TV set-top boxes, and printers. Java ME includes flexible user interfaces, robust security, built-in network protocols, and support for networked and offline applications that can be downloaded dynamically [5]. Applications based on Java ME are portable across many devices, yet leverage each device’s native capabilities.

In order to provide ubiquitous deployment across different mobile operating systems and device types the Java ME platform was selected for development of front-end components for the UbiPOL platform [6]. An inventory of mobile application development tools was realized. For each mobile application development tool, the following issues were analyzed and specified: system’s requirements, installation procedures, available device emulators, Java ME API, etc.

The following tools are components of the mobile application development environment for UbiPOL:
- Java ME SDK 3.0, [15],[16];
- Nokia S60 3ed Edition SDK for Java, [17];
- BlackBerry JDE 5.0 [21];
- LG SDK 1.5 for the Java ME Platform ; [18];
- MOTODEV SDK for Java ME v3.0 [19];
- Samsung Java SDK 1.1.2, [20];
- Sony Ericsson SDK 2.5.0.6 for JavaME Platform[22].

The SDK from SUN was chosen as the default development tool for UbiPOL mobile applications identified as necessary. Compiling, building, running, testing and debugging mobile applications will be done using this tool. The other tools have been deployed only for test purpose, in order to ensure UbiPOL mobile applications compatibility with other device types from leading market manufacturers.

The Java ME Platform SDK 3.0 form SUN provides device emulation, a standalone development environment, and a set of utilities for rapid development of Java ME.
applications. On Windows, Java ME SDK 3.0 is the successor of the Java Wireless Toolkit 2.5.2 and Java Toolkit 1.0 for CDC. The Java ME SDK 3.0 is available for Windows XP and Vista 32-bit, and for Mac OS.

The Java ME SDK 3.0 includes several emulators to allow running, testing and debugging applications under different scenarios (different device screen size, different input device configuration – keyboard, touch screen, both –, external events generator support – location events, device orientation change –, number of colours, different Java ME API support etc.) The device emulators available in the SUN’s Java ME SDK are: ClamshellCldePhone1, DefaultCldeJtwiPhone1, DefaultCldeJtwiPhone2, DefaultCldeMsapPhone1, DefaultCldeMsapPhone2, DefaultCldePhone1, DefaultCldePhone2, DefaultFxPhone1, DefaultFxTouchPhone.

The Java ME SDK from SUN offers a great number of Java ME API’s, configurations and profiles as follows: configurations (CLDC 1.0, CLDC - 1.1), profiles (MIDP - 2.0), Java ME API’s (ex. JSR 172 – WEB Services Specifications, JSR 179 – Location API, and so on), available for each emulator included in the SDK from SUN.

IV. WEB SERVICES CLIENTS IN JAVA ME

The J2ME WEB services API (WSA) extends the Java2 Platform, ME to support WEB services, and was developed within the Java Community Process, as JSR 172. The API’s two optional packages standardize two areas of functionality that are crucial to clients of UbiPOL WEB services: remote service invocation and XML parsing.

WSA is designed to work with J2ME profiles based on either the Connected Device Configuration (CDC) or the Connected Limited Device Configuration (CLDC 1.0 or CLDC 1.1). The remote invocation API is based on a strict subset of J2SE’s Java API for XML - Based RPC (JAX - RPC 1.1), with some Remote Method Invocation (RMI) classes included to satisfy JAX - RPC dependencies. The XML - parsing API is based on a strict subset of the Simple API for XML, version 2 (SAX2).

The core specifications and application - level protocols that define WEB services are promoted by the WEB Services Interoperability Organization (WS - I), and governed by the World Wide Web Consortium (W3C) and the Organization for the Advancement of Structured Information Standards (OASIS) [8]. The four key standards that specify how to create, deploy, find, and use WEB services, are presented in the following table.

<table>
<thead>
<tr>
<th>WEB services standards</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Object Access Protocol (SOAP) 1.1</td>
<td>Defines transport and data encoding</td>
</tr>
<tr>
<td>WEB Services Definition Language (WSDL) 1.1</td>
<td>Defines how remote services are described</td>
</tr>
<tr>
<td>Universal Description, Discovery, &amp; Integration (UDDI) 2.0</td>
<td>Defines how remote services are discovered</td>
</tr>
<tr>
<td>Extensible Markup</td>
<td>Defines the Extensible Markup</td>
</tr>
</tbody>
</table>

The goal of WSA is to integrate fundamental support for WEB services invocation and XML parsing into the device's runtime environment, so developers don't have to embed such functionality in each application.

To make the interpretations of the standards easy, WS - I has defined a set of conformance rules called the WS - I Basic Profile, version 1.0. JSR 172 conforms to the Basic Profile. JSR 172 specifies standardized client - side technology to enable J2ME applications to consume remote services on typical WEB services architectures, as Figure 1 illustrates:

![Figure 1. J2ME in a typical WEB service architecture](image)

At a high level, this WEB service architecture has three elements:

- A network-aware application residing on a WSA-enabled wireless device. The application includes a JSR 172 stub that uses the JSR 172 runtime to communicate with the network.
- The wireless networks, the Internet and the corresponding communication and data - encoding protocols, including binary protocols, HTTP, and SOAP/XML.
- A web server, acting as the service producer, typically behind one or more firewalls and a proxy gateway; the web server often provides access to back-end applications and servers on a private network [7].

A typical JSR 172 based application is a smart client based on the Mobile Information Device Profile (MIDP) or the Personal Basis Profile (PBP), with business - specific logic, user interface, persistence logic, and life - cycle and application - state management. To handle XML documents, the application can employ the JAXP subset API. To consume WEB services, it can use the JAX - RPC subset API, employing JSR 172 stubs and the runtime. In devices such as cell phones, typically the application and the JSR 172 stub reside in the device's memory, while all the JSR 172 elements, along with the underlying profile and configuration, are embedded in the device itself.

At the center of JSR 172 operations is the runtime, with its service provider interface, which enables the stubs to perform all the tasks associated with invoking an RPC service endpoint:

- Set properties specific to an RPC invocation;
- Describe the RPC invocation input and return values;
- Encode input values;
- Invoke the RPC service endpoint;
- Decode and return to the application any values that the service endpoint returns.

In the Figure 2 is presented how a typical JSR 172 based application is organized.

![A typical JSR 172 based application architecture](image)

There are many WEB services useful for developing Java ME client applications. Among them, Google Maps API WEB services is a collection of HTTP interfaces to Google services providing geographic data for maps client applications. Google Maps offers REST services that allow accessing its data with simple HTTP requests, so they can be easily integrated into mobile applications [13].

The developer must sign up, [23] to get a key (API_KEY, a simple string) that he/she will use for all the queries to Google Map services.

The static maps WEB service allows retrieving single images that can be used in mobile applications, because it not requires Javascript or any dynamic page loading.

The static maps service supports different image formats (png32, GIF, JPG) and customizable image size that can be used for all purposes. The developer must retrieve an URL with an HTTP request, that must include some parameters like: the map’s center geographical coordinates (latitude and longitude), the image format and size, the zoom level (the zoom range is from 0 to a maximum level of 19) and the API_KEY [14].

Geocoding is the process of converting an usual address into geographical coordinates, that can be used, for example, to place markers or position the map. The Google Geocoding API is another REST service that provides access to a geocoder via an HTTP request, so it can be integrated into mobile applications. Additionally, “reverse geocoding” can be performed, that means the converse operation (turning coordinates into addresses).

Location API (JSR - 179) allows Java ME applications to get the user geographic location. The implementation of this technique in the device can be based on a GPS technology, using the mobile phone network (with Cell ID), etc.

V. WEB SERVICES FRAMEWORKS AND PROTOCOLS

WEB services are being widely deployed to facilitate interoperability across different hardware and software implementation, machine architectures and application programming interfaces (API’s) [9].

Creating effective mobile WEB services requires an architecture that addresses issues related to identity management, security, the machine readable description of WEB services and methods for discovering WEB services instances.

The XML Protocol work is the foundation for a WEB Service framework within which automated, decentralized services can be defined, deployed, manipulated and evolved in an automated fashion. This framework provides a structure for integration and a foundation for protocols that will support the needs of such service - oriented applications. The goal is a scalable, layered architecture, one that can appropriately meet the needs of both simple and extremely robust high - volume deployments. As with other Web technologies, the focus is on enabling ubiquitous interconnectivity of entities and organizations dispersed throughout the world. The WEB services framework focuses on supporting application - to - application integration between entities having disjoint platforms, management, infrastructures and trust domains. Using the framework, a model for describing, discovering and exchanging information can be realized, that is independent of application implementations and the platforms on which applications are developed and deployed.

The UbiPOL platform will be realized using frameworks and stacks that allow the WEB services implementation using Java language. As implementation options for UbiPOL platform the following WEB service frameworks have been considered: Axis 1.x, Axis2, CXF, Glue, JBossWS, XFIRE (1.2), Metro, OracleAS 10g.

Their general features and WS related JSR standards, as a criteria list approach, are presented synthetically in the following tables.

**Apache Axis** is an open source, XML based WEB service framework. It consists of a Java and a C++ implementation of the SOAP server, and various utilities and APIs.

**Apache Axis 2** is a core engine for WEB services. It is a complete re - design and re - write of the widely used Apache Axis SOAP stack.

**Apache CXF** is an open source services framework, suitable for building and developing services using frontend programming APIs, like JAX - WS and JAX - RS. These services can comply with protocols such as SOAP, XML/HTTP, RESTful HTTP, or CORBA.

**GLUE Java WEB services**, delivered by Mind Electric, is a WEB service toolkit for Java programmers that offers an easy way to implement SOAP messaging.

**For UbiPOL, the Glue server** can have two parts: a Java class that performs the business logic and a Java class...
that starts GLUE’s HTTP Server and publishes the business logic object as a SOAP service.

**JBossWS** is a WEB service framework developed as part of the JBoss Application Server. It implements the JAX-WS specification that defines a programming model and run-time architecture for implementing WEB services in Java [12].

**XFire** is an open source Java SOAP framework built on a high performance, streaming XML model. XFire includes support for WEB service standards, an easy to use API, Spring integration, JBI support, and pluggable bindings.

**The Metro WEB services** stack is an open source tool developed by Sun Microsystems. It incorporates the reference implementations of the JAXB 2.x data-binding and JAX-WS 2.x WEB services standards, along with other XML-related Java standards.

**Oracle Application Server 10g R3** WEB Services provides a new runtime infrastructure supporting J2EE 1.4 WEB services. Figure 3 provides an architectural overview of this new infrastructure [15].

![Diagram of Oracle Application Server 10g R3 WEB Services Framework](image)

Figure 3. Oracle Application server 10g R3 (10.1.3.0.0) WEB Services Framework

Their general features and WS related JSR standards, as a criteria list approach, are presented synthetically in the following tables.

### TABLE IV. WEB SERVICES FRAMEWORK GENERAL FEATURES

<table>
<thead>
<tr>
<th>Feature</th>
<th>Axis 1.x, 2</th>
<th>Cxf</th>
<th>Glue</th>
<th>JBossWS XFire 1.2 Metro</th>
<th>Oracle AS 10g</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Profile Compliant</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Easily Create Services from POJOs</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Open Source</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>RPC-Encoding</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Spring Support</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

### TABLE V. WS RELATED JSR STANDARDS

<table>
<thead>
<tr>
<th>Feature</th>
<th>Axis 1.x, 2</th>
<th>Cxf</th>
<th>Glue</th>
<th>JBossWS XFire 1.2 Metro</th>
<th>Oracle AS 10g</th>
</tr>
</thead>
<tbody>
<tr>
<td>JAX-RPC</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>JAX-WS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>JSR 181 on Java 1.4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SAAJ (1.2/1.3)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>JBI</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Generally, all the previously WEB services Frameworks comply with the following transport protocols: HTTP, JMS, SOAP/JMS Spec, Jabber, SMTP/POP3, TCP.

The notes from Tables IV and V highlight some issues relevant to our objectives, as follows:
- M1 - in case of the Metro WEB service framework, the Remote Procedure Call encoding is available only through the JAX-RPC 1.1 APIs and removed JBI JSR;
- M3 - in case of Metro WS, JAX-RPC 1.1, JAX-WS 2.0 and JAX-WS 2.1 RI are combined together in Metro as well as JAXB 2.0 and JAXB 2.1. JAX-WS 2.0 and JAXB 2.0 functionality is available in Java SE 6 as well;
- A22 –in case of Axis 2 WS, there is not JAX-WS TCK compliant due to lack of JAX-WS tooling;
- BPEL – allow services interaction to be described easily and thoroughly by the WS – BPEL, an XML based programming language;
- ANT – is a Java based software tool useful for automating software build processes.

CXF supports a very wide range of connection possibilities, by using the Camel transport.

The specification from the Tables IV and V show that Metro is in conformance with the WS-I Basic Profile and it supports SOAP 1.1 messages relayed over HTTP as transport. It also provides support for WSDL 1.1 and XML.

Metro is an open source web service stack that is a part of the GlassFish project. It is included in Glassfish V3 and it is available under the CDDL and GPLv2 licence. Since Metro is compliant with the WS-I Basic Profile and the requirements of JSR 172, web services deployed with it can target Java ME applications running on mobile phones as service consumers. That is why Metro seems an appropriate web service stack option for UbiPOL.

OSGi technology is the dynamic module system for Java™. The OSGi Service Platform provides functionality to Java that makes Java the premier environment for software integration and thus for development [11].

ProSyst, an OSGi and Java pioneer, is a company entirely focused on open standards technology and was most actively involved in helping to create the OSGi specifications. It offers OSGi technology based products and services for Mobile Devices market [12].

VI. CONCLUSIONS AND FUTURE WORK

The following general advantages indicate WEB services as a suitable solution for UbiPOL:

WEB services are platform and language independent: WEB services provide interoperability between various software applications running on disparate platforms. They are not tied to any operating system, development platform or programming language. WEB services allow different applications from different sources to communicate with each other, without time - consuming or custom coding. This is because WEB services use open standards and protocols like SOAP, WSDL and XML. After deployment, this could provide other developers with the opportunity to include UbiPOL WEB services in their custom applications and deliver UbiPOL content and data merged with their own.

One solution for handling interaction between Java ME applications running on mobile phones and UbiPOL servers are WEB services. WEB services will be the logic tier components of the scalable UbiPOL system architecture.

There are several APIs that provide WEB service client support for the Java ME platform: WSA, WINGFOOT SOAP client, kSOAP2. The WSA specification was developed within the Java Community Process as JSR 172. The J2ME WEB Services API (WSA) extends the Java 2 Platform, Micro Edition to support WEB services. This is why it is included in many Java ME platform implementations by mobile phone manufacturers. WSA provides out of the box support for Java ME WEB service client applications on many mobile phones available on the market.

In order to develop Java ME WEB service client applications, UbiPOL must rely on an available API. Because WSA (JSR 172) provides out of the box support for Java ME WEB service client applications on mobile phones, it is the most appropriate option for now. Other third party APIs require including those APIs in the distribution file. This would lead to larger distribution files, which is not recommended. The other options may be implemented if they prove to be necessary.

WSA (JSR 172) conforms to the WS - I Basic Profile WEB service specification. It requires the use of SOAP 1.1, WDSL 1.1 and XML 1.0. The WEB service framework or stack that will be used for the deployment of UbiPOL WEB services on the server must comply with the same specification as WSA in order to ensure compatibility and interoperability.

Several WEB service frameworks were analysed: Axis 1.x, Axis2, CXF, Glue, JBossWS, XFire (1.2), Metro, OracleAS 10g.

The application server identified as required for the implementation of UbiPOL is Glassfish. Metro is the WEB service application stack bundled with Glassfish. It is in conformance with the WS - I Basic Profile WEB service specification. This makes Metro the best available option for now.

WEB services will be logic tire components of the UbiPOL system architecture, enabling the interaction between UbiPOL Java ME applications (presentation tier) and UbiPOL database servers (data tier) [17]. UbiPOL WEB services will be in conformance with the WS - I Basic Profile 1.0 specification. SOAP 1.1 conveyed over HTTP will be used for messages sent between Java ME applications and WEB services. As SOAP is an XML based protocol, the data conveyed between Java ME applications and UbiPOL WEB services will be XML serialised for both request and response messages. UbiPOL WEB services will make use of WSDL 1.1 to provide a “machine - processable” description of the operations supported, enabling client side code generation in many IDEs. The Metro WEB service stack and the Glassfish application server will be used to deploy UbiPOL WEB services. The WSA (JSR 172) API will be used in the implementation of UbiPOL Java ME WEB service client applications.
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Abstract—Data integration and content publishing in terms of Linked Data is a complex and time-consuming task while developing Web 2.0 applications. Considering this problem separately from architecture design increases application maintenance effort and causes additional overhead to provide public access functions. In this paper, we present the WebComposition/Data Grid Service and its data management capabilities to meet demands of modern Web 2.0 applications. We show how to facilitate the application implementation and shorten development time by applying the Data Grid Service as Web Service-based storage solution.
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I. INTRODUCTION

The classical approach while developing Web 2.0 applications foresees many steps beginning with problem analysis over data modeling, architecture design and ending with implementation and maintenance [1]. Consider the development process of a small Web 2.0 application. As an example, we create a small online-tool to support Scrum software development method [2]. In Scrum a product owner separates the project into stories, which are functionalities a client wishes from the application. Stories are implemented by the Scrum team during sprints - fixed periods of time, usually 2 or 4 weeks. The team divides the stories into small tasks and solves them by implementing the specified functionality. If problems occur, so called impediment requests are posted to the scrum master, who tries to solve them and cares about the smooth development process.

First we define entities and relationships using the UML class diagram from Fig. 1. Following the classical approach we use one of the Object-Relational-Mapping libraries (like Hibernate [3] or Microsoft Entity Framework [4]) to map the described classes and associations onto tables of a relational database. This way the application deal only with conceptual scheme and concentrates on business logic, abstracting from database read/write operations and communication details. With the help of a Model-View-Controller (MVC) Framework we develop the presentation level and implement navigation functions. Due to the simplicity of our example application it doesn’t take much time to implement the business logic. The creation, edition and retrieval functions are usually automatically generated by modern MVC frameworks.

The created application works fine as a standalone tool, but still doesn’t collaborate with other services or exchange any data. Assuming we would like to provide a Really Simple Syndication (RSS) feed [5] with newly added impediment requests, additional programming effort in implementation of a web-service is needed making this simple feature costs- and time-consuming. Publishing the information about ongoing projects in Resource Description Framework (RDF) format [6] requires new work again, transforming internal data into new representation and exposing it by implementing new web service methods. Further functionalities like public or new data representations become even more expensive due to the implementation and maintenance costs.

As we see, application development time and project costs could be decreased if collaboration with other services as well as publishing of content in terms of Linked Data would be considered in the planning phase. Addressing these problems after essential application functions are implemented, data is strictly modeled and manipulation methods are defined makes the further development inefficient and increases maintenance costs. Our solution acts as a web-based storage solution targeting common integration and data exchange needs of modern Web 2.0 applications and supporting the developer in implementation and maintenance of web-based applications. We show how schema-free data
can be modeled using Data Grid Service (DGS) and manipulated in the RESTful way \[7\] (Section II). We illustrate the application of Data Grid Service as underlying storage engine (Section III) and discuss it respecting complexity and performance aspects (Section IV). We also present some related approaches in Section V.

II. WEBCOMPOSITION/DATA GRID SERVICE

In this section, we discuss the fundamentals of the WebComposition/Data Grid Service, present data modeling possibilities, access methods and internal architecture of the service.

A. Basic Principles

The Data Grid Service acts as a flexible and easy to integrate component providing wide information exchange and sharing possibilities. Focusing on the management of XML lists and corresponding metadata in a RESTful way, the service can be applied in a variety of scenarios with different requirements on discovery, presentation and integration of data. The concept of URI plays a decisive role in data access and manipulation methods, the variety of supported representation formats makes it easy to share the information and integrate it into existing applications. Though the service focuses on the maintenance of data in form of XML lists, further functionality such as content transformation using XSLT stylesheets, binary content or gateways to other data sources may be managed through extensions.

The logical view on the resources managed by Data Grid Service is described by a set of so called information stores (Figure 2). The information stores provide access to the resources inside and corresponding metadata. For example an information store may act as a single XML list, containing XML representation of people or publications and providing Create/Read/Update/Delete (CRUD) methods for item manipulation. The information stores, metadata and single items are references through URIs, service architecture allows items to contain further information stores or act as a gateway to other services or data sources. To create information stores within the Data Grid Service a corresponding HTTP request is made with descriptive information about the newly created information store. Configuring the stores using metadata allows not only the definition of functionality but also affects performance issues, e.g., XML lists may be internally stored either directly in separate files or in the database to maintain larger amounts of data. Moreover relationships between information stores can be configured to merge the contents and process the combined data.

B. Data Model

The WebComposition/Data Grid Service manages structured data in form of XML lists. Additionally service can handle lists of binary arrays, providing a fast and flexible storage solution for web application resources. Resource metadata in form of RDF statements can be created to annotate the stored information, connect it with related resources or configure access and manipulation methods. XSLT stylesheets are used to transform the content into another representation formats, such as RDF or JSON, or to organize the data as Atom or RSS Feeds.

Resources in DGS may be created via HTTP in the RESTful way and configured for the future use by provided descriptive metadata. Depending on the type of the created resource its behavior and access methods are defined. In case of XML lists, single XML blocks may be added, retrieved or deleted. To validate the incoming data a XSD schema can be defined, specifying either the overall list structure or making restrictions on the incoming elements. In order to support the development of applications with focus on relationships between objects foreign keys and connections may be specified between lists providing a flexible access to subordinate items. The relationships are defined using RDF statements so that external services may consume this information to optimize their own discovery and integration functions.

C. Data Manipulation

The WebComposition/Data Grid Service is a web component designed in a RESTful architectural style, providing a number of resource discovery and maintenance functions. With a HTTP GET request on service metadata (/meta) the RDF description of existing information stores and current service configuration is retrieved.

New information stores are added with a POST request on Data Grid Service URL providing description of the resource to be created. The type of the resource (list of XML elements, XSLT transformation, gateway to other services
etc.) defines the allowed operations both on the resource itself but also on the subordinate items. Single list items are created with a POST request on the corresponding parent list URL:

```
POST /authors HTTP/1.1
Host: dgs.example.org
Content-Length: 89
Content-Type: text/xml
```

```xml
<?xml version="1.0" encoding="UTF-8"?>
<author>
  <fname>Oleksiy</fname>
  <sname>Chudnovskyy</sname>
  <city>Chemnitz</city>
</author>
```

HTTP/1.1 201 Created
Location: http://dgs.example.org/authors/5

Unique id’s are assigned to the newly created store items so these can be later retrieved, updated or deleted with corresponding GET, PUT or DELETE methods. To make the item URI even more descriptive a URI Template [8] may be defined to map the incoming request onto predefined XPath expression selecting the appropriate items from the list:

```
POST /authors/meta HTTP/1.1
Host: dgs.example.org
Content-Length: 89
Content-Type: text/n3
```

```n3
@prefix meta: <http://www.webcomposition.net/2008/02/dgs/meta/>
<http://dgs.example.org/authors>
meta:urlTemplate

  meta:url "authors/{value}"
  meta:xPath "/authors/student[sname='{value}']"

```

The newly created item would be then alternatively available under the URI: http://dgs.example.org/authors/chudnovskyy.

The metadata of XML list items may provide further information in RDF format about the resource e.g., its creation date or list creator.

The described approach simplifies the fast development of many Web 2.0 applications, e.g., blogs, online presentations or information sharing portals by providing a flexible and intelligent storage solution. Satisfying the needs of developers to model structured data, Data Grid Service exposes its content in a RESTful way, so the content may be immediately consumed by other applications and services.

To support applications based on the domains with many connections between items, the pre-configured relationships are used by the Data Grid Service to aggregate subordinate items. The relationship is defined through 4 obligatory and 3 optional attributes:

- **Source**: A URI of the information store within the Data Grid Service to act as a primary list, e.g., http://dgs.example.org/authors/
- **Target**: A URI of the information store within the Data Grid Service to act as a subordinate list, e.g., http://dgs.example.org/publications
- **Predicate**: A URI of RDF predicate to act as a foreign key, defining a connection between primary and secondary list items, e.g., http://www.webcomposition.net/2008/02/dgs/meta/has-Published. Predicates are automatically stored in the metadata of the parent item.
- **URI**: The unique identifier for the relationship. In particular an URL within Data Grid Service domain is used to retrieve the relationship details, to modify or to delete it. The URL is provided by the service and is sent in the Location header to the client after creation.

A relationship defined through the obligatory attributes allows the service to process URIs after the following pattern:

```
http://{service_host}/[{source_list_name}]/
{source_item_id}/[{target_list_name}]/
```

and as such, filtering only those items from target list that have a relationship to the parent list item `source_item_id` over the RDF property defined in Predicate-attribute. A POST request on the same URI is used to add new items to the subordinate list connecting it simultaneously with the given parent list item. An inverse operation to remove the relationship between items is performed using a DELETE request on the URI

```
http://{service_host}/[{source_list_name}]/
{source_item_id}/[{target_list_name}]/
{target_item_id}
```

An optional Inverse-Predicate-attribute can be specified to define a reverse relationship from the target list to the source list. A corresponding RDF statement is then automatically assigned to the child item metadata, acting as a foreign key to the parent list item. The approach improves both performance processing `n:m` relationships and lets the Data Grid Service process the URIs after the reverse pattern:

```
http://{service_host}/[{target_list_name}]/
{target_item_id}/[{source_list_name}]/
```

In example above both publication(s) of some fixed author and also author(s) of some fixed publication can be retrieved with simple GET requests on the corresponding URIs. If many relationships between the same source and target list should be modeled, optional Source and Target Aliases are specified to resolve conflicts with already existing relationship definitions. The predicate of the relationship is then used to perform aggregation of target list items and response to the requests URIs like

```
http://{service_host}/[{source_list_name}]/
{source_item_id}/[{target_list_name}]/
{target_item_id}/[{source_list_alias}]
```

or

```
http://{service_host}/[{target_list_name}]/
{target_item_id}/[{source_list_alias}]
```

```xml
http://dgs.example.org/authors/chudnovskyy
```

- Source: The unique identifier for the relationship. In particular an URL within Data Grid Service domain is used to retrieve the relationship details, to modify or to delete it. The URL is provided by the service and is sent in the Location header to the client after creation.
The data modeling possibilities and processing functions let the developer concentrate on the contents and user interface of the web application supporting them by flexible and intelligent storage solution. The ease of service integration and data retrieval shortens both development of prototypes and real applications. As the content is immediately available in form of XML for consumption and integration into existing applications, implementation of additional web services or API to access the application data is unnecessary. The variety of representations formats and target clients is supported through configurable transformation of output content. E.g., author may provide an RSS Feed of his newly posted publications simply providing the Data Grid Service a XSLT stylesheet, that should be applied on the XML document returned to the request on http://dgs.example.org/authors/chudnovskyy/publications. The same way one creates RDF graphs or JSON representation from the data stored in Data Grid Service.

D. Data Grid Service Internals

The flexibility of the service is achieved by integrating new components, so called Data Space Engines, handling the incoming requests with predefined URI patterns (Figure 3). The request is first analyzed by the DataSpaceEngineSelector component to determine the information store type of the requested URI.

The processing of the request is done afterwards by a chain of Data Space Engines, providing the specific behavior of the information store. The Data Space Engines may complete different tasks, such as authorization, resource versioning, data manipulation or gateway functionality. 3rd party libraries, components, storage engines and services may be used to accomplish the task. Following Data Space Engines are currently implemented:

- **XMLDataSpaceEngine** - main component providing the basic functionality on XML lists. Both lists and XML items are created using corresponding HTTP requests. Metadata is maintained for stored resources, containing RDF statements describing the contents and relationships to other lists or items. URI Templates and relationship definitions are resolved and processed by the component.

- **XSLTDataSpaceEngine** - transforms the requested XML resource according to the defined XSLT transformation. XML lists or single items can be used to create an alternative representation of contents, e.g., Atom or RSS feeds, RDF graphs, JSON representation or HTML pages. The behavior is configured through the list metadata.

- **BinaryDataSpaceEngine** - manages lists of binary content, automatically extracting meta data from known formats and storing it using common RDF vocabularies.

The well defined interface allows developers to extend the functionality of the service implementing further functionality, e.g., synchronizing the stored contents with other data sources or restricting access to specific resources.

III. WebComposition/Data Grid Service in Use

In this chapter we apply the Data Grid Service as a storage solution to the example application discussed in Section I. To represent the entities, we start with defining 6 XML lists representing the entities (classes) of the UML model, i.e., their URIs /projects, /stories, /sprints, /users, /tasks and /impediments and corresponding schemas to perform data validation. We also describe the associations by submitting the corresponding information to the Data Grid Service (Figure 4).

Each relationship is specified in the service’s metadata through a set of RDF statements, identifying source and target XML lists as well as connection predicates. The associations between entity objects (depending on the direction) are now represented by URIs as follows:

```
- /projects/{project id}/users & /users/{user id}/projects
- /projects/{project id}/stories & /stories/{story id}/projects
- /users/{user id}/tasks & /tasks/{task id}/users
- ...
```
The definitions made above are enough to maintain the application data, to create new entities and to connect them. The content manipulation is performed using GET, POST, PUT and DELETE methods. As in the approach from Section I we implement the UI layer and authorization logic using a MVC Framework (ASP.NET MVC [9]). In contrast, implicit support for data exchange and integration is given through the RESTful architecture of Data Grid Service. Transforming XML lists using XSLT allows other applications to consume the data in a suitable format for them. For example, we created a simple XSLT transformation to provide an RSS feed with information about newly added impediment messages. The same we exposed the RDF representation about current projects, stories, and tasks.

IV. EVALUATION

A. Performance

To test the performance of the Data Grid Service regarding relationship processing functions we evaluated the service response time while retrieving subordinate XML list items within a simple relationship. The evaluation was performed by measuring the service response time on a local machine after request for all users within a specific project (as in the example application from the section I) using the URI http://dgs.example.org/projects/5/users. The number of items within users list varied from 100 to 5000, which corresponds to the objects count in the middle-size Web 2.0 application. The measures were performed on a service, hosted in ASP.NET Development Server on a PC with Intel Core2 Duo 2.66 GHz CPU, 3 GB RAM and WD Velocity Raptor HDD (10000 rot/min). The results in Figure 6 show the linearity of response time function due to the straightforward implementation of XML filtering procedures using XPath. The current implementation gives acceptable results for smaller amounts of data, but should be revised for larger XML lists and faster response times. Currently we consider usage of RDF Triples Stores, caching techniques and XML databases to meet the requirements of larger Web 2.0 applications and to optimize the overall service performance.

B. Development Process

We notice that the overall application complexity decreases due to the implicit resource oriented architecture and integration capabilities of Data Grid Service. The implementation of additional web services in order to expose application content or offer public data manipulation functions becomes redundant due to the RESTful architecture of Data Grid Service and its loose coupling with the application. The publishing of content in terms of Linked Data is implicitly supported through XSLT transformations and may be anytime reconfigured without changing the application code.

V. RELATED WORK

During the last years a large number of distributed non-relational data storage solutions appeared. While meeting many web-specific requirements, the solutions concentrate on these main problems:

- High availability. An uninterrupted access to the stored data is especially important in Web 2.0 (business) applications to serve the customers around the world and to any time.
- Scalability. The time delay of read/write functions is stable even if maintenance routines are running or the number of clients emerges.
- Simple data modeling. The built-in support for key-value pairs or schema-free content simplifies the implementation of data driven Web 2.0 applications.

Following we discuss some interesting solutions providing the mentioned functionality and that are related to our approach.

- CouchDB - The Apache CouchDB Project [10] is a document-oriented storage solution accessible over HTTP in the RESTful style. The documents maintained by CouchDB are objects containing a variable number of named fields. The absence of document schemas makes the solution flexible for often data structure changes and new document types. Availability and robustness aspects are greatly solved, the manipulation...
of content requires solid JavaScript skills, the modeling of relationships between documents requires mixing objects and their metadata, the retrieval functions must be manually defined.

- **WCF Data Services** - The Microsoft WCF Data Services [11] is a part of .NET Framework, enabling developers to expose the data on the Web in a RESTful way. The contents are addressed through URIs and may be retrieved in different formats like JSON or XML. The data is described using Microsoft Entity Data Model based on the Entity-Relationship-Model. The service offers an easy traversal of collections, items and relationships, the underlying storage may be either a relational database, such as Microsoft SQL Server or any other data source accessed with custom implementations of data source provider component.

- **Amazon S3** - Amazon Simple Storage Service (S3) [12] provides essential functionality to maintain data over the Web being accessed both through SOAP and over HTTP in the RESTful style. While Amazon S3 is used to store unstructured data, it is often accompanied by Amazon Simple DB [13] offering a storage solution to access structured information and objects metadata. The data stored in Simple DB is schema-free and is automatically indexed to optimize query operations.

- **Google Data API** - The Google Data API provides access to the data stored in Google products such as Spreadsheets or Calendar using Google Data Protocol [14]. Besides client libraries are available for many programming languages, abstracting the conceptual schema from the data serialization formats used for data transport. The second version of protocol used is fully compliant with AtomPub RFC 5023 [15]. The data access and management functions are fast and flexible, additional methods to retrieve or update partial entities are implemented.

The presented approaches concentrate mainly on scalability and performance issues, but do not provide built-in functions to annotation the content with metadata as well as to transform it into alternative representation formats, e.g., RDF/XML. However these issues are essential for data exchange and integration in modern Web 2.0 applications. In contrast, Data Grid Service simplifies the development of Web 2.0 applications by providing an implicit support for the mentioned functionalities.

**VI. CONCLUSION AND OUTLOOK**

In this paper, we presented the WebComposition/Data Grid Service as a web-based storage solution to meet the needs of modern Web 2.0 applications and to support the developer in the implementation and maintenance process. Particularly Data Grid Service facilitates the Web 2.0 application development by

- Fast and flexible data management methods
- Content manipulation in RESTful way
- Data annotations in RDF format
- Rich data modeling capabilities and schema-free data structures
- Support for different data representation formats (XML, JSON, RDF, N3)
- URI templates and associations handling for easier data manipulation
- Flexible architecture to extend the functionality

Existing applications take advantage of the built-in support for resource annotation and sharing capabilities of the service. In combination with further WebComposition components like Data Grid Service List Manager [16] (DGSLM) user input elements, e.g., XHTML forms can be automatically generated to manipulate the contents directly from the external web application. To secure single lists or items within the Data Grid Service WebComposition/Identity Federation System (idFS) [17] may be used as identity provider component. Both DGSLM and idFS have been successfully tested and are used as embedded modules on the web page of Distributed and Self-organizing Computer Systems research group to publish the information about publications, projects and lectures. In order to improve service performance and shorten response times we are currently working on indexing the contents and caching techniques to avoid redundant parse procedures and accelerate the content delivery process. To support the collaboration between single service instances publish/subscribe mechanism is being developed in current research projects. We are also working to provide iteration and pagination functions to simplify content discovery and navigation process.
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Abstract—Because it is never sure that a business process successfully tested or statistically checked will have the expected behaviour during its execution, it is necessary to verify the execution phase, by continuously observing and checking the correct behaviour of business processes during run-time. In this paper, we propose a new monitoring framework to monitor business protocols. We provide a monitoring language called BPath, which is an XPath-based language for both expressing and checking temporal and hybrid logical properties at run-time, making visibility on business process external behaviour by expressing and evaluating statistical queries over execution traces.
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I. INTRODUCTION

The advent of web services and Service Oriented Architecture (SOA) has made a considerable progress in the way applications are developed and used, leading to the opening of new borders for information systems, with more automation of tasks, complex and multiple interconnection scenarios between applications within the same system and across different systems. In this context, the task of checking correctness of business processes at run-time becomes particularly challenging.

Currently, the common practice for developing service-based systems is to employ the SOA paradigm [1], which enables composition of services into business processes in a particular order and according to a set of rules to provide support for business processes.

Two features characterizing SOA have retained our attention and guided our investigation towards building an approach for monitoring business processes: SOA uses a message-based communication model, and most of specifications and languages used in SOA are XML based.

Based on these considerations, we designed and developed a new monitoring framework based on message abstraction. This abstraction is called business protocol [2]. We provide an extension of XPath [3] to accommodate verification issues. The resulting language (called BPath) is also a query language that can be used to track and make visibility on business process execution.

The paper is organized as follows: In Section II, we present some related works. Section III presents the concept of business protocol, and presents a monitoring scenario. Section IV describes the architectural and design principles of our approach for monitoring. In Section V, we present our monitoring language. Then, we show its applicability to monitoring in Section VI. Finally, we conclude in Section VII by summarizing our work and identifying some extensions.

II. RELATED WORK

A lot of research works have been proposed in the last years to monitor business processes. Some of them are directly related to our work. Baresi and Guinea [7] proposed a language (WSciO) for specifying constraints on execution by defining a set of monitoring rules for both functional and non-functional constraints with the capability of setting the degree of monitoring at run-time such as: validity time frame, priority and a set of certified providers, for which monitoring may be omitted. Also, it enables specifying expressions over process variables and supports a set of built-in functions, logical and mathematical operators, and quantification. This work was extended in [8] by providing a support for specification and checking of temporal properties at run-time like with our monitoring framework. In [9], both business process behaviors and monitoring properties were stated as event calculus predicates, which is a logic-based formalism representing actions and their effects. Then, monitoring properties are checked in a post-mortem way against the stated behaviors and the recorded behavior in execution log at runtime, making the monitoring framework non intrusive regarding the execution of the business process, which is also the same case in our monitoring framework. The authors in [10][11] proposed monitoring languages that are built on top of XPath. [10] Proposed an approach to the monitoring of business processes specified in BPEL. A visual language, called Business Process Query Language (BPQL), with query capabilities, over BPEL processes, was introduced. XQuery expressions are generated, in the same way that graphical notations help business process designers generate specification code, using dedicated icons for each activity. Hallé and Villemaire [11] proposed an approach for monitoring web services choreography by means of XQuery [12] engine. Linear temporal logic properties are translated into an equivalent XQuery expression. Then, it is evaluated over XML message traces representing the choreography. Our monitoring framework is distinguished by using a simple messages based abstraction, and an expressive hybrid logic based language.
III. BUSINESS PROTOCOL

The purpose of a business protocol is essentially to specify the set of conversations (sequence of messages) that are supported by a business process [2]. Formally, we define a business protocol as a tuple \( P = (S, s_0, F, M, T) \) where:

- \( S \) is a finite set of states the process goes through during its execution.
- \( s_0 \) is the initial state.
- \( F \) represents the finite set of final states.
- \( M \) is a set of messages.
- \( T \subseteq S \times S \times M \) is the set of transitions, where every transition is labelled with a message name and its polarity, when a message is consumed by the protocol, the transition is assigned the polarity sign (+), and when it is produced by the protocol, the transition is assigned the sign (-).

In order to give an intuitive idea about our monitoring approach, let us consider the following scenario, inspired from [9], of an online Car Rental System (CRS) shown Figure 1.

CRS offers a car location service: whenever a rent car request is received (RentCar), the availability of the requested car will be checked. If it is not available, then a list of cars will be sent to the client, otherwise, the requested car is reserved, and a confirmation message is sent to the client (CarReservation). Then, the client will send her/his bank information (BankInfo), which will be validated, before sending the keys. After returning the keys, the client receives a payment confirmation (BankConfirmation). But, in case the bank information is not valid, CardRejected message will be sent to the client and the process instance is completed.

IV. THE OVERALL ARCHITECTURE

Figure 2 depicts the main components of the monitoring framework. First, a BPEL business process external behaviour is represented by means of a business protocol. Then, monitoring properties and queries are formulated using BPath monitoring language (presented in Section V).

At run-time, all incoming or outgoing messages will be captured by the business protocol monitor component before reaching their original destination. The process engine as well as the monitoring framework will publish the execution and monitoring events respectively, which will be stored in the execution log.

The execution log is of two types: state log, generated by the business protocol monitor, and event log generated by the process engine. On the basis of these generated execution logs, a checker component will check the correctness of the current execution and a Business activity monitor component will evaluate the specified statistical query to return statistical indicators on the execution of the process, and then both of these monitoring results will be published on a dashboard.

Additionally, the monitoring framework provides a set of business protocol execution events (see TABLE I.), to capture and control the exchanged messages, but also to specify when verification tasks should be performed.

For instance, to perform verification every time a message is received, we write:

```csharp
OnMessageReceived(EventArgs e) {
    Check a property( P1)
}
```

Or after a message is sent, as follows:

```csharp
OnMessageSent(EventArgs e) {
    Check a property ( P2)
}
```
In the first case, a business process will be blocked until the verification is done. But, in the second case, verification task will not block the execution of the business process.

<table>
<thead>
<tr>
<th>Protocol Events</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OnEvent</td>
<td>Fires every time an event listed in this table occur.</td>
</tr>
<tr>
<td>OnNewInstance</td>
<td>Occurs when a new instance is started.</td>
</tr>
<tr>
<td>OnNewState</td>
<td>Occurs when a state is entered.</td>
</tr>
<tr>
<td>OnMessage</td>
<td>Occurs when a message sent or received.</td>
</tr>
<tr>
<td>OnMessageReceived</td>
<td>Occurs when a message is received.</td>
</tr>
<tr>
<td>OnAnUnknownMessage</td>
<td>Occurs when a received message is not defined in the protocol.</td>
</tr>
<tr>
<td>OnUnexpectedMessage</td>
<td>Occurs when a received message is not expected from the current state.</td>
</tr>
<tr>
<td>OnMessageSent</td>
<td>Occurs when a message is sent.</td>
</tr>
<tr>
<td>OnTransition</td>
<td>Occurs when a transition from a state to another state happens.</td>
</tr>
<tr>
<td>OnEndInstance</td>
<td>Occurs when an instance is ended.</td>
</tr>
</tbody>
</table>

Table I. Business Protocol Events

V. MONITORING LANGUAGE

In what follows, we consider that an execution of a business process as a sequence of states, independently of the fact that a business process can have different process instances, or parallel activities inside the same process instance.

The main idea behind our monitoring language (BPath) is to consider a sequence of states representing the execution of a system as a special kind of tree. Each node represents a possible state, and its child node represents the direct next state. Then try to reuse the widely used language in the area of service based systems, which is XPath, as both a verification language and a query language.

So, BPath is built on top of XPath, and evaluated over a special tree of nodes (each node has only one child node, and no sibling nodes) forming a linear structure. BPath accommodates the notion of static and dynamic attributes and allows variable assignment inside path expressions. BPath offers a mean to express properties in first order hybrid logic. First order Hybrid logic [6] is an extension of first-order modal logic that makes it possible to name states and to assert that a formula is true at a named state.

A. BPath Syntax

A BPath formula is built according to the following abstract syntax:

\[ \varphi ::= T | \top | T | P(T, \ldots, T) | \neg \varphi | \varphi \text{ and } \varphi | \varphi \text{ or } \varphi | [\varphi]@q | \exists \varphi | \forall \varphi | \exists x \cdot \varphi | \forall x \cdot \varphi \]

\[ T ::= \pi | x \mid c | f(t_1, \ldots, t_n) \mid \pi[@q] | s/q \]

\[ \pi ::= \text{Axis}::= N | \pi | \pi \cdot \pi |
\]

\[ N ::= n | * \]

Axis ::= \text{child} | \text{descendant} | \text{self} | \text{descendant-or-self} | \text{parent} | \text{ancestor} | \text{ancestor-or-self} \]

Where: \( x \in \text{FVAR} \) (a set of first-order variables), \( n \in \text{LAB} \) (a set of first-order constants), We define a function \( \text{table}: W \rightarrow \text{LAB} \), such that for each element of \( W \) associates an element of \( \text{LAB} \), \( s \in \text{SVAR} \) (a set of state variables), \( q \in \text{ATTS} \) (a set of unary function symbols, called static attributes) \( \cup \text{ATTD} \) (a set of unary function symbols, called dynamic attributes) \( \cup \text{FUN} \) (a set of one or more arity functions).

To simplify some expressions, we consider that \( \pi \cdot \text{child}:N \) can be written as \( \pi/N \), that \( \text{self}::= \pi@[q] \) can be simply written as \( \pi@[q] \), and that \( \neg (\varphi \lor \pi) \) can be abbreviated as \( \pi \rightarrow \varphi \).

B. BPath semantic

BPath formulas are interpreted in first-order modal models \( M(W, R, D, I_s) \) with constant domains such that: \( W \) is a set of nodes (or states) \( \{w_1, w_2, \ldots \} \), \( R \) is a linear modal relation on \( W \), \( D \) is the interpretation domain. \( (W, R) \) is the modal frame.

For every \( w \in W \), \( (D, I_w) \) is an ordinary first-order model such that:

- \( I_w(c) = I_c \), for all \( w, w' \in W \), \( c \in \text{CON} \).
- \( I_w(q) \in D \), for \( q \in \text{ATTS} \cup \text{ATTD} \cup \text{FUN} \).
- \( I_w(P) \in D^k \), for \( P \) a k-ary predicate symbol.
- \( I_w(\pi) \subseteq W \) for \( \pi \) a path expression.

To interpret formulas with free variables, we define an assignment function \( g \) such that:

\[ g: \text{SVAR} \times \text{FVAR} \rightarrow W \times D \]

\[ g(x) \in D \text{ if } x \in \text{FVAR} \text{ or } g(x) \in W \text{ if } x \in \text{SVAR} \]

Given a model and an assignment \( g \), the interpretation of the term \( t \), denoted by \( [\pi] \) is defined as:

\[ [\pi]_w = g(x) \text{ for } x \in \text{FVAR} \]

\[ [\pi]_w = g(s) \text{ for } s \in \text{SVAR} \]

\[ [\pi]_w = I_w(c) \text{ for } c \in \text{CON}, \text{ for some } w \in W \]

\[ [\pi]_w = I_g(q) \text{ for } s \text{ a state variable, and } q \in \text{ATTS} \cup \text{ATTD} \cup \text{FUN} \]

\[ [\pi]_w = \{I_w(q_1), I_w(q_2), \ldots, I_w(q_n)\} \text{ such that } w_1, w_2, \ldots, w_n \in I_w(\pi), \text{ for some } w \in W \]

We also define an assignment \( g^{X_{\pi}}_{d_{1,\ldots,d_n}}(y) \) such that:

\[ g^{X_{\pi}}_{d_{1,\ldots,d_n}}(y) = g(y) \text{ for } y \neq x \text{, and } g^{X_{\pi}}_{d_{1,\ldots,d_n}}(x_i) = d_i \]

This means that \( d_j \) is assigned to \( x_1, d_2 \) to \( x_2 \) and... for each \( y \) not in \( \{x_1, \ldots, x_n\} \), \( g^{X_{\pi}}_{d_{1,\ldots,d_n}}(y) \) is the same as \( g \).

The satisfaction relation of a BPath expression is defined as follows:

\[ M, g, w \models \pi \iff I_{M,w,g}(\pi) \neq \emptyset \]

\[ M, g, w \models \text{P}(t_1, \ldots, t_n) \iff (\overline{t_1}, \ldots, \overline{t_n}) \subseteq I_w(\text{P}) \]

\[ M, g, w \models \pi \iff \pi_1 = \pi_2 \iff \overline{t} = \overline{u}, \text{ where: } t \text{ and } u \text{ are terms.} \]

\[ M, g, w \models \neg \varphi \iff M, g, w \models \varphi \wedge M, g, w \models \psi \]

\[ M, g, w \models \varphi \text{ or } \psi \iff M, g, w \models \varphi \vee M, g, w \models \psi \]

\[ M, g, w \models \varphi \iff M, g, w \models \varphi \wedge M, g, w \models \psi \]

\[ M, g, w \models \varphi \iff M, g, g(s) \models \varphi \text{ for } s \in \text{SVAR} \]
M, g, w |=↓s,φ ⇔ M, g^wস,φ , w |=φ.
M, g, w |=↓s,φ ⇔ M, g^wস[1...n] , w |=φ. Where w_1...w_n ∈ M,w,g
M, g, w |=↓s,φ ⇔ M, g^wস,φ , w |=φ.
M, g, w |=↓s,φ ⇔ M, g^wস,φ 
Where w_1...wn ∈ ...

The interpretation of a path on the model M, starting from the state-node w_i and given an assignment g is defined as follows:

I_{M,w,g}(τ_i) = I_{M,w,g}(π_i) ∪ I_{M,w,g}(π_2).
I_{M,w,g}(π_i ∩ π_2) = {w | w ∈ I_{M,w,g}(π_i) ∧ w ∈ I_{M,w,g}(π_2) }.
I_{M,w,g}(π_i/π_2) = {w' | w' ∈ I_{M,w,g}(π_i) ∧ w' ∈ I_{M,w,g}(π_2) }.
I_{M,w,g}(π) = {w | w ∈ I_{M,w,g}(π) ∧ Φ}.
I_{M,w,g}(self::N) = {w | label(w) = N ∨ N=∅ }.
I_{M,w,g}(child::N) = {w | (w') (w'Rw' ∧ ∀v' w'Rw → w'Rw') ∧ (label(w') = N ∨ N=∅) }.
I_{M,w,g}(descendant::N) = {w | w'Rw ∧ (label(w') = N ∨ N=∅) }.
I_{M,w,g}(descendant-or-self::N) = I_{M,w,g}(descendant::N) ∪ I_{M,w,g}(self::N).
I_{M,w,g}(parent::N) = {w | (w'Rw ∧ ∀v' w'Rw → w'Rw')} ∧ (label(w) = N ∨ N=∅) }.
I_{M,w,g}(ancestor::N) = {w | w'Rw ∧ (label(w) = N ∨ N=∅) }.
I_{M,w,g}(ancestor-or-self::N) = I_{M,w,g}(ancestor::N) ∪ I_{M,w,g}(self::N).

C. From BPath to XPath

To be evaluated, a BPath expression will be translated into a standard XPath expression, extended with two functions: Set, and Get, which allow to assign variables and to retrieve their values respectively.

The following table shows, the concrete BPath syntax, and how it is translated to XPath.

<table>
<thead>
<tr>
<th>BPath Abstract Syntax</th>
<th>BPath Concrete Syntax</th>
<th>Translation to XPath 1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>x (a free variable)</td>
<td>x</td>
<td>Get(x, self::* )</td>
</tr>
<tr>
<td>@φ</td>
<td>$s[φ]</td>
<td>Get($s, φ)</td>
</tr>
<tr>
<td>↓x,φ</td>
<td>$x:=T,φ</td>
<td>Set($x, self::* ) and φ</td>
</tr>
<tr>
<td>↓s,φ</td>
<td>$s*, φ</td>
<td>Set($s, self::* ) and φ</td>
</tr>
<tr>
<td>↓s, φ</td>
<td>$s:=π, φ</td>
<td>Set($s, π, self::* ) and φ</td>
</tr>
<tr>
<td>s/αq</td>
<td>$s/αq</td>
<td>Get(q, $s)</td>
</tr>
<tr>
<td>π/αq (q ∈ FUN ∪ ATTD)</td>
<td>π/αq</td>
<td>Get(q, π, self::* )</td>
</tr>
</tbody>
</table>

Quantified expression cannot be expressed in XPath 1.0 [3]. It is possible by using XPath 2.0 [4], as follows:

∃x φ: some $x$ in D satisfies φ
∀x φ: every $x$ in D satisfies φ

Listing 1 presents the Get and Set functions. We suppose that ‘Eval() is a function provided by the framework to evaluate an XPath expression. o(q,w) is a function returning the value of a dynamic attribute, $g$ is an array storing variables and theirs values.

Set($x$, t, w){g[x]=Eval(t,w), return true ;}
Get(φ , s){: return Eval(φ, g[s])}
Get(t, w){return g[x] ;}
Get(q, s){ return Get(q, g[s] )}
Get(q, π, w) { return sequence: {Get(q, w')} / w' ∈ Eval(π,w)}
Get(q, w) { if q ∈ ATTD ∪ FUN return Eval (q,w) else if (q∈ATTD) return o(q,w) }

Listing 1 Get and Set functions

D. Linear Temporal Logic with BPath

Linear temporal logic is a special type of modal logic: it provides a formal system for qualitatively describing and reasoning about how the truth values of assertions change over time [5]. LTL provides four future operators with the following meanings: X(φ): φ should be true on the next state, F(φ): means that φ should be true at least once in the future, G(φ): φ should be true every time in the future, Uψ: φ has to be true at least until ψ, which is true now or in the future. These operators can be represented in BPath as follows:

- X(φ): child::*[φ].
- F(φ): descendant-or-self::*[φ].
- G(φ): not( descendant-or-self::*[not(φ)]).
- Uψ: $x^*$. F($y^*$. $x[F($y=self::* ∧ ψ) ∧ G (F ($y=self::* → ψ))].

VI. APPLICATION SCENARIO

In this section, we will show, through a concrete execution scenario, how BPath can be used to monitor a business process execution.

Let us assume that the car rental system manages three cars (RedCar, GreenCar, BlueCar), and receives requests from three clients (John, Mark and Bob), that we consider as web services interacting with the CRS business process: First, John sends a request for red car. His credit card will be rejected, but he tries again and gets the car reservation. Mark requests a green car, gets a reservation and keys, and then receives a payment confirmation after returning the keys. Bob requests the same car as Mark and obtains a reservation.

At run time, messages exchanged between different instances of the process and external partners will be captured and stored in the event log.

Definition 1: An event log is a collection of entries cl = (name, (key=value), (key=value)...., InsId, T), where: name is the name of the event, (key=value) ...are list of items and their values contained within the event, InsId is an Instance identifier of the process instance concerned with the event, and T is a timestamp recording the time the event occurred. Listing 2 shows an example of an event log, generated from the supposed execution scenario of the CRS business process.
Additionally, the business protocol will generate events related to transition from a state to another state, when a message is received or sent to or by an instance of the process. These events are stored in the state log.

**Definition 2:** A state log (SL) is an XML tree of nodes (states-nodes): w₁, w₂, w₃,... where w₁ is the unique child node of w₂, w₂ the unique child node of w₃, etc. Each state-node has a name sjεLAB/ sj=label(wᵢ), and two attributes, InstId (instance identifier)ε ATTS, and T (timestamp)ε ATTS.

Listing 3 shows the states log generated from the supposed execution scenario of the CRS business process.

A BPath expression will be evaluated over the state log. But as we can see, state log does not contain a lot of information about the execution, because the real events are stored in the event log. Execution information can be retrieved and linked to a state-node through dynamic attributes.

```
Listing 3 State log
```

In BPath, the value of a dynamic attribute at state-node w is defined by a function θ(q, w), which extracts the last value of q from the event log, before that state node w occurs, as follows:

```java
θ(q, w):
Begin
Let qε e₁ / e₁ ∈ Event log ∧ e₁.InstdId=Eval(@InstId, w) ∧ e₁.T<Eval(@T, w) ∧ ∀ e₂ ∈ Event log: qε e₂ ∧ e₂.InstdId= e₁.InstdId ∧ e₂.T<Eval(@T, w) → e₂.T<e₁.T;
return q.value;
End
```

For instance, the following BPath expressions, when evaluated at T>4, will return:
- S1/S2/@ ClientInfo={John}.
- S1/S2/S3/@ClientInf={john}.
- S1/S2/S3/@ carReserved={yes}.

Now, the monitoring properties and queries presented in Section III can be expressed using BPath as follows:

a) Check that in case where credit card of a client is rejected, the client should wait one hour to be able to get a car reservation. We formulate this property in BPath as follows (P1):

```
G(self::S7[$S7*, @CardRejected → not(F(self::S3[@ClientInfo=$S7/@ClientInfo and (@T-$S7/@T)<60 |]))])
```

In this property, we check that every time in the future a credit card of a client is rejected (can be checked at state S7), the concerned client should not get a car reservation (we check a state S3 following the previous S7), knowing that the elapsed time (between S3 and S7) is less than one hour.

b) A client should not get a car reservation when the keys are taken by another client. This property can be expressed using BPath as follows (P2):

```
G( self::S5[$S5*, @CarInfo = $S5/@CarInfo → $S5[F(self::S7/@CarInfo = $S5/@CarInfo and = @T<$S3/@T])] )
```

In this property, we express that whenever keys of a car are sent (at state S5). Then, every time in the future where a reservation for the same car is done (at state S3), it should be the case that the keys of this car were returned before (if there exist a state S7 after S5 but before S3, where the keys of the car are returned)

As we can see from the previous execution log, the properties (P1, P2) are violated respectively at:
- L8 (see event log): when John obtains a car reservation, knowing that his credit card was rejected less than one hour ago (see L3).
- At line L11: the green car was reserved for Bob (at L11), but this car is still assigned to Mark (L9), and the keys of the car are returned by Mark only after (L11), exactly at (L12).

BPath is also a query language that can be used to return statistical indicators on the execution of a business process:

c) Calculating average time to make a car reservation (Q1):
sum(descendant-or-self::S1[$S1*, descendant::S3[$S3*, (@InstId=$S1/@InstId) ] ]/@($S3/@T-@T) ) div
count(descendant-or-self::S3).

In this query we start by calculating the sum for all process instances of the time to reach the state \( S3 \) (the reservation state) from the state \( S1 \) (the start state), then dividing the obtained sum on the number of reservations. We use two functions (sum and count) to respectively calculate the sum and the number of elements of a sequence.

d) Count the number of rejected credit cards we write in BPath (Q2):

\[
\text{Count(descendant-or-self::S7[@CardRejected])}.
\]

The previous list of monitoring properties and queries provides an overview on how to use BPath to monitor business processes. Additional functionalities can be expected when using BPath within XQuery, and by adding new built-in functions.

VII. CONCLUSION AND FUTURE WORK

In this work, we provided a framework for business protocol monitoring. First, we have presented the business protocol abstraction. Then, we have presented BPath, the underlying monitoring language. Finally, through a case study, we have shown how the monitoring framework can be used to monitor business protocol. To summarize, we have developed a monitoring framework that mainly displays the followings features:

- The use of a simple messages based abstraction.
- A single expressive language for expressing both monitoring properties, and queries. However BPath is familiar to those who already use XPath language.
- Monitoring properties and queries can be dynamically specified during the execution of the process.
- Non-intrusive monitoring framework, because it is executed in completely separated way from the business process.

Our future work will be devoted to the design of methods to analyze and explain the reason of the deviations, and move towards resolving them as soon as they occur.
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I. INTRODUCTION

One of the major challenges in short term network management is to establish a number of new end-to-end paths with dedicated resource assignment for the emerging request of data transfer services, using the currently available spare resources in the network. A network operator usually does not handle each service directly. Instead, a fixed path with a bulk of bandwidth allocated at each hop is provided to an aggregation of individual data transfer services with some common properties, e.g., same source and destination, similar QoS requests, and same protection mechanism. From the operator’s point of view, the aggregation of services is considered as an abstract demand to be routed across the network.

The state of the art solution is to calculate a minimum-cost solution at the moment for each upcoming demand using a shortest path algorithm. However, such a greedy approach is known to be sub-optimum in case of multiple demands, because the demands are interrelated due to the competition for common network resources. The situation becomes even more complicated when multiple network layers are taken into consideration. In practical solving approaches nowadays, the consideration of inter-layer relations is mostly intuitive or based on personal experiences of the planner. This may result in worse solutions than planning in a single layer only. Furthermore, some critical user requests could be left unguaranteed. A typical problem raised by network operators is to ensure physical disjoint paths for the protection of important services in a multi-layer setting. This problem and our solution based on a two-layer reference model will be extensively discussed in this paper.

A great number of researches have been carried out on multi-layer optimization problems, typical works includes [1][2][3] in which multi-layer problems are implicitly discussed in the background of WDM networks, and [4][5] where general purpose multi-layer planning models are suggested. One common conclusion is that multi-layer optimization is much more complicated than single layer ones, and to strictly model multi-layer data structures may result in prohibitive scale when dealing with practical problems. In this paper, we propose an approach which reduces the multi-layer model as much as possible into a single layer one. We will formulate a core TE model for the standard single layer planning problem, where the critical multi-layer features appear as extra constraints, and the non-critical features are shifted into heuristic algorithms executed before or after the main TE process.

The rest of the paper is organized as follows. Section II introduces the problem settings and the Integer Linear Programming (ILP) formulation of our Traffic Engineering model. In Section III, a greedy planning method and its extension to a Simulated Annealing (SA) based method are presented as alternative heuristic solutions. Some numerical results in solving the ILP and the heuristic models for a test scenario are presented in Section IV. The conclusions are given in the last part.

II. THE PROBLEM DESCRIPTION AND THE ILP MODEL

A. Problem Setting

Let’s consider the task to route a set \(D\) of end-to-end demands (with given resource requests) across a network described by a graph \(G(N,E)\), where \(N\) is the set of nodes and \(E\) is the set of links. The objective is to find a minimum-cost solution where all constraints are held. Without loss of generality, our multi-layer network model is defined by following properties:

1) There are two layers in the network, physical layer \(G_{phys}(N_{phys},E_{phys})\) and logical layer \(G_{log}(N_{log},E_{log})\). Since logical nodes are a subset of physical nodes \(N_{log} \subseteq N_{phys}\), we define \(N_{phys} = N\).
2) The logical layer occupies a part of the physical resources. Therefore, there are some remaining free resources at both physical and logical layer.

3) Free resources in the logical layer can be directly used to route an end-to-end demand, while free resources in the physical layer must be converted into logical links before being used to route any demand.

4) The routing of each logical link in the physical layer is known; new logical links can be arbitrarily created when there are enough resources in each of its physical hops.

5) The settings of all existing logical links and routed demands remain constant. The capacity of logical links, as well as the routing of demands and logical links cannot be changed.

Note that the last property originates from the practical request of the network operators. The purpose of this conservative constraint is to make sure that no active services could be disturbed due to the accommodation of new demands.

Consider another extreme case: Free reconfiguration of all logical links is allowed. In this case, we can setup an analytical model where all free resources in logical links are returned to the corresponding links at the physical layer. After this step, all logical links can be safely removed from the graph since they can no longer influence the routing decisions. Finally, the optimization will be carried out in a topology identical to the physical network, and thus becomes equivalent to a single layer TE problem. After the optimization, we only have to modify the related logical links in the original network according to the solution. With this approach, the sub-optimality of resource utilization due to the "bundle effect" is not an issue, and may therefore result in better resource effectiveness than our definition above. But, such kind of solution may require a large number of reconfigurations, which is a tedious task and in many cases a major source of error.

In the following part of this paper, we will focus on our problem setting with the properties presented above, in a network $G$ defined as follows.

$$G = G_{\text{phys}} \cup G_{\text{log}} = G(N_{\text{phys}} \cup N_{\text{log}}, E_{\text{phys}} \cup E_{\text{log}}) = G(N, E_{\text{phys}} \cup E_{\text{log}}) = G(N, E)$$

(1)

This equation explains our attempt to convert most multi-layer optimization features into a single layer model, as shown in Fig.1. Both logical and physical links in Fig.1a which have spare resources at the moment are represented by an abstract link in Fig.1b, with capacities equal to their spare resources. In the real operation, spare resources on a physical link must be organized into logical link(s) to be eligible for the routing of demands. However, since the operation of creating a new logical link on a selected physical segment is not an optimization issue, it is taken off from our optimization model without compromising the optimality. Here, we consider the spare resources also as abstract, and no longer differentiate between physical and logical links that can eventually be used to support demands.

![Figure 1. Merge of the physical and logical layer](image)

Note that both Eq.1 and Fig.1 are missing the information of the routing of logical links over physical links, which must be specially modeled.

Following the requests of network operators, we define 2 types of end-to-end demands:

1) Type 1 ($D_1$): requiring a single end-to-end path with dedicated resource allocation.
2) Type 2 ($D_2$): requiring a pair of physical disjoint end-to-end paths with dedicated resource allocation along both paths, so that any single failure in the physical layer can be tolerated.

The objective of the optimization is to find a routing solution for each demand, while the link load does not exceed the limit of the available capacity, and the cost due to resource consumption is minimized. In our planning model, all available free resources at any layer become resources in the abstract links of the merged network, based on which a traffic engineering algorithm is carried out. Eventually, the creation of logical links is accomplished according to the results of the optimized routing of demands.

### B. The Routing of Demands

In order to establish an end-to-end connection for type 1 demand, a set of flow continuity equations are established. We define a set of binary variables:

$$x_1(i, e) = \begin{cases} 
1 & \text{if demand } d \in D_1 \text{ traverses link } e \\
0 & \text{otherwise}
\end{cases}$$

(2)

Assume $u, v \in N$ are the end nodes of demand $i$, and $e(m, n)$ denotes a directional link $e$ from node $m$ to $n$, then
the flow continuity constraint is as follows:
\[
\delta u,j + \sum_{e(m,j) \in E} x_1(i, e) = \sum_{e' (j,n) \in E} x_1(i, e') + \delta v,j, \forall j \in N
\]
Eq. 3 means that the traffic entering any node \( j \) must be equal to that leaving the node, with the exception at the source and destination nodes of the demand.

For type 2 demands, the flow continuity equations are in principle the same. Here, a pair of disjoint paths for each demand is required. We will show that the physical disjointness in the multi-layer model can be well modeled by disjoint conditions of nodes and Shared Risk Link Groups (SRLG) [8][9][10] in the layer-merged model.

While node disjoint condition is obvious, an SRLG may originate from two cases in a multi-layer network. The first case is due to the routing of logical links over the same physical link, as shown in Fig. 2a. A single event which destroys the physical link \( L \) will also destroy logical link \( P_1 \) and \( P_2 \). Since they share the risk of the same event, we state that the set of links \( \{L, P_1, P_2\} \) forms a shared risk link group \( S \). Consider disjoint paths calculation: If one path traverses one of the links in a risk group, the other path should avoid taking any of the links in the same group. Given the routing of all logical links, we can find as many risk groups as the number of physical links in the network, each containing a physical link and all the logical links routed over it. These groups can be obtained by a deterministic analysis process, denoted as routing related groups.

![Diagram of disjoint paths](image)

Figure 2. Situations of non-disjoint paths

The second case originates from cable layout. As shown in Fig. 2b, although a pair of disjoint paths can be calculated, it may still be risky due to the layout of the physical links. I.e., because cables can be placed in the same bundle or same duct, a single event that destroys one cable should also destroy all others in the same place.

Considering both cases in the optimization model, a preprocess before running the main optimization is required: firstly, an analysis should be made to find out all such bundles/ducts, referred to as a risk area; then the routing related groups traversing the same risk area are merged to become an SRLG. Note that any standalone physical link is considered as an SRLG with only one physical link. With this model, the physical disjoint constraint in a multi-layer problem is converted to the equivalent condition in the merged single-layer network: the two paths of a type 2 demand should not traverse the same SRLG.

To establish a pair of paths for every type 2 demand, we define a similar binary decision variable as Eq. 2:

\[
x_2(i, e, p) = \begin{cases} 
1 & \text{the } p\text{th path of } d(e D_2) \text{ traverses } e \in \{1, 2\} \\
0 & \text{otherwise}
\end{cases}
\]

Under this definition, the flow continuity condition is very similar Eq. 3, with the same equation set for every \( p \in \{1, 2\} \), while the SRLG disjointness of the paths is guaranteed by Eq. 5:

\[
x_2(i, e, p) + x_2(i, e', p') \leq 1 \quad \forall i \in D, \forall p, p' \in \{1, 2\}, p \neq p', \forall e, e' \in S, \forall S
\]

The above constraint means that \( x_2(i, e, p) \) and \( x_2(i, e', p') \) cannot both be 1, which implies the path \( p \) and \( p' \) of the demand \( i \) must not traverse links in the same SRLG \( S \). However, Eq. 5 does not check disjointness of paths at each nodes. The following two equations ensures node disjointness, where the variable \( u(i, n, p) \) tracks the intermediate nodes of a path (see Eq. 6), and the node-disjointness constraint (see Eq. 7) is similar to Eq. 5.

\[
u(i, n, p) \text{ is binary, } \quad \forall i \in D_2, n \in N, p \in [1, K]
\]

\[
x_2(i, e(m, n), p) \leq u(i, n, p), \quad \forall i \in D_2, e \in E, p \in [1, K], n \text{ is not an end node of } i
\]

\[
\sum_{p \in \{1, 2\}} u(i, n, p) \leq 1, \quad \forall i \in D_2, n \in N
\]

Note that the SRLG and node-disjointness equations discussed in this section are not restricted to a pair of disjoint paths, the formulation can be naturally extended to the \( K \) disjoint paths model.

C. Other Constraints and the Optimization Objective

1) Link utilization: Link utilization should not exceed capacity, where \( R(i) \) is the resource required by demand \( i \), and \( Cap(e) \) indicates the spare capacity at link \( e \).

\[
\sum_{i_1 \in D_1} x_1(i_1, e) \cdot R(i) + \sum_{i_2 \in D_2, p \in \{1, 2\}} x_2(i_2, e, p) \cdot R(i_2)
\]
2) Objective: As in standard TE problems, we wish
to minimize the total cost to support the demands. Let
$Price(i, e)$ indicate the cost of demand $i$ taking a unit
of resource at link $e$, then the objective function can be
formulated as:

$$\text{Minimizing : Cost} = \sum_{i \in D_1, e \in E} x_1(i, e) \cdot R(i) \cdot Price(i, e) + \sum_{i \in D_2, e \in E, p \in \{1, 2, 3\}} x_2(i, e, p) \cdot R(i) \cdot Price(i, e)$$ (9)

With this optimization objective and all above constraints,
the default model to solve the TE problem has been estab-
lished. It is a linear problem and can be solved by an LP
solver. Since we have made no compromise on any feature,
the optimum solution of the problem can be obtained.

3) Relaxations: For the default model, all the constraints
hold strictly. If there are any violations, e.g., the network
resource is not sufficient to support all demands, or a pair
of strictly disjoint paths does not exist for some type 2
demands, the result of the optimization will be “infeasible”.
Practically, a planner may wish to know more. One of the
typical FAQ is: We know it is hard to keep all constraints, but
if we tolerate some violations, what can still be achieved?

Here we discuss two kinds of tolerances. The first one is
to allow some demands eventually be left unrouted. Define
a binary variable $e_x(i)$ as in Eq.10, and a punishment cost
$C_{ex}(i)$ to indicate the increment of total cost if demand $i$
cannot be routed.

$$e_x(i) = \begin{cases} 1 & \text{if demand } i \text{ is routed} \\ 0 & \text{otherwise} \end{cases}$$ (10)

Now, the flow continuity condition (Eq.3) should be
slightly modified, so that the incoming/outgoing traffic is no
longer guaranteed to be 1 at the end nodes of each demand.
Instead, it depends on the value of $e_x(i)$:

$$\delta_{i,u,j} + \sum_{e(\ell,j) \in E} x_1(i, e) = \sum_{e'(j,n) \in E} x_1(i, e') + \delta_{i,v,j}, \quad \forall j \in N, \delta_{i,a,b} = \begin{cases} e_x(i) & \text{if } a = b \\ 0 & \text{otherwise} \end{cases}$$ (11)

The other tolerance is related to the physical disjointness.
We define two integer variables: $e_s(i, S)$ indicates that the
paths of demand $i$ traverse the same SRLG $S$, and $e_n(i, n)$
indicates the paths of demand $i$ traverse the same node $n$,
both taking 0 for no violation and positive integer values
for so many times of violation. Besides, punishment costs
$C_{cs}(i, k)$ and $C_{cn}(i, n)$ represent the increment of cost when
these kinds of violation happen. We need to modify the
SRLG and node disjoint constraints (Eq.5, 7) as follows:

$$x_2(i, e, p) + x_2(i, e', p') \leq 1 + e_s(i, S), \ldots$$ (12)

$$\sum_{p \in \{1, 2\}} u(i, n, p) \leq 1 + e_n(i, n), \ldots$$ (13)

In the objective function, we set that each violation brings
an extra punishment cost in addition to the regular cost.
Therefore, the optimization of minimizing the objective can
proceed in the direction of reducing violations too. The
formulation is as follows:

$$\text{Minimizing : Cost + Cost} = \sum_{i \in D_1 \cup D_2} (1 - e_x(i)) \cdot C_{ex}(i) + \sum_{i \in D_2} \left[ \sum_{k \in S} e_s(i, k) \cdot C_{cs}(i, k) + \sum_{n \in N} e_n(i, n) \cdot C_{cn}(i, n) \right]$$ (14)

The values of $C_{cs}$, $C_{ex}$ and $C_{en}$ are very critical to
the result of the optimization. The relationship between
these punishment costs indicates the tradeoffs among several
factors: to support more demands, to save cost, as well as to
reduce the amount of rule violation. In our model, we have
made the clear setting:

$$C_{cs} \approx C_{en} \gg C_{ex} \gg \text{Cost}$$ (15)

Here, Cost is the regular cost due to resource utilization.
This setting implies that respecting the disjoint condition is
most important. If we set $C_{cs}$ and $C_{en}$ to $\text{Infinite}$, or
remove the tolerance terms in Eq.12 and Eq.13, then no
violation is allowed. Under this principle, a decision which
can accommodate more demands is always better than any
other solution with less regular cost but also less demands
being routed.

III. THE SIMULATED ANNEALING (SA) MODEL AS
ALTERNATIVE SOLUTION

In the previous section, we have modeled every feature of
the optimization problem as an ILP. Therefore, theoretically
the optimum solution can always be obtained. However, the
disjoint routing problem with SRLG constraints is proved
to be NP-complete [9], and our numerical results that will
be introduced in the next section also tend to confirm this
property. As an alternative, we introduce our basic greedy
algorithm for the same planning problem; then, the greedy
algorithm is taken as the core element of a meta heuristic
model, for which we chose the Simulated Annealing (SA)
model. Since it aims at searching for a satisfactory solution
rather than the optimum one, the SA approach can efficiently
avoid the difficulties of an NP-complete problem.

A. The greedy algorithm

As discussed in the introduction, a straightforward solu-
tion to plan multiple demands in a network is to route all

\[ Cap(e), \forall e \in E \quad (8) \]
demands sequentially. This is a fully deterministic process, which can be expressed by the pseudo code of Algorithm 1.

**Algorithm 1 Greedy TE Algorithm (GTA)**

Given a fixed sequence $S$ of demands $D(i), i = 1..N_S$
for $i = 1$ to $N_S$
do 
  for each link $l$ in the network do 
    if $l$ has sufficient resource to accommodate $D(i)$ then 
      set the cost of $l$ as its cost for $D(i)$ 
    else 
      set the cost of $l$ as $\text{Infinite}$ 
  end if
  end for 
  calculate a minimum-cost solution $sol(i)$ for $D(i)$ 
  if $sol(i)$ exists then 
    record $sol(i)$ in the solution set $Sol$ 
    for each link $l$ in $sol(i)$ do 
      add the cost of $l$ to cost $C$ 
      update resource utilization at $l$
    end for 
  else 
    record no solution for $D(i)$ in $Sol$ 
    add the punishment cost to $C$
  end if
end for
Return the solution set $Sol$ and cost $C$

Here, if $D(i)$ is type 2, then a pair of paths with minimum cost sum should be calculated. If the SRLG condition is not considered, know methods like Suurballe’s algorithm [6][7] can guarantee the optimum solution. To the best of our knowledge, no heuristic algorithm has been found to be able to guarantee a minimum cost SRLG-disjoint solution. In our greedy algorithm, the trap avoidance algorithm suggested by the authors of [10] is used.

**B. The simulated annealing algorithm**

Because each shortest path is adaptively calculated according to the available network resources at the moment, the above greedy method is to some extent optimized. The quality of the solution is generally better than the intuitive solution of a human planner. An open issue is that GTA (Algorithm 1) depends on a given sequence of demands. With a different sequence, a different set of paths and different overall cost will be obtained. A simple method to take care of the observation is to repeat the same operation: Randomly modify the sequence, and call GTA; the best solution that occurs in this process is taken as the final solution. We refer to this method as Random Solution Generation (RSG).

However, according to our tests, if we combine GTA with some well-known meta heuristics, solutions with better quality (more demands accommodated, less cost) than that of RSG can be obtained in the same calculation time. Here, we present our model with simulated annealing which helps to decide on a suitable sequence for GTA. The pseudo code is shown in Algorithm 2.

**Algorithm 2 Simulated Annealing based TE**

Start with a current sequence $S$ and cost $C \leftarrow GTA(S)$
$S_{\text{best}} \leftarrow S$, $C_{\text{best}} \leftarrow C$
for reset round = 0 to $R$
do 
  $S \leftarrow S_{\text{best}}$, $C \leftarrow C_{\text{best}}$
  for schedulestep = 1 to $N$
do 
    sequence $S' \leftarrow \text{neighbor}(S)$
    $C' \leftarrow GTA(S')$
    if $C' < C$ then 
      $S_{\text{best}} \leftarrow S'$, $C_{\text{best}} \leftarrow C'$
    end if
  end for 
  the current temperature $t \leftarrow T(i)$
  if $P_{\text{trans}}(C, C', t) > \text{random()}$ then 
    $S \leftarrow S'$, $C \leftarrow C'$
  end if
end for
Return $S_{\text{best}}$ and $C_{\text{best}}$

The major functions in the algorithm are:

1) The function $\text{GTA}(S)$ is the greedy method Algorithm 1 with the given demand sequence $S$. The cost $C$ of its solution is then passed to the simulated annealing process.

2) The SA algorithm will reset for $R$ times. At the beginning of each reset, the current state is set to the best solution obtained so far, i.e., the sequence which brings the lowest overall cost.

3) The function $\text{neighbor}(S)$ is designed to move a fraction of randomly chosen demands in the sequence to the front of the modified sequence. Therefore, the new sequence $S'$ is similar to the original $S$, and theoretically the whole solution space can be explored by this operation without preference of any specific pattern.

4) There will be $N$ steps till the temperature drops from the initial $T_{\text{max}}$ to 0. The function $T(i)$ controlling the temperature dropping according to the time $i$ is referred to as a cooling schedule. Here, an exponential schedule $T(i) = \alpha^i T_{\text{max}}, 0 < \alpha < 1$ is chosen based on our tests.

5) If a neighbor state $S'$ is better (with lower cost) than its original state $S$, then a state transition to $S'$ will definitely take place. When $S'$ is worse than $S$, the key idea of simulated annealing is to allow the transition according to probability, so that the searching process may have chances to let the current state move out from the local optima. The probability of a transition
to a worse state is reduced with the dropping of temperature, therefore the state tends to stabilize around some good solutions. When the temperature reaches 0, the SA becomes a pure greedy algorithm. According to our tests, the exponential transition probability formula suggested by Kirkpatrick et al. [11] has shown good performance, i.e., $P_{\text{trans}}(C, C', t) = \exp\left(-\frac{C-C'}{kT}\right)$.

According to our tests, it is capable of obtaining a satisfactory solution within much less time than that required by the ILP model (Section IV), and the solution quality is also better than that obtained by running the Random Solution Generation (RSG) for the same time. Although the final solution obtained by SA is inherently sub-optimum, its quality is significant better than the path-oriented methods (even combined with ILP), in which the paths for each demand are selected from a set of pre-calculated candidates.

IV. NUMERICAL RESULT

Here we show the optimization result obtained with the topology of X-WiN network [12], which is a German scientific research network with nodes located in its major cities. The physical layer of our test case consists of 54 major nodes and 81 links from X-WiN network. The capacities of links range from 1Gbit/s to 20Gbit/s, the same setting as established in X-WiN. Then, 100 logical links are randomly generated using the resource of physical links, which organizes 70% to 80% of the physical resources into the logical layer. Finally, 20% to 80% (random even distribution) of the total capacity at each logical link is marked as occupied to emulate the current network usage.

A test has been carried out to show the influence of SRLG conditions (in the above model, SRLGs are only due to logical links routed over the same physical link). We repeatedly generate type 2 demand with random source and destination nodes. The resource request of such demands are set to 0 so that resource shortage in the network is not a problem. At first, by ignoring all SRLG relationship and only considering the pure graph information like Fig.1b, we use Suurballe’s algorithm to find a pair of disjoint paths for each demand. This is roughly what a planner can do in a single-layer TE model. Then, we check if such a solution violates the SRLG-disjoint condition. In our experiment of 10 thousand times random demands generation, 74.2% solutions obtained in this way are in fact non-disjoint, i.e., the 2 paths in a solution traverse at least one common physical link.

Now, we test the different solving approaches of the TE model. To avoid the mixed effect of performance measuring, the test is set to find a minimum cost solution for $x$ type 2 demands, each with randomly generated source and destination. Violation of the disjoint condition is not allowed in this test. The resource requests of each demand are randomly generated and evenly distributed. The range of distribution is adjusted each time to let the overall demand slightly hit the bottleneck of network resources, i.e.: In the solution obtained by simulated annealing, roughly 90% of the demands can eventually be routed. Then, the result is compared to the greedy solution, as well as the optimum solution obtained by the ILP model. All methods follow the principle of accommodating as many demands as possible (Section II-C3).

The quality of the solutions obtained by the different solving approaches is shown in the following two figures. For ILP solutions, the result is obtained when the gap reaches $\leq 1\%$, i.e., at most 1% away from the optimum solution. Fig.3 shows the total number of demands routed in the final solution, and Fig.4 shows the comparison of average routing cost for each demands using the greedy solution as reference.

![Figure 3. The average cost per routed demands by each method](image)

![Figure 4. Number of accommodated demands by each method](image)

From the results, it is clear that with the increment of
the amount of demands to be considered in one planning task, more demands can be routed with even reduced average cost. The performance of SA is close to that of ILP, and significantly better than that of the greedy solution. Fig. 5 shows the solving time of the ILP model and the simulated annealing model with respect to the amount of demands. The solving time of SA is multiplied by 10 to display the curve more clearly. The LP solver is ILOG CPLEX version 11.0.0, and we are using a PC with 3GHz processor and 1G memory.

The SRLG disjoint routing problem has been proved to be NP-complete [9]. Indeed, Fig. 5 shows a tendency of exponential growth of solving time of the ILP model with the increasing number of demands. The calculation time is also related to whether the bottleneck has been reached, and to which extent. When network resources are adequate, less calculation time (e.g., around 1 hour for 150 demands) is observed in our tests. In comparison, the simulated annealing model has demonstrated a linear increment of solving time due to its fixed cooling schedule and the linear scalability of the greedy sequential method GTA(S) in its core (Algorithm 2). The execution time of the greedy method takes only several seconds within the tested range, therefore it is not shown in the figure.

V. CONCLUSION

In this paper, we discussed the traffic engineering problem of disjoint route allocation in multi-layer networks, and suggested an analytical model to take the disjoint conditions in physical layer into an integrated optimization approach. Our ILP model is introduced for the basic problem setting, and then extended to support choices like conditional violation of disjoint constraints and best-effort accommodation of demands. Our model has considered the scalability issue often encountered in the multi-layer planning. Besides, a simulated annealing based planning method has also been suggested as an alternative solution approach, aiming at obtaining satisfactory solutions when the solving time of the ILP model is prohibitively high.
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I. DEVELOPING WITH WEB SERVICES

Service-centric system engineering is an important emerging paradigm in which applications are constructed from reusable component services [1]. One important consequence for requirements processes is that service registries available over the Internet provide users with immediate access to elements of the solution space. In the SeCSE Project [4] we have developed tools and techniques to form and execute queries on service registries from requirements specifications.

SeCSE supports an iterative requirements discovery process as shown in Fig. 1 [5]. Requirements analysts form service queries from requirements specifications to retrieve web services compliant with the requirements. Descriptions of retrieved services are presented to analysts who use them to enable more accurate service retrieval in a cyclical retrieval and requirement refinement process.

![Diagram](image-url)

Figure 1. SeCSE’s Requirements Process

To ensure industrial uptake SeCSE’s requirements process uses established techniques based on structured natural language. Analysts specify service-centric system behaviour with UML use case specifications and required system properties in a testable form with VOLERE shells [7]. The process extends the Rational Unified Process (RUP) [8] without mandating additional specification or service retrieval activities.

Our approach builds on Fischer et al.’s [6] observations about how design queries are incrementally improved by critiquing results from previous queries. Relevance feedback, as this is known, provides information about whether requirements can be satisfied by available services, to guide the analysts to consider alternative build, buy or lease alternatives or explore trade-offs to see whether most requirements can be met at acceptable cost by the available services.

To support this process of requirements-based service discovery we have also developed a means to represent service semantics. Relevance feedback may be used to inform analysts’ formulation of requirements based on representations of service semantics held in service registries. Crucially, this may include information about non-functional service characteristics. Of particular interest are the set of characteristics that broadly fall into the area of Quality of Service (QoS). With SeCSE it is possible to get an early indication of the quality of available services and therefore the potential quality achievable in the final application. Along with information about discovered services’ functionality, QoS information can be fed back into the requirements in order to help formulate requirements for acceptable QoS characteristics for the future system.

QoS has been identified [13] as a key element in the wider uptake of web services, particularly in a competitive market in third-party services [2]. Here, the consumer has no control over the service provision and implementation, and so assessing QoS is vital in establishing trust in a service. It is therefore desirable for the service consumer to be able to clearly state QoS requirements and identify the level of service compliance with those requirements. In recent years, we have reported new tools and techniques to increase requirements completeness from retrieved web services based on functional requirements [e.g. 14],[16],[17]]. In this paper we present new techniques to match non-functional requirements to service qualities during service selection using an ontology.

There are many QoS properties and for any property, there are often several metrics with which it may be expressed. This creates problems for QoS-informed service discovery since the analyst and service provider may express required and provided QoS properties in different ways.
Where different metrics are used false negatives will result from simple syntactic matching. As we have reported previously [15], a key feature of our tools is that these tools can tolerate such inconsistencies. When we last reported on this work, however, we had not yet performed an empirical evaluation of our work. To remedy this, this paper reports results from an industrial evaluation that was designed to answer our central hypothesis, that the SeCSE service specification and SeCSE’s requirements-based discovery tools are tolerant of mismatches between how a service provider specifies their services’ QoS properties, and how a service consumer specifies their QoS requirements. In other words, the analyst is insulated from needing to know the metrics and units used by different service providers, provided they (the analyst) use a recognized metric/metrics and unit/units when they specify their requirement.

Section 2 describes SeCSE’s requirements-based service discovery environment and the QoSOnt ontology. Section 3 introduces the evaluation method, and Section 4 reports results from the evaluation. Section 5 uses this data to answer the central hypothesis and discusses threats to validity of the results. The paper ends with implications of the results for iterative requirements-based service discovery processes and service discovery algorithms to support this process.

II. DISCOVERING AND SELECTING SERVICES USING QoS REQUIREMENTS

To support SeCSE’s requirements process we implemented the SeCSE service specification and discovery environment. It has 4 main components: (i) Service Registries – a federated and heterogeneous mechanism for storing service descriptions along with the Service Specification Tool with which service providers can populate the Service Registries; (ii) the UCaRE Requirements Component, which supports web-enabled specification of requirements and use cases, and formulation of service queries from these specifications; (iii) the Service Querying Component, which uses service queries to discover web services with different types of similarity; and (iv) the Service Explorer Component that displays the descriptions of retrieved services to enable analysts to understand, select between and use these services to discover new requirements.

A. The Test Scenario

To clarify our discussion we will present the test scenario for the evaluation. This has been taken from a system developed by SeCSE’s industrial partners that integrates various services into a client within an in-car device. The services include map/point of interest services; weather services; car park booking services; telecoms services, and logistical services [3]. The use case that has been used for the purpose of this evaluation to test the hypothesis described in the introduction is partly shown in Table 1 –Acquiring Weather Information use case. Table 2 defines two simple associated requirements. The first, a functional requirement (FR61), specifies what the service shall do, and the second, the non-functional requirement (AR7), specifies desirable qualities of the service.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acquiring weather information</td>
<td>A driver is driving his car. The driver requests weather forecast information for a selected destination using the car’s on-board weather forecast information service. The service retrieves information about weather forecasts for the selected destination based on the estimated arrival time. The service displays the information to the driver.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Actors</th>
<th>Problem Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Driver, On-board weather forecast information service</td>
<td>The driver needs information that is relevant and useful to him/her and his/her location.</td>
</tr>
</tbody>
</table>

TABLE II. REQUIREMENTS ON THE ON-BOARD WEATHER FORECAST INFORMATION SYSTEM

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>FR61: The system shall provide weather forecasts based on GPS coordinates and estimated arrival time.</td>
<td></td>
</tr>
<tr>
<td>AR7: The system must be available remotely in order to be integrated into the in-car device.</td>
<td></td>
</tr>
</tbody>
</table>

B. The Service Registries

The SeCSE environment discovers web services specified within registries that link to service implementations that applications invoke. However, registries such as UDDI (Universal Description, Discovery and Integration) are inadequate for retrieving services using semantic criteria such as QoS and exception handling. To counter this shortcoming SeCSE has defined an extensible facetted specification mechanism [9]. Facets are projections over service properties and serve to partition a service specification according to the properties that the service provider wishes to make public. There are currently 10 facet types that can be used to describe a service. Those that are relevant here are signature, which mimics the WSDL (Web Services Description Language) specification of service binding and signature information and is always needed, a description facet which provides a brief natural language service description designed to aid discovery and selection by SeCSE’s discovery tools, and the QoS facet used to describe a service’s QoS characteristics. Although we commonly assume that the service provider is responsible for providing service facets, some could be provided or authenticated by third parties. This applies particularly to the QoS facet where the information may be the service’s QoS that is claimed by the service provider, or it may represent data on the service’s actual QoS as monitored by a third party.

Service discovery in SeCSE uses the description and QoS facets to retrieve web services [15],[17]. The role of the QoS facet in service discovery is to refine selection of services discovered using the description facet. Retrieved service descriptions are presented to requirements analysts and service consumers to enable them to select the most appropriate services based upon their QoS requirements. A full description of the part of the SeCSE conceptual model that relates to QoS and the QoS facet is provided in [15].
C. The UCaRE Requirement Component

Analysts express requirements for new applications using UCaRE [18], a web-based .NET application depicted in Fig. 2. A requirements analyst manages requirements and use cases through a web client.

At the start of SeCSE’s requirements process, analysts work with future service consumers to develop simple use case précis that describe the required behaviour of the service-centric application. Table 1 includes the précis for the Acquiring Weather Information use case.

UCaRE supports the analyst in using the VOLERE shell to specify requirements such as AR7. VOLERE enables the analyst to specify the requirement’s type, rationale, source, owner and importance scores. For non-functional requirements, UCaRE also supports the specification of measurable fit criteria (MFC) that are essential for selecting between discovered services on QoS criteria. MFCs are quantified goals that describe in detail how the system must behave in order to be deemed to have satisfied the requirement. While the description of the requirement is written in the language of the stakeholders, the MFC is written in a precise quantified manner so that solutions can be tested against the requirement. By stating requirements with measurable fit criteria that are aligned with the metrics of QoS, it is possible to use these to directly compare against the QoS facet. Fig. 3 shows the measurable fit criterion for the availability requirement AR7 that was used in the evaluation to filter the resulting list of candidate services relating to QoS.
The availability requirement in Fig. 3 shows that even if there was a broad agreement on the important characteristics of quality it is highly likely that a degree of translation would be required to allow different parties to compare QoS. For instance, even if exactly the same metric is used (say, mean time to repair) by both analyst and service provider it may be stated in any unit of time. Simple syntactic matching would lead to many false negatives in this case. Consider that the requirement AR7 of at least 80% availability (as percentage uptime over some period) has been specified for a weather service. Imagine that a specification of a candidate service includes a QoS property with a mean time between failure of 42 days and a mean time to repair of 1 hour. Without conversion capabilities the service’s QoS property would not match the requirement and would give a false negative. However, with the integration of QoSOnt (section 2.5) mismatches of this kind are avoided. The metrics are first converted to compatible units (42 days = 1008 hours). The availability metric is then computed from these two component metrics 1008/(1 + 1008), allowing the inference that the availability of the service is 99.9%, thus that it meets the requirement.

D. Service Querying and Service Explorer Components

In the SeCSE service discovery environment analysts can manipulate specified use cases and requirements to generate service queries. These are fired at service registries with the EDDIE service discovery engine [17] to retrieve web services from the same domain as the current problem. EDDIE implements advanced term disambiguation and query expansion algorithms to add different terms with similar meanings to the query using the WordNet online lexicon, thus increasing the number of web services retrieved from the registries.
E. QoSOn as a means to filter and select candidate services

The SeCSE QoS Facet makes use of the QoS Ontology, QoSOn [10] that implements the OMG model of QoS [12] using the OWL [11] ontology language. An ontology is a description of the concepts which exist in some domain and the relationships between them. QoSOn does not just provide a set of terms but provides a machine interpretable model of QoS knowledge. The structure of QoSOn, which is really three linked ontologies that model QoS properties, QoS metrics and units, is further described in [10].

Returning to our consideration of comparing the quality of candidate services during the requirements phase; determining whether a service supports certain metrics is of limited use without being able to compare the analyst’s requirements against the services’ capabilities. This is where the use of QoSOn provides great advantages for this usage scenario.

It is through commitment to the same ontology (QoSOn) in the specification tool, registry and discovery tool that comparison between service quality is made possible. UCaRE prompts the user to specify MFCs using terms directly from the ontology. This means that if the underlying ontology evolves then these changes will automatically be reflected in the tool. The SeCSE specification tool [9] uses the same approach, meaning that service QoS requirements are stated in compatible terms.

In practice this does mean that some level of agreement on a QoS vocabulary is a pre-requisite. However the use of an ontology easily allows the use of multiple synonyms and the expression of new concepts in terms of other existing concepts.

III. EVALUATION METHOD

We made use of a scenario from SeCSE’s industrial partners in the design of our experiment. For each service involved in the scenario the industrial partners specified and published a QoS facet and a description facet. They then described the corresponding use case using the UCaRE tool. With these artifacts in place it was possible to attempt requirements-based service discovery, i.e. matching the use case requirements against the service descriptions in the SeCSE registry.

In order to evaluate how useful this was we needed more data however. In particular, in order to assess whether the conversion capabilities provided by QoSOn were allowing a greater number of candidate services to be compared, we needed more examples of QoS facets. At the same time, in order to be evaluated using UCaRE the description facet of the corresponding services had to remain largely the same. To achieve this we took the specifications of industrial partners and created dummy service specifications in which the description was unaltered, but the QoS facet was varied. In the dummy services the units of various metrics were altered to compatible units assuming a uniform random distribution. Where another way of expressing metrics was known, metrics were also re-expressed randomly in the dummy versions of the services. Having populated the registry with dummy services for each original service we then re-ran the discovery and QoS-based filtering process in UCaRE.

We focused the experiment on the QoS availability characteristic. Availability is a crucial service property for many applications, and the scenarios provided by our industrial partners reflected this. Further, there are several metrics that can be used to express availability and availability can be considered a compound of some metrics that actually represent other QoS characteristics. Finally, different metrics can use different units. As we described earlier, these factors all meant that a scenario in which availability was a crucial QoS characteristic had the potential to provide a test of our hypothesis.

A. Requirements-based Test Queries

A service query was formed from specification elements for the Acquiring Weather Information use case, including the availability requirement AR7 that provided the basis of the service query evaluation. The service query was then used to discover services in the SeCSE registry using EDDIE. Once generated and fired at the SeCSE service registry to retrieve similar web services, the Service Explorer component presents discovered services as shown in Fig. 4.

Figure 4. Discovered service descriptions shown in the Service Explorer

The Service Explorer orders services that attain a minimum threshold of relevance in a ranked order. Each service can be selected to view all properties of the service description facet and view each property next to its corresponding use case and requirement property to enable comparison.

The Service Explorer component also provides functionality with which to select between retrieved services and refine the services available based on a service’s QoS information. Fig. 5 shows part of the list of services that have been evaluated based on the metrics. Satisfied indicates that the availability of a service is at least 99.9% and thus that it meets the relevant measurable fit criterion. On the other hand, Unsatisfied indicates that the availability of a service is below 99.9% and thus that it does not meet the relevant measurable fit criterion.

B. The QoS Specifications used in the SeCSE Registry

To evaluate whether QoSOn can provide benefits to the discovery process, we seeded the SeCSE repository with 14 dummy specifications. These represented clones of the real weather forecast service, ForecastService, which acted as the baseline. Each clone specified its Availability QoS properties
differently from the baseline. As summarised in the following table, in some cases this involved the use of different units, in others the use of different metrics, i.e. percentage uptime, Mean Time Between Failure (MTBF) and Mean Time To Repair (MTTR).

Seven of the 14 dummy specifications used different QoS metrics to the baseline specification. Instead of directly specifying an Availability metric, the MTBF and MTTR properties were specified. QoSOnt can infer an availability measurement by combining other metrics, and the purpose of these seven specifications was to evaluate this ability.

Seven of the dummy specifications also used different units in order to specify the metrics. QoSOnt is able to convert between different units (for example, hours and minutes), and these specifications would help evaluate this. The baseline and dummy specifications are summarized in Table 3 below.

### IV. EVALUATION RESULTS

Table 3 shows the expected outcome of performing a QoSOnt supported discovery activity on these specifications, based on the use case described in section 2.1 (99.9% availability). Table 3 also shows the converted availability value that QoSOnt should infer for the specifications that do not directly specify their availability. The final two columns show the expected and actual result from applying QoSOnt and the service discovery tools to the registry containing the set of service descriptions.

As shown in Table 3, by using the conversion functionality provided within QoSOnt UCaRE/EDDiE was able to determine a percentage uptime metric for 13 of the 15 Weather Forecast services. Seven of these services were found to satisfy the required Availability measurement as described within the use case. Dummy services 2, 5, 6, 7, 9, 11 and 12 all used different metrics and units, and QoSOnt successfully performed conversions to infer availability values for them. Dummy services 8 and 10 were not returned. In the case of number 8 this was because it only contained one metric, MTBFs, and this on its own was not enough to infer an availability value (MTTR being required as well). Dummy service 10, on the other hand, contained no metrics that could be used to derive an availability value.

We re-ran the experiment without support from QoSOnt. Here, only syntactic matching was possible and only 5 results were obtained. All 5 were for service descriptions that used the percentage uptime metric: the baseline service and dummy services 4, 13, 14 and 15. The other services that satisfied the requirement but expressed using a different metric (2, 3, 5 and 6) were not found. Overall, in this experiment, by not using QoSOnt only 43% of the service specifications that would actually satisfy the use case were discovered.

### V. HYPOTHESIS REVISITED

We used results and data from the evaluation to demonstrate QoSOnt’s ability to convert between metrics and units for any (QoS characteristic, metric, unit) tuple that is known to it. Hence, we have provided evidence to support our hypothesis, that the SeCSE service specification and SeCSE’s requirements-based discovery tools are tolerant of mismatches between how a service provider specifies their services’ QoS properties, and how a service consumer specifies their QoS requirements. Of course, this is only true where both service consumer and service provider use characteristics, metrics and units known to the ontology. However, integration of QoSOnt in SeCSE’s service specification and service discovery tools make consistency easy to achieve in a way that is transparent to both actors. It is this transparency that is crucial if the vision of an open service marketplace, with all the diversity of practice that implies, is ever to be realised.

Clearly there are threats to results validity. One threat to the conclusion validity of the evaluation results is the sample size – 1 service query from 1 use case specification with 1 quality type fired at 1 registry. However the current small body of research into matching non-functional requirements to service qualities during service selection led us to run a formative-predictive evaluation to generate a first set of results to provide a framework and focus for more subsequent rigorous evaluation.
VI. CONCLUSIONS

In this paper we have described an empirical evaluation that assessed the feasibility of an approach to filtering candidate services based upon QoS. The approach in question relied upon the use of the QoSOnt ontology both in the QoS facets used to specify services and in the measurable fit criteria stated in service requirements. We have demonstrated that commitment to a common ontology did aid in achieving the desired QoS-based filtering. We have also begun to demonstrate the wider advantages of the use of such ontology. In particular the supporting conversion rules were found to avoid a number of cases, which would have produced false negative matches.

Our experiment showed that the number of comparisons, which were made possible only with conversion capabilities, could potentially be significant. In practice it is not clear how the use of different metrics and units would vary across the population, but in the absence of such knowledge we believe that our experiment gives us a first approximation of the effects of conversion in service selection.

Although more direct evaluations are needed to answer questions like ‘Do the QoS facet and QoSOnt assist QoS-critical service discovery?’ – evaluations that are planned to be undertaken in the near future – the results presented in this paper support our hypothesis that the SeCSE specification and requirements-based service discovery mechanisms are tolerant of mismatches between how a service provider specifies their services’ QoS properties, and how a service consumer specifies their QoS requirements. By implementing the OMG model of QoS [12] in QoSOnt we have tried to ensure coverage of recognised QoS properties. New QoS properties may emerge that have particular utility for service-centric systems. QoSOnt will need to evolve as this happens and has been released as open source to help encourage a user community to play its role in maintaining its relevance to service-centric systems engineering.

REFERENCES


<table>
<thead>
<tr>
<th>Table III. Expected and Actual Outcomes of the Discovery Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ServiceName</strong></td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>ForecastService (baseline)</td>
</tr>
<tr>
<td>Dummy02</td>
</tr>
<tr>
<td>Dummy03</td>
</tr>
<tr>
<td>Dummy04</td>
</tr>
<tr>
<td>Dummy05</td>
</tr>
<tr>
<td>Dummy06</td>
</tr>
<tr>
<td>Dummy07</td>
</tr>
<tr>
<td>Dummy08</td>
</tr>
<tr>
<td>Dummy09</td>
</tr>
<tr>
<td>Dummy10</td>
</tr>
<tr>
<td>Dummy11</td>
</tr>
<tr>
<td>Dummy12</td>
</tr>
<tr>
<td>Dummy13</td>
</tr>
<tr>
<td>Dummy14</td>
</tr>
<tr>
<td>Dummy15</td>
</tr>
</tbody>
</table>
Implementation of the Information System of the Telecom Operators Using the ITIL V3 Methodology for the Service Design Phase

Anel Tanovic
Department for IT development of multimedia services
BH Telecom d.o.o. Sarajevo
Sarajevo, Bosnia and Herzegovina
anel.tanovic@bhtelecom.ba

Fahrudin Orucevic
Department of Computer Science and Informatics
University of Sarajevo, Faculty of Electrical Engineering
Sarajevo, Bosnia and Herzegovina
forucevic@etf.unsa.ba

Abstract - In order for any business organization to perform on a successful level, it is necessary that it has a defined set of activities that manage IT processes and services. Defined set of activities constitutes the Service Management of that organization. There are many types of Service Management, and this paper is based on the type of which is called Information Technology Infrastructure Library V3 (ITIL V3). ITIL V3 has a total of five phases: Strategy Service, Service Design, Service Transition, Service Operation and Continual Service Improvement. This paper is focused on the description of its second phase, which is called Service Design. The aim of this paper is to describe information systems development of the Telecom Operator for Service Design phase of the ITIL v3 methodology in all seven of the processes that are contained in these phases. These are: Service Catalogue Management, Service Level Management, Capacity Management, Availability Management, IT Service Continuity Management, Information Security Management and Supplier Management. This paper attempts to show to the telecom operators that during the realization of their IT processes they do not necessarily have to use the eTOM standard, but may use other standards and concretely they can use ITIL V3 standard. This paper in its conclusion, with previously detailed analysis of the implementation of the Service Design processes according to ITIL V3 methodology in the information system of the telecom operator, needs to define which teams are required to implement the Service Design processes and which are the activities that each team has during the implementation of the information system of the telecom operators.
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I. INTRODUCTION

Any organization that wants to increase the level of their business depends on the way of the IT Service Management. In order to make IT processes and services successfully conducted, it is necessary that the organization defines a set of specialized organizational capabilities that are provided to customers in the form of the service. This set of specialized skills consists the Service Management organization. There are many standards for Service Management practices such as ITIL, COBIT, CMMI, eTOM, PRINCE2 and ISO 20000 [6].

ITIL is an acronym for "Information Technology Infrastructure Library," and falls under ITSM, which is an acronym for "Information Technology Service Management". ITSM is defined as a discipline for managing IT systems, which is centered on the customer perspective of IT's contribution to the business. ITIL is the best practice environment for companies that provide IT services as its core business functions. ITIL takes a "life" approach for the development of IT services and produces the best practices and guidelines throughout each "life" stage to help IT companies to deliver the best possible services to their customers. ITIL V3 defines five main phases of life cycle [1], [2], [3], [4], [5]:

1. Service Strategy
2. Service Design
3. Service Transition
4. Service Operation
5. Continual Service Improvement

1. **Service Strategy** provides guidance on how to design, develop and implement Service Management, not only as an organizational capability but also as a strategic asset. These guidelines are based on the principles that underpin the practice of Service Management, which are useful for the development of Service Management policies, directives and processes through ITIL lifecycle development services [1]. Service Strategy includes the following five processes: Strategy Generation, Risk Management, Demand Management, Financial Management and Service Portfolio Management.

2. **Service Design** is the second phase of the development lifecycle of IT services for ITIL v3 methodology and an important element within the business processes aimed at
change. The role of Service Design can be defined as developing appropriate and innovative IT services, including their architecture, processes, policies and documentation to meet current and future agreed business requirements [2]. Service Design has the following seven processes: Service Catalogue Management, Service Level Management, Capacity Management, Availability Management, IT Service Continuity Management, Information Security Management and Supplier Management.

3. Service Transition phase has a role to let the operational use of the services that have been designed in the Service Design phase. Service Transition performs the same thing in a manner that it receives the Service Design Package and transferred to the Service Operation phase of each element required for operations that are executed [3]. If the business assumptions, forecasts or request change from the Service Design phase, then they may need modification during the Service Transition stage in order to deliver necessary IT service. Service Transition has a total of six basic processes: Change Management, Service Asset and Configuration Management, Knowledge Management, Transition Planning and Support, Release and Deployment Management and Service Validation and Testion.

4. Service Operation phase has a role to ensure that the user is provided with the agreed level of quality service that is necessary for this phase to be able to manage applications, technologies and infrastructure that supports the implementation of services. The goal of Service Operation is the coordination and execution of activities and processes that are necessary for enablement and management of the services at agreed levels [4]. Service Operation has a total of five processes: Event Management, Incident Management, Problem Management, Request Fullfilment and Access Management.

5. Continual Service Improvement is the last fifth stage of the development lifecycle of the IT services for the ITIL V3 methodology, which is responsible for continuously changing business needs by improving business needs by improving the effectiveness and efficiency of the process [5]. Duration of the Continual Service Improvement depends upon the size of the organization and takes several weeks to several months. The result of Continual Service Improvement is reflected through improved IT services throughout all of the first four phases of the ITIL V3 lifecycle.

Section II begins with a description of the importance of building a unified Telecom Operator information system with the aim to improve its business, and continues with a concrete description of the implementation of all processes of the Service Design phase of the information system of the Telecom Operator. Conclusion of the work, which originated as a result of the analysis carried out in Section II, proposes teams for implementation of all Service Design phase processes, the time period for action of each team and the guidance in which direction should further research in this field be aimed.

II. IMPLEMENTATION OF SERVICE DESIGN PROCESSES IN INFORMATION SYSTEM TELECOM OPERATOR

In condition of competitive environment and objective geopolitical circumstances, one of the basic tools for the successful positioning of telecom operators in area of some region is to construction of the system that will enable rapid implementation of the services and flexible tariff plan [10], [12]. The realization of such a system is aimed at providing conditions for the service users to be able to request in an identical manner and only in one step through multiple channels of access (Telecom center or web) each individual service, or any combination of available services in any part of the area in which operates Telecom operator and to receive personalized account for these services. Information System of the Telecom Operator, whose development for the Service Design phase of the ITIL V3 methodology is described in this document, should consolidate all of the databases for the Telecom operator’s technologies: fixed telephony, mobile telephony and Internet services and their billing systems into a single database and a unique billing system. Development of the information system is based on development of the two key applications: application of the user data and sales applications that use Oracle database. Construction of the entire system involves the definition of business requirements with the creation of infrastructure design, logical and physical database design with the specification of the target business processes and functionality of the new applications, development and functional testing of the system with the development of applications and scripts for data migration and implementation of systems with migration of data into a new system and performing tests for checking the functionality of the new system.

General functionalities that need to be supported by the information system are:

- Administration of users, data entry and data management of all user-oriented activities.
- Support for complex hierarchical structure of the customer.
- Interaction with systems in the environment.
- Recording of the complaints and grievances.
- Generation of reports on service users.
- Sales Management with the complete supervision of the transactions execution.
- Dynamic generation of reports, documentation, and monitoring the sales process.
- Provision of the efficient distribution channels.
• Enablement of the review of the customer informations regarding subscription packages, included products, equipment and services.
• The execution of the integration with other applications.

A. Service Catalogue Management

The definition of a unique catalogue of IT services is affected by: products, product catalogue, product offer and price of the products whose value is affected by the first three mentioned parameters (Figure 1).

![Figure 1. The parameters that influence the definition of IT service catalogue](image)

During the construction of information system what should be taken into consideration is to build several different types of product catalogues, depending on the different categories of end users [8], [26]. It is necessary to define a total of seven product catalogues depending on the different categories of the users:

1. Product Catalogue for the business users
2. Product Catalogue for the residential customers
3. Product Catalogue for the disabled
4. Product Catalogue for the war veterans
5. Product Catalogue for the students
6. Product Catalogue for people with special needs
7. Joint product catalogue

Each of the displayed product catalogues should provide:

- Membership of the certain offer to a particular specification. Specification represents a group of a services with similar characteristics, which are sold and implemented in a similar manner.
- The associated products that define the way of payment and price.
- Link to a specific sales channel.
- Link to certain types of network elements.
- Connection to distribution channels.
- Connection to marketing promotions.
- Description of the data that must be entered for each of the products sold in conjunction with validating the rules.

External factors are affecting definition of the final structure of the product that is inserted into the product catalogue, and these factors are: a view of the end user, the marketing impact, the impact of the accounts by the end user, the financial impact and payment structure of the product catalogue [6], [26] (Figure 2).

Price list of the information system should primarily include: the price of connecting practice, a subscription, the cost of monthly fees and the basic price of the device. It may or may not contain the costs of the service which is charged by usage and prices that are charged by duration or quantity. Catalogue of the IT services should enable discounts upon several different categories:

- Discounts on the basis of action offer
- Discounts for the duration of the contract
- Discounts for the length of the subscription service
- Discounts for each user
- Discounts for the number of connections
- Discounts on special conditions

![Figure 2. The parameters that influence on definition of the final structure of the product](image)

B. Service Level Management

In the analysis of Service Level Management three types of agreements are taken into account: Service Level Agreements (agreements with end users), Operation Level Agreements (agreements within organizational units of the firm) and Contracts (agreements with the partner company that participates in the implementation of a project) [19]. All three agreements must ensure that service levels are aligned with business expectations.

Construction of agreements with customers (Service Level Agreements) involves the construction of a single document that represents a description of the mutual rights and obligations that need to be followed by the Telecom operators and their end-users when two sides agree to sign a contract on the use of a Telecom service operators by the end user. The document itself should contain seven items:

1. Defining the price of services that is defined by the Telecom operator through the catalogues of IT services and the payment method that requires the end user.
2. Defining the implementation of the services in which the Telecom operator needs to commit to a service realization time starting from the date on which end-user submitted a request to fulfill services.

3. Defining the terms on which Telecom operator can’t implement the request for a service made by the end user because there is no technical possibility for the realization of the service.

4. Defining the termination of the contract between Telecom operators and end-user if the user does not pay the debt in cash within a defined time, is not available at the registered address or if there is reasonable suspicion that the user intends to misuse or abuse the service that is leased.

5. Defining the deadline for returning the terminal equipment by the end user if he withdraws from service or his service is turned off for legitimate reasons.

6. Defining the timeframe for abandonment of the implementation of services by the end user.

7. Defining the responsibilities of Telecom operator for any damage inflicted upon a user or third party due to misuse of user data from a person that performs before mentioned responsibility.

Required elements in the user data application for full implementation of the agreements with customers are:

- Provide monitoring of the data about all users of technology for Telecom operator to look at the details of user data from all billings and all of the technologies, as well as for creating a billing group according to user needs.

- Develop a clear hierarchy of users with the possibility to record the different roles that physical or business person may have, as well as defining the connections and relations between different users.

- Provide a flexible system of allocation of the discounts and affordable packages throughout segmentation of the users.

- Give the possibility to create different user profiles and assign user profiles defined for the purposes of reporting based upon user profiles.

- Support monitoring and recording of objections, claims and complaints of users, as well as creating and monitoring their implementation status.

- Define mechanisms for the integration of various technologies users into a single application user data.

Agreements between different organizational units (Operation Level Agreements) imply an agreement described in the document on cooperation in building a unified information system. The document must be a deal agreed between all organizational units of the Telecom operators should commit to mutually exchange data and information when building information systems. Telecom operator’s organizational units that should be included in the building of a new information system are: Division of fixed telephony, mobile telephony department, department of private Internet users, department of business Internet users, call center operator Telecom, Telecom Center and Department VPN.

Agreements with foreign company - consultant (Contracts) are achieved only after a public process of choosing IT consultant who will help the telecom operator in the implementation of information systems [23]. The choice of IT consultants is done in two phases: phase prequalification stage and calls for submission of bids. Required steps for the candidates to pass the prequalification status are:

a) If there is no legal impediment to their participation in the competition for the selection of the best IT consultant.

b) To be entitled to pursue professional activities and is registered in appropriate professional registers.

c) To have economic and financial condition to realize a successful implementation of the contract.

d) That their technical and professional capacity guarantees the successful implementation of the contract.

As for the technical and professional skills, candidates should meet the following minimum requirements:

a) Employees at least 20 certified IT consultants.

b) At least one reference to the information system implementation project in the telecom industry.

c) Employed at least 10 certified IT consultants who will be constantly involved in the project and who have participated in at least 3 projects of implementation of information systems in the industry.

d) Owning your own HW/SW infrastructure necessary to start the project (testing and development) and other necessary technical preconditions.

The second phase is the phase of invitations to tender where it is necessary to establish criteria for evaluating bids. There are three basic parameters by which the IT consultant is selected from all of the candidates: the lowest price (with percentage share of 60%), the quality of the offered solutions (with percentage share of 25%) and a time deadline for delivery of the offered solutions (with percentage share of 15%). The contract will be assigned to the IT consultant who submitted the top rated acceptable bid.

Telecom operators may, after completion of the first phase, and before the second phase, stop the process of selecting IT consultant for one of the following reasons:
a) No bids have been submitted within a certain deadline.
b) None of the bids received is not technically acceptable.
c) Prices of all eligible bids were significantly higher than the budget for the contract signing with the IT consultant.
d) Number of acceptable offers is less than 3 and does not ensure genuine competition.
e) Number of qualified candidates is less than 3 and does not ensure genuine competition for the actual contract.

C. Capacity Management

In order to verify system performance and architecture on which the system is based upon, during the design of information systems it is required to perform tests of system performance and stress tests [15], [20]. The aim of these tests is:

- Prove that the system is able to handle the expected load.
- Prove that the system is able to withstand the excessive load.
- Find errors in the architecture of the system that cause oversized stress.
- Propose a strategy to optimize the system.

For the purpose of measuring performance it is necessary to use the following three tools:

- Enterprise Service Bus (ESB) Console – used to measure the performance of business applications and communication between them.
- Business Process Execution Language (BPEL) Console - used for definition of web service compositions.
- Windows Task Manager – should be used on servers in order to verify the efficiency of the CPU.

For each technology, telecom operators should perform the following five tests:
1. Functional test - Only one request is sent to the subsystem of the technologies in order to prove the functionality and initialization of internal structures.
2. Scenario with an expected average load - simulating the expected load on the system in order to prove that the system is stable at this load.
3. Scenario with the expected excess load - Excessive load on the system is simulated in order to prove that the system is stable at this load.
4. Extreme scenario (shock) loads - Excessive workload increases by 10 times to prove that the system can withstand this pressure.
5. Scenario long test - This scenario has the same structure as the scenario with an expected average load, only taking into account that the time of the load is increased.

There are two general conclusions that should result from the above tests that are done before the system itself is released into production:
1. Information system is ready to withstand the expected load level with respect to capacities that are currently available.
2. Information system is ready to withstand the excessive load level if it faces in the future the expanded capacity which currently has system itself.

Systems analysts should be taking into account the results of the testing and with knowledge of the system architecture propose four recommendations that will enable the system stability when it comes down to its current and future capacity:
1. Use direct calls between Java Enterprise Service Bus (ESB) and Business Process Execution Language (BPEL).
2. Reduce the level of logging in a production environment.
3. Reduce Business Process Execution Language (BPEL) control level in a production environment.
4. Perform regular cleaning of the log files from the ESB and BPEL after measurements of system performance.

Giving the above recommendations requires the creation of the links of the Capacity Management with Demand Management for the formation of the necessary requirements for the implementation of the above proposals. So the link to the Demand Management influences on the formation of the budget.

D. Availability Management

The new information system of the Telecom operator should be available and functional 24 hours a day during 365 days year. The reason for this is the Billing system and web portal that always must be functional. This means that the only possible value of the availability of the system is the maximum one (100%). For this purpose a stable system architecture needs to be built, design accessibility plan and form a group of IT professionals that will release the information system in production, constantly update the program status because of the eventual changes in the architecture of the system.

The plan includes access to all components of the architecture of information system that must always be functional [16], [24], [25]. Components of the architecture of the system are summarized in Figure 3. Note that the server side architecture are web services, Java services, Enterprise
Resource Planning (ERP), Oracle databases, and SAP; the user updates the database. The client-side architecture are web, application user data and application sales. The connection between server and client side architecture is realized through the Business Process Execution Language (BPEL), which is primarily used for definition of web service compositions.

![Diagram of Information System Architecture](image)

**Figure 3. Components of the architecture of the Information system which are involved in the Availability plan**

Availability plan consists of the following items:

- **Defining the interoperability of systems** - Define the integration of heterogeneous systems purchased from different suppliers based on different technologies into a single system.
- **Defining the flexibility of the system** - Define the integration of new applications into existing system structures. The whole logic of the integration of the information systems should be contained in one place and should not be placed in applications because it has to be defined in XML documents (BPEL processes). Business processes and information system must be flexible and tolerant to changes in the integrated applications and systems. Integration platform should be such to provide a central point that the applications are associated to.
- **Defining the independence of the data structure** - Data within the system should be such that they are exchanged in form of XML documents that can be transformed so that the independence of the data structure is achieved.
- **The definition of the integration based on events** - BPEL processes should provide almost instant exchange of data and events between the integrated applications.
- **Defining the performance and reliability** - The platform should support a web server for fast execution of the program so that the BPEL Process Engine running on Oracle application server provides high availability and scalability of the application servers.
- **Defining user tasks** - Oracle BPEL Process Manager needs to support the creation of workflows and integrate business processes with the BPEL processes. Standard graphical user interface for defining user tasks that can be partially or completely changed should be provided that way.

- **Definition of system maintenance** - Plan should include the availability of an algorithm for solving the problem. Every problem that impairs the availability of services, within a certain period of time.

If a problem results in termination of the entire system, the problem must be solved 24 hours from the hour of the occurrence problem. If the problem represents a decline in the primary service, then this problem must be solved 48 hours from the hour of creation. If the problem represents a decline in the secondary service, then this problem must be solved six days from the date of creation. If it is a minor problem that caused the fall of a service, then this problem should be settled within 7 days from the date of the problem occurrence.

Each time delay regarding solution of these problems violates the above maximum systems availability. Every problem that has been successfully resolved in the timeframe described above maintains maximum availability of IT system. The Telecom partner and firm partner are responsible to solve the above-mentioned types of problems. Each one of the defined items of the accessibility plan must be updated regularly by a group of IT professionals.

**E. IT Service Continuity Management**

The basic step in the implementation of IT Service Continuity Management in Information System of the Telecom operator is to build the Business Continuity Plan [6]. Business Continuity Plan in information system contains the steps that need to be implemented when one of the services stops working in order to achieve faster construction of a new service that will continue to operate on the same level it operated before the old service failure [2]. It consists of four phases: initialization, definition of requirements and strategies, implementation and preparing for the production.

For the software engineering team to start the implementation of the Business Continuity Plan at all, it is necessary that reports regarding termination of an old service’s functioning are delivered to them. To come to the team for a software engineering that is responsible for implementation of the Business Continuity Plan, it is necessary to pass through the four lower levels of support. The first level of support is reporting a problem, another level of support is to locate the problem, the third level of support does support the site, which is responsible for normal technical requirements, and the last fourth level of support is a technical support. Of course, the implementation of the Business Continuity Plan will come if any of the first four levels of support fails to recover the old...
service. Table I. shows the Business Continuity Plan for the information system of Telecom operator.

TABLE I. BUSINESS CONTINUITY PLAN FOR INFORMATION SYSTEM OF TELECOM OPERATOR

<table>
<thead>
<tr>
<th>Name of Business Continuity Plan phase</th>
<th>Name of the under phases of Business Continuity Plan</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Initialisation</td>
<td>1. Document drafting job descriptions</td>
</tr>
<tr>
<td></td>
<td>2. Detailed specifications for functionality</td>
</tr>
<tr>
<td></td>
<td>application development solutions</td>
</tr>
<tr>
<td></td>
<td>3. Specification of target business processes</td>
</tr>
<tr>
<td></td>
<td>and functionality of new application modules</td>
</tr>
<tr>
<td></td>
<td>4. Detection and specification of services and</td>
</tr>
<tr>
<td></td>
<td>orchestration integration flows</td>
</tr>
<tr>
<td>II. Definition requirements and strategy</td>
<td>1. Design data models and messages</td>
</tr>
<tr>
<td></td>
<td>2. Design integration architecture</td>
</tr>
<tr>
<td></td>
<td>3. Development of test strategy</td>
</tr>
<tr>
<td></td>
<td>4. Preparation of development platform</td>
</tr>
<tr>
<td></td>
<td>5. Implementation of database</td>
</tr>
<tr>
<td></td>
<td>6. The development, implementation and Functional</td>
</tr>
<tr>
<td></td>
<td>test of web service</td>
</tr>
<tr>
<td>III. Implementation</td>
<td>1. The formation of the final documentation</td>
</tr>
<tr>
<td></td>
<td>2. Preparation of test platform</td>
</tr>
<tr>
<td></td>
<td>3. Functional tests</td>
</tr>
<tr>
<td></td>
<td>4. Integration tests</td>
</tr>
<tr>
<td></td>
<td>5. End-2-End tests</td>
</tr>
<tr>
<td>IV. Preparation for production</td>
<td>1. Moving into production</td>
</tr>
<tr>
<td></td>
<td>2. Training end users</td>
</tr>
<tr>
<td></td>
<td>3. Acceptance tests</td>
</tr>
</tbody>
</table>

F. Information Security Management

Security in applications of information systems [25] of the Telecom operators are implemented on the basis of 6 levels where the most important role is played by a database administrator, application server administrators and end users:

- The level of database
- The level of web services
- The level of application server
- The level of application
- The level of URL
- The level of page

Each level of security must ensure the possibility of executing the action and review of the data only to a certain specified entities under a certain conditions. Figure 4 shows the relationship between the six levels of security to be realized when implementing this process.

1. The level of database

There should be a database user who will have access rights to all actions of the database and who will have access to all data in an information system. This user has all rights of access to all data that are needed for work. Its features, such as user name and password, knows only the chief administrator of the database. For the purposes of access to data from the database, it is necessary to access the application server which contains username and encrypted password.

2. The level of web services

Web services that are used in applications of the information systems can provide more tools to help out of which the Oracle Web Service Manager is often used, which is primarily used against Oracle databases (OWSM). Exposed Web services can not be accessed except through defined channels and defined access rights. All monitoring or unauthorized attempts to access web services is done through OWSM application on application server.

3. The level of application server

Oracle Application server has a application for server management - Enterprise Manager Application Server Control. This application is executed on the server and it can be accessed by knowing the administrator username and password. The main application server administrator is responsible for creating, assigning roles and access rights to the application server. Roles and users of applications can be maintained in the application server.

4. The level of the application

Security-sensitive applications and information system components are divided into: URL (images, files, etc.), page (JSP, HTML, CSS, etc.) and part of the site. Any safety sensitive component represents a system of privilege. List of privileges that a user can have is constructed on that foundation. All privileges are grouped into application roles. Whenever security-sensitive components are accessed, it is checked whether the user belongs to a role that has the right of access privileges. If it does, the process goes smoothly. If user has no right of access, he gets notified that he is trying to access a protected resource. If it is the page that the user is accessing, then the forbidden part of the page is invisible or the access is denied. Most of the application options are in the menu of applications. Each user will have defined rights.
to access certain options of the menu. The real URL that is shown during the selection of menu options is presented as a privilege and it is indirectly assigned to a user through a specific role.

5. Application roles of access to applications

The goal of application roles is to group access rights in order to facilitate the granting, revocation or modification of the rights. All users belong to a single application of application roles. User roles activated in applications are shown in Table II.

6. The level of URL

URL level of security is tied to the resources that are accessed through the Application Server. URL can represent images, files, pages, etc. If it is a security sensitive component, then it will be assigned to the role whose members have access to these components. They will be located in specific-protected directories, which will be accessed only with prior checking of the access rights. If it is a safety sever components, then they can be located in public folders that can be accessed simply by specifying the URL of the web address in your browser.

<table>
<thead>
<tr>
<th>The role of user applications</th>
<th>Description of the role of application users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application user</td>
<td>User that monitors other users.</td>
</tr>
<tr>
<td>Application Administrator</td>
<td>User who performs user registration process and has access to codes</td>
</tr>
<tr>
<td>IT Administrator</td>
<td>Super user who manages the applications, maintains codes and review the logs.</td>
</tr>
<tr>
<td>Back Office Administrator</td>
<td>User who has a right of access to all options of applications in information system.</td>
</tr>
<tr>
<td>Front Office Administrator</td>
<td>Users that has greater subset of the access rights as opposed to the Administrator of the Back-Office that is required to work at the Telecom operators counter service.</td>
</tr>
<tr>
<td>Call Centre Administrator</td>
<td>Users that has greater subset of access rights as opposed to the Administrator of the Back-Office that is required to work at the Telecom operators call center.</td>
</tr>
<tr>
<td>VPN Administrator</td>
<td>User who has a right of access to VPN and other parts of applications required for managers of large accounts of Telecom operator</td>
</tr>
</tbody>
</table>

7. The level of page

If a review or modification of data in a table on the form: a user will be able to review only the information from the table, while others will be able to change data in the table. This is the hardest part of the implementation, so it is recommended that, whatever possible, it is implemented through one of the above ways, and then if there is no acceptable solution this method is to be approached.

G. Supplier Management

Telecom operators need to save money and human resources engage partner firm that will assist in implementation of a new information system. Modules that are implemented by the firm partner during the project, are obligatory to be maintained by firm partner after the system is available for production [8], [23]. Accordingly, it should define levels of support that the contract partner of the firm should implement in order to define hierarchies for problem solving (Table III).

With levels of maintenance contract should define levels of problems, definitions of failures, response time and problem removal that due to the contract should be addressed by the firm partner (Table IV).

After defining the level and types of problems, we can define a workflow to solve problems for which the firm partner should be in charge of according to the contract (Figure 5).

A signed agreement between telecom operator and companies partner needs to define the total time of the entire information system’s construction and a time deadline to complete the activities for which the partner firm in charge of. The selected firm partner should be an IT company that has already implemented a number of systems, and it should take over much of the analysis of the new system and the entire design and implementation of a whole new system. Figure 5 shows the workflow of the support in the five defined levels of the support in order to resolve the problem by the firm partners.

Telecom operators should take the following actions:

1. Planning, system analysis and definition of requirements specifications in accordance with all the necessary activities (final project and a term plan, defining frameworks and boundaries of the system, analysis existing processes and applications, defining business processes and specification of requirements that the new system should satisfy, as well as setting technical architecture, systems hardware platform-way necessary for project development).

2. Conduct testing of new systems implemented in the category of functional, integration, and tests.

3. To build a production database, and create a production platform on the basis of a detailed written plan for transition to production.

4. Integrate new system with the billing system, execute the migration of data from old system to the new system according to a pre-defined plans for transition to the new system.

5. Conduct user training that will work on a newly implemented information system.

The company partner should execute the following activities:
1. Execute the whole system design that includes architectural solution’s design, modeling and database design (logical and physical data model) and the creation of the development of the database.

2. Set up and test system development platform.

3. Implement the security level and define the role of administrative control over the new system.

4. Design, build and develop applications including the preparation of interfaces to other applications, with special emphasis on the interpretation of the business logic and processes.

5. Define the integration of the old information system’s customer base.

6. Define, encode, and make all the necessary mechanisms for the integration of information systems with other relevant information systems.

7. Document system as defined by the methodology of development of the information system within the telecom operator and the recommended methods of the partner companies in all stages of solution’s development. Final papers should be such to have a form of the derived state with a detailed plan of the transition to producing.

**TABLE III. LEVELS OF THE MAINTENANCE OF THE INFORMATION SYSTEM, WHICH DUE TO THE CONTRACT NEED TO BE MAINTAINED BY A SUPPLIER**

<table>
<thead>
<tr>
<th>The level of maintenance system</th>
<th>The job of maintaining the level of the system level support in the maintenance of a new information system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1</td>
<td>Logging and tracking requests of Telecom Operator</td>
</tr>
<tr>
<td>Level 2</td>
<td>First line of support, location of problems and issues forward in the right department</td>
</tr>
<tr>
<td>Level 3</td>
<td>Support the site for normal technical requirements</td>
</tr>
<tr>
<td>Level 4</td>
<td>Technical support in case of escalation of problems that precedes the software engineering</td>
</tr>
<tr>
<td>Level 5</td>
<td>Software engineering, which includes work on the code and changes the design of the system</td>
</tr>
</tbody>
</table>

**TABLE IV. CATEGORIES OF THE PROBLEMS WITH THE TIME FOR RESOLUTION THAT SUPPLIER MUST SOLVE DUE TO THE CONTRACT**

<table>
<thead>
<tr>
<th>Level of the problem</th>
<th>Definition</th>
<th>Time for call off</th>
<th>Removal time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level I</td>
<td>A complete system crash</td>
<td>1 hour of receiving a verbal notification of the problem</td>
<td>24 hours after receiving oral notice of the problem</td>
</tr>
<tr>
<td>Level II</td>
<td>Fall of crucial part of the system</td>
<td>24 hours after receiving oral notice of the problem</td>
<td>48 hours after receiving oral notice of the problem</td>
</tr>
<tr>
<td>Level III</td>
<td>Fall of operating part of the system that is crucial for the whole system</td>
<td>2 business days of receiving notice of the problem</td>
<td>6 working days of receiving notice of the problem</td>
</tr>
<tr>
<td></td>
<td>A minor</td>
<td>3 working</td>
<td>7 working days</td>
</tr>
</tbody>
</table>

**Figure 5. Workflow of the support for problem resolution for which the supplier is in charge of**

III. CONCLUSION

For the realization of the Service Design processes in an information system of the telecom operator, it is necessary to establish more teams of IT professionals for each of the Service Design processes before starting the actual implementation of selected recommendations of ITIL V3 [2], [6]. Service Catalogue Management Code required a team that will define the seven product catalogues, which should be given to the end user. Service Level Management requires the formation of three teams of IT specialists to define three different types of agreements: Service Level Agreements, Operating Level Agreements and Contracts. With Capacity Management only one team that should define five functional tests that measure the current and future IT available capacities that are available to the system itself is required. Availability Management demands formation of the two teams of IT professionals: the first team to define system components that should go into the future plan of the availability and other team that should be responsible for implementation of all of the defined items of the accessibility plan. When IT Service Continuity Management is concerned four teams are required for the implementation of each of the four phases of the Business Continuity Plan. Information Security Management requires the formation of two teams of IT experts: the first team that is responsible for implementation of the six defined levels of
security, and a second team to assign administrative roles for management of the system itself. For Supplier Management three teams of IT professionals are required: the first team that is responsible for monitoring activities to be implemented by the Telecom operator while implementing information system, the second team to monitor activities to be implemented by the firm partner when implementing IT Systems specialization, and the third team to monitor the speed of solving problems at levels of priority for which the company partner is responsible.

Each of the 16 teams in all seven Service Design processes, except for three teams of Supplier Management, is independent from one another and can be carried out continuously. Time limit for completion of team activities for the first six Service Design process is a maximum of 2 months. Regarding the activities of Supplier Management teams, they start with just three months after signing the agreement with the partner company and are valid depending on the category of agreements which can be six months, one year or two years.

Further research in this area is related to the development of similar studies for the remaining four phases of ITIL V3 standards, primarily for the Service Strategy phase because of its close links with the Service Design phase.
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Abstract – Selection of the most appropriate service by correct invocation is a challenge. This is due to the difficulties of correctly exposing proper ways to invoke a service, to the variety of services, from online services, software pieces, to shopping, and to different invoker behavior. When considering invoker feedback, service ranking based on the user’s perception, or based on the recommenders’ statistics are relevant. The paper presents adapted approaches to select services based on distance and similarity, and introduces a similarity taxonomy to better tune various kinds of service invocation under specific constraints, such as relaxation, type of similarity, context, and service ranking. Selection is also based on the feedback from the user. The proposed model is used for building a selection algorithm that allows variations on service invocation.
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I. INTRODUCTION

The large spectrum of user behaviors (and, in general, the variety of needed services) leads to the need of similarity-based matching, when a given service is required. Traditionally, the notions QoS (Quality of Service), and QoE (Quality of Experience) deals with these aspects. However, the perfect matching and the approximate matching depend on a large number of factors. For example, if we consider Web Services dedicated to weather forecast, location, month/day/year, parameters (rain, wind, temperature, and pressure) can be appropriate parameters when inquiring. Definitively, there are several forecast services, and the experience of a particular user might differ from one forecast service to another. Some provide information that is more accurate than others (i.e., data is more frequently updated), history is better preserved by particular services, via backward search, e.g., Weather Underground, etc. A similar problem is observed when choosing and downloading a particular piece of software, when inquiring for a specialized on-line book shop, or when looking for a service providing the most updated world-wide information. Finally, some services offer a friendlier interface for searching, ordering, and getting delivered a particular need (i.e., personalized interface, myAccount, etc.).

There are meta-services, providing the service at choice. Such examples are those for buying flight tickets, where the cheapest, the quicker, or other selection criteria are used for service selection. Other meta-services are for selecting the most appropriate software to download, or for booking a hotel. In most of the cases mentioned above, one criterion is usually considered to select from an existing service pool.

Two phases involve service features, (i) service discovery (locating) and (ii) service selection (in the case of a set of services, relatively satisfying the needs with similar degrees of satisfaction). Both phases require special mechanisms to assess service similarity. Meta-services have a restrained number of known services, that are well localized and whose parameters are also limited. Because of this, the selection appears to be less complex. With a well known service and limited criteria (usually one search/service selection criterion), similarity is relatively easy to be determined.

The above considerations are no longer valid for a large spectrum of properties a service might expose in order to satisfy a given service request. To satisfy a request, service similarity plays an important role for timely identification and delivery, and for an optimal (maximal) customer (invoker) satisfaction. Customer satisfaction is expressed by QoE, on-line feedback, service ranking, and manifested by variations of QoS to keep service costs and satisfaction in synchrony.

The paper deals with service similarity and proposes a adaptive similarity taxonomy and mechanisms to handle service discovery and service selection considering service specification, end-user (requester) perception, and service reputation. In Section II, existing approaches for service similarities are presented. Section III introduces a context-based similarity model, including distance and similarity metrics, a similarity taxonomy, and other facilities to consider service rating and feature relaxations. Section IV presents an algorithm to compute a minimum set of existing services satisfying a given query, following the newly introduced model. Section V concludes on the approach and presents further developments.
II. RELATED WORK

Finding similar services (approximate but satisfactory matching) is somehow similar to (i) text matching, (ii) schema matching, or (iii) software-component matching. For some text matching solutions (information retrieval) mechanisms based on term frequency are used [7][8]. In schema matching, special techniques are using semantics of the schemas to suggest schema matching [9]. Mainly, linguistic and structural analyses, as well as domain knowledge, are methods to handle schema matching. When expanding to software component matching [10] (considerably used in software reuse) component signature and program behavior (usually formally defined) are considered; in this case, data types and post-conditions should be considered for matching. However, these techniques are not suitable for Web Services [6], as data types and post-conditions are not available. Usually, such a service has a name and text description in UDDI (Universal Description, Discovery, and Integration) registry, operation decryptions, and input/output descriptions; the last two are usually specified in WSDL (Web Service Description Language).

Dong et al. [6] proposed criteria for associating similar terms. They introduced the cohesion/correlation score, as a measure of how tight two terms are. However, they do not consider particular characteristics of a term. They applied the score only to Web Services. We start from the idea that services similarity has a meaning only between services than can be context-oriented and belong to a cluster (e.g., invoking a service gives a list of similar operations with similar results). Other approaches consider both diversity and similarity at the same time, having the distance as a metric [11]. We adopt these metric (see Section III) and adapt them to the service similarity computation.

In fact, specific to each service, there are particular service parameters that are agreed upon between a provider and a subscriber, commonly settled by the SLA (Service Level Agreement). On the provider side, the SLA parameters are used for technical audit and litigations (leading to penalties or bonuses towards a given user or class of users). Specific on-line and off-line measuring mechanisms for SLA metrics and specialized audit techniques have been proposed. On the consumer side, the subscribers’ satisfaction is gathered and mapped to the audit results to validate a given service, to detect flaws in delivering a service, and to ultimately build a view on service reputation. In general, a record is handled per service or per products, with respect to a given subscriber or a class of subscribers. Feedback can be used to enforce service similarity.

In this paper, we expand the cluster-based similarity to service similarity and introduce similarity taxonomy, where the service consumer has a weight in deciding service similarity. The idea is to establish service ranking (and reputation) inside a given cluster, and define similarity considering service-provider and service-user feedback.

III. A CONTEXT-BASED SIMILARITY MODEL

Then main idea of our approach is (i) having well defined service clusters, (ii) compute the distance between service feature, (iii) evaluate service similarity, based on service features, (iv) consider user-, service-, and producer-based similarity reflected by the appropriate reputations, and (v) evaluate how interchangeable two services are. When a service query is issued, the algorithm we propose selects the most appropriate service, considering both distance and similarity between services.

A. Identifying clusters of similar services

Expanding what was mentioned in [6], service cohesion of a service cluster must be strong (best potential to be similar), while correlation between two service clusters should be weak (service independence). We say that service $s_1$ is similar with $s_2$, and note $s_1 \sim s_2$, if the similarity confidence is greater than a given threshold $\delta$. In a cluster $S$ with $|S|$, where $|x|$ is the cardinality of x, we redefine cohesion and correlation as follows:

$$\text{Coh}_S = \frac{|\{s_i \sim s_j \mid s_i \sim s_j (\sim_{\text{thres}} > \delta)\}|}{(|S| \times (|S| - 1))}$$  
(1)

and

$$\text{Correl}_{S,S'} = \frac{(A(S, S') + A(S', S))}{2 \times |S| \times |S'|}.$$  
(2)

where

$$A(S, S') = \{s_i, s_j \mid s_i \in S, s_j \in S', s_i \sim s_j (\sim_{\text{thres}} > \delta)\}$$  
(3)

with $\sim_{\text{score}} = \frac{\text{Coh}_S}{\text{Correl}_{SS'}}$  
(4)

defining the similarity score.

We notice that $\sim_{\text{score}}$ defines similarity classes based on the preexisting service clusters. To enhance the similarity score, clusters aggregation and clusters split operations are possible. Conditions and assessments for doing these are presented in [6].
B. Distance metrics for service similarity

Let us assume that a service \( s \) has \( n \) features (usually called data-points, as they are expressed by concrete values in an \( n \) dimensional space). The following distance methods are adapted for comparing services:

(a) Service Euclidian distance between two services in the \( n \) dimensional space

\[
d(s_1, s_2) = 1/n \sum (a_{1i} - b_{2i})^2, \text{ for all } i = 1 \ldots n
\]

where \( a_i, b_i \) are service features.

(b) Service city-block distance

\[
d(s_1, s_2) = 1/n \sum |a_{1i} - b_{2i}|, \text{ for all } i = 1 \ldots n
\]

(c) Service Pearson correlation coefficient

\[
r(s_1, s_2) = 1/n \sum \frac{(a_{1i} - \bar{a})(b_{2i} - \bar{b})}{\sigma_a \sigma_b},
\]

where \( \bar{a} \) and \( \bar{b} \) are the sample mean of \( a_i \) and \( b_i \) respectively, and \( \sigma_a \) and \( \sigma_b \) are the sample standard deviation of \( a_i \) and \( b_i \).

The service Pearson distance is defined as

\[
d(s_1, s_2) = 1 - r(s_1, s_2)
\]

(d) Service Cosine similarity

\[
d(s_1, s_2) = \cos (\theta) = (s_1 \bullet s_2) / (|s_1||s_2|)
\]

where \( \bullet \) is the vector product of \( s_1 \) ans \( s_2 \).

By selecting a service distance metric, a clustering algorithm computes the distance matrix between two services. Mostly, (a) and (b) of the above are satisfying the triangle inequality, as true metrics.

C. Classes of similarities

In order to select the most appropriate service, we introduce producer-based similarity \( (\sim_{\text{prod}}) \), recommender-based similarity \( (\sim_{\text{rec}}) \), and user-based similarity \( (\sim_{\text{user}}) \). Producer similarity is based on the expectation, recommender’s similarity is statistics-based, and user similarity is based on user feedback. In this taxonomy, \( s_1 \sim_{\text{prod}} \{s_2, s_3, \ldots \} \) define a cluster of similar services, as defined by the producer.

To refine service similarity, we introduce the notions of primary service features and secondary service features, as shown in Figure 1.

We introduce strong, weak, and normal similarity, represented by \( \sim_s, \sim_w, \text{ and } \sim_n \), respectively.

Therefore, \( (s_1 \sim s_2) = \)

\[
\sim_s \iff \text{all } a_{1i} \in A_1 \text{ and } b_{2i} \in B_1
\]

\[
\sim_w \iff \text{all } a_{1i} \in A_2 \text{ and } b_{2i} \in B_2
\]

\[
\sim_n \iff \text{there are } a_{1i} \in A_1 \text{ and } b_{2i} \in B_2 \text{ or there are } a_{1i} \in A_2 \text{ and } b_{2i} \in B_1
\]

Similarity composition allows to capture all possible combinations, e.g., \( \sim_{\text{prod}} \) represents a strong similarity defined by the producer, based on the primary service features.

A refinement of feature-based similarity can be expressed when service features do not show a direct semantic matching, but feature composition might lead to such a match. Considering a subset of a service feature for a given service equivalent with a feature for a service for which the similarity is computed, we introduce feature composition-based similarity, as shown in Figure 2.

\[
S_1
\]

\[
S_2
\]

\[
S_1 \sim_{a_{1k}, a_{1m}, \ldots / b_{2p}, b_{2z}} S_2
\]

with the semantic that the values of \( a_{1k} \) and \( a_{1m} \) composed are similar to the values of \( b_{2p} \). Composition might be any arithmetic or Boolean operator, according to the nature of
the features, e.g., if sets, then ‘U’ (union), if values, then ‘+’ (addition), etc. If type, and \(a_{i1}: T1\) and \(a_{im}: T2\), and \(b_{x1}: T3\), then, then T3 is a subtype of either T1 or T2.

Combination between \(\sim_a\), \(\sim_m\), and \(\sim_n\), and feature composition-based similarity can be applied following (10).

D. Updating similarity

When evaluating service similarities, perfect match of service features is desired, but rarely found, due to some continuous values of the features. For example, looking for a service offering the weather temperature with an accuracy of 0.1°F is not feasible. A query on what month the temperature is 67.3°F might have no match; but, for a given location, a query for what month shows [75-80]°F might be answered by April or May, if a Mediterranean area. We identify two possible relaxations when performing the matching.

D.1 Context-based feature migration

In time, and based on business models or customer feedback, some primary features become secondary, and vice-versa. Even more, at the same time, in different contexts, a feature can belong to either primary or secondary feature sets.

Let \(C = \{c_1\}\) a set of contexts and

\[
s_1 ::= (A_1 \cup A_2)_{context = c_1}, \text{ with } A_1 \cap A_2 = \phi
\]

\[
s_1 ::= (A'_1 \cup A'_2)_{context = c_2}, \text{ with } A'_1 \cap A'_2 = \phi
\]

(12)

then, the following is possible:

\[
s_1 \sim_{context = c_1} s_2
\]

\[
s_1 \sim_{context = c_2} s_3
\]

(13)

D.2 Feature relaxation-based similarity

Service features are not always perfectly matching (so goes for query matching, as well). Most of the time, the exact matching is not mandatory, e.g., if a service feature has a numeric value, a variation of \(a_{i} \) (usually symmetric, but not necessarily) of +/- \(a_{i}\) is allowed. As a result, the similarity metrics presented in II.B can be relaxed. The same relaxation can be applied for similarity on data type/subtype, for similarity concerning the set of interface operations, or similarity concerning variations of an algorithm implementation. For example, when a query (with explicit relaxation of +/- 2ms) targets a service with a response delay of 10ms, any service offering a delay within [8ms, 12ms] is a desired matching. With no explicit relaxation delay, 10ms is mandatory. In this case,

\[
s_1 \sim a_i +/- a_i \quad s_2 \Leftrightarrow \quad b_2 \in [a_{ii} - a_{ij}, a_{ii} + a_{ij}]
\]

(14)

where \(a_{ij}\) and \(b_{ij}\) are the corresponding features of \(s_1\) and \(s_2\), respectively.

E. Recommender-based similarity

Recommender mechanisms rank [1] the products or services based on feedback received after a series of recommendations and successful transactions. The ranking is subject to incomplete, fictitious feedback, volume of transactions for a given product or provider, and confidence in feedback. Based on statistics, the recommender computes its own ranking per product, defining the reputation \(r\) of a service/product.

Considering a set of service clusters a recommender builds based on type of services/products, we define:

Cluster = \{cluster\} with \(s_1 \in\) cluster, and \(s_2 \in\) cluster for a given service feature

\[
s_1 \sim_{feature = a_i} s_2 \Leftrightarrow |rank_{s1} - rank_{s2}| < \epsilon_{ai}
\]

(15)

In general,

\[
s_1 \sim_{uai} s_2 \Leftrightarrow \max\{|rank_{s1} - rank_{s2}|\} < \min\{\epsilon_{ai}\}
\]

(16)

F. Customer feedback reputation-based similarity

Based on customer individual metrics, context, and potential query with relaxation, a reputation is associated with a service/product. Heuristics for updating the reputation have been presented in [1][2]. In general, the following information is available:

\(<r>\): each service \(<s>\) has an associated reputation \(<r>\)

\(P_r<s,r>\): each provider offers a service with its associated reputation

\(P_r<s,t>\): another provider can offer the same service with a different associated reputation

\(u<s, c>\): a user \(u\) has a credibility and confidence metrics associated with it

For simplicity, we consider that \(<e, c>\) are the same for any service.

For a given user, we define similarity in terms of \(r_i\)

\[
s_1 \sim_{feedback} s_2 \Leftrightarrow |r_{i1} - r_{i2}| < \epsilon_0 \text{ with } e_0 \text{ and } c_0
\]

(17)
In the following, the newly introduced model is used by an algorithm to identify the most suitable service to satisfy a query for a service.

III. ALGORITHM FOR SERVICE RETRIEVAL USING SIMILARITY

We introduced a similarity model and classes of similarity that allow a user (invoker) to use a service in a given context, allowing or not precise relaxation for some service features, and under different types of similarity (strong, weak, normal). Distance metrics were also adopted for services, in order to cluster the most suitable services for a particular query, before computing the similarity.

Based on the model introduced in Section III and on the user model [2] and reputation [1], a query for a service \( s \) can be expressed as

\[
Q(s, \text{similarity type}, \text{context}, \text{with/without relaxation on } \{a_1\})
\]

The algorithm presented below illustrates the main steps to reach a service proposal that can be a set, a given service, or no service at all.

**Algorithm for finding a requested service query** \( Q \), **based on similarity between potential satisfying services**

1: begin
2: identify the service cluster [see (4)]
3: select a distance metric [see (5)-(9)]
4: calculate distance between all \( s_i \) in the cluster
5: select a subset \( \{s_i \text{ with min } \{d(s_i, s_j) < \varepsilon\} \}
6: if \( Q \) with relaxation
7: apply (10) and (11) for all mentioned features
8: if not
9: if \( Q \) with context
10: apply (12) and (13)
11: if not
12: compute a subset \( \{s_l\} \) of the set found before step12
13: select \( \{s_l\} \) from the subset of step 12, with \( \text{rank}(s_l) > \delta_l \) and \( r_{feedback} > \delta_2 \) [see (16) and (17)]
14: select a subset for the subset of step 13
15: return the subset of step 14
16: end

Note that the output of step 15 might be an empty set, or a set having many recommended services complying to the query conditions.

The complexity of the algorithm is given mostly by the number of service features that can be considered with relaxations.

A variation of the algorithm was experimented with relaxation conditions for a set of contexts. The number of features with relaxation, the number of contexts, and the number of services into a cluster determine the performance of the algorithm.

Different experiments on the on-line Barnes & Nobles system (on-line bookstore) show a reasonable improvement on the precision the algorithm returns after running various numbers of queries and varying different conditions.

It is no surprise that a service satisfying a query with relaxation reaches faster and with a higher precision the query expectation.

IV. CONCLUSION AND FUTURE WORK

In this paper, we presented an approach for service invocation using similarity taxonomy with weak, strong, and normal similarity. Practically, services are clustered and service distance/similarity metrics were adopted from text-based domains. A reputation-based mechanism (introduced in [1][2]) is used in combination to context-based similarity and feature relaxation methods to identify a set of services that better serve a given query.

We also introduced the techniques of feature aggregation when similarity is evaluated, and the continuous update of feature classification, i.e., primary/secondary, according to the context. More work should be done on these two items, as semantic-based aggregation should be considered.
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Abstract— We have developed a web-based system that allows users to collaboratively organize large online image collections according to an evolving faceted classification schema. One of the major issues identified in the early deployment and evaluation in a university setting is the scalability of the system on traditional server implementations. Traditional computing cannot support ever-increasing number of users, documents, schema objects, schema history, and automated classification processes without difficult, expensive and time consuming resource reconfiguration. To address this problem we are proposing to move our system on a cloud-based Microsoft Windows Azure platform exposing it to users as a collaborative cloud service. Cloud computing will enable the Facet System to scale virtually unlimited. In this paper, we describe the architectural design for deploying our facet-based system and early prototypical modules as well as the work in progress implementing it on the Windows Azure platform.
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I. INTRODUCTION

We have developed a web-based system that allows users to collaboratively organize large online multimedia collections into an evolving faceted classification [1; 2; 3]. The system includes backend algorithms that systematically enrich the classification and automatically classify documents [4; 5; 6]. Evaluation of the prototype system, hereby referred to as the Facet System, shows promise [7; 8]. One of the major issues identified is the scalability of the system on traditional server implementations. Traditional computing cannot support ever-increasing number of users, documents, schema objects, schema history, and automated classification processes without difficult, expensive and time consuming resource reconfiguration. To address this problem we are proposing to move our system on a cloud-based Microsoft Windows Azure platform [14], exposing it to users as a collaborative cloud service. Cloud computing will enable the Facet System to scale virtually unlimited. There are a number of cloud services available in the commercial market but, as an academic institution, we will propose to use the time being made available on Microsoft Azure by a joint RFP by the National Science Foundation and Microsoft. Evaluating a social classification service on Windows Azure will allow us answer research questions specific to large-scale deployment of social systems that harness and cultivate collective intelligence. In section 2, we provide a review of the existing facet based system with an emphasis on the compute intensive nature of some of the features. In section 3, we describe more specifically the evaluations we have performed that demonstrates the existence of severe scalability issues. Section 4 gives our design for deploying the facet system onto an azure architecture. In the final section we lay out the future work tasks.

II. BACKGROUND

In this section, we briefly review the existing facet based system. Fig. 1 and Fig. 2 show the browsing and classification screens in the Facet System, through which users can browse and collaboratively evolve a multi-faceted classification. In addition to a global classification of a large collection, we are adding a personal schema feature to the Facet System. In Fig. 2, clicking on the “person” icon above the faceted classification (the 1st of the 3 icons) will display a personal schema. The personal schema allows user to have a personal, persistent, idiosyncratic view of the collection [9]. In addition, most likely a user is interested in only a subset of the collection, when the collection is very large. Furthermore, a category in a personal schema can be a dynamic link (like a “shortcut” in Windows File Explorer) to a category in the global collection, which is constantly evolved by the community.

Fig. 3 shows the classification screen with both global and personal schemas. The back-end algorithms utilize the metadata in personal schemas for enrichment (construction, pruning, etc.) of global schema and automated classifications. Except for shortcuts, maintenance of facets and categories in a personal hierarchy requires separate storage in the database. To reduce user efforts in classifying documents into her personal hierarchy, a user can instruct the system to automatically classify or recommend documents from the overall collection into the personal schema.

When automated classification is enabled for the personal hierarchy (in user preference settings), the backend algorithms take significant amount of computing resources for each additional user. Furthermore, our system supports schema history – which allows users to examine global or personal schema at any given point in time.
Figure 1. Browsing screen of the Facet System.

Figure 2. Classification screen of the Facet System.
While one of the users’ favorite features based on user evaluation, the History feature requires significant database storage. Just as data has a time dimension in a data warehouse, the metadata has a time dimension in the Facet database. Therefore we refer to the metadata storage as a Metadata warehouse. In Fig. 2 and Fig. 3, clicking on the Calendar icon will allow users to see the schema at a given point in time. The History feature shows users the evolution of the schema and the trends in the community. Without the History feature, users may have difficulty finding documents at the “place” where they used to be, as the schemas evolve over time [10].

III. EVALUATION AND SCALING ISSUE

We have evaluated the Facet System for over a year with over 300 students at the Old Dominion University and the University of Delaware, and will continue the evaluation in collaboration with additional universities. We have developed image harvesting programs that can ingest thousands of public domain images per day on a given topic [11]. We have tested the system by simulating a large number of users. The scaling issue proves to be a critical factor in expanding the evaluation and deploying our system for public use in a multimedia document repository.

Traditional computing cannot support ever-increasing number of users, associated personal schemas, schema history logging, schema enrichment, and automated classification processes. With traditional computing, resources are typically configured rigidly with respect to both hardware and software (including licenses) to handle expected usage for a fairly short time horizon. Scaling up the configuration is a non-trivial effort and in many case literally impossible within the infrastructure of the supporting organization due to interdependencies. Cloud computing, on the other hand, enables our system to scale to virtually unlimited number of users. Enabling a collaborative document organization system to support virtually unlimited users may lead to a breakthrough in the way that electronic documents are organized. Our long-term vision is that this cloud-based document-organization approach may go beyond organizing an online multimedia collection to organizing knowledge bases in a large enterprise or a global research community. Users can store and organize documents in a computing cloud instead of on their desktop computers or departmental file servers. Besides maintaining virtual, personal “file systems”, users can collaboratively evolve community-wide document collections. The cloud not only eliminates the storage limitation of desktop computers and traditional file servers, but also reduces duplicate storage and allows for value-added services such as document version controls (as in Microsoft SharePoint).

We have explored Microsoft Windows Azure and the development fabric, and see great potential of deploying the Facet system on Windows Azure. As the primary purpose of our Facet system is to organize documents including multimedia, we feel that the Microsoft platform will facilitate adoption of the Facet system by research.
communities, industry enterprises and the society. While the cloud computing infrastructure has been developed for several years, social and organizational support of cloud computing paradigms is still lacking. Deploying our system on Microsoft Windows Azure will open the door of evaluating the system to large enterprise environments in addition to online communities. Using Microsoft Windows Azure explores the potential of integrating our system with the Azure cloud storage, an upcoming popular choice for enterprise file sharing, and Microsoft SharePoint service, a dominating player in today’s document management market.

In the following section, we present the preliminary design of how our system is being deployed on the Microsoft Windows Azure cloud. We believe that migrating our system from an open-source stack to Microsoft Windows Azure will provide valuable lessons to other similar efforts in the research community.

IV. CLOUD DEPLOYMENT ARCHITECTURE

Our system is currently implemented as an open source extension of Joomla [15], a popular content management system built on LAMP stack: Linux [16], Apache[17], MySQL[18], and PHP[19]. We are now deploying the system along with PHP and MySQL on Windows Azure. To achieve scalability, we are moving metadata storage from MySQL to SQL Azure, and document storage from the Web server’s file system to Windows Azure Storage. To minimize code changes and demonstrate the modularity of our system, we are continuing to use MySQL to support the core user interface features provided by Joomla!, such as authentication and menu management. Our system has a modular design to facilitate integration with other content management systems. If time permits, we will explore the potential of integrating our system with Microsoft SharePoint services on the Azure platform. Such integration would eliminate the need for MySQL.

The virtual machines in Windows Azure take either Web roles or Worker roles. The Web Role instances run our user-facing Facet System, which is programmed in PHP. The Worker Role instances run the MySQL database and backend schema enrichment and classification programs in Java. Both Web Role and Worker Role instances connect to SQL Azure to access the metadata warehouse, and utilize Windows Azure Storage for multimedia file storage. Fig. 4 provides a general overview of the virtual machines (VMs) in the Azure cloud, adapted from a Microsoft white paper [12]. Windows Azure Storage and SQL Azure are part of the cloud utilized by the Web Role and Worker Role instances.

In our deployment there are different Web Roles and Work Roles. There are two Web Roles: FacetUI and FacetAdmin. The FacetUI instances serve the end-user interface to the Facet system. The FacetAdmin role contains administrative tools (such as PHPMyAdmin) that administer the database and caches. There are three Work Roles: MySQL, MemCached, and FacetBackend. The MySQL instances host the MySQL database that supports user authentication, menu management and other core-Joomla features. Master-slave configuration of MySQL databases

![Figure 4. Overview of the Azure Cloud where the Facet System will be deployed.](image-url)
Figure 5. Architecture of proposed deployment on Windows Azure.

Figure 6. Deployment of Facet System on Azure Development.
provides added reliability. The MemCached instances host Memcached, a popular distributed object cache system. A FacetUI instance attempts to read data from the object cache first. If the object does not exist in the cache, the FacetUI instance reads from the database, and load the object into the cache. Many common user requests, such as request to common menu items and the global metadata, are being served by Memcached to lower the database load and improve the performance. The FacetBackend role contains systematic schema enrichment and automated classification algorithms, which operate with data stored in SQL Azure. Deployment of these Web and Worker Roles will utilize Microsoft Windows Azure Solution Accelerators for PHP, MySQL, and Memcached [13]. Fig. 5 shows the architecture for the cloud deployment.

We spent limited concept-proving efforts in exploring the Azure development fabric. Fig. 6 shows the deployment fabric configured with different Web and Worker instances.

V. FUTURE WORK

On the user-oriented side of the system, we will address issues that come with the large scale, such as how to manage a large number of personal schemas and historic views of metadata. Among other adjustments, the user interface needs to be made stateless for load balancing and cloud deployment. On the back-end, we will address scalability issues of schema enrichment (mainly clustering and association mining) and automated classification (current implemented using Support Vector Machine) algorithms. We will evaluate various aspects of system functionality, including both user interface and backend algorithms. In parallel with code changes, we will develop a large test bed (an expansion of the current collection of African-American history images) that allows us to test the scalability of the system. As we gain experience with the large-scale deployment on Microsoft Windows Azure, we will explore design alternatives and make improvements to the system architecture, user interface and backend algorithms.
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Abstract—Industrial control networks, e.g., for factory, process or energy automation and smart metering, are increasingly based on IT communication technologies like Ethernet, IP, and Web-Services. Security measures as authentication or cryptographic VPNs are used to protect communication links to supervising control stations and for remote service. While standard communication technologies have been used at the supervision level for some time, they will increasingly be used down to the field level comprising a huge number of field level control devices, sensors and actuators. These may be installed in largely distributed, uncontrolled areas. IT security measures are needed to protect the exchange of control commands and monitoring information between these field level devices and towards control stations. The efficient and secure distribution of required security credentials is challenging. This paper describes a service for managing security credentials for ubiquitous field level devices (sensors, actuators) in an industrial automation environment.
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I. INTRODUCTION

Standard communication technologies as Ethernet, the IP protocol, and Web-Services are increasingly used in industrial environments such as automation systems for energy distribution, building, factory and process automation, or for smart metering. This trend will extend down the automation pyramid to field level devices including even individual sensors and actuators. These numerous field level devices being widely distributed form an ubiquitous automation environment. Integrated security mechanisms have to be supported by a huge number of pervasive devices. Extremely easy commissioning and integrated security functionality are required to make the technology suitable for industrial applications. Automated Plug&Work mechanisms especially supporting security configuration are needed also to support agile automation concepts in which the production environment is flexibly adapted to changing needs. Moreover, security configuration has to take into account that automation environments may be geographically far-flung.

This paper describes challenges, side conditions and approaches for a security service enabling the efficient rollout of security credentials in ubiquitous industrial automation environments. This service comprises technical as well as organizational means. It allows field level components to be configured with the required set of security parameters to protect the device itself and its communication. In particular the pre-configuration of security credentials during the manufacturing process is considered as one way of supporting a secure configuration as part of device installation.

The remainder of this paper is structured as follows. Section II provides a motivation for security configuration processes based on existing security applications in automation networks. Section III describes a security service for the rollout of security credentials covering the whole security parameter lifecycle, which is discussed in the context of the product life cycle of ubiquitous industrial field devices. Section IV afterwards describes different supported approaches for key distribution, applicable to industrial environments, while Section V describes an exemplary setup of the security service, where one service instantiation is used during device manufacturing, and a second one during device installation and operation. Section VI summarizes the findings and gives an outlook to future work.

II. AUTOMATION SYSTEMS SECURITY

Typical automation systems are built in a hierarchical way as shown in Figure 1. It shows typical layers of an automation pyramid. On the lowest level there are sensors and actors that are connected to field devices. Specialized field buses are expected to be increasingly replaced by standard communication technology as Ethernet and IP. These field devices are actuated by controllers, e.g., a programmable logic controller PLC, which may be interconnected using industrial real-time
Ethernet protocols as, e.g., Profinet (cf. [10]). On the top are interconnections to supervisory systems and enterprise resource planning systems.

![Automation Pyramid](image)

**Figure 1: Automation Pyramid**

Today, security in industrial automation is commonly applied by isolating cells on controller level using security gateways. Internally, the automation network is assumed to be closed and communication is not further cryptographically secured. In the future it is expected that devices down the automation pyramid including sensors and actors will feature integrated security functionality. This has already been discussed in the context of funded projects like the European funded project “Virtual Automation Networks – VAN” (cf. [11]) enabling secured communication between automation cells or devices in automation cells of different production lines. In contrast, energy automation already uses IP connectivity down to the field level.

Security mechanisms to be supported in automation communication comprise well-known security services:

- **Authentication**: The property that the claimed identity of an entity is correct.
- **Authorization**: The process of giving someone permission to do or have something.
- **Integrity**: The property that information has not been altered in an unauthorized manner.
- **Confidentiality**: The property that information is not made available or disclosed to unauthorized individuals, entities or processes.
- **Availability**: The degree to which a component is operable (non-cryptographically service).

In contrast to office networks, automation networks have different requirements to security services as shown in the Figure 2.

![Comparison Office/Industrial Security Requirements](image)

**Figure 2: Comparison Office/Industrial Security Requirements**

The determination of security needs reveals the high importance of integrity and availability within automation networks. Also non-repudiation is often important so that e.g. reliable information about production is available or to provide billing-relevant information that can be relied upon. These security needs are quite different to typical priorities in office networks, see Figure 2. A particular design consideration is the long component life time (several decades, depending on industry). All of the stated security services, independent of the application area, have one in common. They all need some type of security credential (which may be symmetrical or asymmetrical), where they can build upon. Thus, the process to efficiently install required security credentials on a huge number of devices will provide a big challenge. Its solution is a prerequisite to the successful adoption of integrated security mechanisms.

To better motivate the need for security credentials or more generally security parameters, the following subsections outline concrete examples for security in automation communication.

### A. Example 1: Energy Automation

IEC 61850 provides a standard for communication in the domain of energy automation. It addresses the data exchange on process level, field level, and station level. Today, IEC 61850 is mainly used for reporting status and sampled value information from Intelligent Electronic Devices (IED) to a substation automation controller as well as for command transport from a substation automation controller to IEDs. It also covers the communication between IEDs instead of dedicated wires.

The following Figure 3 gives an example for a typical IEC 61850 communication scenario.

![Typical Energy Automation Scenario](image)

**Figure 3: Typical Energy Automation Scenario**
This scenario obviously requires security services to protect the communicated control data. For energy automation the necessary security services are defined in IEC 62351. It defines explicit measures for communication using TCP and also serial protocols which are used directly in substation automation as well as in adjacent communication supporting energy automation, e.g., inter-control center communication. IEC 62351 addresses the general security requirements stated above. Currently the standard comprises eight parts that are in different state of completion.

While part 1 and 2 are more general and provide information about considered threat scenarios and the definition of terms, part 3 to 6 are directly related to energy automation protocols like IEC 61850 (IEC 62351 Part 6) and IEC 60870-5-x (IEC 62351 Part 5) and their mappings to protocols like TCP/IP (IEC 62351 Part 3) and MMS (IEC 62351 Part 4). These parts utilize symmetric as well as asymmetric cryptographic functions to secure the payload and the communication link. Moreover, the existing security protocol Transport Layer Security (TLS), which has been successfully used in other technical areas and industrial applications, is directly applied. Here, IEC 62351 specifies cipher suites (the allowed combination of authentication, integrity protection and encryption algorithms) and also states requirements to the certificates to be used with TLS.

Besides TCP/IP, IEC 62351 Part 5 relates to the specialities of serial communication. Here security measures are defined to especially protect the integrity of the connections based on pre-shared keys. This part also specifies the key management necessary for the security measures.

IEC 62351 Part 7 describes security related data objects for end-to-end network and system management and also security problem detection. These data objects support the secure control of dedicated parts of the energy automation network.

Part 8 of the standard is currently in definition and addresses the integration of role-based access control mechanisms into the whole domain of power systems based on ID-certificates, attribute certificates, or software tokens. This is necessary as in protection systems and in control centers authorization as well as stringent traceability is required. One usage example is the verification of the authorization and accomplishment of a dedicated switching action.

As it can be seen from the description above, IEC 62351 utilizes security credentials, e.g., in the context of the transport layer (using TLS or serial communication) but also on application layer for role-based access control. Crucial to the application of security credentials is the general credential handling comprising generation, provisioning, revocation, and especially the initial distribution to all participating entities. This is currently underspecified, but has been acknowledged by standardization as important. As the standard is extensible, it is expected that there will be a new part, describing credential handling in the context of IEC 62351 services.

B. Example: Wireless Sensor Networks

Wireless sensor networks consist of sensors (and actors) that communicate using short range wireless communication based on 802.15.4, Bluetooth, ZigBee or wireless HART. Important industrial use cases are machine and plant monitoring, asset tracking, and metering [8]. As the wireless communication can easily be intercepted and manipulated, a cryptographic protection is a must. Therefore, the sensors/actor nodes have to be configured with a join key that allows to securely join a wireless network and to set-up required security associations. The join key is typically a secret key that is used to authenticate towards a security manager. The security manager authenticates the nodes and provides required session keys. The join keys are configured when the sensor network is installed, but it would also be possible to provide sensor nodes that have been pre-configured during manufacturing.

C. Example: Product Authentication

To identify products, in particular replacement parts, and to verify the claimed identity, electronic authentication mechanisms can be integrated directly into the components. This allows an automation system to automatically identify installed components and verify whether they are genuine (anti counterfeiting). Further information can be stored along the product life cycle [9]. An electronic authentication module being part of the product provides a cryptographic authentication function.

III. SECURITY SERVICE FOR THE CREDENTIAL ROLLOUT

The rollout of security credentials describes the process of the initial setup of security credentials (e.g., keys, certificates) and related configuration information (permissions, policies). The result is a trust anchor enabling the further deployment of configuration information, services and communication.

The main functionalities of the security service for the credential roll-out for ubiquitous industrial field level devices are:

- Credential generation, certification, and archival,
- Credential distribution to field level devices,
- Credential life cycle management.

The security service can be adapted to different application-scenario-specific requirements through configurable policies. This ensures that the credential management is compliant with relevant requirements of the automation operator. The security service is exposed
towards a user as for example a worker installing a
field level or an employee in the field level device
manufacture only in a way that ensures that the security
service is used easily while ensuring compliance with
defined security policies.

Security credentials are, like other type of data or
equipment, part of a lifecycle. They are created, ap-
plied, and destroyed and need to satisfy a certain secu-
ritiy policy. The typical life cycle of security credentials
is depicted in Figure 4.

**Figure 4: Security Parameter Life Cycle**

The following list explains the single stages in the
life cycle that are realized by the credential rollout
service:

- **Key Generation**: Device keys can be created on
  the device itself. For example, in case of asymmetric
  key pairs, the device may generate the key mate-
  rial and a Certificate Signing Request (CSR), which
  is sent to a Certification Authority. Alternatively,
  keys may be created externally (e.g., a trust center,
  an engineering station, or an administrators laptop)
  and installed on the target device (off-device key
generation).

- **Key Certification**: Typically done for asymmetric
  keys through a certificate authority. Depending on
  the key generation, this can be part of the key gen-
  eration in a trust center or may be done on informa-
tion sent in a CSR.

- **Key Distribution**: In case of off-device key genera-
tion, the device key has to be installed on the target
device. This can be performed offline, e.g. the key
  is installed to the target entity during a manufactur-
ing step, or online requiring communication with a
  security server (out-of band using a separate com-
nunication channel or in-band as part of a service
communication).

- **Key Storage**: The private/secret device key can be
  stored in secured memory (e.g., flash) or in a sepa-
rate hardware module (e.g., smart card or a trusted
platform module).

- **Key Update**: Session key update does not belong
to the describe process of security parameter rollout
as it is typically performed by the security protocol
used, based on a given security policy. Crypto-
graphic keys have a dedicated lifetime, e.g., user
certificates typically have a lifetime of 2 years,
while server certificates are limited to 1 year.

- **Key Archiving**: Typically long term (secure or
  private) keys are archived to enable access to en-
crypted data. A use case is given by an employee
leaving a company. While encryption keys are ar-
ched, signature/authentication keys need not to be
archived as it is sufficient to archive corresponding
public key / certificate.

- **Key Destruction**: Session keys are destructed (de-
teled) as soon as the session has ended. Long term
keys are deleted after keys have been renewed.
This can be the case after the lifetime of the key has
ended regularly, or if the key has been compro-
nised.

The security parameter lifecycle has to be aligned
with the product lifecycle, whereas the product may be
a single component or a complete automation system.

**Figure 5: Security Parameter Rollout in the Product Life Cycle**

Figure 5 shows main phases along the product life
 cycle:

- **Manufacturing**: This phase concerns the produc-
tion of the hardware, possibly including a dedicated
hardware security module, and the programming of
the flash memory by the manufacturer. The product
is individualized during manufacturing by pro-
gramming a fixed device identifier (e.g. serial num-
ber).

- **Project Planning (Projection)**: During the project
planning phase, a certain industrial installation is
planned. The used components, their (security) configuration and interconnection are defined.

- **Installation**: During the installation phase, the equipment is physically installed, configured and tested according to the project plan.

- **Operation**: During the operation phase, the devices are in regular operation mode. It is interrupted by maintenance and repair phases, which may comprise security parameter updates due to the normal key management lifecycle or complete device exchange.

- **Decommissioning**: Finally, the devices are decommissioned, i.e., they are put out of operation. Installed security parameter need to be deleted before leaving the customer premises.

As shown, security parameters are used in different phases of the product lifetime and are applied as:

- short term or session parameter (e.g., for integrity or confidentiality protection of an administrative action)
- long term or permanent parameter (e.g., for authentication)

Besides the pure key material, an efficient and secure solution requires well defined organizational processes for the life-time management of security credentials, standardized (and preferably certified) software and hardware components, a protected environment, etc.

It is useful to distinguish different phases of the security rollout:

- **Bootstrapping** concerns device-specific credentials installed as part of manufacturing. These are not bound to a specific usage environment of the product but may be used as a trust anchor for the next phase.

- **Secure Plug&Work** describes the process of installing a device in its intended usage environment. The installed credentials are specific to this usage as defined by the project plans.

These different phases pose quite different requirements on the handling of security credentials:

- During the bootstrapping phase, a manufacturer creates and installs credentials for a huge number of devices in a uniform way. The challenge is to define processes that allow handling the huge number of security credentials cost-efficiently, in a uniform way. This comprises the in-factory handling and also the distribution of the device connected parameter to the end customer.

- During Plug&Work the installation personal has to be supported so that they can install and commission devices very easily according to the project planning documentation. Here an individual device has to be brought to operation. As a huge number of devices have to be installed in a typical industrial plant, it is important to limit the effort to install a single device while configuring it according to its role in the project plans.

**IV. Key Generation and Distribution**

The security service for the rollout of security credentials is an important functionality to create, distribute and manage credentials for ubiquitous industrial field level devices. The differences of different application field require some flexibility concerning the deployment and operation of the security service. This Section describes supported options to distribute cryptographic keys to target field level devices.

Cryptographic keys may be generated by the security service itself, e.g. within a trusted hardware module including a physical random generator. The created keys are then installed on the target device. This has to happen in a secure environment, e.g. a manufacturing plant. Alternatively, the secret/private keys are created on the field level device itself and the security service certifies the public key by a digital certificate.

The rollout of security parameter may be distinguished based on the credential distribution methods into:

- Offline parameter distribution
- In-band parameter distribution
- Out-of-band parameter distribution

None of the stated methods does necessarily require a cryptographic key already in place to support the bootstrapping. Obviously, there are technical variations for each of the categories. The following list provides a short characterization of the method and also provides some examples for each category:

- **Offline parameter distribution**: Performed using dedicated engineering tools directly connected to the device or via a separate network before the device is brought to operation (see Figure 6).

This requires a (mobile or fixed) engineering station in the offline network having all parameter sets for the devices to be bootstrapped available. Besides the example given in Figure 6 another approach is the application of a token to transport the cryptographic parameter to the target device. This approach is supported for instance in the setup of common WLAN routers using Wi-Fi simple configuration. A further example is given by applica-
tion of SIM (Subscriber Identity Modules) cards in mobile devices, were the SIM card, carrying all necessary security parameter, can be distributed independently of the actual mobile device.

**Out-of-band parameter distribution:** A separate logical or physical communication channel used to configure security parameter (see Figure 7). It basically resembles the offline distribution approach using an online connection instead of a separate physical network. As stated before, devices may already possess a cryptographic credential, which can be provided by the device manufacturer.

**In-band parameter distribution:** Distribution using the same communication channels as used during regular operation (see Figure 8). This may be based on a pre-configured device identifier (like the MAC address), manufacturer installed security credentials or even a liaison device.

**Figure 7: Out-of-Band Key Distribution**

Figure 7 shows the application of a quarantine VLAN for the distribution of security credentials. This can be compared with today’s methods of Network Access Control (NAC) by putting the connecting device into a dedicated logical environment to check it’s compatibility to a local security policy before providing access to the Intranet. The security parameter bootstrapping may even be combined with this functionality.

**Figure 8: In-Band Key Distribution**

Figure 8 shows an example using manufacturer installed security credentials to protect the distribution of customer specific key material.

A further variant of in-band parameter distribution is supported by the application of a liaison device, which is already in possession of a service technician. Here, the security credentials on the liaison device can be “borrowed” for the bootstrapping of the target security parameter by using near-field communication, an approach that is currently being standardized by 3GPP.

V. USE CASE EXAMPLE

The designed security service for the rollout of security credentials to ubiquitous industrial field level devices provides the flexibility to be adapted to differ-
ent requirements. This Section describes a preferred variant based on device authentication credentials pre-installed during manufacturing. These allow the device to be identified and authenticated in its respective target environment. This secure device authentication is the trust basis for an automated bootstrapping of credentials within the target installation environment.

The following requirements respectively side conditions of a typical industrial environment are respected:

- Before field level devices are installed, a detailed projection plan is defined. The projection plan defines the configuration for each component of the automation system. This information is useful as information in the expected devices and their interconnection needs to be available before the actual installation is performed.

- It should be possible that the installation is performed by personal not having an IT or even a security background.

- It must be possible that the correct installation according to the projection documents is proven to support a security audit trail.

The designed security service for the credential management for ubiquitous industrial field level devices achieves these objectives by the following design: When a field level device establishes network connectivity within the target environment for the first time, it authenticates towards a bootstrapping service using pre-installed device authentication credentials. The bootstrapping service checks whether the device is authorized and provides the target device configuration based on automation plant configuration data.

Devices are pre-configured by the manufacturer with a unique device key. This key is certified by a digital certificate. It allows installation personal to work only with device types and serial numbers, while not being exposed to cryptographic keys or certificates. The device manufacturer uses a corresponding security service that issues and manages device authentication credentials during manufacture that are valid for the product life time, independently on where the device is installed. The private device keys are created in a batch process to be installed within the manufacturing environment. The corresponding device certificate including the public device key is archived.

During installation, the device can be unambiguously and securely identified using the pre-configured device key. Using this initial device key, an installation-specific (customer-specific) device key is deployed in-band. The device and its configuration are registered in a configuration database. The automation system owner uses a second instantiation of the security service that issues and manages device credentials valid within the respective automation environment. The credentials are valid within the specific installation environment. The device keys can be, depending on respective policy, created on the field level device itself, or they are created during projection phase and installed on the respective target field level device during the setup. Optionally, after installation has been completed and the automation system is turned to operation, an automatic key update can be performed, so that the keys used during operation are not known by the installation personal. This re-keying is supported by the second security service. Similarly, such a key update can be performed as part of service, so that service personal does not get access to keys used during operation of the automation system.

VI. CONCLUSION AND OUTLOOK

While the problem of key distribution is as old as IT security, the increasing introduction of security mechanisms in industrial environments requires solutions that are adapted to the specific application field. This paper presented a security service for the rollout of security credentials to ubiquitous industrial field level devices. Both technical and organizational requirements have been described.

Currently, work is ongoing in the context of the European funded research project IoT@Work (Internet of Things at Work), service is worked out in more detail and is validated by prototypes.
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Abstract— The use of Internet is increasing in all areas. It is still noteworthy that development of electronic services in public sector has not been as rapid as in the area of e-business. From citizens point of view it would be important to allow access to services and public decision making through the Internet. Electronic services have significant potential, but they may also transform structures in public organizations. Here, we look at the development of electronic services in public sector organizations. In the public sector these services are called e-Services when they are made accessible to the users through Internet. The development of e-Services face a number of challenges – it is not an easy to realize the potential of technology. Could experiences from e-business development be used in public sector? The potential benefits are almost identical, however in public sector there are administrative and departmental barriers that need to be crossed in order to create value to the user of electronic services.
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I. INTRODUCTION

Internet makes it possible to provide services in a new way, making it possible to create added value to the user. At the same time organizations may re-organize and streamline their processes. The idea in services that are built on top of Internet is anywhere, anytime – but is this the case in services provided by public sector?

In private sector information technology, Internet-based applications and technologies are used widely in e-business applications. In the public sector electronic services are referred to as e-Services, which relate to services that public organizations provide. The term e-Services is further defined as interactive, content-centered services are accessed through the Internet [19], [20].

It has been noted that public sector needs to move from paper to electronic correspondence, and from this toward a self-service model where citizens can get the answers and make transactions through the Internet [1]. However, in public sector the goal is not only to move forms and services provided by different departments to Internet, it is more a question of developing one-stop government solutions [13], [8].

A. Goals and structure of the paper

In this paper, we look at development of electronic services to users of public information systems. The focus is on the challenges facing development of electronic services in public sector organizations face. It is an environment which calls for cooperation of various departments and functions, and interaction between service providers, experts and other stakeholders. The question of interest is what makes providing electronic services in public sector so different from development of e-business applications in private companies. Another goal is to better understand why some development projects in the area of electronic services are successful and others fail.

II. ELECTRONIC SERVICES IN PRIVATE SECTOR

The development of electronic services in public sector organizations has been relatively slow [9], [16]. This is interesting, because it seems clear that also public sector would benefit from electronic access to services [27]. It is not surprising that there is pressure and an increasing demand for development of e-Services in public sector. Let us look closer at development of e-business applications provided by companies in order to better understand the existing potential.

Internet is changing the way products and services can be marketed, delivered and purchased. With e-business small- and medium sized companies can compete globally. From the business owners perspective there are several targets when moving activities to the Internet, serving customers on a 24 / 7 –basis and global reach are the most significant issues that prompt the development of e-business applications [20].

The most significant benefits of e-business are connected to transactions and communication [6]. Internet lowers transaction-related costs for both buyers and sellers. Companies can change prices online when raw-material costs change, for example. At the same time buyers have access to up-to-date prices directly from their terminals - most online shoppers use comparison-shopping engines [17]. Through Internet we may as consumers gather background information on competing products and services, compare and purchase things without the need to leave home – safe and easy.

In Internet, the concept of service is inextricably linked to e-business applications and the types of services there are in e-business environment [23]. Here, self service is typical; users have learned to help themselves in finding information and buying products. In e-business it is common that customers who make the reservations over the Internet, for example, receive a rebate or discount coupons that they can use when shopping again in the future. The goal is to develop lock-in, and push the customers to using services that are available on the Internet. The customers can do e-
shopping whenever it best suites them, they don’t need to wait on phone, for example. At the same time self-service frees staff from answering customer calls to more productive work. The question here is that why could not public sector organizations use similar techniques in order to promote e-Services and "locking" citizens.

One of the key drivers in e-business is that Internet makes it possible to increase company’s efficiency and effectiveness [20]. Internet allows restructuring of processes which results better profitability - these are important issues for all companies, and are motivators for development in the public sector as well. Even though goals, ethics and values may slightly differ business-like performance measurement and orientation has been evolving in public sector organizations as well [18], [24].

III. ELECTRONIC SERVICES IN PUBLIC SECTOR

There is an almost infinite potential in development of electronic services in the public sector. Typically, services that are provided through the Internet are connected to sharing information. Public sector services are mostly connected to information – and Internet is a very efficient way to gather and share it. We argue here that developers of public sector e-Services should do more than they have done so far. Let us look at the situation in Finland.

A. Case Study: Finland

There is a clear need to develop electronic services in public sector, in municipalities and cities. This is the case in Finnish cities and municipalities which were studied in December 2009 [26]. In this study, altogether 304 key persons from 191 cities and municipalities answered the questionnaire (about 3/4 of all cities and municipalities in Finland). Geographically the answers cover 62 % of the total inhabitants of Finland, and so the results reveal the national situation in the area of electronic services.

In Finland, it is expected that electronic services will bring added value in the public organization in management and increase efficiency in internal processes, and in specific in core processes [26]. Persons who answered believe that there will be more multi-channeled solutions, and integrated services that cross internal organizational borders. Furthermore, it is expected that the burden of administrative work will decrease because of streamlined processes and electronic services. From the citizens perspective electronic services are expected to allow better access to public services. It is likely that the number of available services will increase as the demand is rising. On the other hand, citizens are expected to use access and use electronic services so that investments made in the development make sense.

The current situation in the area of electronic services could be better [26]. It has been noted that there are relatively few e-Services; they are not integrated across administrative offices or even between departments within one single office. There is no common interface, citizen’s login or similar standards at the moment in Finland. Clearly, there is work to be done here.

B. Better integration and services needed

Public administration is full of administrative jargon and official pseudonyms, which are likely to be transferred to web when they have been digitized. The whole structure of the web-sites is based on different agencies, departments and units (stovepipe-structure) rather than integrated portals [11]. In addition, the sites are often relatively unfriendly and there are no comprehensive search-engines that would make it easier to find information from the site, for example. It is often noticed that people send lot of email to public administration. This is because it is easier to ask than try to figure out what agency to contact and how to proceed. In this way poorly designed Internet site can easily increase the burden of the staff in public sector organizations when the amount of incoming email queries go up. This should indicate that existing service through the Internet needs to be developed.

Electronic services should be integrated, enhance self-service and trust so that users see the added value of electronic services. Technologically, users should be able to complete most of their transactions online. Here easy-to-use, robust and trustworthy services are needed so that more users start using e-Services in public sector.

Electronic services need to be developed around user needs. Transferring existing papers, files and information from different agencies into web, and placing some hyperlinks between them is not enough. As Löfstedt [25] noted “it is about reinventing the way in which governments interact with citizens, governmental agencies, businesses, employees, and other stakeholders.”

IV. CHALLENGES IN DEVELOPMENT

Usually, the development involves cooperation of several people. Especially in development of electronic services like one-stop government services there is a need to combine resources and expertise from different sources. This means that people from various functions, units and locations are brought together, and also outside expertise is needed. Hence, development can be seen as a partnership.

The definition of partnership ranges from working relationships to active transactions and collaboration between organizations. Different types of joint ventures, subcontracting, alliances and acquisitions are included in partnership arrangements. In a partnership actors learn to know each other in the long run. Often relationships are relatively intensive and even personal. In business relationships competence and goodwill are needed for trust to develop [4]. The important issue here is that partnerships are based on commitment to cooperation. In this context the term partnerships includes inter-organizational cooperation – which is needed in development of e-Services [13].

In the public sector, initiatives where services cross departmental boundaries organizational cooperation are a challenge. In most projects there are often external organizations, IT expertise and special skills that are needed.
Cooperation of several partners, units and stakeholders can become a barrier for projects that involve several organizations. Development is often faced with the fact that stakeholders act too independently, because projects tend to be poorly coordinated [12].

The lack of alignment between organizational goals is put forward as a major factor in the set of organizational and managerial challenges. Furthermore, the size of project and the diversity of users and different organizations involved make the development work more demanding. Dawes and Pardo [5] also address the existence of multiple and partially conflicting goals in public sector projects involving several stakeholders. In inter-organizational projects there is a built-in delay as a result of inadequate organizational cooperation [13]. They (ibid.) identify six areas which cause failures and delays in development of electronic services. The first key area is lack of organizational cooperation. The second key area is missing legal regulations and the third is that necessary pre-conditions in regard to technology are not met. The fourth key area is human factors, skills and resources. The last obstacles (or first) in development are result of inadequate funding and political support.

| Lack of organizational cooperation |
| Missing legal regulations |
| Technological incompatibilities |
| Staff resources and skills inadequate |
| Funding inadequate |
| No political support |

Figure 1. Barriers in development of electronic services

Gil-García and Pardo [7] found that challenges to various e-government initiatives are cross disciplinary and may be grouped into five categories: (1) information and data, (2) IT, (3) organizational and managerial, (4) legal and regulatory, and (5) institutional and environmental. Information and data (first category) covers the capturing, management, use, dissemination, and sharing of information. In this category the developers also need to address data quality and data accuracy as well as dynamic, changing information needs. Information technology (second category) refers to issues like technological incompatibility and complexity, security, usability, technical skills and experience, and technological newness which all present challenges for development and use of services. Organizational and managerial issues (third category) are the main challenges to information systems development [7]. It is clear that laws and regulations must be taken into account when developing electronic services (fourth category). The institutional and environmental challenges (last category) are result of the institutional framework in which public organizations. The framework also includes the existing policy environment.

V. FOCUSING ON SERVICES

We have looked at development of electronic services and the challenges that this involves. The focus has been on services in the public sector, and they have been mapped against commercial e-business services. In this context interplay of several units, functions and organizations is needed – especially if the provided services are sophisticated, and providing users one-stop government e-Services [1], [2], [25].

The development of electronic services - or information technology in general - requires connecting technologies and applications in order to provide solutions for users. There is a variety of underlying information infrastructures, applications and services that may be owned, maintained or developed by organizations from private or public sector [2], [22]. Similarly, development of e-Services is a combination of expertise and effort from people in the organization and from external environment.

The types of electronic services vary greatly in public sector. It is natural to expect that services are integrated into processes and information systems of the organization that provides them. However, in public sector organizations it is common that departments and units provide services to citizens rather independently. Departments have different processes and information systems, which are not connected. In many cases information is stored in separate databases. This may be enough when services are oriented to information delivery between the public administration and the citizens. For example, providing downloadable documents and forms is simply offering documents in electronic format and making them accessible through the Internet.

Over time more services are developed, more features are added to existing services, and more enhanced, transactional services are developed [23], [1], [3]. This is challenging as when services become more sophisticated the overall complexity increases. It has been noted that moving to services that are transactional is a big step [10]. Transactional services require connectivity, information in other systems and data-bases needs to be accessed, combined and updated from users’ interface through the web. This is challenging from the information systems viewpoint as the situation calls for connecting originally separate systems which may be based on different software and database structures.

Cooperation is a challenge for management of the development of electronic services. It is not uncommon that managers find themselves making decisions about
technology for which they are unprepared or even ill-equipped [7]. Successful development of electronic services calls also for top management commitment, linkage to business, technical alignment, knowledgeable personnel and involvement of users [28].

The success of electronic services depends on whether users find them valuable and start using them. In e-business solutions it has been found that sites need to be both easy to use and add value to the user, these are key attributes that increase the use of services [11], [14], [15]. The added value lies in properties as “time-saving”, “range of options” and “ease of use” [23]. The web sites should also provide enjoyable experiences; these kinds of sites will probably be visited also in the future [21].

VI. CONCLUSION

There is an almost infinite potential in development of electronic services in the public sector. Typically, services that are provided through the Internet are connected to sharing information. Public sector services are mostly connected to information – and Internet is a very efficient way to gather and share it. Technologically, users should be able to complete most of their transactions online. Here easy-to-use, robust and trustworthy services are needed so that more users start using e-Services in public sector. As long as there are citizens that do not use electronic services organizations must to provide services electronically and as a traditional service – the result is increased costs instead of cost savings [22].

The developers of e-Services need to better understand users of public services. Clearly, the citizens should not have to surf the Internet and try to find different services that are spread all over. Better integrated, portal-type sites would make it possible to find relevant information effortlessly. This involves integration of services that are generated in separate offices, departments and units [1], [2]. For example, too often agencies provide information only from their “own” services and activities. Instead, information should be widely available so that users would not have to guess or know what other related information and services there are so that users could better have their problems solved. Services should also include information, advice and links that are not provided by the agency itself. There is a need “…to approach the Web with a philosophy of helping users solve problems, not merely delivering their same old services through new medium” [1].

It is very important to look at services from user’s perspective – whether they are connected to e-business or public services. When compared to e-business applications there are several shortcomings in e-Services [27]. The most obvious is that services should be presented in an integrated way so that they are easy to find, understand and use. Sites should also be trustworthy which increases the use of services. Services could enhance self-service which reduces the workload in the public administration, and may be seen positive from the user perspective. Citizens may have their application filled anytime, anywhere; for example, it is an added value of electronic services. If services are based on existing departments, administrative procedures and processes it may not be able to provide added value to the user. There is a need to do things differently, cross boundaries and redesign processes when designing e-Services. The work of developing and rebuilding government for the digital age is just beginning [1].
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Keywords— knowledge sharing, R&D, customer needs, customer requirements, absorptive capacity, development

I. INTRODUCTION

Information and knowledge sharing is important in all types of organizations. This means that there is a need to access and capture information, and shared it between units, teams and individuals throughout the organization. Zahra and George [17] use in this context the term absorptive capacity. It is defined as organizational processes and routines that are used in capturing, integrating and using information in developing dynamic capabilities in the organization. Absorptive capacity is here connected to the challenge of understanding customer, which involves sharing information and knowledge on customer needs.

Information and knowledge sharing is facing challenges which depend on the type of information that is intended to be shared. In operative activities knowing what, why and when is needed in order to have things done. This type of information is often numeric and manageable, in a way that it can be captured, stored or generated from processes. In contrast, information that is needed in business processes and strategic management of the enterprise calls for information which is not as straightforward to express in written form, and thus managing and sharing of this type of information is more challenging.

In this research we look at challenges in understanding customer information, in capturing and sharing knowledge on customer needs. The research is based on frameworks of absorptive capacity and classification of different knowledge-sharing mechanisms which will be used in studying different knowledge sharing practices found in case organizations. The empirical part of the research relies on interviews with selected persons in R&D and marketing departments. We also gave key customers a questionnaire so that the information sharing interfaces and mechanisms could be mapped. We approached altogether 9 large case organizations which all share an interest in developing services based on customer needs. Most of the case organizations operate in the industry, have manufacturing sites and units in different countries and customers worldwide.

The structure of the paper is following: first we look at different types of information and knowledge. Depending on the type of information the mechanisms and methods of sharing it vary; this is an issue that is being discussed in next chapter. Involving technology and information systems is a delicate issue, in some cases personal approach is more appropriate. In the conclusion we argue that there are several methods in listening, engaging and empowering people who are involved in sharing information on customer needs.

II. MANAGING INFORMATION AND KNOWLEDGE

Information and knowledge is a multifaceted concept. Polanyi [14] differentiates between tacit and explicit types of knowledge. The taxonomy is based on the ease of articulating and communicating knowledge to others. Another viewpoint is whether information and knowledge is individual or collective, or the extent to which knowledge is being held by one individual or embedded in the interaction of a group of people [3], [12].

In this research information and knowledge are studied in business context. Shortly, successful companies understand customer needs. This involves focusing on customers and working together with the clients in order to integrate customer-related information in to the development process. Customers have experience-based knowledge of products and services, therefore it would be important to better connect customers to development process [16], [4]. Managing customer related information includes capturing and sharing external customer information available from the
customer himself or herself, for example ideas from a meeting with the customer. It also involves internal information; capturing and managing information on customer purchases, profitability etc. which are result of operations and obtainable from within the enterprise that is dealing with the customer.

Information management is here connected to the concept of absorptive capacity. It is a combination of processes and routines that are used in the organization in capturing, integrating and using information in developing dynamic capabilities. These capabilities give the organization potential to develop competitive advantage in the market [10]. Methods, processes and practices vary from organization to another, they may not be easily copied from one setting to another. The role of contextual elements – fit of people, information sharing methods and platforms to a certain situation – is what makes managing customer related information effective.

Managing information and knowledge is here defined as management of information, and sharing this information with others so that it adds value. This requires understanding what information is about, contextual factors are important so that information can be used wisely. Knowing what to do with information, how it has been generated etc. are examples of context-related issues. It is understanding the contextual factors that separates knowledge from information [1].

In this paper we look at information and knowledge that is needed in developing business further. Understanding the needs of the customer is cornerstone of business operations, therefore we study customer-related information. As noted by Hou [10] besides customers are other sources of external information as well which should be managed – like information from competitors and what they are doing, information on technological advancements. In addition, political and economical changes need to be taken into account.

III. INFORMATION AND KNOWLEDGE SHARING

The term knowledge-sharing mechanism refers to formal and informal mechanisms which are used in organizations for sharing information and knowledge. The focus is on sharing information and knowledge that is embedded in individuals or groups so that it can be used in work-related processes and activities [2], [3], [12].

Information and knowledge that should be shared may not always be easily shareable. Information sharing involves mapping the persons who are sharing information, defining the information itself and passing it on in an understandable format. When the information is complex this is not easy, sharing it with others may require prior knowledge of the subject area, and call for further clarification. If there is person-to-person interaction between humans the interaction itself is one component in the process. Here for example how information is presented and how reliable the source of information is considered affect the knowledge sharing process.

Aggregation of knowledge is a key concept in understanding information and knowledge sharing [3], [13]. It refers to the degree of aggregation which varies from personal and individual to collective knowledge. Personal knowledge is by definition individual, collected and stored for private use whereas collective knowledge is – ideally – generated, gathered and stored in a way that it is shareable and available for colleagues. Collective information and knowledge may be seen as integrated, embedded and institutionalized part of structures and routines of the organization. It must be noted that in organizations there is also “personal” information which is intended for personal use. Often this type of information is stored in the memory aids that people create for themselves. For example, notes that people write with their portable devices in a meeting. However, this knowledge and information might also be shareable and accessible to others, and it might be valuable to colleagues when shared. This highlights the fact that people are in the core of all knowledge sharing mechanisms – sharing information and knowledge is not technology alone even though there are all kinds of technical solutions available.

The degree of articulation is another key concept in this context. Degree of articulation is classified into explicit and tacit knowledge [14]. Typically, some information is relatively straightforward, easy to convert into oral or written format and thus can be made known – explicit - to others. Tacit knowledge cannot be shared as easily: tacit knowledge is often based on expertise and experience, and may not be explained or expressed in words [12].

Typically, in organizations there is plenty of data which is generated through organizational processes and directly stored into digital format. This type of information can easily be accessed, combined and transferred from one location to another. As an example, data on production and sales volumes is typically stored to information systems which are used in these functions. The related question could be “How many units of product A have been manufactured in line X on last Tuesday?”

This kind of information is result of the manufacturing process, and data can be retrieved from the manufacturing information system so that the question can be answered. The answer is a number, straightforward to understand and can be easily shared with others. However, all questions may not be answered by retrieving the correct answer from the database. Many answers contain knowledge which is more difficult to articulate, often because it deals with issues which are not clear. Consider following question

“Why have the manufacturing volumes of line X been dropping?”

These manufacturing-related questions indicate the challenges of articulation. The first question can be answered by simply checking the production numbers. The prerequisite is that the company has a system for storing, browsing and retrieving manufacturing information. Usually this is the case so there is no problem here. The second question– why have manufacturing volumes been dropping - can be connected to several “issues” which have their roots either inside the company or in its environment. The volumes may have gone down because of problems with raw-material delivery, or there is not enough demand on
products, for example. The explanation may require combining different facts and issues. Answering the question calls for understanding the overall setting, taking into account several factors that affect manufacturing is needed in order to answer the question thoroughly. This kind of expertise is referred to as tacit knowledge [12].

A. Mechanisms in Information and Knowledge Sharing

Information and knowledge sharing is based on two main mechanisms (Table 1): knowledge may be shared from person-to-person which is referred to as personalization, or using technology and information systems to store, manage and share information that is codified to a format that allows this. When knowledge and information can be expressed in words and numbers it can be codified and shared, transmitted and stored in electronic format which allows browsing, retrieving and combining information. On the other hand, mechanisms for sharing experience-based, unclear, intuition-based or non-verbal information with others - tacit knowledge - cannot take advantage of technology and computers, not at least as directly as in the case where information is originally alphabetical, created and managed with information systems.

<table>
<thead>
<tr>
<th>Table 1. Mechanisms for Sharing Knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tacit</strong> - Personalization</td>
</tr>
<tr>
<td>Individual</td>
</tr>
<tr>
<td>Social Networking</td>
</tr>
<tr>
<td>Sharing personal memos, working papers etc.</td>
</tr>
</tbody>
</table>

The mechanisms for sharing knowledge (Table 1) combine the two dimensions of information and knowledge. As a result, sharing knowledge and information is classified into individual-explicit, individual tacit, collective-explicit and collective-tacit classes. The degree of articulation is shown on the vertical axis explicit – tacit, and the level of aggregation - individualization and collectivism - is on the horizontal level. Depending on the degree of individualization and collectivism and the type of knowledge are the knowledge sharing mechanisms more person-to-person oriented or rely on sharing codified information, often using information technology. Classifying information and knowledge into one of the four segments helps in understanding mechanisms and methods in collecting, storing and sharing information, and the roles of information technology vs. person-to-person interaction. For example, when information is explicit, and/or collective by nature storing, retrieving and transferring it is relatively easy by using information technology (down-right corner in Table 1). [3, 7].

Information technology has an increasingly important role in knowledge sharing, but it is not the only thing that is needed here. Information that is individual and tacit is considerably more challenging to share (the opposite corner in Table 1). Boh [2] argues that when the complexity of information increases more personal interaction is needed in understanding it. Often sharing information calls for discussion and clarification so that there will become mutual understanding of phenomena. This highlights the importance of personal interaction, especially when the information is tacit.

In real life there are several practices for sharing information and knowledge in organizations. Factors like organizational size, geographical distances and industry explain the variety of different knowledge sharing methods. Typically, when the organizational size increases the challenges in managing dispersed locations, units and teams require more integration than in a smaller company. The challenging issue of interest is finding the best methods in sharing information and knowledge throughout the organization. Practices in one organization may not fit other, and even between units in one enterprise there are differences in the way information sharing among people is done. Typically, there is a built-in process of adjusting and developing process to address the needs of the people involved [2].

![Figure 1. Methods in sharing information with customers](image)

In this context understanding customer needs and sharing customer-originated requirements is of special interest. The taxonomy of methods in sharing information with customers (Figure 1) is a summary of results from a research which included over 160 companies. In this research Cooper and Edgett [6] studied the methods of capturing and sharing customer information on customer needs, in connection with
idea generation and R&D development. Here the objective is to determine how extensively each method is used (popularity), and to gauge management’s perception of the value of the method (effectiveness on the vertical axis) in generating high-value new product ideas.

The findings of Cooper and Edgett [6] indicate that most effective results can be achieved by working together with customer (methods above the horizontal middle line). Examples of these methods are customer visit teams, focus groups and lead user analysis. Also describing the relation from an ethnographic viewpoint and involving the customer in helping to design products, brainstorming, customer advisory board and building a community of enthusiasts were considered effective.

The most popular methods include internal idea capturing system, which usually involves staff soliciting new product ideas (often using internal Web pages), and then screening and managing these ideas with a structured process. Peripheral vision and patent mining were also very popular, and like internal idea capturing system these are methods that are based on organizations internal ideas, and do not directly involve customers in idea generation. Peripheral vision refers to assessing the external world to identify trends and threats and, through this process define potential new products. Patent mining involves mapping or mining others’ patents and seeking technical and competitive ideas. However, this method does not directly generate new product ideas as such. The common element of these methods is that they do not involve customer in idea generation.

Discussions and changing ideas with the customer is a key issue. Relying on ideas submitted to competitions is not very effective (lower left-corner). It is still possible to take advantage of technology also in this context. Making notes with computers and PDA’s, sharing memos with email, using CRM-systems to record ideas are examples on how technology can support capturing and sharing information and knowledge – once it has been codified to written format.

How is information being shared with the above methods? The mechanisms for sharing information and knowledge are mostly person-to-person, there are few exceptions like external submission of ideas that rely directly on technology in capturing ideas. The information in product and service development is mostly complex, unclear and tacit. When new innovations are being developed sharing ideas, discussing and brainstorming together rely heavily on personal interaction with others. In most cases ideas, comments and advice from the customer come through discussions, meetings, workshops and alike.

B. Personal interaction or information technology

Let us look at knowledge codification. It refers to a knowledge-sharing mechanism which aims to capture knowledge into systems that are accessible to others in the company. Usually knowledge-sharing mechanisms that rely on codification take advantage of information technology, computer networks and knowledge management applications. The mechanism should capture knowledge that is individual or collective in nature and make it wider property of the organization [8]. Hence, there should be an underlying technical infrastructure for sharing codified knowledge which has to be implemented, in operation and continuously developed in order to create a robust platform for sharing codified knowledge.

Information that is tacit cannot take advantage of information technology as directly: experience-based knowledge may need to be interpreted in order to be understood. Also in this case organizations have to develop platforms for sharing knowledge and information, there is a need for facilitating person-to-person knowledge-sharing – personalization - which is the primary mechanism for sharing tacit information. Here social networking is important [9].

It is argued that knowledge sharing mechanisms that are based on personalization are rather ‘ad hoc’ and informal because they are result of interaction between humans. On the other hand, the advantage of personal interaction is flexibility and the possibility to transmit and share tacit knowledge. In contrast, sharing codified information is assumed to be more formal and incorporate electronic databases in knowledge sharing [5].

Information technology allows connecting to information anywhere and at any time. However, this is not the case with person-to-person knowledge sharing. It has relatively poor geographical reach and also the number of people who can share information in this way is limited [18]. Whereas codified information can be coded, stored, browsed and retrieved with computer technology, requires personalization a more ‘personal’ approach. The knowledge seeker has to get into touch with the potential knowledge provider, and the knowledge provider should be willing to share information and knowledge with the knowledge seeker. Knowledge sharing via personalization means that the person who seeks knowledge is aware of what information others have, and knows where to find memos, working papers etc. Asking from colleagues may also lead to other concerns; seeking information from others in the company may be considered as a weakness or ignorance on a given issue [11].

The most significant benefit of personalization is flexibility in sharing information as personal interaction allows clarifications, argumentation and discussion, thus making it possible to share ideas and get feedback, build “consensus” in a way that it becomes clear that both the sender and receiver of information understand the issues and phenomena that are being shared. Furthermore, discussions and sharing different viewpoints can also generate new knowledge [15]. Promoting personal interaction and personalization should therefore be emphasized throughout the organization.

IV. DISCUSSION

It is important to notice that some knowledge and information is created as result of cooperative action while other is result of personal reflection, intuition and understanding. In both cases the importance of human element in sharing knowledge is significant. Dealing with individual and/or tacit information is more challenging than
sharing straightforward data [2], [7], [12]. Furthermore, the greater the complexity of the information the more is personal interaction needed in understanding it [2]. Often both technological solutions and person-to-person interaction mechanisms are used as these tend to complement each others in knowledge sharing [2]. This notion gives us an additional dimension to the framework for sharing knowledge.

The use of different knowledge sharing mechanisms in product and service development was studied empirically in a group of case organizations. The goal was to identify and evaluate methods in capturing customer requirements in product and service development. Here we study the mechanisms that have been developed and are being used in gathering, storing and sharing information on customer needs, and then integrating this information into product and service development process. As a result, the question of interest was how customers are connected into the development of products and services. We also studied how information technology is being used here, and what is the role of person-to-person information sharing.

The case companies were relative product-oriented, but they share a need for developing integrated services to the customers. This involves integrating existing products and services together, and moving from time-based pricing towards new pricing methods. Here issues like smooth operations, maintaining quality and avoiding interruptions are key issues, not the price of service-staff making a visit.

In developing products and services, a key issue is understanding customer needs. This research shows that there are several possible methods in listening to users, engaging and empowering the developers involved. Sharing information on customer needs, and making this more widely known among the co-workers is usually challenging. In the case organizations this issue was acknowledged and there were practices for sharing information on customer needs. These range from methods like working together with customers in development to internal infrastructures (such as workgroup and team-meetings, unit and company-level meetings gathering periodically or when needed). Clearly, the range of methods is an organization-dependent issue. These methods may also be extended beyond sharing customer information to a variety of other information sharing needs within the organization.

It seems that the more customer is involved in the development the better the solutions meet customer needs. It is still noteworthy that high customer involvement is only part of the formula: it is equally important to develop platforms and infrastructures for teams, units and functions that so that sharing customer-related information throughout the organization would become possible. Ultimately, knowledge sharing depends on human motivation and dedication - these should be empowered in this context.
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Abstract — The aim of this study is to propose a platform called Data Mining Registry, Repository and Statistics (DMRRS). The concept of this platform is to govern the data mining algorithm which needs to be integrated to service oriented architecture and to be used in the cloud analytics environment. The focus is on the notion of a reference architecture for DMRRS, XML schema-based algorithm definition data models and data mining algorithm life cycles.
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I. INTRODUCTION

In recent years, data mining has attracted a great deal of attention in the information industry, as well as in society as a whole. This is due to the wide availability of huge amounts of data and the imminent need for converting such data into useful information and knowledge [1]. The information and knowledge gained can be used for applications ranging from market analysis, fraud detection, and customer retention, to production control and science exploration [1]. Data mining can be viewed as a result of the natural evolution of information technology [1].

Present day data can no longer be labelled as 'simple' [2]. As data in various domains becomes more heterogeneous, complex and peculiar, more intelligent techniques are required to mine it and to extract useful knowledge from it [2].

Data mining is a compilation of techniques, methods and algorithms utilized in order to extract knowledge hidden amongst huge amounts of data. It is, therefore, much more than a list of statistical formulas applied to a collection of data [2].

According to current trends, cloud computing and service oriented architecture are emerging as complex applications of the implementation and presentation type. Regarding data mining, there are many topics that need to be researched to adopt data mining algorithms with cloud computing and service oriented architecture.

In order to implement the data mining algorithm as a service, many interface options are available, for example web service. In order to administer the services, service registry and repository are necessary to define and manage the interfaces. Although the services could be organized in a service registry and repository, this does not allow developers or architects to manage and define the algorithm itself.

Management of the data mining algorithm necessitates a governance lifecycle. This lifecycle must allow information architects to test the maturity level of the algorithm in terms of performance and resource consumption. On the other hand, long running algorithms need to be monitored to predict the duration of further mining requests.

The aim of this study is to build a reference approach to adopt data mining algorithms to service oriented architecture (SOA) in a governed way to address the above issues. In order to implement the reference approach, data mining governance life cycle, the architecture of Data Mining Registry, Repository and Statistics (DMRRS) implementation and a sample algorithm definition schema have been developed.

II. RELATED WORK

There have been many studies published with the aim of adopting data mining to service oriented architecture. Chen et al. proposed service rating for data mining to improve information sharing [3]. Xu et al. proposed a service based architecture for data mining applications, including configuration service, service engine, monitor service, analysis service, visualization service, computing service and data and algorithm provision service [4]. Tsai et al. proposed a Dynamic Data Mining Process (DDMP) system based on Service-Oriented Architecture (SOA), which enables each activity in the data mining process to be promotable as a web service operated on the Internet, providing data preprocessing, data mining algorithm, and visualization analysis functions [5].

The Data Mining Registry, Repository and Statistics concept proposed in this paper however, is about data mining governance which is very important in terms of algorithm definition, life cycle management, runtime analysis reporting, and managing long and short running processes related to governed algorithms.

III. GOVERNANCE

Governance is the process of making correct and appropriate decisions on behalf of the stakeholders of those decisions or choices. In its corporate application, governance is the process of ensuring that the best interests of a company's or organization's stakeholders are met through all corporate decisions, from strategy through to execution. In
an IT framework, governance focuses on appropriate oversight and stakeholder representation for IT spending and overall IT management [6].

SOA governance is the creation, communication, enforcement, and adaptation of policies used to direct and control the creation and implementation of the life cycle of services. It is a run-time and design-time administrative capability that no organization should be without [7].

In this research, we are proposing data mining governance as a new governance type to define the life cycle of data mining algorithms, which requires management and monitoring in a service oriented accessible repository.

IV. DATA MINING GOVERNANCE LIFECYCLE

In order to manage the life cycle of data mining algorithms and to integrate with service oriented architecture, defined policies and life cycle stages are necessary. In this study, a candidate reference life cycle is proposed. This life cycle consists of the following stages:

1. Define the purpose and development of algorithm.
2. Define the algorithm metadata and communication interface to make it discoverable.
3. Test the maturity level with a pre-defined training data set.
4. Deploy the algorithm.
5. Monitor the algorithm runtime environment.
6. Collect the feedback from the runtime environment.

Figure 1 shows the life cycle.

The most important stage of the proposed life cycle is testing the maturity level of data mining algorithm. This stage guarantees the algorithm quality, in terms of algorithm duration, hardware resource consumption and mining result. For example, if the data mining algorithm owner would like to publish the algorithm, this step forces it to compare the algorithm with the best performing similar ones by using the same training data set. If it performs at least the mature ones this lifecycle stage allows him/her to move forward in the lifecycle.

On the other hand, provision of the data mining capabilities of the project as a service necessitates that it be discoverable by another system in the SOA. In order to mitigate with data mining governance requirements and to operate the life cycle, we propose the data mining registry, repository and statistics concept.

V. DATA MINING REGISTRY, REPOSITORY AND STATISTICS

The SOA service registry and repository is the service repository used for storing, accessing, and managing metadata used in the reuse, selection, invocation, management, and governance of SOA services in SOA architecture. It helps to define a central point for accessing predefined and custom service description artefacts acquired from a number of sources, including service and service application deployments, development tools, and other service metadata repositories. Interfaces are provided for finding, retrieving, and advertising services using classifications and properties during application and service design and development, service change and release processes, service invocation and execution, and operational management of services.

DMRRS is a concept which defines data mining algorithms and their metadata, manages their life cycle and monitors their performance. With the help of this concept, it becomes possible to govern native data mining algorithms, expose their interfaces in a transparent way to the SOA, help other services to discover algorithms, and link the Predictive Model Markup Language (PMML) to algorithms.

One of the critical requirement about proposing the data mining algorithm as a service is building and managing an association between PMML and algorithms. The DMRRS concept provides setting up an association between PMML and algorithms and allows the mining requestor to select and associate multiple algorithms to one mining model.

Another important factor in data mining is the runtime duration of the long running algorithms. This research proposes the statistics manager component. The proposed component in the tool's architecture is responsible for measuring the duration of running algorithm instances, and for providing this information to assist in prediction of the transaction duration for the next request to the other consumer systems. This also helps the architect to understand the behaviour of the algorithm, and to serve it as synchronous or asynchronous.
The component architecture diagram of the DMRRS represented in Figure 2 consists of six major components:

- **Authentication**: This component is responsible for authentication of users who have a definition in the user repository.
- **Authorization**: This component is responsible for authorization of users and generates user interfaces based on use rights. There are three types of users:
  - **Mining Algorithm Developer**: This role can create a candidate data mining algorithm definition and initiate a lifecycle. This role is also responsible for defining the metadata and communication interface and testing the maturity level of the algorithm.
  - **SOA Architect**: This role is responsible for auditing the compatibility of definitions with the SOA governance and approves the verified algorithm for deployment.
  - **Data Architect**: This role is responsible for linking the different algorithms and connecting them to Predictive Model Markup Language (PMML) documents. This approach proposes the building of a composite algorithm which consists of a unique flow of different types of algorithms, and links the algorithm runtime interface to the PMML definition.
- **Document Manager**: This component is responsible for managing the PMML documents and Data Mining Algorithm Definition Language (DMADL) documents. It proposes management of basic operations concerning these types of documents, and generation of DMADL type documents.
- **Document life cycle modelling**: This component is responsible for managing the data mining governance life cycle stages. It proposes assignment of responsibility roles to the stages.
- **Algorithms runtime statistics**: This component is responsible for providing the algorithms’ runtime related statistical data as a web service. The last algorithm request uses this statistical output if it is available to predict the duration of last mining request. It does this by comparing the requested training data set size and algorithm type with the similar historical requests.
- **Algorithm runtime manager**: This component monitors the instances of running algorithms and feeds the runtime statistics database with data about transaction duration, central processing unit (CPU), random access memory (RAM) and hard disk drive input/output (HDD I/O) utilization.

In many successful SOA implementations, all of the services base their communication on enterprise semantics. These semantics usually include a common vocabulary, a semantic information model, and common schemas. What is helpful is that such an approach does not require data transformation throughout the enterprise. Rather it is the responsibility of service consumers and providers to implement the abstractions from their internal data models to enterprise semantics [8].

Metadata is structured information that describes, explains, locates, or otherwise makes it easier to retrieve, use, or manage an information resource. Metadata is often called data about data or information about information [10]. DMRRS tool allows data mining algorithm owner to define its metadata to make it discoverable. Otherwise, algorithm requestor does not able to search and discover the required algorithm.

In order to govern the data mining algorithm, define its metadata and to adopt them to SOA governance, this research proposes the data mining algorithm definition data model (DMALD) which helps to define common data mining metadata fields and implementation details. Because of data mining algorithm characteristics, every data mining algorithm requires different types of metadata. In this research we developed a sample algorithm metadata model called association rule learner algorithm (ARMD). In order to define the DMALD and ARMD, Extensible Markup Language (XML) schema is used.

The XML schemas enable you to declare the type of textual data allowed within attributes and elements, using simple type declarations. For example, by utilizing these types you could specify that an element may contain only date values, only positive numbers, or numbers within a certain range. Many commonly used simple types are built into XML Schemas. This enables you to easily create documents that are intended to represent databases, programming languages, and objects within programming languages [9].

In Figure 3, the relationship between the ARMD and DMALD XML schemas is clearly shown at a high level. The boxes titled Governance and Implementation are inherited from DMALD as a complex type and help to avoid
duplication of common fields among the mining algorithm definitions. These schemas are also used in the DMRRS tool to govern and integrate the algorithm to the SOA environment in a standard way.

A part of the schema designed for association rule mining definition can be seen as follows:

```xml
<xs:include schemaLocation="DMALD.xsd"></xs:include>
<xs:annotation>
  <xs:documentation>
  Association rule mining definition schema.
  </xs:documentation>
</xs:annotation>
<xs:complexType name="ARMD">
  <xs:sequence>
    <xs:element name="GovernanceInfo" type="Governance"/>
    <xs:element name="Implementation" type="Implementation"/>
    <xs:element name="InputParams" type="InputParameters"/>
    <xs:element name="OutputParams" type="OutputParameters"/>
  </xs:sequence>
</xs:complexType>
<xs:complexType name="InputParameters">
  <xs:sequence>
    <xs:element name="MaxItemsetCount" type="xs:long"/>
    <xs:element name="MaxItemsetSize" type="xs:long"/>
    <xs:element name="MaxSupport" type="xs:nonNegativeInteger"/>
    <xs:element name="MinItemSetSize" type="xs:long"/>
    <xs:element name="MinProbability" type="xs:nonNegativeInteger"/>
    <xs:element name="MinSupport" type="xs:nonNegativeInteger"/>
  </xs:sequence>
</xs:complexType>

VI. CONCLUSION

In this study, the importance of adopting data mining governance to SOA governance has been examined in detail. The key requirements of data mining governance in enterprise level applications have been mentioned.

In order to implement the data mining governance concept in a SOA project, DMRRS tool, governance life cycle and data mining algorithm definition data model have been designed and proposed as a reference.

Implementation design has been kicked off and our subsequent studies will focus on making it live and increasing the number of implemented data mining algorithm definition data model types.

On the other hand, cooperating with a cloud analytics project will be a challenging continuation in terms of integrating the proposed approach and tools to a cloud environment.
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Abstract—Graphs are often used to model interconnected topological objects with different connection properties. Path finding in a weighted graph belongs to the classical problems of graph theory. Whereas the addition of the edges’ weights as an aggregation and the interpretation of a smaller resulting sum as the preferable path works very well in applications like path computations, e.g., for road maps, it is not always applicable to those connections in computer networks that need to fulfill multiple independent Quality of Service (QoS) criteria in parallel. Until now, usually a special – and often manual – solution has been implemented for each new service with different QoS parameters. As the development of novel customer-faced network services often relies on different connection properties and their combinations, a generic treatment of QoS parameters becomes a critical factor for rapid development and network service rollout. In this paper, we present our proposal for treating multiple independent QoS parameters in a similarly fashioned way. Our work is aimed to foster routing algorithms that are considering multiple connection properties and corresponding constraints at the same time.
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I. INTRODUCTION

Obviously, network connections are meanwhile broadly used as a basis or an integral part of the services realized upon them. Examples can be found in areas like internet-telephony, video-conferencing and video-on-demand, connectivity for GRID cooperation, etc. Common to all these examples is that the overall service quality directly depends on the combination of multiple Quality of Service (QoS) parameters of the underlying network connections. For example, regarding telephony those QoS parameters are bandwidth, low delay, and low jitter; video on demand – depending on the actual service model – might be more jitter-tolerant but instead requires much higher bandwidth. Network connections dedicated to the distribution of experimental data in the Large Hadron Collider (LHC) project [1] should provide dedicated bandwidth, high availability, and low maintenance time. In order to cope with a larger variety of customer and service requirements, miscellaneous QoS parameters as well as their combination should be considered during path computation (routing) for the connection setup.

Graphs are often used to model interconnected topological objects with different connection properties. Path finding in a weighted graph belongs to the classical problems of graph theory. Whereas the addition of edge-weights as an aggregation functions and the treatment of smaller resulting sum as the best path works very well in applications like path computations, e.g., for road maps, it is not applicable to connections in computer networks with multiple independent QoS parameters in general. Already the two QoS parameters considered most often, i.e., bandwidth and delay, show significant differences. Whereas the usual parameter treatment is applicable to delay, for bandwidth different functions are needed: the aggregation function is minimum and larger values are preferred to smaller results. The adequate QoS aggregation functions are significantly more complex than sum-of or minimum-of if other QoS parameters, e.g., reliability and availability, or aspects, which are relevant for service instance management, like maintenance windows for multi-domain connections, have to be considered.

Until now, in practice usually a special solution has been implemented for a service that required new or different QoS parameters. Nowadays the time for the development of a new service with customer-specific QoS parameters is becoming a crucial success factor. Therefore, a general treatment of QoS parameters is absolutely critical in order to ensure sufficiently fast adaptability and extensibility of already existing and new services. In the first place, an efficient way to distinguish between different QoS parameters is needed. Furthermore, a standardized general treatment for the aggregation of and the comparison between values of a particular QoS parameter is indispensable. As different customer-faced services might depend on different subsets of those QoS parameters, the efficient support of customer-relevant combinations of arbitrary QoS parameters is needed.

The remainder of this paper is structured as follows: In Section II the related work, which has influenced our solution is presented. The proposal for a generic treatment of different QoS parameters is described in Section III. It includes the distinction between the various QoS parameters and the definition of functions necessary during the routing process. Furthermore, we generalize the way to handle multiple QoS parameters simultaneously. In Section IV we extend our proposal in order to support value ranges as edge weights. In Section V we present how our proposal can be applied to the definition of optimized routing algorithms. A short outlook to our future work concludes this paper.

II. STATE OF THE ART AND ROAD MAP

Typically, graphs are considered that have single fixed values associated with their edges as weights. This repre-
presentation is usually used for finding a path or a shortest path between two endpoints in a graph. However, such graphs only conditionally reflect all specifics of computer networks (see Figure 1). For instance, due to the support of different quality classes of the used network infrastructure, the property value supported by a single connection can vary in a broad range. In order to process value ranges, which are supported, e.g., by the information model described in [2], a transformation to so called multigraphs is possible. In the case of multigraphs, nodes may be directly connected by one or more edges. Even in a simple case with weights for a single property, such transformations can significantly increase the graph complexity. If multiple connection properties with value ranges have to be considered at the same time, the complexity increases start to be even more drastically.

Graphs that support multiple properties at the same time are known as multi-weighted graphs. Such graphs are hardly investigated yet. In [7], a very good overview about the state of the art is given, and various problems and solution ways are investigated. In summary, path finding in multi-weighted graphs is in general a \( NP-\) complete problem. As for path finding in multi-weighted graphs the Bellman’s optimality principle [8] is not fulfilled, broadly used routing algorithms that require this principle, e.g., Dijkstra’s algorithm, cannot be used. Among other aspects, also the handling of multiple properties at the same time has to be solved. Currently, the common understanding is to describe multiple properties as value vectors. This allows the use of vector-addition as property aggregation operation. For a comparison of weight vectors, the concept of non-dominance has been established, as it is described and used in [4]. A vector \( A \) is non-dominant to vector \( B \) only if all of its weight elements, i.e., property values, are smaller or equal to the corresponding elements of vector \( B \).

Considering operations for both single- and multi-weighted graphs, addition is used as an aggregation function and the smaller value is treated as the better one. Even if limitations of these operations w. r. t. the application to computer networks are long known to the research community, until now only workarounds have been proposed. For instance, in [9] an addition of \( \log(weight) \) is proposed, if the true aggregation function for \( weights \) is multiplicative.

As a summary of the above discussed missing aspects, in order to enable operations on graphs describing computer networks with arbitrary supported properties, the following extensions have to be implemented:

- Support for arbitrary functions for aggregation and comparison of weights of a single connection property.
- Operations on bundles of properties, which could be used in multi-weighted graphs.
- Improved handling of value ranges.

Solutions for the first two aspects will be described in Section III. A proposal for handling of value ranges during path finding will be presented in Section IV-A.

Besides these purely technical aspects, also organizational specifics have to be considered. The so called policy-based routing, which is used for inter-domain routing, in the first place takes into account not only technical aspects, but rather provider-specific interests. Along with very restrictive information and management policies, which are out of the scope of this paper, SPs are generally interested in the reduction of resources used for a service delivery. A corresponding proposal will be given in Section IV-B.

### III. Operations on Connection Properties and Their Generalization

In this section we present our solutions for function generalization regarding both single properties and property bundles. The important extension for the treatment of value ranges is described in Section IV.

#### A. Functions for operations on a single property

During the path finding, the properties of the edges have to be aggregated. Typically, simple arithmetical addition is used as an aggregation function. As discussed in Section I, this is not necessarily the case for any QoS parameter. Furthermore, as discussed in [2], in the case of the inter-domain connections each Service Provider (SP) might have access only to its own infrastructure, which might not be sufficient to determine all the relevant connection properties. In this case also the aggregation of the partial views of involved SPs at the same inter-domain connection is needed. The calculation of QoS properties of the inter-domain link from two partial views is not necessarily identical to the aggregation of two physical connections of the same type and length. For instance, when describing a connection with the property "delay", not only the delay caused by the network cable should be considered, but also the delay caused by the active and passive network components used by each single SP; obviously, it typically varies between SPs.

If customer-specific end-to-end quality-of-service constraints shall be met, the value of the already found (partial)
route has to be compared to these constraints during the path finding process. For path optimization it is also necessary to compare the values of two alternatives in order to choose the better one. In opposite to the case classically treated in graph theory, the meaning of what is "better" might vary between different QoS parameters. Regarding the examples mentioned above, for bandwidth a bigger value can be considered as a better one, however for delay a smaller value is the more preferred one.

Consequently, with each supported connection property operations for value aggregation and comparison have to be associated.

B. Associating operations with properties

In IT industry, new technologies and services are evolving very fast. Therefore prior the association of operations with properties, a distinction between existing and upcoming properties is needed. We propose to assign a globally unique ID to each supported property. In order to ensure the global uniqueness of IDs, we propose to use a registration tree. Additionally to the distinction between properties, using a registration tree has another very important advantage. As mentioned above, for bandwidth a bigger value can be considered as a better one, however for delay a smaller value is the more preferred one.

Consequently, with each supported connection property operations for value aggregation and comparison have to be associated.

B. Associating operations with properties

In IT industry, new technologies and services are evolving very fast. Therefore prior the association of operations with properties, a distinction between existing and upcoming properties is needed. We propose to assign a globally unique ID to each supported property. In order to ensure the global uniqueness of IDs, we propose to use a registration tree. Additionally to the distinction between properties, using a registration tree has another very important advantage. As multiple functions have to be associated with each supported property, it can be realized by the definition of the functions together with the registration of their property-ID (see Figure 2). Additionally this will ensure the identity of functions used among multiple SPs.

![Registration tree example](image)

C. Comparison and aggregation of multiple properties

Based on the previous definition, we introduce an approach for the handling of \( n \) different properties with the global unique IDs \( ID_1, \ldots, ID_n \). In graph theory, it is a common practice to use vectors in order to describe multiple weights associated with a single edge or a path in general. For any path in a graph with \( n \) properties, the weight can be specified as \( \vec{U} := (u_1, \ldots, u_n) \in \mathbb{R}^m \). In this definition, \( u_j \) is the weight of the \( ID_j \) property with \( ID_j \). The order of properties in the weight vector can be arbitrary, as long as the placement of the properties is identical among all weight vectors. Further, for the edges of a path being enumerated from 1 to \( n \), the weight of an edge with index \( i \) will be referred to as follows \( \vec{W}_i := (w^i_1, \ldots, w^i_n) \in \mathbb{R}^m \).

In order to calculate the weight vector \( \vec{P} \) of the path consisting of \( n \) edges with weights \( \vec{W}_1, \ldots, \vec{W}_n \), we first introduce an aggregation function for two weight vectors as follows:

\[
\text{Aggr}(\vec{U}, \vec{V}) := (\text{Aggr}_1(u_1, v_1), \ldots, \text{Aggr}_n(u_m, v_m))
\]

This definition is based on \( m \) aggregation functions for each property. The aggregation functions \( \text{Aggr}_i, (i = 1, \ldots, m) \) are functions associated with the property ID in the registration tree. We assume that all properties are independent of each other, i.e., they can vary without influencing the values of other properties. Furthermore, we assume that the binary operations defined by aggregation functions fulfill associative and commutative laws. Then we inductively define the computation of the whole path weight from weights of involved segments as follows:

\[
\text{Aggr}(\vec{W}_1, \ldots, \vec{W}_n) := \text{Aggr}(\text{Aggr}(\vec{W}_1, \vec{W}_2), \ldots, \vec{W}_n)
\]

Similar to the aggregation, we define the comparison of property vectors based on the comparison between identical properties. Corresponding to the non-dominance concept as it is described in [4], we define that vector \( \vec{U} \) is better than \( \vec{V} \) if and only if all properties in the first vector are better than the corresponding properties of the second vector. In order to depict that property \( u_i \) of vector \( \vec{U} \) is better than the corresponding property \( v_i \) of vector \( \vec{V} \), we use the symbol "\( \succ \)". In contrast to the comparison of single values, it is possible that some properties of the first vector are better and some others are worse than of the second vector. This situation should be treated as indefinite. We depict this with symbol "\( \neq \)". The comparison of two property sets can thus be defined as follows:

\[
\text{Compare}(\vec{U}, \vec{V}) := \begin{cases} 
\ =, & \text{if } \forall 1 \leq i \leq m: u_i = v_i \\
\ <, & \text{if } \forall 1 \leq i \leq m: (u_i \lt v_i \lor u_i = v_i) \\
\ >, & \text{if } \forall 1 \leq i \leq m: (u_i \gt v_i \lor u_i = v_i) \\
\ \neq, & \text{if } \exists 1 \leq j \leq m: u_j = v_j \\
\ \neq, & \text{if } \exists 1 \leq j \leq m: u_j \lt v_j \\
\ \neq, & \text{if } \exists 1 \leq j \leq m: u_j \gt v_j \\
\ \neq, & \text{if } \exists 1 \leq j \leq m: u_j = v_j \land u_i = v_i
\end{cases}
\]

IV. TREATMENT OF VALUE RANGES

Some important aspects that are typical for computer networks are not directly addressed by classical graph theory. In this section we propose the treatment of value ranges, which can be associated with connection segments (graph edges) instead of multigraphs with multiple alternative connection segments with different fixed values.
A. Path finding with value ranges

Physical network connections usually cannot be realized with a single property set, because properties like bandwidth might vary in a wide range. In the case that an abstracted network description is considered, further connection properties can vary in a wide range. A good example is the variation of achievable delays for a single logical connection, as it can be realized by different physical connections. Consequently, also the property of the whole End-to-End (E2E) path between two endpoints might vary in a wide range. We will refer to the value range of a particular path path as

$$\overrightarrow{w}_{\text{path}} = (\overrightarrow{w}_{\text{path}}^{\min}, \overrightarrow{w}_{\text{path}}^{\max}) \in \mathbb{R}^m \times \mathbb{R}^m,$$

i.e., the supported value range for the given path can vary from $\overrightarrow{w}_{\text{path}}^{\min}$ to $\overrightarrow{w}_{\text{path}}^{\max}$.

It is obvious that the path found between two endpoints can only be feasible if the best possible value fulfills the E2E constraints specified by customer (see Figure 3). Therefore we propose to operate with the best values of the available connection segments during the path finding process.

![Figure 3. Fulfillment of end-to-end constraints](image)

We assume that all simultaneously considered path properties can vary independent of each other. Under this assumption, we define the selection function $\text{Best}$ for the best possible value of a path as follows:

$$\text{Best}(\overrightarrow{w}_{\text{path}}) = \text{Best}(\overrightarrow{w}_{\text{path}}^{\min}, \overrightarrow{w}_{\text{path}}^{\max})$$

$$\text{Best}(\overrightarrow{u}, \overrightarrow{v}) := (\text{Best}_1(u_1, v_1), \ldots, \text{Best}_m(u_m, v_m))$$

$$\text{Best}_i(u_i, v_i) := \begin{cases} u_i, & \text{if } u_i \preceq v_i \\ v_i, & \text{otherwise} \end{cases} \text{ for } 1 \leq i \leq m$$

Please note that this definition is applicable not only to a path as a whole, but also to any path segments.

B. Considering service provider interests: Optimization of resource usage

In contrast to customers, the service providers are usually interested in a reduction of resources used for service realization. This means that the requested service quality should not be the best possible one, but rather the one closest to the customer constraints. For paths complying with the E2E constraints, i.e., $\text{Best}(\overrightarrow{w}_{\text{path}}) \preceq \overrightarrow{C}_{\text{E2E}}$, we distinguish between three cases as depicted in Figure 4, given the weights of alternative paths A, B and C:

- All worst possible properties of the considered path are worse than the constraints (see "Path A")
- All worst possible properties of the path are better than the constraints (see "Path B")
- The worst possible properties of the path are for some properties worse and for other properties better than constraints (see "Path C")

![Figure 4. Pathweights of paths complying to constraints](image)

In order to distinguish between these alternatives, the function $\text{Worst}$ for the selection of the worst possible value of the found path can be defined as an opposite to $\text{Best}$.

In the case equivalent to "Path B", the worst possible value can be requested during the link ordering process. In the two remaining cases, an approximation to the constraint value should be performed. As the properties are independent of each other, such an approximation can be done separately (or even in parallel) for each affected property.

The whole E2E path weight is the sum of the weights of the involved parts. A possible gradation between the maximum and minimum values of connection parts is depicted in Figure 5. The E2E approximation of the path weight for a single property can be done in different ways. It can be seen as a knapsack-like problem with an intention to find a fit most close to the E2E constraint. We argue against this approach, as it may prevent the on-demand adaptation of requested service parts parameters. Instead we favor a "fair split" among all connection parts. For each property $i$, we propose to use a divide-and-conquer strategy as follows:
1) For each connection part $j$ with a value range between $w_{i,min}^j$ and $w_{i,max}^j$ we compute values $w_{i,best}^j = \text{Best}_i (w_{i,min}^j, w_{i,max}^j)$ and $w_{i,worst}^j = \text{Worst}_i (w_{i,min}^j, w_{i,max}^j)$.

2) For each connection part $j$ we compute the realizable value $w_i = \frac{w_{i,best}^j + w_{i,worst}^j}{2}$.

3) If the computed path value $\sum_{j=1}^{n} w_i = \text{Best}_i$ is equivalent to the E2E constraint for the selected property, the selected values can be used as a result of this optimization.

4) If the computed path value is better than the E2E constraint, the computed values for connection parts should be used in the next step as $w_{i,best}^j$, otherwise as $w_{i,worst}^j$.

5) We propose to limit the number of optimization steps. If the number of maximal optimization steps is reached, the latest $w_{i,best}^j$ for each connection part should be used as an approximation value. If the amount of the maximum optimization steps is not reached yet, this procedure shall be repeated beginning with step (2).

Figure 5. Possible gradation of values for different path segments for property $i$.

Please note that in order to reflect the "better/worthier" comparison instead of "smaller/bigger" one, we define the unary operator "[$\{\}$]" as follows: the result should be the worst realizable value, which is equal or better than the value enclosed in the brackets.

V. APPLICATION OF SEARCH PROBLEMS

In Figure 6, we present a path finding algorithm, which illustrates the usage of our operators. In the pseudo-code, a deep first search strategy is used for finding a path complying with multiple QoS constraints $\overline{C}^{E2E}$.

The presented algorithm solves the so-called multi constrained path finding (MCP) problem. The function requires four parameters. The first two parameters ($\text{nodeCur}$ and $\text{nodeDest}$) specify nodes in the graph, between which a path has to be found. As the MCP function is called recursively, the $\text{nodeCur}$ specifies the end of the intermediately considered path. The weight of the intermediate path is given in the third parameter $\overline{W}_\text{path2cur}$. Finally, $\overline{C}^{E2E}$ are always the E2E-constraints between two endpoints.

In the function, at first it is checked whether the destination node is reached yet. If it is the case, the $\text{BacktracePath}$ function is called in order to memorize the node in the path between two endpoints. Then the value $\text{TRUE}$ is returned, which signals that a path with acceptable properties has been found.

If the end node is not yet reached, the $\text{nodeCur}$ is marked with the help of function $\text{MarkNode}$. This is a common practice in DFS-algorithms, which aims to prevent loops. In the following $\text{foreach}$ loop all neighbors of $\text{nodeCur}$ are considered that have not been marked. For each neighbor $\text{nodeNbr}$ a weight $\overline{W}_\text{path2nbr}$ of an path between start and $\text{nodeNbr}$ nodes is computed. Corresponding to Section IV-A, the best possible value of the considered segment weight $\overline{W}_\text{cur2nbr}$ is aggregated with the intermediate sum $\overline{W}_\text{path2cur}$. If the computed weight of the new intermediate path still better than E2E-constraint $\overline{C}^{E2E}$, the $\text{MCP}$ function is called recursively. This time, $\text{nodeNbr}$ is used to mark the end of the intermediate path. If the function returns $\text{TRUE}$, the node is saved in order to back trace the path; subsequently $\text{TRUE}$ is returned. If the call to the $\text{MCP}$ function was not successful, the next neighbor has to be considered likewise. If all neighbors have been considered without any success, the node $\text{nodeCur}$ is unmarked and the value $\text{FALSE}$ is returned.

Please note that for the sake of simplicity in this algorithm at most one connection between two nodes is supported. An

Figure 6. Use of the new operators in a path finding algorithm.
extension for multigraphs would require an additional loop for all edges between two interconnected nodes. Furthermore, also the back tracking function should be extended in this case, in order to track not only nodes along the path but also along used edges.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have defined a novel schema for the generic treatment of network connection properties. In order to support operations on arbitrary properties of network connections, we propose to associate five functions with the ID of every supported property. These functions are summarized in Table I. Three of these functions, which are used for property aggregation and comparison, are mandatory. The mandatory function _AGGREGATE_LINKPART is dedicated to compute the property of connection based on only partial views at the same inter-domain connection. For elaborated discussion about its necessity we refer to [2]. The remaining selection functions aim to simplify handling with value ranges. These functions are not mandatory, as they can be easily derived based on comparison function.

Furthermore, the quality parameters of different network layers as well as user-faced services depend on the quality of the underlying layers they are realized upon. Therefore, a general description of such interdependencies and parameter transformations is essential in order to offer customer-demanded quality based on network-specific information.
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Table I

<table>
<thead>
<tr>
<th>Function class</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>_COMPARE</td>
<td>Compare two values a and b. Result can be: “a is better”, “a is worse”, “a and b are equivalent”</td>
</tr>
<tr>
<td>_SELECT_BEST</td>
<td>Optional function returning the best value of a given value set</td>
</tr>
<tr>
<td>_SELECT_WORST</td>
<td>Optional function returning the worst value of a given value set</td>
</tr>
<tr>
<td>_AGGREGATE_LINKS</td>
<td>Aggregate property values of two links or paths</td>
</tr>
<tr>
<td>_AGGREGATE_LINKPARTS</td>
<td>Aggregate two partial views at the same link to a single link weight</td>
</tr>
</tbody>
</table>

Together with [2] and [3], which present an information model and a multi-domain routing procedure, the solution presented here is an integral part of our ongoing work, which enables user-tailored connection services with guaranteed E2E quality. However, the generic operation handling proposed in this paper is not restricted to only our work and can be used in alternative routing algorithms that are considering multiple properties, such as [5] and [6].

The presented proposal leaves some aspects unsolved; they will be addressed in our further research as follows: In the first place, a meta-language for the description of property-related functions has to be selected; also, a structure for the registration tree has to be proposed. In order to achieve this, a profound evaluation of alternatives is needed. In the case that a single global registration tree has to be used by multiple organizations, like it is the case for the internet registration tree, the description of equivalence relationships between different entries has to be addressed.

The mandatory function _AGGREGATE_LINK is dedicated to compute the property of connection based on only partial views at the same inter-domain connection. For elaborated discussion about its necessity we refer to [2]. The remaining selection functions aim to simplify handling with value ranges. These functions are not mandatory, as they can be easily derived based on comparison function.

Furthermore, the quality parameters of different network layers as well as user-faced services depend on the quality of the underlying layers they are realized upon. Therefore, a general description of such interdependencies and parameter transformations is essential in order to offer customer-demanded quality based on network-specific information.
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I. INTRODUCTION

With the shift towards service-oriented computing, a decoupling of needed functionality and enabling implementation has been reached. While the functionality that is needed today is derived from business requirements, enabling implementation is bound to technology. This has led to a decoupling of technology-independent business processes and technology-dependent IT systems. Business processes can now be adapted to changing requirements more easily. For instance, adding a refined debit check to typical invoice processing can now be formulated in terms of financial semantics rather than in terms of technological attributes, because needed functionality can be added by searching for debit services rather than technology-bound debit calculating software components.

Considering these extended possibilities, operational support of these services has to be adaptable as well. The challenges in realizing this are numerous [2, 15, 23]. From an IT infrastructure perspective, IT services are often created using a vast number of different computing systems running various different applications, which are interconnected by using different networking technologies. It seems all but impossible to use or create one single management tool considering all the different vendor technologies or fulfilling the special requirements that IT organizations typically have. From the perspective of a management tools supplier, it seems like it is difficult for them to ship their tools with open and generically applicable information and function models to operate the various different component technologies, because several different approaches for describing management information exist.

To increase the complexity even further, IT organizations have now started to restructure their management activities to align with best practices or standard proposals that can be derived from approaches such as ITIL [17] or ISO20000 [3]. While integration problems on the technical level within the domain of IT management always existed due to heterogeneous environments, the alignment with management processes that has been adopted lately requires the introduction of completely new tools – or at least to extend the ones that exist with the functionality to support the adoption of process requirements. Applying service-orientation in solving these issues seems to be a pragmatic, yet powerful way to both integrate existing tools and management infrastructures, as well as to align with management processes. Therefore service-orientation not only promotes adapting to new requirements more easily, but also the ability to reuse existing components.

In order to utilize the principles of service-oriented computing and service-oriented architecture to solve these challenges in managing IT services, a clearly defined development approach is needed. This development approach has to consider today’s standards and best practices, as well as how to integrate existing management tools. Although some work that uses the application of service-orientation to construct management systems that are based on loosely coupled management services exists [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15], little has been done to tackle this challenge on a conceptual level by focusing on the reusability and adaptability of future management systems.

This paper proposes an improved meta-model for the domain of process-oriented IT Management and an approach to applying the meta-model for the purpose of constructing reusable and adaptable management services. The approach is presented in the form of rules that allow a repeatable development method. Focusing on a domain meta-model that is built on the requirements of process-oriented standards enables constructing services that are aligned with the processes that the services are intended to support. Furthermore, these services serve as a central point for constructing integrative adapters to existing management tools. A formalized model enables the construction of
development supporting tools, therefore the design of the management services system can be performed based on computational support. In our opinion, understanding the semantics of the terms the domain IT management is faced with is crucial in the construction of such a service-oriented management system. Therefore, having modeled the structure of the domain IT management for the purpose of deriving management services is a fundamental part.

The remaining parts of this paper are structured as followed: Section 2 introduces related work and provides the background for constructing a management platform that is built on service-oriented principles. In Section 3, we discuss the value of modeling the domain for a proposed solution and present an extension to the domain meta-model presented in [1]. Section 4 presents the benefits of this paper: We embed a domain-driven and rule-based development method into a typical software development process, demonstrate domain modeling applied to a typical management activity performed within incident management and introduce an assorted set of rules to support the domain-driven derivation of management services. Section 5 describes our experience with a prototypical implementation, where we applied the proposed method within a real world scenario. Finally, Section 6 concludes this paper and gives an overview of the work that is currently being done within our research group.

II. BACKGROUND AND RELATED WORK

The efforts of recent years to structure and tackle the complexity that management solutions are faced with have led to standard specifications for the definition of IT service management processes. The most prominent representative is ISO20000-1:2005 [29]. This particular standard definition presents a taxonomy introducing minimum functional requirements that implementations of different management solutions have to fulfill. While ISO20000-1:2005 is mainly based on the best practice suggestions presented by the Information Technology Infrastructure Library (ITIL, [16]), a clear and formal representation of the proposed entities, activities or participants, is still missing. Nevertheless, since [29] introduces the elements of the domain, our aim is to construct software solutions, where the standard definition serves as one input for the creation of a commonly accepted ontology, with which a formalized meta-model could be developed.

Applying service-orientation to solve integration issues (adaptability, reusability) is assumed to be one feasible approach [2, 17, 22]. Based on the suggested best practices of the ITIL [16], much research focusing on the construction of service-oriented management solutions has been done. Tamm and Zarnekow [12] derive web services from a typical definition of an incident management process, but neglect the domain as part of this process. It seems difficult to give any statement regarding the adaptability or reusability of the solution that they present.

Mayerl and Abeck et al. focus the integration of existing management tools along process-oriented management scenarios [14, 15]. Although a systematic development method is proposed, neither domain modeling nor specific rules for designing management services are discussed. The approaches presented in [14, 15] are rather general and do not consider formal aspects. Furthermore, standard requirements are neglected. In [13], an automated management process is implemented based on web services, but both a structural analysis, and a systematic method are missing.

Aschemann and Hasselmeyer deal with the principles of a service-oriented architecture in supporting management systems [4]. While both domain modeling and systematic development methods are missing, at least some architectural guidelines can be concluded from their work. For instance, different components enabling communication between management services are needed. Furthermore, some functionality enabling the location and lookup of existing management services is also needed. Anurousis discusses an architecture for building scalable management services [5], however it lacks formalization of the given domain. Lu et al. examine management services on the managed resource level [7, 8, 9], but not a systematic and overall development method, which integrates both process and resource requirements. Standard specifications such as WS-Management [10] or WSDM-MUWS [11] only deal with the managed resource level.

Different approaches for introducing a service taxonomy have been suggested [18, 19]. Based on these ideas, we have observed that it is possible to clearly distinguish different types of management services, which is why we refer to management basic services and management process services when clarifying different characteristics of these services.

Our proposed design method of applying some assorted rules for deriving services is similar to the one presented in [20], but extends it by capturing not only elements of business process models, but also model instances of an overall domain analysis model. A good overview of different approaches for domain analysis can be found in [21]. The authors argue that although many different approaches for constructing domain models exist, software systems that support different problem domains differ in many aspects, which is why there is no existing modeling approach that is suitable for every kind of scenario. Based on their evaluation results, our approach is based on functional decomposition using rule support for creating both domain models and designs for management services.

III. A DOMAIN MET-MODEL FOR IT MANAGEMENT

Describing the semantics of the elements of a domain serves as a building block for developing a software solution that is tightly aligned to its requirements. In this section, we give a summary of our motivation for using domain modeling and present initial and ongoing work in the area of development tool support for creating standardized and formalized models for services within the domain IT Service Management.

A. The value of domain modeling in IT Management

As the process of creating software systems becomes more complex, formal descriptions are required to engineer
these systems. This can be said for any of the disciplines, from eliciting the requirements that a solution has to fulfill to creating detailed models describing the structure of the software architecture or aspects concerning control flow. However, formal descriptions are hard to achieve. One building block is the description of the semantics of the single elements of the domain that the desired solution will use. Identifying this information in relation to similar problems leads to a classification schema, which can easily be reused. This is referred to as domain modeling. Domain modeling is a pragmatic approach utilizing modeling techniques that are well understood. Creating a domain model has several advantages, one of the most important ones might be the fact that software systems derived from domain models show a higher degree of reusability if extensions to these software systems are created from the same domain models.

Nevertheless, a domain model has to be abstracted in some way to really be adaptable. Therefore, we decided to create a domain model that is based on ISO20000-1:2005 [29], which was enriched with some of the typical patterns of the Information Technology Infrastructure Library [16] best practices and existing process modeling approaches, for instance a separation of atomic and composed activities can be found in the Workflow Management Coalition Meta-Model [30]. Using such a domain model allows designing management services that are tightly aligned with the domain that the services are intended for. Furthermore, automated design evaluators can be constructed measuring the overlap of domain model instances and the instances of service models, thereby allowing for automated design decision support.

A domain analysis method always consist of two things [21]: an ontology along with a taxonomy of this ontology defining a meta-model of the domain, and a process that allows the construction of model instances of this domain. The concepts of the Domain Meta-Model have been introduced in [1]. (see Figure 1). A Management Area contains Management Participants, Management Activities, Management Entities and also Management Policies, which can be refined to policies to define access to specific entities or policies to define the structure of entities. Management Activities can be refined to Composed Management Activities, e.g. a Management Area defines one single functional area such as Incident Management. Aiming at defining services aligned with models instantiated from this meta-model. Both the modeling element Management Activities and Management Area can be considered to offer capabilities which are independent of concrete realizations. These capabilities are later used to derive management services. To capture this aspect within the meta-model, the meta-model is simply extended as depicted in Figure 2.

Based on this domain meta-model and its extension, an assorted set of rules underpinning our development method is presented within the next section.

B. Rule-based derivation of management services

Focusing a refined derivation of management services by considering design decisions dedicated to the domain of IT management, a discussion of specific elements of the meta-model is necessary. The meta-model used so far provides elements for modeling management capabilities and the conceptual management services providing them. Those services are needed as part of the domain model because by considering them as elements of the domain, a clear semantic relation to the management capabilities and management activities is possible.

Of course, the sources used to model the domain do not mention management services because these are not part of the plain management view, but added to the domain by the decision to support management processes with a service-oriented architecture. Therefore, since adding management activities, management areas, management participants, etc. to the model directly from the text of e.g. ISO20000-1:2005 is a straightforward process, modeling management capabilities and management services involve design decisions. Therefore, in order to achieve reproducible results when modeling the domain, derivation rules are needed for naming and coupling management capabilities with management services. This repeatability is needed to preserve the value of the domain model, such as the increased degree of reusability in the resulting service design.

The conceptual management services given in the domain model do not yet support an implementation of a service-oriented architecture. We still need a service model that describes the services in detail with all service operations and their signatures. For such a service model, a specialized UML-derived modeling language like SoaML
[22] is a natural choice. Again, a requirement for the service model is repeatability, so we will introduce more derivation rules for the transition from the domain model to a SoaML model of the final service interfaces.

In order to maximize the benefit of our approach, these rules must be defined carefully. One important factor is consistent naming, so that the semantics of a service and its operations can be understood by looking at the domain model. Therefore, rules for naming are strict and do not leave room for individual decisions. Another aspect to keep in mind is reusability of individual management services. By defining rules that result in the modeling of exactly one service per management entity, the resulting services have few interdependencies and a single service can easily be exchanged, for example by using an adapter for an existing management tool.

IV. APPLYING DOMAIN MODELING FOR DESIGNING MANAGEMENT SERVICES

For demonstrating the value of domain modeling, a concrete scenario is presented. The next sections address a typical incident management process that serves as an input artifact for deriving adaptable yet business-aligned services. Although our approach refers to the term management process, a structural analysis of the domain is performed that not only takes the dynamic parts of a process into account, but also the static relationship of domain elements involved within this process. Following this approach, the derived services can be reused in further development efforts if extensions to an existing system are necessary.

A. Overall development method

Since structured development methods for the purpose of deriving and designing a service-oriented software solution are common today, we briefly describe the necessary steps to perform in order to create a set of management services that are aligned with a model of the domain.

First of all, an analysis of the standard specification for process-oriented IT Service Management ISO20000 leads to an overview of the activities, entities and participants that constitute the management capabilities of one management area, for instance incident management. Adding policies (entity structure policies and entity access policies), the elements of an overall domain model are given.

Within the next step, these domain elements are modeled. To avoid misconceptions of the relationships of these elements with each other, a formal meta-model is needed that clearly defines the syntax and semantics of each single domain element. Such a meta-model can be found in [1].

As an improvement to the approach presented in [1], the derivation of services is performed using an assorted set of rules. These rules take several aspects of a model-to-model transformation of an instance of the domain model to an instance of a model of management services into account. Since the design of services is a highly complex task, in which several design decisions have to be made, we propose a two-step approach, stemming from domain models to a model of service candidates and finally a model of technology-independent service interface descriptions.

Introducing such a two-fold step enables grouping several service candidate operations into combined service definitions if a service within a given management system already exists.

B. The Incident Management Process

The Incident Management Process is one of the critical processes dealing with service disruptions. Incident Management is established in nearly each service provider’s organization offering defined IT services to customers utilizing IT services for supporting IT-based business processes. Since customers are directly faced with incident management for service failures, providers are interested in controllable execution of this process. As business requirements change requirements for supporting services management support and flexible management components are needed. According to [24], the Incident Management Process has a high recurrence rate and a high organizational structure. This process is mostly well suited to workflow support, which we intend to realize using a service-oriented architecture.

ISO20000:1-2005 defines the objective of the incident management process as the ability "to restore agreed upon services as fast as possible or to respond to service requests" [3]. In analyzing the definition of incident management, the following elements of the domain model can be identified:

- Entities: Incident Record, Workaround Record
- Participants: First Level Support, Second Level Support
- Activities: manage impact, record incidents, prioritize, determine business impact, classify, update, escalate, resolution and formal closure of all incidents.
- Policies: Incident Entity Structure Policy, Incident Entity Access Policy

Having identified these elements, a formal model of the domain can now be constructed. For the sake of simplicity, we will look at the assorted management activity Prioritize Incident that is used to determine the impact of a service failure and to add a priority value to the related incident record.

C. Modeling one Management Activity

Modeling of a management activity in the ITSM domain model is done in several steps. First, sub-activities are identified from the ISO20000-1:2005 text. The definitions of other management processes are also looked at in order to pick up interconnections with other processes. In the second step, known patterns and principles of management architectures, such as OSI management [25], WBEM [26], etc., are considered in order to find matching sub-activities that directly model the usage of functionality provided by existing components. Finally, the management capabilities needed to perform these management activities are modeled and the conceptual management services providing these capabilities are defined.
In order to achieve a consistent model, rules are applied. The notation [Entity] in these rules puts the name of the entity instance here.

(Rule 1) Management capabilities that create, read or update an entity are named as follows: Create[Entity], Read[Entity] and Update[Entity].

(Rule 2) All management capabilities operating on an entity are provided by a single management service called [Entity]Service.

(Rule 3) Management capabilities that communicate an entity to another participant are named Send[Entity] and Receive[Entity].

(Rule 4) All management capabilities communicating an entity are provided by a management service called [Entity]TransferService.

(Rule 5) For all management capabilities that are not provided by a service after applying rules (Rule 2) and (Rule 4), a management service is introduced per management activity and named [ManagementActivity]Service.

Figure 3 illustrates how these rules are applied to the management activity prioritize incident. The two sub-activities are both process motivated, found from the requirements given in ISO20000-1:2005. The management capabilities and services are named according to rules (Rule 1) and (Rule 2).

In Figure 4, one sub-activity is further extended, exploiting the fact that all major management architectures provide methods to read measurement data of managed components. The naming of the management capability and the management service is again done using the rules (Rule 1) and (Rule 2).

D. Designing management services

After the domain model was used to identify the conceptual management services needed and the management capabilities they should provide, the services can be modeled using SoaML. This is done by using some more transformation rules.

(Rule 6) Each conceptual management service in the domain model translates to a SoaML Capability of the same name.

(Rule 7) A management service found by applying rule (Rule 2) is given “CRU” (Create, Read, Update) operations named Create[Entity], Read[Entity] and Update[Entity]. A delete operation is intentionally left out because deletion of entities is never done according to ISO20000-1:2005.

(Rule 8) A management service found by applying rule (Rule 4) is given to the operations Receive[Entity] and Send[Entity].

(Rule 9) Operations are added to each SoaML Capability, according to the management capabilities this service should provide, as long as they are not already present after applying rules (R7) and (R8). The operations are given the same names as the management capabilities they should support.

(Rule 10) A SoaML ServiceInterface is created for each management service that exposes the corresponding SoaML Capability.
(Rule 11) A SoaML DataType is created for each Entity with the data fields given by the corresponding entity structure policy.

(Rule 12) The operations Update[Entity] and Send[Entity] are given an input parameter of type [Entity] (the SoaML DataType).
(Rule 13) Operations Create[Entity], Read[Entity] and Receive[Entity] are given an output parameter of type [Entity].

(Rule 14) The operations Read[Entity] are given an input parameter of type String, named [Entity]ID. The [Entity]ID is the unique identifier for an entity.
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Figure 6. Designing the ServiceInterface

Figure 5 illustrates rules (Rule 7) to (Rule 9) as applied to the IncidentRecordService. In Figure 6, rules (Rule 10) to (Rule 14) are applied in order to model the final ServiceInterface for the IncidentRecordService.

E. Integrating existing tools

In the previous sections, the integration of existing management tools was prepared by introducing management activities motivated from common concepts of management architectures. Therefore, to actually integrate an existing tool, all that has to be done is that the appropriate management basic service that exposes the capabilities provided by this tool has to be found.

For example, a tool like Nagios, which focuses on the technical management of components, provides everything needed for the “MonitoringDataService” shown in Figure 4. In order to integrate this tool, development of a webservice adapter is needed, so that the tool exposes its functionality according to the service interface modelled following the rules given in the previous section. Different methods for the development of webservice adapters were suggested before, e.g., in [27], where the authors introduce the concept of mismatched patterns between an existing and a needed service interface. It will be up to the implementing organization to choose the method that best suits their existing tools and requirements.

V. IMPLEMENTATION EXPERIENCE

A discussion of the applicability of our approach includes both a presentation of the achieved results and a generic estimation of the benefit of our method. To address this, in this chapter we briefly present the artifacts that where created along an integration project we currently run at the ATIS, a mid-sized service provider that operates the IT infrastructure in responsible for the faculty of informatics at the Karlsruhe Institute of Technology.

One major goal of this project is to create an integrated management platform that enables both users of the provided IT services and the operators of these services to access relevant management information in one web portal. Furthermore, interfaces to provide management functionality should be created that can be used by external providers connected to the network of the ATIS. During the analysis of the actual situation it became obvious that in order to fulfill these three integrative requirements, a supporting architecture needs to be flexibly adaptable thus architectural elements that are highly reusable had to be engineered. As indicated by some internal examinations, the handling of service disruptions was one of the most urgent use cases that should be implemented at first.

According to ISO20000-1:2005, handling of service disruptions is performed by the Incident Management and Problem Management Process, which in turn is supported by Configuration, Change and Release Management Processes. While the Incident Management deals with restoring disrupted services as fast as possible Problem Management concerns itself with investigation of the root causes leading to recurring service failures. In order to reduce complexity, we decided to first implement the Incident Management Process, followed by an implementation of Problem Management that can be realized based on the services we identified during the design phase for Incident Management.
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Figure 7. Domain Model for IncidentRecordService

Figure 7 shows an excerpt of the domain model that serve as a starting point for designing management services for the Incident Management Process. As mentioned in Section IV.B, the elements of the domain model can be identified using the definition of Incident Management given in [29].

While the construction of the domain model is fairly straightforward, applying the transformation rules to design the service models currently requires detailed knowledge of the semantics of the modeling elements. Tool support would be highly desirable in this step in order to minimize failures due to semantical misunderstandings. Nevertheless, it turned out to be useful to reflect on the derived service models by both the supporting analyst and the developers alike.
In Figure 8, the results of the transformation applying the rules given in section IV.C and IV.D to the domain model of the IncidentRecordService is given. For instance, applying rule 7 extends the capabilities of the identified operation CreateIncidentRecord with the respective Read and Update operations. As the initial milestone of the development project was rolled out and the additional requirement to implement the Problem Management Process came up, we could reuse the models designed so far and further use service functionality that was already considered during the design phase of the Incident Management services.
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**Figure 8.** Domain-driven Design of a Management Service for Incident Management

Finally, these designed service interfaces can be implemented using Web Service Definition Language, as shown in Figure 9.

![Implementation of the IncidentRecordService using WSDL](image)

**Figure 9.** Implementation of the IncidentRecordService using WSDL

In reviewing the lessons learned this small excerpt of the development project shows that application of the method leads to a standardized vocabulary thereby enabling reuse of existing design models when extending systems to support further requirements. The long-term benefit is grounded in the fact that the more the processes will be implemented, the higher the degree of reusability of existing services will be. In order to estimate complexity, we are currently investigating an approach for creating a domain meta-model-based reference model, which includes relations of management functions of different management services for different management processes. This would allow determination of the best starting point for a concrete development project if requirements are clearly given. Figure 9 outlines an early result that served as a basis for our decision to initially implement Problem Management followed by Incident Management.

To sum up the additional overhead of introducing formal domain modeling fairly, we feel that at least basic skills in structural modeling are needed. As the domain meta-model and the related specific instances only make use of classes and their relationships and the fact that the transformation rules were given in natural language, acceptance by the developers involved was surprisingly high. This was because we could show the benefit of formal domain models when extension of given systems was focused. Since the example shows that some of the management basic services needed to implement Problem Management were already identified during analysis of the Incident Management Process, we expect that the implementation of further requirements (Release Management Process, Change Management Process, and Configuration Management Process) will take even less time in terms of created design models.

VI. CONCLUSION AND OUTLOOK

In this paper, we motivate the advantages of applying a structured and well-founded development approach in the design of adaptable management services. Since business requirements are constantly changing, the support of management systems for operating IT services has to be able to keep step with this development. Therefore, we promote organized management functionality in terms of loosely coupled management services to enable both a controllable execution of management processes and to adapt to changing requirements.

One of the most critical questions regarding the design of services is to ensure that certain design principles are met. For instance, services are expected to be technology independent, reusable, accessible with defined interfaces and protocols or aligned with business requirements. A major goal of our approach is to support developers of management systems to be supported with some typical engineering instruments enabling evaluation of their management services design against these typical service principles. To reach this goal, we introduced a development approach that is driven by a sound understanding of the domain IT Management. While key concepts of a meta-model for the domain were already introduced in [1], in this paper these key concepts have been revisited in order to integrate an automated verification of derived management services. Furthermore, we extended the development approach in [1] by applying a model-driven approach for designing concrete interfaces for management services. These interfaces can be used to both implement new management services or in scenarios where an integration of existing management tools is necessary, to create integrative adapters to legacy applications. A concrete outcome of our work is a defined set of management services that are needed to execute a typical incident management process. This set of services is aligned with the domain and fulfills several critical service principles, therefore we expect that not only can our conceptual contribution be applied in further scenarios, but also vendors of concrete management tools capture can
verify the capabilities of their tools to evaluate the alignment with standard requirements. Some of the aspects that are presented in this paper need to be discussed further. For instance, a formalized meta-model would allow creating development supporting tools, and simplifying the derivation of services as model-driven techniques could be used. Currently we are exploring approaches to formalizing the presented derivation rules, such as using Object Constraint Language (OCL) [28]. This would be integrated with a formalized meta-model to support a model-driven approach enabling the automated derivation of management services. Furthermore, we are currently considering the integration of existing management tools that would serve as implementation for some management services. For instance, in a typical provider scenario, it is very likely that at least trouble ticket tools exist to coordinate the execution of the incident management process. Creating integrative service adapters in a bottom-up driven way would allow both reuse of existing tools and the creation of flexible support for workflow support of the management process. We expect that our concept of a combination of domain modeling and rule-based derivation of services can be applied in domains other than IT management.
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Abstract— Our experience and research on technology-supported learning and teaching have clearly confirmed the general understanding that students working collaboratively are more successful than students working alone. Therefore, it should be a logical consequence to integrate communication and collaboration as a key factor into a distance study environment. However, this is not a trivial task from various points of view. For instance, for public universities in Germany studies have to be free of charge – which then raises the question, how to finance highly interactive small classes? Another problem is the professional restrictions of working distance students: their time budget is very limited. The consequence is that students typically have very limited contact to their peers and their tutors until the final examinations. The drop-out rates have been extremely high. A lot of students study more than six years to reach a first degree. E-learning improved the situation substantially (even though poorly used by the teachers in many environments), but by far not enough. This paper shows how Web 2.0 opens up new possibilities to approach these challenges, and how it can be used to improve the situation substantially.
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I. INTRODUCTION

Distance study systems face fundamental problems like isolation of students and finding a compromise between requirements of private and professional life and studying [15]. To improve the situation the University of Hagen (FernUniversitaet), a distance teaching university with about 60,000 students, started to develop a Virtual University (VU) in 1996 [19]. The new form of teaching and learning through the Virtual University eased the situation of the distance students remarkably, but there remained a lack of social interaction and group-awareness. Various research projects as well as our own experience clearly show that being part of a group and having suitable communication partners lead to higher and more consistent motivation and therefore to more successful and faster studies [1, 2, 6, 7, 13]. An additional effect is that organizational support by the university gets less critical as students can easily, and very directly assist each other. This, in turn, reduces overhead at the university. A survey at our university also showed that most students are convinced that contact to fellow students, especially through different types of groups, is of utmost importance for successful learning [3]. They are not satisfied with the existing system and call for new and better communication and group support [3].

The obvious conclusion of these observations is that a new learning environment is necessary. The kernel concept of the vision developed here is to start out from the students’ view and research results as described above – which is completely different from the classical approach to deliver content and to have group elements and communication as an add-on. To build this platform the integration of Web 2.0 technologies is essential. To provide such a new and community oriented environment we have to look closer into the various fields of groups and their mechanisms with the goal to support these groups with the necessary technical and organizational features. The necessary first step is to investigate the different group types and their meaning in a distance teaching setting. The paper exemplifies some group types through already existing or forming groups in the e-learning environment at the University of Hagen. These group concepts, their properties, the way they are used by students, their overall potential are the main topics of this paper. A detailed discussion of a complete e-learning system centered on social and community aspects cannot be given here due to space-limitations; further research is going on about how to build this kind of system.

The paper is structured as follows: Section II contains the state of the art, The following section III investigates the various group types relevant in a distance teaching environment and the consequences for a new type of learning system. Section IV describes the current situation and developments for group support at the University of Hagen. The paper concludes with a short summary of the findings and an outline for further necessary research.

II. STATE OF THE ART

Schulmeister [16] not only evaluated 23 existing studies about learning management systems but also undertook his own research about more than 62 learning management systems. He concludes that existing learning management systems typically focus on delivering content; they do not support building and establishing long-lasting student groups, or – if at all – they do it very poorly [16]. This correlates with our own results as only 19% of our students
use the integrated communication features and only 2% the groupware functionalities [3]. If group oriented features are available, they are provided only for advanced students in the context of the provided content. These results are confirmed by research of Kerres [7].

Today, the importance of collaborative learning and working is without controversy in the research community [6-11, 17]. But the group processes and the various categories of group types in a more general meaning are still not well understood as will be investigated in section four of this paper, [6, 15, 17, 18]. Some valuable insights can be found in the field of community oriented learning [5, 8, 9, 12, 14]. However, the community types discussed in this field, like learning community or community of practice, do not sufficiently cover the needs of distance learning students as they are either too strictly structured (e.g. restricted to an exactly defined group of students like in classes) or just the opposite, they have no structure at all. Some essential group types are not considered.

Many different definitions of “group” exist in different disciplines (computer science, psychology, sociology etc.), but none of them clearly describes the different existing group types in distance education from a practical point of view [5, 6, 12, 17].

III. THE VIRTUAL UNIVERSITY

The University of Hagen has extensive experience in distance education since more than 30 years. Therefore, it was a logical consequence to start using the Internet for learning and teaching purposes at a time when not many universities saw the opportunities. The benefits of distance education, time- and location independence, and the advantages of the Internet (fast information, easy communication and cooperation possibilities) were combined in the project Virtual University, Germany’s first university to offer all its services in the Internet beginning in 1995.

When the project started a suitable software platform was not available in the market, so a platform was built based on Internet technologies and a commercial database system. The virtual university system now integrates all functions of a university into a complete, homogeneous, extensible system with an easy to use and intuitive student-centred user-interface. Currently, about 60,000 students are using the Virtual University of Hagen. The ongoing project includes experimenting with and evaluating different forms of teaching and learning in the Internet.

It turns out that the most popular teaching events are highly interactive events like virtual seminars, practical training and online exercises. Our experience shows that teaching methods with a high rate of group activity using electronic communication have the quality to break down the students’ isolation. Students using electronic communication within the virtual university are much more motivated than before; the dropout rate is decreasing and the feedback is entirely positive [1, 2, 10, 13].

We also learned that some of the groups students took part in during a teaching event lived and were active long after the event itself. In some cases the relationship between the group members established during a teaching event in the internet was stable long after the students finished their studies [1, 2, 10]. Others researchers, i.e., Leh [8], Palloff and Pratt [12] also state the importance of communication and cooperation.

The expectations of students regarding the teaching and learning environment have dramatically changed over the last years. In a study with more than 2000 participants we found that about 43% of our students want more Web 2.0 functionality in the university learning environment [3]. This includes communities, blogs, wikis and especially social networking. Related research is consistent with these findings, e. g., Kerres [7] and Peters [13].

Motivated by these results we have been looking into the various types of groups and their mechanisms with the goal to support the initializing of groups and to secure their stability and liveliness.

As a first step we investigate the different group types already existing in e-learning environments. As an example we use the University of Hagen.

IV. GROUP TYPES

The importance of collaborative learning and working is meanwhile without controversy in the research community [6-11]. But the description of group processes and group types in a more general meaning is still open. A discussion of the definition of “group” itself would definitely exceed the length of this paper, as there are many different definitions. In this paper, we will use the expression “group” in the sociological sense of “social group”, which essentially means a group is defined as a collection of humans who share certain characteristics, interact with one another, accept expectations and obligations as members of the group, and share a common identity [17].

In contrast to a psychological definition, where clearly a face-to-face contact is required [15], we concentrate on mainly “virtual” groups, which mean groups where face-to-face contact is not given or is given only via electronic channels. These “virtual” groups are essential for students in e-learning environments.

Out of the context of e-learning situations we define three group types:

- Study group
- Working group and
- Learning group.

A. Study Group

The study group, as the most complex of the three group concepts, consists of students of one or more than one university. The affiliation to a certain faculty, discipline or the participation in a certain teaching event is not important. Normally, study groups do not span more than one university, but it is possible and also desirable. Study groups are also a chance for interdisciplinary exchange. Organized interdisciplinary networks can be highly successful as is demonstrated by some open knowledge communities in the Internet. An example is http://www.wer-weiss-was.de, the largest German speaking knowledge community.
The study group is an informal group, meaning it is not formally initialized by an institution as is the case with the working group. The main issue of the study group is to create a social network.

The group members find each other spontaneously, e.g., in events for new students, via voluntary work, through the student council, in discussion groups concerning students’ issues like finding jobs and so on.

The size of such a group varies between small (starting with three) to very large with open end.

Study groups often continue throughout the complete study time; sometimes they turn into social networks that live long after the studies are finished.

Since the American sociologist Granovetter published “The Strength of Weak Ties” [5] in 1973 the positive effects of social networks have been well known [9, 12, 14]. For example, access to relevant information concerning the private and professional life is highly facilitated for members of such a group. An interdisciplinary study group elegantly supports the following situations, and may smoothly lead to a network with obvious benefits for its members far beyond the original idea of a “learning network”:

- A construction engineer urgently needs legal information. In case he knows a lawyer, he will gain the information a lot faster than in case he knows none.
- Job vacancies are first known to the members of the study group; professional support for your children at school is best given through a known teacher, and advice in medical questions can be given by doctors.

Our evaluations and a study of the HIS Company very clearly show that students are aware of the advantages of study groups, especially interdisciplinary ones, and - this is important - they expressly wish that the university supports them. The reason is that they want a homogenous social environment, closely linked to and compatible with their learning environment [3, 4].

However, this type of group has virtually no support by universities [3, 4, 7]. So far, most distance teaching universities do not understand that this is a central concept leading to a closer relationship with the university, a feeling of “being part”, which then leads to a decreasing number of dropouts and finally a supporting community of alumni.

Currently, the members can only use the given electronic communication channels like chat, email, different groupware tools, forums, etc. Mostly, they use the university newsgroups. The problem is that newsgroups are very large, it is difficult to follow certain topics, the members are more or less anonymous, there is high fluctuation, and there is definitely no socially binding element to stabilize the community. Conference systems are only useful for small groups of users, so they are not adequate, either. Learning management systems are hardly applicable for the purpose of social networking, as they are focused on courses and learning events. Tools like wiki webs and weblogs would make sense for the use in study groups, but they have to be integrated into a homogenous environment, and be organized in a meaningful way for students.

Students have the possibility to use existing free student interest communities, one of which is the German community study-board [http://www.study-board.de] or the community NASPA [http://www.naspa.org/about/index.cfm] for US students. Both provide services for all students, irrespective of faculty, number of terms and grade. As these communities are very widespread and their purpose is to offer services for mainly on-campus students, the provided contents and contacts are mostly too general for distance teaching students. Some of the most important topics in a distance teaching environment are not addressed and hard to address in such a general environment, such as the question about the best strategies to organize work life, private life and studies. Furthermore, the use of these services is completely outside of the student’s learning space.

By far the most efficient solution for distance teaching universities is to provide a community platform, tailored to the students’ needs, and integrated with the e-learning space. Apart from the fact that this solution simplifies the life of distance learning students substantially, this is a central feature to create the long-term bond and the “I belong” feeling for students – an effect that a distance teaching university has a much harder time to achieve than traditional universities.

B. Learning Group

Learning groups are related to study groups, as they are also informal groups with varying members and no formal enrollment. The members are usually students of one university and the same field of study, but in principal students of other universities with similar studies could also take part in the learning group. In contrast to working groups, learning groups are not limited to just one learning event; usually they stay together throughout the duration of the study and some even longer [1, 2, 10]. The members find each other in related learning events, like introductory meetings or basic instruction lessons. The size of a learning group varies between two or three members up to a maximum of ten. Experience shows that the average number is about four members. The main intention of learning groups is not, or at least not in the first place, social networking as is the case with the study group, but collaborative learning for the preparation of exams and for motivating each other to keep up with the studies. Also, all forms of organizational advice related to the studies are given by the learning group (which courses should be taken, how to prepare best for an exam, where to find good information resources, etc.).

The reliability of the group members is more important than in the study group, as undependable members could disturb the whole group. The average lifespan of such a learning group is to the end of the studies of its members, even if some members stay in contact beyond that time. As these groups are informal groups, fluctuation of members is a known phenomenon (members move, terminate their studies, new members join in, etc.). Learning groups are highly suitable for large teaching events with a high contingent of self-study, such as introductory courses, beginners’
seminaries etc. Tutors should encourage the building of learning groups.

Good suitable components for the technical support of these groups are groupware tools to communicate and to share files. Also wiki webs, weblogs and e-portfolios are interesting options for a learning group. An increasing number of students are also using audio conference tools like Groupspoke or Skype, which are very convenient for small groups. Learning management systems are partly suitable for the purpose of collaborative learning, if they provide groupware functionalities.

C. Working Groups

Working groups are the most common and widely-used form of groups in e-learning, and also the best investigated type of group [6, 12, 14, 15]. The main difference to the other two group types is that their purpose is very clearly defined by the issue of the learning event this group belongs to. Another difference is the guidance by the tutor, which is essential for the groups’ success [1, 2, 6, 15]. This type of group is clearly an institutionalized formal group. Working groups are ideally appropriate for small teaching events, such as seminars, colloquies or practical trainings; they are closely related to project groups in companies.

The building of working groups depends on the organization of the learning event itself. Some tutors prefer to arrange the group themselves, according to their specific didactic preferences. Other tutors leave the building of the group to the students themselves. For both methods, the moderation of the group is very important, as the failing of one member could cause a drawback for the whole group, which in turn may lead to the failure of the whole group. Experience shows that a restriction to the number of up to five students is useful. Otherwise, the group is difficult to organize and the risk of disappearing members is high [1, 6, 10]. Normally, a working group lives only as long as the learning event itself. In some cases working groups alter to long lasting learning groups. For this type of group various tools can be used:

- Collaborative Work Software
- Conferencing tools (audio and/or video)
- Learning Management System
- Wiki webs and social networking tools

Which tool to choose depends on the didactic issues of the tutor, the number of students, the availability and accessibility and also the personal likings of the tutor and the students. A typical example for university working groups is the virtual seminar:

A total number of fifteen up to twenty students divided into small groups of a minimum of two and a maximum of four students together create contributions about aspects of a specific topic, e.g., knowledge management. The contributions cover up to twenty pages of text per person. To prepare these contributions, students use a groupware system. In intervals each group presents its results via audio or video conference, followed by a discussion with their fellow students and the teacher. The whole seminar runs throughout one term (about three months).

D. The current situation of group types in Hagen

The University of Hagen is the typical distance teaching institution with fully employed students, students with small children, students with handicaps. Participation in ongoing groups and group work is only possible for most of them if that is possible from a distance, i.e., if these groups are Internet-based.

Nevertheless, it is still difficult for the students to start groups and to participate in existing ones: there remains the challenge to find each other and then to keep the group running.

A few students started study groups on external platforms, but – for the reasons given earlier (no integration into the e-learning space, diversity, not visible in the university information space etc.) – these are not very well known. However, the fact that these groups exist in spite of the described difficulties proves how useful this kind of group is considered by students.

One of the central problems for students to start study groups on external platforms is to gain access to the necessary data of their fellow students. The only possibility so far is the general newsgroup for distance students with more than 80 threads a day. A start has been made with electronic contact lists, provided by the students’ council (called ASTA), but these lists often don’t contain the necessary data like faculty, degree, interests, etc.

A community in the sense of social networking is not available, but it is absolutely necessary. A technical reason is the wide variety of tools which students have to use if they have to start study groups on “foreign” platforms. The essential point, however, is that these functions need to be kernel features of the university e-learning and information space, well integrated and easy to use. It is important for students to be part of a group from the very beginning [3, 4]. So, instead of just adding some social software tools to the university infrastructure, a concept is required which integrates social software as a fundamental feature and thus creates the added value mentioned earlier for students and the university alike.

V. CONCLUSION

Three types of groups have been identified in this paper. These groups have different characteristics, and technical and organizational requirements. The support of these groups leads to essential improvements for distance teaching organizations. Some of the benefits are:

- The social binding of the students to their university will be strengthened; students will identify themselves with their organization.
- Students with a strong bond to their university embedded in a well-working community are supposed to be more successful as students without this support [4].
- A working infrastructure for group support helps to decrease the costs for small learning and teaching events as students are able to organize themselves and to support each other before they apply to the responsible teacher [3, 4, 13].
• Well-organized group support possibilities help to decrease the organizational support load (e.g., less questions of the type “What course should I take?,” if adequate study groups are available with colleagues to discuss this issue). Decreasing work load also means decreasing costs and additionally a satisfied customer.

• Students are able to organize their time budget effectively by using spare time and unplanned free hours with easy access to a well organized communication and collaboration space.

Note that the support of groups requires not only the appropriate technical infrastructure, but first of all an integrated social and organizational concept. A possible solution is the implementation of a personal learning and community environment (PLCE) as suggested by students themselves [3, 4]. This PLCE should fulfill the following requirements:

<table>
<thead>
<tr>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Easy access, intuitive to use</td>
</tr>
<tr>
<td>2. Professionell information management</td>
</tr>
<tr>
<td>3. Awareness-function</td>
</tr>
<tr>
<td>4. Integrated communication and interaction possibilities like:</td>
</tr>
<tr>
<td>a. Interdisciplinary communication and interaction, e.g., by integrating popular social networking sites like Facebook</td>
</tr>
<tr>
<td>b. Infrastructural support to set up and to support different group types</td>
</tr>
<tr>
<td>c. An Alumni network</td>
</tr>
<tr>
<td>d. Private rooms without access for teaching staff</td>
</tr>
<tr>
<td>5. High security measures</td>
</tr>
<tr>
<td>6. Integrated linkage to existing Web 2.0 tools (Messaging tools, Social Networking Sites, blogs, social bookmarks etc) for instance via the Open Social API</td>
</tr>
<tr>
<td>7. Personalized information learning and knowledge management</td>
</tr>
<tr>
<td>8. Intelligent search engine</td>
</tr>
</tbody>
</table>

The students’ needs are clearly identified [3, 4, 10, 13] by now and the task of the university is to improve the current situation according to the given suggestions. It is of utmost importance to restructure the current learning environment with a strong focus on the support of communication and interaction processes by installing community oriented features as described above. Not content and organizational functionalities are central, but finding adequate communication partners and being part of a group as early as possible and as long as possible. Becoming part of a group is useful even before enrolment. Students, teachers and staff should form a virtual community for learning and teaching, supported through adequate technology. This platform must provide easy to use functionality for...

- organizing, discussing and publishing content collaboratively
- discussing and solving specific problems together
- creating different types of groups.

To achieve this goal, it is necessary to develop a new learning portal according to the students’ needs. The detailed description of this new environment (architecture, features, interface, necessary restructuring) of this University as Community is part of the doctoral thesis of the author.
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Abstract - Software Maintenance is a continuous process in software development that begins when the software is first released and does not end while the software is being used. This characteristic makes it one of the most expensive processes in software development. Software engineering has identified some factors that increase software maintenance costs and presented good practices to face these problems. Good software architectures make a software easier to maintain and to evolve. Several reference architectures have been defined. Nowadays, there are software tools that provide architectural discovery and documentation tools, but they do not effectively protect the architecture from being compromised. This paper presents a software architecture monitoring tool called Archer, which was implemented as an eclipse plug-in. This tool aids the programmers with respect to software architecture through identifying architectural flaws introduced when coding. Also, Archer supports discovering existing architecture from a software project by using reverse engineering techniques, providing the architect with information to improve, or do not compromise, the software architecture in existing software.
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I. INTRODUCTION

Software maintenance is an activity that begins when the software is released and users start to use it. It corresponds by up to 80% of total software costs [1]. Software documentation is an important practice to maintain a software. It aids programmers in the understanding of how the software was designed and how changes can be made without compromise its structure. However, only the software documentation is not enough to guarantee protection to its logical structure, sometimes programmers do not obey, either deliberately or unintentionally, the software architecture and break it. This problem normally appears when the programming team changes, and no further explanation about the software structure and architecture is passed to the new employees.

The problem stated above suggests that it would be desirable to have a solution that helps the programmers in the understanding of legacy software. The solution should also enforce that architectural decisions will not be broken by the programmers, at least unintentionally. The software tool presented in this paper aims to fulfill both requirements: (i) to help in the understanding of already developed applications and (ii) to specify and enforce architectural styles [16]. The remaining of this paper is organized as follows. Section 2 describes some related work and compares them to Archer. Section 3 shows in details how Archer works. Section 4 illustrates the Archer though a case study. Finally, in Section 5, we conclude the paper discussing the contributions, limitations and further improvements of the current proposal.

II. RELATED WORK

ARCHJAVA [2] is a tool to recover software architecture on legacy systems written in Java. Their goal is to be able to recover architectures documented in the literature, such as MVC (Model-View-Controller) [3] and Layers [3] by defining architectures as domain-independent rules. These rules are based on static [17] and dynamic [17,18] analysis. Static analysis enables the verification of software structure and dynamic analysis verifies the objects behavior. However, in contrast to Archer, ARCHJAVA is intended to be used only in java based software.

A hybrid computer aided approach for close monitoring source code by using this same static and dynamic analysis methods is presented in [15]. On this approach, the verification process analyses design-implementation congruence: concrete rules such as coding guidelines, architectural components, such as design patterns [10] or connectors [14], and design principles such as low coupling and high cohesion.

In Harris et al. [19], a language to request parsed information to analysis is described: the source code query language. This language allows programmers to recover information from an abstract syntax tree. The idea is very similar to the Archer architectural analyzer (Section 3.3), but since this query language interacts directly with the source code, the entire program will have to be rewritten to support a new source-code language. Archer, on the other hand, is prepared to support new languages without this kind of effort. This is possible because its architectural analyzer interacts only with the object oriented model (Section 3.2) which is language independent.

Another tool similar to Archer on its objectives is Dali [4], a workbench that aids the analyst to manipulate and interpret recovered architectural information. There are works such as LSME [5] and RTMTool [6], but their scope is very similar to Dali. The main difference between these
works and Archer lies on the fact that they only work with legated systems, in other words, their concern is about recover software architecture to support the user in defining software architecture, but no further action is taken. Archer aims to use recovered information to protect existing architecture through the enforcement of architectural rules.

III. ARCHER

Archer is a plug-in that works integrated with Eclipse IDE [7]. It provides support for the software architecture enforcement and documentation. It is able to recognize architectural patterns in code and verify if a software is in agreement with a pre-established architecture. Its structure is divided in three parts: a parser, an object-oriented model and the architectural analyzer. Figure 1 illustrate the process of analysis.

![Figure 1. Archer process activity diagram](image)

3.1 Parser

Through source-code analysis, all relevant information about the software is gathered by the parser. Examples of such pieces of information are classes, packages and relations between classes. This information is then organized on the Archer’s object-oriented model. Although archer is designed to support the analysis of source code written in different programming languages, the current implementation works only with java. The parsing of the source code is made using the Eclipse/JDT Java Model [8] (Java Development Tools). Archer was designed for extension, then there are hotspots that may be extended for supporting parsers of other programming languages. Since all the information is stored into the archer’s object-oriented model, archer can be used to analyze source code written in other programming languages, with no need of changes in the architectural analyzer. In this case it is necessary to change the parser. In other words, a new architecture analyzer (section 3.3) is not required to verify existing architecture patterns, just a new parser for other languages.

3.2 Object-Oriented Model

From the Archer point of view, the lowest abstraction level of a software’s structure is its implementation (source code). A model represents this structure in a language-independent manner. It is composed of a set of elements which are present in object-oriented languages. Figure 2 shows the Archer meta-model. It is based on UML Meta-Model [9]. The main goal of this model is to represent the code structure. The model represents this throw in a set of objects which can be manipulated without language-dependent issues. The elements are defined in two main groups: relationships and named elements. Relationships represent connections between concrete elements. There are two relationships represented in the model: interface realization and inheritance (“Generalization”).

The named elements are elements that have an identifier. They are defined in four main types: “Packageable Element”, “Namespace”, “Redefinable Element”, and “Typed Element”. The PackageableElement contains elements with a visibility type, e.g a class can be private, private is the visibility of the class. Namespace can contain other elements with names and can exclude equivalent elements within it. RedefinableElements are elements that can receive different values from other RedefinableElements that are equivalent or more specialized. TypedElement are elements that contains a “Type”, i.e a primitive type or a class type. The “Project” is a “Package”, since it can contain other packages as well as packageableElements. “Class” and “Interface” are “Classifiers”. However, only “Class” is a type due to the reason that interfaces cannot be instantiated.

The Variable element is defined as a typed element only. Therefore, it cannot be analyzed in a redefinition context as a Property. However, in most cases it was not necessary to evaluate a constraint of an architecture. The Variable can be treated as the operations and properties since they are both “Typed Elements”.

Figure 3 shows how a class could be graphically represented in the model in a simplified approach. It contains a generalization relationship, generalization contains oval and drawable component. Generalization is a directed relationship. Therefore, it has a source component and a target component.

![Figure 3. A Simple Class Representation in the Model](image)
In the illustrated case, the oval class is the source component and drawable, the target. This means that oval inherits drawable component. Drawable has a draw operation, the oval component has a point and two float attributes and the point has two float attributes.

Usually, a software architecture is separated in modules. These modules can often be separated in smaller units, such as design patterns. These units are abstractions that commonly represent implementation constraints. The architectural analyzer contains modules composed of rules for representing these smaller units. The rules search for code samples implementing the constraints, e.g., Singletons [10], have private constructors. Therefore, a rule should search in classes for constructor methods with private visibility.

The tool uses the rule constraints implemented in terms of the model components. The Analyzer retrieves classes from the code analyzed and tests them for each rule. Since the code was parsed to be represented in components of the model, comparison is possible. A matching percentage is given as evaluation result for a module. Each rule counts a point and the sum is divided by the total of rules from this module.

3.3 Architectural Analyzer

Having all the information required, the analysis process may start. Archer works with two important concepts for its operation: code rules and architectural patterns.

3.3.1 Code Rules

Code rules are built from the information contained in the object oriented model database. These rules are patterns found in source code. An example of a code rule is the verification of all classes that implements an observer. Code rules are used to search for architectural patterns. On Archer, these rules are implemented as a class using the Java language.

In the current version, Archer contains the patterns: Command, Singleton, Observer, Abstract Factory, Bridge. Frequently, these patterns are key elements for defining an architecture. Archer has also more practical rules, such as the detection of graphic objects, database access and event controllers (listeners). The problem of verifying the existence of patterns in source code was already studied in [21].

3.3.2 Architectural Patterns

Architectural patterns are known solutions that work efficiently to solve an architectural problem. It defines how classes interacts and sets how the software information flows in runtime [11]. In practice, it also defines some characteristics that classes should have to be part of an architectural structure such as a layer, for example. On Archer, we define an architectural pattern as a group of these characteristics code rules.

Archer analysis process starts everytime programmers save their work, by searching every class of the project for code rules. When the process is finished a list of found code rules is obtained, and then a process of comparison is made to check if the classes have any similarity with one of the architectural patterns contained in the database. This process will give a percentage, indicating the chance of a class to belong to a specific architectural structure from an architectural pattern. The higher the percentage is, better are the chances of the class to belong to that structure.

An important feature of Archer is that the architect can make his own architecture from existing code rules. This is possible because of its generic analyzer. When the information is loaded from the object-oriented model, it organizes the information on a matrix. The information contained in that matrix informs which classes contain which code rules. Then a process of finding similar classes on the matrix is performed in order to find possible members of the same architectural modules. Finally, an analysis is made to identify the architecture itself, based on the characteristics found on these architectural modules.

After the analysis process is done, the results are saved and programmers will do their work as usual, but anytime the programmers team would otherwise compromise the architecture, Archer will send an alert warning about unwanted changes.

The process of enforcement is completed after the analysis process. If a programmer tries to break the architecture, Archer will analyze its database and check if the change is harmful to the architecture. If it is, Archer will discourage the programmer to continue with his changes. That way, the architecture will be safe. For example, if a programmer tries to put graphic objects on the model abstraction of the MVC architectural pattern, Archer will warn about unwanted code rules on this abstraction (model does not implement graphical objects). This way, an act that would otherwise compromise the architecture will be prevented.

IV. CASE STUDY

To illustrate Archer’s functionality, a simple calculator and an artificial intelligence simulation software made as a chess game [20] were analyzed under the MVC Architecture [3]. In this section, we present how Archer was used to match existent software architecture to a previously defined architecture.

The calculator is separated in three main packages, the Model is represented by the Calculator class which contains the manipulated data and it is observed by the view’s component. The View is represented by the Window class which contains graphical components and observers the model. The Command component is represented by the listener classes, the ActionListener acts as an Observer interface. Figure 4 shows a simplified version of the UML representation of the calculator.

Archer was setup to use the MVC Architecture. It means that it will verify whether the source code of the application is in conformance with the MVC. The architecture was defined in three modules (model, view, control). Each
module implemented its own rules (see Section 3.3). The code parser retrieves the code from the selected project and parses it into objects of the object-oriented model (see Section 3.2).

The process of analysis is a sequential search for correspondence with the rules defined in the architecture. It is made with a binary vector that stores the rules needed to define each component of the architecture design. Figure 5 illustrates part of the evaluation process.

The Analyzer verify if a component obey(x) or disobey (-) a rule. In the illustrated case AddListener follows the same rules that define the control component. After the analysis is made, the tool compares the results of each class with the modules of an architecture attributing a percentage of correlation.

Each attribute of a class is already in the model at evaluation time. Therefore, if the tool needs to analyze an attribute of a class before analyze the class itself, it is possible. This feature allows the tool to evaluate components that are defined in terms of others, e.g. the classes of view component contain classes from control component.

An architecture is defined in the module “Architectural Composer” each composer contain “Architectural modules” and each module a set of “Rules”. A rule is defined as a boolean function which gets a “Class” from the model and evaluate it. The function is defined as a implementation constraints. The complete project structure is available for a rule function. However, it evaluates a class per time. If an attribute of a class must be evaluated before it reaches a conclusive response, the rule pass the attribute to the analyzer to it be evaluated first.

The results of the analysis show the percentage of compatibility of each class with the modules of the architecture as illustrated in Figure 6. Although the results were acceptable, they could be improved.

Figure 6. Calculator Evaluation

For the JChess, Archer concluded that the software did not follow the MVC architecture, Figure 7 shows the UML representation of the application.

Archer used to analyze the architecture of this application according to the MCV Architecture, Figure 8 show the results. Some classes implemented the Model of MVC, e.g. Move and PGN which reaches high compatibility with this module, these classes contains data information that is accessed by the view module. JChessBoard contains graphical interfaces and modifies the data of model classes directly so it is unevenly distributed over view and control. Most of the classes are not well defined, it shows the inconsistency of the application with this architectural pattern.

<table>
<thead>
<tr>
<th>Class</th>
<th>Model</th>
<th>View</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Archer.java</td>
<td>[Model]</td>
<td>50.0%</td>
<td>50.0%</td>
</tr>
<tr>
<td>JCalcButton.java</td>
<td>[Model]</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>OnClickedAddButton.java</td>
<td>[Model]</td>
<td>25.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>OnClickedCancelButton.java</td>
<td>[Model]</td>
<td>25.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>OnClickedDeleteButton.java</td>
<td>[Model]</td>
<td>25.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>OnClickedNextButton.java</td>
<td>[Model]</td>
<td>25.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>OnClickedPreviousButton.java</td>
<td>[Model]</td>
<td>25.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Figure 8. JChess Evaluation

V. CONCLUSION

It was developed a parser that reads java codes and generates a language-independent OO model was developed. It allows to represent the collected data without loss of information and it is free of language details. The permits analyze the code of a project by comparing a set of classes to a design template.

Archer can define rules at a low level of abstraction. In the current version, these rules are created by programming in java language using model’s classes provided by Archer API. We are aware that there is a need to define the architecture in a higher abstraction level. We have already tried to represent these architectural rules in ADLs (Architectural Description Language) such as ACME [12] and Wright [13], however, they do not allow us to express the level of details it is needed to perform the enforcement of the architecture.

Archer has some features integrated to eclipse. It can notify the developers if some architecture has a potential problem. At the moment they save their code, the evaluation appears in the Eclipse problems panel. As future work, the tool will be integrated with subversion version control system. This feature would allow verifying whether an architectural rule is broken at the moment developers commit their code. It is being studied a way to represent the architecture through an ADL. The idea is to follow a bottom up approach, i.e., in the current version, the architecture must be defined programmatically using the Archer API. Each architecture defined is included in the architecture database. Once the database becomes bigger, it will be possible to reuse code rules of previously defined architectures. Then, as the level of reuse increases, it will be possible to create a language to represent these code rules.
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Abstract—Composite service evolution is one of the most important challenges faced in the field of service composition. And how to migrate running instances to the evolved definition is a critical issue for correct service evolution. In this paper, we proposed a hybrid instance migration approach in the aim of both increasing migration efficiency and flexibility. Based on Single Entry Single Exit fragments and process structure tre, we reduce the change region calculation algorithm’s time complexity from exponential time to linear time. Moreover, our instance migration approach also includes data dependence analysis to avoid data flow problems during migration. This makes our approach more practical since data flow correctness preservation is critical in real world application. Finally, prototype system is given and experiments are carried out to prove the feasibility of our approach.
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I. INTRODUCTION

Service composition is widely considered as an efficient approach to building complex applications through composing loosely coupled component services [1]. Due to the highly dynamic network environment and ever-changing user requirements, it is imperative to maintain the flexibility of composite services. Thus, composite service evolution, which provides an appropriate solution to enhancing flexibility, has attracted many researchers’ attention in recent years. Composite service evolution includes component service changeability and structural adaptation of process models [2]. In this paper, we focused on structural adaptation issue in composite service evolution.

How to migrate running instance during composite service evolution is an important challenge e.g., under the scenario that imperative government policy or business law changes happen. Besides, when the evolved composite service has a long running lifecycle, it is not acceptable to use other techniques such as version management to deal with running instances’ evolution problem. For example, for a mortgage composite service whose execution cycle lasts several decades, it is unreasonable to maintain each instance’s execution on its original version when the composite service changes each month. This will result in too many versions existing in the system, and make management quite complicated. However, live instance migration can be adopted to lower the complexity of runtime management as well as enhance the composite service flexibility in coping with changes. Therefore, instance migration has attracted more and more researchers’ attention in service computing.

Instance migration problem includes control flow and data flow correctness preservation. The former one is the main focus of most published research. As what is mentioned in [9], control flow correctness mainly aims for maintaining the soundness during migration i.e., migrated instance won’t result in execution deadlock or improper termination. Existing approaches solving this problem can be classified into two streams: one based on change region computation between old and new composite service models [6][9]; The other based on compliance notion to find an equivalent state of the instance on the evolved model [1][12]. Adopting the first approach will reduce the time of migration determination, because all running instance of the same composite service model will share the same change region calculation result. However, it sacrifices migration flexibility by forbidding any migration of an instance entering the change region which may not break the soundness. The more live instances are forbidden to get migrated, the bigger waste of time is needed in dealing with composite service evolution, because all instances should be rolled back and redone and these work are not necessary if the migration approach is flexible enough. Besides, the complexity of change region calculation i.e., $O(n^3(n!)^2)$ is quite high [9]. Thus the calculation of the change region between original and evolved composite service model restricts efficient instance migration during evolution. The second approach based on instance compliance determination is more flexible than the first approach, such as tolerating changes in the loop or deletion changes during migration. But the restriction of this approach is that it inevitably faces the state explosion problem when the composite service model grows complex. When the nodes number of the model exceeds 50, it takes minutes to determine whether valid instance migration exists. Considering the possibility of existing large number of live instances in a system whose underlining model is evolving, the total migration time may become really long. Therefore, we propose a hybrid instance migration approach by combining the advantages of these two mainstream approaches in order to increasing the migration efficiency as well as its flexibility. We adopt the control flow analysis approach of decomposing the composite service model into a Single Entry Single Exit (SESE) fragment set and constructing a process structure tree (PST) based on that set. Chang region is calculated by identifying the changed SESE fragments in the PST, thus reducing the algorithm complexity to linear time [5]. Only instance running inside of a change region need individual migration determination. And its instance log is replayed on the local reachability graph of the entered change region, thus reducing the
possibility of state explosion since the input model size of reachability graph calculation algorithm is much smaller.

Data flow correctness preservation is another inevitable aspect of instance migration problem. However its solution is seldomly discussed until now. This makes current instance migration solution fail to avoid the potential data flow flaws such as data missing or data mismatch. Recent work [1] points out that control flow change may also bring in data flow change during composite service evolution. However it does not illustrate the problem that dynamic instance migration may also result in data flow problems. In this paper, we elaborated the potential data flow problems during instance migration and propose a solution of combining change regions based on data dependence analysis. In this way data flow problems during migration can be avoided.

System administrators are the users of this approach, because when they are in charge of maintaining the whole system, they have to deal with the model change problem. This approach will greatly reduce their work of rolling back running instances as well as redoing the existing work. However, the data flow analysis in this paper is still not sophisticated enough for real life application. Concrete data structure analysis should be carried out in order to deal with different types of application in different scenarios. However, the data dependence analysis in this paper can effectively help reducing data flow problems, such as data missing or data mismatch. These problems are all critical problems in applying instance migration into real world application.

The rest of the paper is organized as follows. In Section 2, we discuss the motivation example of this paper. Section 3 introduces the preliminaries. In Section 4, we give the design overview of our hybrid instance migration approach, which is illustrated in detail in Section 5. Section 6 describes prototype demo and experiments. Finally, we wrap up this paper with some conclusions and future work in Section 7 and 8.

II. Motivating Example

To motivate our example, we refer to a real business loan application demo cited from IBM company web page. The application’s Business Process (BP) model described in BPMN [2] is shown in Figure 1. a After the loan officer receive an loan applicant’s detail information, including loan amount, repay plan, personal information, income information, and credit information, the process will split according to the loan amount. If the amount is less than 10,000$, the application is directly passed by a fast track approval. Otherwise, credit check and employment check have to be done before the application is recommended to his loan manager. Then the loan manager will firstly review monthly loan sales activity (i.e., company’s current loan sale activity) and then loan history (i.e., past loan sales activity) to assess the bank company’s running situation. After that, a loan approval decision will be made, based on the bank’s business status as well as the applicant’s information. If result gets passed, the notification and loan contract will be generated. In the last step, a reply email will be sent to the loan applicant. During loan composite service evolution, the process model later generates a new version shown in Figure 1. b There are three changes carried out between the two versions of loan model. Firstly, employment check and credit check are now required to proceed in parallel to reduce overall processing time. Secondly, a loan plan adjustment activity is inserted, allowing the loan officer to modify applicant’s loan amount or repayment plan during the loan approval time after communicating with the applicant. Thirdly, in order to lower repayment failure, a third party risk check service is inserted before the loan manager manually makes the loan approval decision.

The earlier an instance can be migrated to an evolved composite service model, the more advantage of the new model such as performance improvement and functional adjustment it can enjoy in its future execution. However, not every point in the process model is safe for instance migration. For example, if transferring an instance on an unsafe migration point in Figure 1.a, it will result in execution deadlock after migration, whereas safe migration points won’t cause this problem. Therefore, it is critical to find as many as possible safe migration points to enhance composite service flexibility while calculation complexity should not be too high.

III. Preliminaries

A. SESE Fragments and Process Structure Tree

In this paper, we used a process graph $V = (N, E)$ to represent the BP model. A process graph has a finite node set $N$ and control flow set $E$. $N$ is classified in two types, action nodes and control nodes. Action nodes are in charge of concrete work implementation, such as Service Task in BPMN; whereas control nodes control the execution flow, such as Gateways or Start Event and End Event in BPMN.

Process Graph, in general, can be decomposed into Single Entry Single Exit fragments [5]. One decomposition approach is to ensure all composed SESE fragments not overlapping each other on the same hierarchical level. This type of SESE fragment is called canonical fragment. Canonical fragments can be organized in a hierarchical way, i.e., a canonical fragment can be divided into child canonical fragments or compose a higher level parent canonical fragment. All Canonical fragments of process graphs in Figure 1. a and Figure 1. b are visualized by a surrounding of dotted lines.

In this way, a process graph can be represented by a process structure tree (PST) [5]. The root of PST is the entire process graph which contains all the canonical fragments. We use $parent(f)$ to denote the fragment in PST which directly contain fragment $f$. Besides, fragments in the process graph have order relation in position between one another. Through a depth first graph searching algorithm, the precedence relation of fragment positions is determined. We use $precede(fx,fy,BP)$ to denote that $fx$’s position is always before $fy$’s position in the BP graph regardless of the different depth first searching tree. And $paths(fx,fy,BP)$ denotes all possible control flow paths that connect $fx$ and $fy$ in the BP graph.
B. Soundness of Process Graph and SESE Fragments

Similar to the soundness definition of a workflow graph, a sound process graph can be easily defined [5]. Process graph soundness ensures the execution correctness of the BP model, including liveness criterion which says each execution can be completed normally and safeness criterion which says each completion of a run is terminated properly with no tokens left inside the graph. Therefore sound process graph is free of execution deadlock or lack of synchronization. Soundness analysis of a process graph is made easier by calculating its PST and component canonical fragment set. According to the theorem 2 in [5], a process (workflow) graph is sound if and only if all its child fragments are sound and the process (workflow) graph that is obtained by replacing each child fragment with an activity is sound. And what’s more strictly, if a fragment that is of any of the three types -- well-structured, unstructured concurrent and unstructured sequential fragment -- is sound then all its child fragments are sound. Therefore, we only decompose the process graph in a way that all component fragments are one of those three fragment types. In this way, every component fragments in the PST is guaranteed to be sound.

IV. DESIGN OVERVIEW

Figure 1. shows an overall view of our hybrid instance migration approach. Our approach is divided into two parts, static analysis and runtime analysis. Static analysis generates the changed region between two versions of process model, and mainly includes three steps. Firstly, change operation set is automatically calculated through comparison between the versions of a process model, using the approach proposed in [4]. Secondly, the change region set is calculated by identifying the affected region by each change operation. Thirdly, changed fragments in the changed region are combined according to the data dependence relation among them to avoid data flow flaws during migration.

After getting the change region set during evolution, we enter the runtime analysis part. Every instance on the same process model can use the same static analysis result, i.e., the changed region set, to implement the first step in runtime analysis. Firstly, instance state is collected from the instance log repository. It is compared with the changed region to decide whether the instance has entered a change region. If not so, the instance can resume execution directly on the new model. Otherwise it is required to carry out a compliance determination step which is the second step. In this step, new model’s reachability graph is generated (using the approach mentioned in [10]) and a path which is identical with the
migrated instance’s log is searched on the reachability graph. If search succeeds, then the instance’s state is transformed to the new state where the search stops. This is the third step of runtime analysis. Otherwise, it means the instance is not compliant with the evolved model and will be postponed migration until it steps out of the changed region. This is the last step of runtime analysis.

V. HYBRID INSTANCE MIGRATION APPROACH

Dynamic instance migration can easily break the correctness of execution, such as the dynamic change problems mentioned in [6] and data flow flaws mentioned later in this paper. These problems are caused by transferring an instance’s running state on one process model to a different process model. From another point of view, this equals to running an instance on a merged process model. The merged model connects the old process faction which is between its start point to the instance migration point and the new process fraction which is between the instance migration point and its end point together. Thus the migrated instance’s underlying model correctness (including the control flow and data flow correctness) is very vulnerable to be broken if migration point selection is not controlled. In this section, to ensure the merged process model’s correctness, we propose a safe migration point selection approach based on change region set between old and evolved process models. Instances are only allowed to be migrated on these safe points in the aim of avoiding any error of live instance migration.

A. Soundness Preservation

If the merged process model with joints on a migration point set between old and new process model is sound, then migration on those points can avoid deadlock or lack of synchronization problems. Analogous to what is mentioned in [9], if migration points are outside the changed region during evolution, then the soundness of merged process model is guaranteed; otherwise migration is quite likely to end in execution error. We propose in this paper that, the changed region that guarantees control flow soundness during migration is the changed canonical fragment set during evolution. Because this approach does not need instance runtime information, it facilitates valid migration determination to be done once for all instances running on the same process model to be migrated, thus saving a lot migration time. When an instance is running outside the changed region, its state can directly mapped onto the new process model without any transformation, and continue execution with the new model without breaking control flow soundness.

The time to carry out migration thus is controlled with the help of safe migration points which are outside the changed region. If an instance’s running stage does not step on safe migration points, it will continue execution until it is on. Then, the instance will transfer to the new process model and finish execution in the end.

B. Computation of Changed Region

Changed region calculation is implemented through analyzing change operation set which converts the old process model to the new one. To get the change operation set during evolution, change log can be recorded intentionally or automatically calculated through the approach mentioned in [4]. Because each type of change operation has a specified change effect area, the changed region set between two versions of the process model can be calculated by iterating each change operation in the change log and determining its corresponding effect region. According to what is mentioned in the previous section, the effect region of each change operation will always be the set of canonical fragments in order to guarantee control flow soundness during migration.

In TABLE 1, we enumerate 7 basic types of change operation (that is the same as what is mentioned in [4]) and their corresponding effect region function. Most of the effect region functions are straightforward to understand, such as the insertAction operation will only affect the region on its insertion point, though some may need more detailed explanation. The moveAction(V,x,a,b) operation, for
instance, has an effect region extended from the action x’s original position to its new position between a and b. If x is moved to a upstream position, then the ER function should equals all the fragments on the path from b to x; otherwise equals all the fragments on the path from x to a. Each change operation and its change effect are elaborated in detail in TABLE I.

C. Data Flow Correctness Preservation

Uncontrolled instance migration can also bring in data flow flaws, such as data missing, data mismatch. This is because changed fragments may have data dependent relations, like downstream actions reads data written by upstream ones. If this data dependent relation is not considered, migration outside the changed region may cause data flow flaws. Action nodes in the merged model may read data not written by any nodes nor initialized, resulting in a missing data error. In other circumstances, data definition may be changed in the new process model, causing a mismatch between activities who write and read the same data. Thus, in order to ensure data flow correctness during migration, data dependent fragments in the change region set should be combined, i.e., to include data dependent fragments and the area between them in a larger changed fragment. Migration is only allowed to be taken outside the combined changed region in the aim of avoiding any data flow flaw. Data dependence relation between fragments in the changed fragment set is calculated by leveraging the data flow analysis technique as described in [7].

D. State Transformation in Instance Migration

Our hybrid approach allows instance migration in a change region if instance’s execution log is compliant with the change region’s new process model. If there is one execution path in the new process model that is equivalent with the instance log, then the instance is called compliant with the new model. Based on compliance, migration flexibility is enhanced, thus reducing the cost of aborting and redoing finished works. However, under this circumstance, instance state cannot be directly mapped to the new model and state transformation during migration is necessary [12].

VI. Prototype and Experiment

First, a snapshot of our prototype tool is given in Figure 3. It shows migrating a running instance of bank loan composite service in Figure 1. from model V1 to a new model version V2. First of all, the process structure trees of two process models is calculated and shown in the PSTView (in the bottom area) of the prototype tool. Then, change region set is calculated and is depicted by the rectangle box in the right middle of the prototype tool. After that, each instance is determined whether it can be safely migrated with the help of the change region set. For example, the state of the instance in Figure 3. is currently executing exclusive gateway of the process model. This instance is safe to be directly migrated because its state is outside the change regions (i.e., the red boxes). And its new state on the new process model is correctly calculated.

We carried out simulation experiments to demonstrate the performance of our algorithm in practice. In all simulation, we assume that the old and the evolved composite services are sound. The simulation experiment shows the relationship of composite service model complexity (represented by the number of action nodes in the process model) and change region calculation time. We vary the number of action node number in the composite service from 12 to 54 with incremental step length of 7. The results are depicted in Figure 4. It is shown that, when process complexity is increased to around 50 action nodes, the

<table>
<thead>
<tr>
<th>Change Type</th>
<th>Change Operation</th>
<th>Explain</th>
<th>Effect Region (ER)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Action-oriented</td>
<td>InsertAction(V,x,a,b)</td>
<td>Serially insert a new fragment x between two succeeding nodes a and b in process V. Changes effect is restricted to the insertion point.</td>
<td>ER=paths(a,b)</td>
</tr>
<tr>
<td></td>
<td>DeleteAction(V,x)</td>
<td>Delete an existed action node x in V. Changes effect is restricted to the deletion point.</td>
<td>ER=x</td>
</tr>
<tr>
<td></td>
<td>MoveAction(V,x,a,b)</td>
<td>Move an existing fragment x to the point between two succeeding nodes a and b in V. Change affected region is extended from x to x’s new position.</td>
<td>if x &lt; a, ER = paths(x,a) If x &gt; b, ER = paths(b,x)</td>
</tr>
<tr>
<td>Fragment-oriented</td>
<td>InsertFragment(V,f1,a,b,f2)</td>
<td>The generic operation InsertFragment is realized by:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MoveFragment(V,f1)</td>
<td>Insert a new fragment f1 between two succeeding nodes a and b in process V, copying the structure of f2, and reconnection of control flow. Insertion type can vary according to fragment type of f2, such as parallel insertion or sequential insertion. Change affected region is f2 which is the parent fragment of f1 in the new process model.</td>
<td>ER = f2</td>
</tr>
<tr>
<td></td>
<td>MoveFragment(V,f1,a,b)</td>
<td>Insert a new fragment f1 between two succeeding nodes a and b in process V, copying the structure of f2, and reconnection of control flow. Insertion type can vary according to fragment type of f2, such as parallel insertion or sequential insertion. Change affected region is f2 which is the parent fragment of f1 in the new process model.</td>
<td>ER = f1</td>
</tr>
<tr>
<td></td>
<td>DeleteFragment(V,f1)</td>
<td>Delete fragment f1 from process model V.</td>
<td>ER = f1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Analogous to moveAction operation.</td>
<td></td>
</tr>
</tbody>
</table>

TABLE I. Change Operation and Its Effect Region
algorithm running time can still be counted by millisecond unit. And the increasing trend is linear, which is consistent with our change region calculation approach complexity. However, we don’t give the comparison between change region algorithm in [9] and our approach, because the time complexity of their approach is too high, i.e., $O(n(n!)^2)$ and simple process model with only 19 action nodes cost around 0.5 second to compute its change region set. Our change region calculation algorithm is, however, millisecond unit, therefore much more efficient.

VII. RELATED WORK

Existing instance migration approaches focus more on control flow correctness preservation, including change region based approach [6][9] and instance compliance based approach [1][12]. Change region calculation algorithm of former approach is quite slow due to its exponential complexity, thus is the bottleneck of this solution. Approach based on compliance notion has to adopt the reachability graph analysis so that instance log can be replayed and corresponding state can be found on the new definition. But when input model is complex, it will encounter state explosion problem.

Few work until now takes data flow correctness into consideration when dealing with instance migration. Rinderle-Ma et al. give the pre-conditions [1] of each dynamic change operations to protect data flow correctness during composite service evolution. Their description of pre-conditions, however, is too long-winded to express formally and can be quite fault-prone due to manual definition. [13] solves this problem by data dependence analysis, which is similar to our method in this paper.

VIII. CONCLUSION

In this paper, we introduced a hybrid approach which calculates change region set and implements state transformation using reachability graph to solve the instance migration problem in composite service evolution. First, we introduce the SESE fragment and process structure tree definition and propose a change region calculation approach based on process structure tree comparison. This approach is linear time complexity which is proved by experiment results. Second, data flow problems that may occur during live instance migration is elaborated and data dependence analysis is adopted to solve the problem. Finally, we prototype and experiments are performed to show our approach’s feasibility and effectiveness. Our future work includes instance migration in composite service protocol evolution.
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Abstract—The advent of mobile computing devices and development of wireless and ad hoc networking technologies as Bluetooth, RFID etc has led to the growth of infrastructure-less pervasive environments. Most often, these environments lie at the edges of Internet, i.e., they are disconnected or sparsely connected to the rest of the world. In order to exploit the access to such edges of Internet, an interoperability middleware, capable of dealing with lack of communication infrastructure, is needed. In this paper, we propose a solution that synergizes P2P technology, message queuing support and a passive distributed UDDI to exploit Web services in infrastructure-less edges of Internet. We abstract communication heterogeneity and prove that passive communication mode performs better than active mode of communication (i.e., existing solutions in literature) in terms of Web services discovery.

I. INTRODUCTION

Edges of Internet represent disconnected or sparsely connected sub-networks in a cascaded flow/collection of networks and associated technologies. These edges can range from wired to Wi-Fi and to ad hoc networks (for instance: mobile networks, war front networks, fire fighting networks, futuristic shopping malls, robot swarms etc.). In other words, we view a huge number of heterogeneous devices pervasive in everyday life (ranging from high-end servers to mobile devices and resource-constrained entities). These pervasive devices create communication clusters in multiple interacting yet independent networks. In some cases (due to mobility) these environments remain in isolation and disconnected from rest of the world, thus forming edges of Internet.

There is a need to exploit the access to such diversified natured and disconnected network environments without any manual intervention, i.e., an interoperability platform to glue various edges of Internet together. Interoperability of edges of Internet must deal with connectivity aspects (internal and connectivity with Internet). Internal connectivity can be either based on direct message passing or via shared memory. Connectivity with Internet, however, depends upon the openness of the system either using available connectivity or by using disconnected reconciliation-mode using mediators.

Web services technology has become a standard for interoperability problems. It relies on the ability to locate and acquire specified services. For such purposes UDDI provides the functionality to search for Web services. Existing UDDI technology uses a centralized repository to store pointers to registered Web services. Centralized approaches have many well-known and discussed drawbacks [8]. Moreover it is not viable to exploit centralized/semi-centralized solutions in infrastructure-less environments. Current solutions [16, 17] of service discovery in infrastructure-less environment are primarily broadcast based and inefficient in network resource utilization. These solutions do not address the issues of scalability and network-wide reachability. Moreover, issues of mobility and adaptability of protocols to dynamic environments is not addressed.

Apart from a decentralized UDDI requirement, there is a need to establish asynchronous interactions between entities. By using techniques developed as part of traditional Message Oriented Middleware (MOM), asynchronous messaging can be built on top of synchronous interactions by introducing a queuing system for storing and forwarding of messages. We refer to such queuing system as message post boxes. Mediation is useful in scenarios where P2P communication between entities is not possible.

In this paper we propose and evaluate an interoperability middleware that synergizes P2P technology, message queuing support and distributed UDDI to exploit Web services in infrastructure-less edges of Internet. This paper gives a detailed evaluation of a passive distributed UDDI, a loosely coupled distributed UDDI for infrastructure-less communicating and heterogeneous systems. We use robot swarms [3] for our evaluation, but the proposed principles are applicable to any infrastructure-less environments.

The rest of the paper is organized as follows. In Section II, we analyze Web services solutions in pervasive environments; Section III elaborates a representative edge. In Section IV and Section V, we present and evaluate our proposed distributed Web services discovery solution.

II. WEB SERVICES AND PERVERSIVE ENVIRONMENTS

Pervasive environments can be classified into infrastructure-based and infrastructure-less environments. We focus on Infrastructure-less/ad hoc environments. Examples of such environments can range from fire fighting, war-front activities, robot swarms to space exploration research.

Service discovery architectures like Jini [12], Salutation and Salutation-lite [13], UPnP [14] and Service Location Protocol [15] have been developed in the past to efficiently discover Web services in infrastructure-based environments. But these discovery architectures rely on a central lookup for service registration and discovery. Central lookup is inappropriate in ad hoc environments due to its dependence on a central point/node. Moreover the central point/node can be mobile and unreachable during certain points of system execution.
Solutions [16, 17] for service discovery for infrastructure-less environments primarily utilize broadcast-driven nature of the underlying ad hoc network. However, it was shown by [18] these approaches are not efficient and scalable for discovery in large-scale environments. Thus researchers tried a leverage P2P technology for distributed service discovery [2]. DUDE (Distributed UDDI Deployment Engine) [7] was among the earlier efforts that used distributed hash tables as rendezvous mechanism between distributed service registries. However, their approach cannot cope with high dynamism, mobility and in scenarios where entities cannot communicate in a P2P fashion. For infrastructure-less environment of mobile users/agents a messenger approach [9] was proposed as well, which provided mechanism for dynamic management of distributed UDDI in the absence of communication infrastructure. Basis philosophy of messenger is to update cached Web service descriptions at UDDI when a mobile user/agent comes in communication coverage area of some UDDI. This approach suits best when entities have unpredictable coverage, however, the solution did not consider collaborative service discovery. Similarly a proxy node at the edge of network to serve Web services to mobile users was proposed in [19]. But it dependence on wired infrastructure makes it inappropriate for infrastructure-less environments.

In summary, infrastructure-less environments are attributed by lack of stable connectivity [3, 9], mobility, heterogeneous communication capabilities [3] and lack of P2P communication. This puts forward the requirement for a solution which can overcomes the lack of availability of both service requesters and service repositories at the same time, asynchronous and mediator-based communication [5] for scenarios where P2P communication is not possible.

Our proposed methodology synergizes P2P technology, message queuing support and distributed UDDI to exploit Web services in infrastructure-less edges of Internet. Our proposed solution assumes environment “mailboxes” or “message postboxes” (for instance RFID tags), which can be used for communication when P2P communication between entities is not possible. Our solution also uses a passive mode of communication and service discovery. To the best of our knowledge, no earlier solution has used a passive mode of communication. In our evaluation we prove the effectiveness of passive communication mode in terms of network load while maintaining an acceptable latency.

III. SWARM OF ROBOTS – A REPRESENTATIVE EDGE

We take swarm of robots as a representative use-case/edge [3]. The edge comprises of an environment of low-cost robots operating in a dynamic environment. There is no assumption on the availability of wireless capability of robots - i.e., few robots have wireless capability, while the others use RFID tags for reading/writing data. Our objective is to establish interoperability of swarm both with environment entities and with outside world in a symmetric way.

We use Web services for exposing robotic functionality. Thus each robot is abstracted to a Web service interface. Robotic actions are based on a local knowledge-base and collection of swarm knowledge is represented as a knowledge gateway. Knowledge gateway is assumed to be a server, equipped with wireless capability, which can provide resource-intensive services to swarm entities. Apart from that any swarm entity with connectivity to outside world can serve as swarm gateway. We do not assume wireless capability on each robot; however, it is a reasonable assumption to have at least one robot with wireless capability that can communicate to Internet (see Figure 1).

![Swarm of robots – a representative edge.](image-url)

IV. DISTRIBUTED SERVICES DISCOVERY MIDDLEWARE

We take the basic design philosophy from JXTA [1] - a P2P stack and XML-based set of peer platform protocols and services. In contrast to JXTA not only does our middleware rely on communication capabilities on entities, but also due to dynamism (caused by entity mobility) it supports dynamic joining of entities in different clusters during execution.

A. Conceptual classification of entities

Entities are classified in the following manner:

- **Rendezvous computing entities (RCE)** are the entities with Wi-Fi (or some other high-level) connectivity which enables them to communicate outside a domain or to external world. RCE serve for dissemination of requests from one cluster\(^1\) of entities to another as routing peers [2]. RCE can create a virtual overlay network with other RCE (using Rendezvous Peer View protocol – RPV) to serve clusters [6] around mediators.

- **Edge computing entities (ECE)** are the entities those can’t communicate in a P2P fashion with other entities and require mediation for their communication.

\(^1\) We refer to entities around MR as *entity-group/cluster*. I.e. Set of entities that can have a pair-wise communication among each other (P2P or via MR).
• **Message Relays (MR)** are the mediators (e.g., RFID tags) that serve ECE to communicate their messages.

For the sake of clarity, we elaborate few essential components. Detailed discussion about the architecture can be read in our previous work [4, 20]:

• **Message Transport Layer (MTL)** is an implementation of asynchronous communication channels. Using MTL, entities and associated services can join and leave at any point of system execution, thus achieving loose coupling.

• **Local Service Registry (LSR)** is a local cache for Web service discovery. For LSR we implemented a lightweight UDDI [4]. Incoming request are first searched from LSR before being cached to **Query Response Cache (QRC)**. QRC caches incoming service requests and propagates back response messages using MTL.

• **Entity Discovery Registry (EDR)** serves as a record for discovered entities. EDR is used to create a semantic topology based on set of services an entity advertises and its expertise (i.e., semantics of services an entity offers).

B. Semantic Query Propagation

Notion of RCE, RPV protocol and dissemination of messages from one cluster to another provides quick dissemination of messages across clusters, while MR performs dissemination of messages within a cluster. To incorporate semantics and to perform semantic-based query propagation to appropriate entities, we use a model in which entities publish their expertise (semantics of services) in the network along with their exposed Web services.

Basic philosophy of creating a semantic topology is to re-route the query to an entity which is likely to answer the query instead of broadcasting or sending the query to random entities. For this purpose we use a shared common ontology. Entities publish their expertise in the network and the knowledge of an entity about the expertise of other entities forms a virtual semantic topology. According to our definition, an entity knows another entity in semantic topology if it can compute the semantic distance of a query to target entity’s published expertise. Examples of expertise can be Weather Information Services, Cleaning Services etc.

![Figure 2. RCE overlay formation & communication between ECE & MR](image)

C. Active and Passive communication mode

In term of communication, entities can follow two modes of communication.

1. **Active Communication Mode**
   • Web service descriptions are pushed to other entities/MR.
   • Active mode corresponds to a normal Web service publishing to UDDI.
   • Service descriptions are first pushed inside a cluster via MR and later RCE disseminates them to rest of network.

2. **Passive Communication Mode**
   • In passive communication mode a Web service discovery occurs when an entity’s (RCE/ECE) request is answered by some entity/MR. In other words, entities don’t publish their service descriptions unless requested.

   MR are considered as non-persistent communication white-boards, which are prone to conflicts in case of concurrent access. In order to avoid conflicts entities employ a resource locking mechanism.

   • **Conflicting mode** refers to a greedy mode in which entities don’t wait for another entity to release MR.
   • **Conflict-resolution mode** refers to a mode in which an active push or a passive service request locks the MR. Lock is released when either of the condition is true

   1) Passing of service description or message request to another entity (i.e., at-least one entity has read the initiator’s message).

   2) **Time-out**

   Due to constant mobility (and entities being out of communication range/coverage), lock to MR is released when at-least one entity has the initiator’s message.

D. **Entity and Web services registration**

Upon a system bootstrap, entities (RCE and ECE) only have their own published Web services in LSR. Similarly their EDR is empty as well. Thus entities perform a registration process. For active communication mode registration includes Web services descriptions and a set of entity’s expertise. However for passive communication mode registration only includes presence and endpoint related information.

Registration marks MR as an information container for services and entities surrounding it. Latter serves for discovery of entities when entities receive a list of other registered entities from the MR. This is a naïve epidemic way of discovering other entities in the environment.

RPV protocol enables RCE to organize them into a virtual overlay as shown by Overlayered communication Figure 2. For RPV each RCE maintains a local list of active RV (Rendezvous View) and performs periodic exchanges of random RV to other RCE in its active RV. RCE also perform periodic purge of non-responsive RCE from its RV.
E. Distributed Web services discovery

In our middleware each entity serves as a small scale UDDI using its LSR [4, 20]. Dynamic and partial view of network doesn’t allow the leverage of a hash function for storing service descriptions and utilization of rendezvous mechanism between multiple registries [11] on ECE or RCE. Rather, we consider the following approach:

1. Upon receiving a query, entities check their LSC and recommend a target entity if a mapping of query with known expertise in semantic overlay is found.

2. The requesting entity can then take following actions:
   1) Re-query for a semantically similar expertise (if exact match is not available)
   2) Trigger of discovery protocol to query the services of recommended entity.
   3) Forwarding of request via RCE to other clusters, if request remains unanswered or is published again.

A detailed elaboration and rationale of all the above principles can be read in our previous work [20].

V. EXPERIMENTAL EVALUATION

The proposed middleware, in this paper, has been used in actual robot swarm [3]. Here in evaluation, we highlight the theoretical results using Player/Stage Simulator [10]. The communication infrastructure modeled for experiments is attributed by instability and partial communication coverage (attributed by robotic mobility). Web service descriptions are expressed in form of extended RDF triplets [4].

A. Discoverable services

Discoverable services refer to those services that have more than one point of discovery in the system. In other words, if a Web service is cached at another robot other than the service host/provider robot then that service is considered a discoverable service. Service discovery and invocation are considered different independent steps in service management and an additional host robot for Web services gives a higher probability of discovering a Web service when host robot is inaccessible (due to partial failures).

Measurement of discoverable services with respect to time measures the number of Web services that get cached at any other robot during the system execution. In other words, a higher number of discoverable Web services mean higher fault tolerance of system towards transient failures. Experimental result (Figure 3) shows discoverable services metric in the absence of conflict resolution. Experimental data is taken for varying Robot-RFID cluster ratios which is the number of robots sharing a MR/RFID.

Results reveal that the active communication mode achieves better performance in terms of discoverable Web services and with an increased Robot-RFID cluster ratio the performance deteriorates. This decrease in number of discoverable Web services, with higher Robot-RFID cluster ratio, is caused by increased number of conflict/messages-requests. This aspect will be shown in the comparison of active and passive communication mode

\[ \text{Figure 3. Discoverable Services without Conflict Resolution} \]

Results reveal the effectiveness of active mode of communication over passive mode. This result gives a partial analysis, as we will observe latter that such improvement in number of discoverable Web services comes with an additional cost of increased bandwidth consumption in case of active communication and no real added value is achieved in terms of performance of actual Web services discovery.

\[ \text{Figure 4. Discoverable Services with Conflict Resolution} \]

Same experiment is performed with conflict resolution (Figure 4) as well. In this case the number of discoverable Web services with respect to time reveals a similar trend as that of non-conflict resolution (Figure 3). Curves of both active and passive mode (Figure 4) are mostly similar for various settings. Active communication mode still achieves better results as compared to passive communication mode i.e., more services are discoverable at any given time instant.

B. Impact of Cluster Ratio on Average Messages at a MR

In this experiment, we compare the impact of robot-RFID cluster ratio on the average number of messages disseminated in the environment (Figure 5). The result highlights a significant rise in average disseminated messages in active communication mode when robot-RFID cluster ratio is increased. On the other hand passive communication mode gives better results (i.e., fewer messages disseminated in the environment – less bandwidth intensive).
We can observe that, even with a higher robot-RFID cluster ratio, the rise in number of disseminated messages in passive communication mode is better to that of active communication mode. If RFID/MR memory size is increased, passive communication mode with a higher Robot-RFID cluster ratio as compared to that of active communication mode in same setting gives better results. This is shown in the overlap of “Active Mode – average msgs with RFID memory = 3” over “Passive Mode – Average msgs with RFID memory = 6”. In other words, passive mode of communication is less bandwidth intensive even when a higher Robot-RFID cluster ratio is used.

Results reveal that passive communication mode exhibits controlled losses even with increased robot-RFID cluster ratio. With a higher RFID memory the results of passive communication mode improves further as compared to that of active communication mode. Active communication mode on the other hand incurs more losses with higher robot-RFID cluster ratios.

The comparisons (Figure 6 and 7) show that passive mode of communication serves much better in terms of number of conflicts and messages overhead as compared to active mode of communication. Passive mode shows better results with higher robot-RFID cluster ratio with higher memory size and with improved RFID memory it can support higher robot-RFID cluster ratios.

C. Message re-request overhead in Active vs. passive mode of communication

Computation of number of message re-requests (see Figure 6 for non-conflict resolution mode) highlights the fact that, in general, there are fewer conflicts with smaller robot-RFID cluster Ratio. Passive communication mode serves better as it has less overhead (curves of passive mode with various settings show that numbers of conflicts are always lower than that of active mode of communication). In passive mode the conflicts are the number of request losses, while in active mode of communication conflicts are the service description losses. With a higher RFID memory size and lower robot-RFID cluster ratio both communication modes show similar results.

In case of conflict resolution mode (Figure 7) there is a significant difference in active and passive mode of communication. Such a difference is insignificant with higher robot-RFID cluster ratios. But with increased RFID memory size, passive mode of communication with conflict resolution gives improved results (lesser message re-request overhead). The curve for “Passive Mode – robot-RFID cluster ratio = 6” over “Active Mode – robot-RFID cluster ratio = 3” reveal this fact. The reason of such a behavior is the impact of service description memory requirement as compared to that of service requests in case of passive mode of communication. Such a behavior continues further with higher memory sizes of RFID/MR.

The comparisons (Figure 6 and 7) show that passive mode of communication serves much better in terms of number of conflicts and messages overhead as compared to active mode of communication. Passive mode shows better results with higher robot-RFID cluster ratio with higher memory size and with improved RFID memory it can support higher robot-RFID cluster ratios.

D. Impact of caching and semantics in Service Discovery

Lastly validation of the impact of caching and semantics in service discovery is done. Passive mode of communication is used with conflict resolution with different settings of robot-RFID cluster ratio. Results (see Figure 8) reveal that Web services discovery with caching augmented with semantics provides the best results (i.e., least number of hops/messages required for Web services discovery). There can be few abnormalities in result, for instance execution 14 shows better performance of syntactic discovery as compared to semantic service discovery with caching. This case represents a particular case exhibits a scenario in which a query is routed to a cluster (based on caching results) but due to mobility host robot has joined a different cluster – thus
stale information in service cache effects additional number of hops across clusters for service discovery.

E. Overall analysis

Experimental results reveal the effectiveness of passive mode over active mode of communication. Active mode of communication (as employed in literature) gives result in number of discoverable services, however it does not fare well in terms of conflicts, higher robot-RFID cluster ratio and message re-request overhead. Moreover last result validates the improvements in service discovery and invocation of passive mode augmented with semantic discovery.

VI. CONCLUDING REMARKS

This paper gave a detailed evaluation of a passive distributed UDDI, a loosely coupled distributed UDDI solution for infrastructure-less communicating and heterogeneous systems. We proved, with the help of extensive experiments, that passive mode of communication performs considerably better than active mode of communication (i.e., existing solutions in literature) in terms of Web services discovery.
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I. INTRODUCTION

The OpenID [1] authentication mechanism is one of several such authentication mechanisms that make possible the realization of a single sign-on (SSO) service for Internet web sites (WEB services). Under the SSO environment, once a user is authenticated on an authentication site, the user can visit related service sites without the need for any additional authentication on each service site [2][3][4]. Therefore, the SSO technique liberates users from the nuisance of individual ID (in this paper, the term "ID" indicates the identifier of the user account) and password handling. Therefore, users have to keep secure only one ID and password pair. The ID form in OpenID is ideally suited to existing Internet technology because it employs the URI or XRI form. Currently, OpenID is being widely adopted by Internet services such as blog sites or social network service (SNS) sites. In addition, the fact that some major service providers provide the OpenID authentication service has also contributed to its spread. Currently, however, almost all OpenID providers (OP) issue IDs to users via simple user confirmation using e-mail. Therefore, it can be said that such IDs are not assured for SSO services. For this reason, these IDs are not appropriate for economically significant services such as a shopping service. If the ID is issued via strict checking of user identity using some kind of credentials, the IDs can be regarded as having high assurance. However, this is not realistic because it is difficult to perform checks of all the IDs that have been already been issued to users through simple registration.

On the other hand, in order to make a contract for a cellular phone, users normally have to submit some kind of identification to a mobile phone company (especially in Japan). Therefore, the IDs which are associated with mobile phones are highly assured by means of the registration process. If an OpenID can acquire the assurance of a cellular phone’s ID, it can be said that the OpenID also has assurance.

For the reason given above, the authors had already proposed a federated authentication technique with cellular phone [5]. In our previous proposal, we federated OpenID with PKI-based authentication on cellular phones, which require a strong off-line identity check for contacts. By binding a user’s OpenID with an ID of his/her mobile phone, the level of assurance for user identity is increased. In addition, the mobile phone is also used in each authentication for service use. Thus, it is used like a security token and it also contribute to enhancing user authentication.

However, in our previous work, a user ID management problem remained. The OpenID basically uses a unified ID as the user identifier on each service site, called a relying party, in order to be identified as the same person on each service site. This policy is applied for user convenience. However, the use of a unified ID for a single sign-on technique causes a privacy problem called linkability. In order to resolve this problem, the use of a transient pseudonym is widely adopted. The OpenID can also use this idea. However, in this case, an OpenID provider has to handle many generated IDs. For this purpose, we introduce a cryptographically generated ID management technique. By using this technique, transient IDs are generated from a unique user ID retained by the identity provider and the identity provider only keeps the keys for ID generation. Therefore it is expected that the ID management cost imposed on identity providers can be greatly reduced. In this paper, we describe our implementation based on our proposal and also report the evaluation results.

Here, we outline the structure of this paper. In this section (Section I), the authors give the background to our research as an introduction. Then related work relevant to our research is presented in Section II. In Section III, the concept of use of cryptographical ID management is described. Then, in Section IV, an implementation based on our proposal is presented and the evaluation results are shown. Finally, our research is summarized in Section V.

II. RELATED WORK

In this section, related work relevant to our research is described. At the end of the section, the purpose of this paper is stated.
A. Single Sign-on (SSO)

SSO is a method of authentication and access control. Once authenticated on one identity provider, users have permission to use resources or visit various websites, etc. Therefore, this technique liberates users from password fatigue caused through having to handle many different ID and password pairs. In addition, the fact that a user merely has to keep a single unique ID password pair contributes to the enhancement of user security.

In order to realize an SSO scheme, there are many specifications or implementations. The Liberty Alliance Project (LAP. Currently, the Kantara Initiative has taken over this project. ) [6][7], security assertion markup language (SAML) [8], OpenID, and CardSpace of Microsoft are examples. Originally, they were specified or implemented only for an SSO scheme. Currently, the scope has been enlarged and they deal with user information (identity) and are referred to as an identity management mechanism (IdM).

1) Linkability: Under the SSO environment, there is a known privacy problem called "linkability" due to the treatment of user identifiers. In the ordinary flow of an SSO technique, a service provider delegates a user authentication to an identity provider. Then, the identity provider checks the condition of local user log-on and sends the results to the service provider. In this case, in order to distinguish between the identity provider and the service provider, some identifier is used. If the same identifier is used by an identity provider and also by multiple service providers, a privacy problem arises. If service providers collude with each other, the user's activities on each service provider are linked using this common ID (Figure 1).

B. OpenID

The OpenID mechanism is a decentralized authentication scheme for the SSO mechanism. OpenID users identify themselves with a URI and XRI. In the first specification of the OpenID mechanism [9], the idea of an identifier federation using a handle to connect an identity provider and a service provider like the SAML mechanism was not employed. In the OpenID scheme, the identity provider and service provider are referred to as the OpenID provider (OP) and relying party (RP), respectively. An RP does not have to prepare a local account (local ID) for users. Instead of a local account, an RP can use the user's OpenID as the identifier for user identification. Under the concept of the OpenID mechanism, users are supposed to be identified with the same identity (that is a user's OpenID) on every RP site. So the OpenID mechanism is completely unable to avoid the linkability problem because it is convenient for users to be identified as the same identity (person) on every blog site. However, the next version of the specification (OpenID Authentication 2.0 [10]) introduces an OP identifier, which indicates the OP location, to the specification and the users do not have to announce their OpenIDs to RPs. Therefore, the linkability problem can be avoided by implementation on an ID generation and distribution mechanism. Therefore, the ID generation mechanism for this problem is still an open issue. The simple answer is to use random IDs between an RP and an OP for user identification.

C. ID Assurance

The ID assurance level refers to the identity check of users; that is, when an ID provider generates a user account and issues an ID to a user, it refers to how they confirm the user’s identity.

For instance, ordinary Internet services such as blog or BBS sites require only an e-mail address for generating user accounts. A user who holds a free mail address can generate user accounts on a service. But the provider does not confirm the user’s real identity. Therefore, the provider cannot verify the existence of the user. In this case, it is said that the assurance level of the ID is low.

On the other hand, for contract of mobile phones, users usually have to show some kind of identification such as a driver’s license or passport (at least in Japan) in an offline procedure. In this case, therefore, the assurance level of an ID bound to the mobile phone is high and the ID also provides strong assurance for online services.

The electronic authentication guideline of the NIST standard [11] (the guideline for e-authentication) is one example of a standard used for user identity proofing for registration. In the guideline, the registration levels are defined in accordance with the OMB guidance [12], which describes four identity authentication assurance levels for e-government transactions.

D. Federated Authentication Mechanism

In order to enhance the assurance level of user ID and the security level of user authentication, we have already proposed a federated authentication mechanism.
The concept of the mechanism is shown in Figure 2. In Figure 2, the mechanism is implemented with an OpenID authentication scheme. First, an RP delegates its user authentication to an OP. Then the OP re-delegates the request to an FAP (federated authentication provider). The FAP authenticates the user by using the user’s cellular phone and returns the authentication result to the OP. The ID bound to a cellular phone has a high level of assurance. Therefore, the identity of the OpenID owner can also be confirmed. In addition, in our proposal, cellular phones are also used in each authentication. This fact also contributes to secure authentication. So cellular phones are used as a security token.

E. Objective

As described in the subsection dealing with OpenID in this section, the ID generation mechanism among an OP and RPs is not specified in an OpenID scheme and the simple answer is to generate random identifiers as handle IDs and record them bound to the user ID on an OP. However, this scheme has a problem. If the handle identifiers are persistent between an RP and an OP, the number of generated ID is limited. Therefore, it is not difficult for the OP to record them all. However, if these IDs are transient for each session even though they are used on a unique RP and OP pair in order to realize a strong anonymity for OpenID users, the number of IDs increases explosively and an enormous management cost is incurred.

III. CRYPTOGRAPHICAL ID MANAGEMENT

For the purpose described in previous section, we have introduced a cryptographic ID generation scheme on the OP site. By using this method, transient pseudonyms are generated from a user’s unique identifier on the OP cryptographically. The binding between a user ID and the handle identifier is embedded in the handle ID itself as an encrypted form. Thus, the relationship between the user and handle identifier can be found by decrypting the handle identifier. Therefore, OPs do not have to keep all handle identifiers. Only keys for handle ID generation are stored safely at OPs. Therefore, this method contributes effectively to reducing management cost.

In our proposed cryptographic ID Management, user handle IDs are generated by means of Equation (1). Here, $E_{key}$ means encryption with a key, and $UID_{OP}$ means the user’s ID on an OP that generates the handle ID, respectively. The value “$time$” is ID generated time and the value “$info$” is optional information for this ID generation. The mark “$||$” means concatenation.

$$ID = E_{key}(UID_{OP}||time||info)$$ (1)

The value “$time$” is used for ID type. If a user wants to use a transient ID for user identification on an OP, the ID generated time is used for this value. In this case, if the time interval is limited to a short period, the generated ID is a time-based unique ID because the value “$time$” is perfectly unique for each generated ID. In contrast, if a user wants to use a persistent value for the handle ID, a fixed value such as all zero is used for the value “$time$”. In this case, the generated handle ID is always the same. Which type of ID to use depends on the policies of the user and RP. For this purpose, both users and RPs register their ID generation policy.

A. Analysis

If an IDP (OP) uses randomly generated IDs for transient pseudonyms, the number of IDs that the IDP has to keep is enormous because the IDP has to generate IDs for each user/services/sessions combination. On the other hand, by using the cryptographical ID generation method, the number of IDs managed in an IDP is greatly reduced compared to the random ID use. The relationship between a user ID on an IDP and handle ID is hidden in the generated ID itself. An IDP has to keep the encryption key for decryption. This means that the total amount of data is lessened, thereby contributing to a reduction in management cost at the IDP.

In the case of the cryptographical ID management method, the relationship among IDs is hidden in the ID itself and only the entity which knows the encryption key can decrypt generated IDs. Thus, user privacy is also protected. However, if the encryption key is leaked, the secret information could be revealed. As a measure to deal with this problem, we can use multiple keys. If different keys are used for each service, the harm is limited to a particular service. In our implementation of the prototype, therefore, dedicated keys are prepared for each RP.

IV. IMPLEMENTATION AND EVALUATION

In this section, we describe our implementation and the performance evaluation results.

A. Implementation of FAP

For the implementation, PCs (CPU: Core2Duo (E6400) 2.13GHz, memory: 1GByte) and a cellular phone are used as the FAP, OP, RP, user’s PC and user’s phone. For the OP and RP, a PHP based OpenID module is used. The module
is customized with a cryptographically ID generation scheme. The OP module is also customized for the communication between the OP and FAP. Between the OP and FAP, a customized OpenID module is used and ID federation can be executed between them so that they can securely exchange a handle pseudonym for their local IDs. For the authentication at the FAP, a PKI-based service (Security Pass [14]) is used. The cellular phone holds the public key certificate issued by the CA operated by a cellular phone company. The FAP also holds the public key certificate issued by a trusted third party for server authentication. Both certificates are used for mutual authentication and the construction of an SSL connection between them. In the construction of a secure connection, the FAP can extract the CN (common name) value from the certificate and use it as a user ID. Figure 3 is a schematic representation of the implementation and Table I shows the specifications for the implementation.

The flow sequence of our proposed federated authentication scheme is described below. Before this authentication flow, ID federation between an OP and FAP has been completed successfully and a handle pseudonym, which is fixed type handle ID is shared by both the OP and FAP.

1) A user accesses an RP.
2) The RP shows the login screen for the OpenID authentication mechanism.
3) The user inputs the OP identifier (in the case of OpenID authentication 2.0).
4) The RP identifies the OP from the OP identifier inputted at step (3) and redirects the user browser to the OP site.
5) The OP indicates the select screen for authentication methods (ordinary or federated authentication).
6) The user selects a method (federated authentication).
7) The OP shows the input screen for user OpenID.
8) The user inputs his or her own OpenID.
9) The OP generates an authentication delegation request to the FAP and redirects the user to FAP.
10) The user sends the authentication request to his or her cellular phone from the FAP screen.
11) The user’s phone checks the URL and jumps to the FAP site on his cellular phone.
12) The FAP authenticates the user using a mobile ID and creates authentication results. Then the FAP sends the results to the OP.
13) The OP checks the results and the browser jumps to the OP site.
14) The FAP sends the result to the mobile phone.

B. Implementation of ID generation

The figure shows how ID generation between OP and RP occurs. The User ID at an OP is of variable length. Therefore, we prepared a fixed length user ID bound to the user ID. In order to generate a handle ID, a fixed length ID is used. After authentication is finished using a mobile PKI service at the FAP, the authentication result is notified to the OP. At the same time, the user ID is also announced from the FAP. The ID is converted into a fixed length ID for ID generation at the OP. The procedure is described in detail below. The procedure is used for transient ID generation.

1) An OP looks up a fixed length ID (32 bits) for ID generation from the ID notified from an FAP.
2) Time value (32 bits) and reserved bits (16 bits) are added to the fixed length user ID. From the concatenated data, the CRC value is generated and also added to the data.
3) The total concatenated data is encrypted with the key for the RP which delegates user authentication to the OP.
4) The ID type identifier is added to the encrypted data. This identifier is used for ID type check at the OP and RP.
5) In addition, a service identifier is added to the data. The service identifier is assigned to each RP from the OP and used for searching for an encryption key for decrypting the handle ID at the OP.
6) The whole concatenated ID is converted to ASCII data using base 64 encoding.
7) Finally, the FQDN of the OP is added to the end of the converted data. This ID is used between the OP and RP.

<table>
<thead>
<tr>
<th>Modules</th>
<th>Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform</td>
<td>CentOS (Linux 2.6.16)</td>
</tr>
<tr>
<td>OpenID module</td>
<td>php-openid [13]</td>
</tr>
<tr>
<td>Crypto algorithm for ID generation</td>
<td>AES (key length 128 bits)</td>
</tr>
<tr>
<td>Public key certificate specification on cellular phone</td>
<td>X.509 version 3 (RFC 2459)</td>
</tr>
<tr>
<td>Key algorithm</td>
<td>RSA (key length: 1024 bit)</td>
</tr>
<tr>
<td>Hash algorithm</td>
<td>SHA-1</td>
</tr>
</tbody>
</table>

Figure 3. Implementation overview
C. Evaluation

The time taken for user authentication on our proto-system is measured as an indication of performance. Figure 5 shows the sequence with user operation. However, the sequence for the federated authentication flow requires several manual operations such as using a camera for QR code, and pushing buttons on a cellular phone. Therefore, the total time for one operation could vary widely. Thus, we focused on the main operations on the RP, OP, and FAP. The measured time is also shown in Figure 5. The figures are the averaged value of fifteen trials. Mobile communication between the cellular phone and the FAP server depends on network conditions, and can therefore vary widely and uncontrollably. However, it was confirmed that the other operations, which do not need manual operation by users take a total of less than one second on the RP, OP, and FAP. The total time for one trial is a few seconds for ordinary cases.

In addition, the ID generation time is approximately fifty milliseconds as shown in Figure 5. This value is as fast as the table lookup case. So the total operation duration is feasible.

V. CONCLUSION

In this paper, we described our implementation for a PKI-based authentication scheme with cellular phone for an OpenID single sign-on scheme. For strong authentication, a public key certificate on a mobile phone is utilized; therefore, the mobile phone is used as a security token. In addition, an ID management technique based on a cryptographic technique is recommended in order to reduce management cost on the server side. Based on our proposal, a proto-system was implemented and performance evaluations were carried out. From the evaluation, each ID generation time is around 50 milliseconds. The results show that cryptographic ID generation contributes to reducing management cost in OP construction.
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Abstract—Business process repository aims at business process model discovery and reusing. However, most of current approaches for process matchmaking have the limitation that the process models should be in the same granularity, whereas a process repository with good support for multi-granularity business process retrieval is still rare. In this paper, we propose a similarity measurement mechanism which can effectively calculate the similarity between business process models in different granularity levels. A case study is used to demonstrate how modelers can search multi-granularity business process. At last, we conduct extensive experiments on real dataset to study the performance of the repository.
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I. INTRODUCTION

The capabilities to easily find useful business process become increasingly critical for business process repository [1,2], as more and more business process accumulated with the evolvement of enterprises’ and organizations’ business procedure. Companies document their daily routines in the form of business process models. Business process helps companies understand, communicate upon, or reengineer working procedure to enhance competitiveness. Modeling the business processes of an enterprise is an essential part of any IT development or implementation process. However, model design consumes a considerable amount of time and requires determining of activities to be performed, ordering of their execution, handling exception cases that might occur, etc. [3]. Benefiting from the already developed process models in the resource repository of company, reusing seems to be a promising approach to reduce the time consumed to develop new models [3].

Current repositories [1,2] for process retrieval are based on the matchmaking between business processes. Metrics are mostly limited to the matching of their syntactic [4], semantic [5], structural [6] and behavioral [7] information. As surveyed by paper [8], due to the large number and different granularity levels of processes, business process models are mostly commonly described by a hierarchy [9], [10], [11]. The models to be compared can have different granularity levels for achieving the same functionality. For example, one business process has a single activity to achieve certain functionality, while in another business process the same behavior is achieved by composing several activities. But current repositories rarely consider this situation as their retrieval scope is generally limited in processes with the same granularity, which makes their retrieval ability not flexible enough in this context. Thus, new mechanism is required to expand the retrieval capability of process repository to meet the multi-granularity requirement.

In this paper, we propose Multi-granularity Business Process Repository (MBPR) supporting similarity measurement of business processes with different granularities, and the idea in this paper is to decompose the coarse-granularity business processes into fine-grained before similarity calculation. The main contribution of this paper is a novel approach for measuring similarity between multi-granularity business process models which include: business process similarity calculation algorithm adapted from graph matching algorithm, coarse activity decomposition mechanisms. The decomposition mechanism includes three parts: (i) a control flow segment and markup language (SCMT), which can segment and mark the control flow information of annotated information contained in coarse activity, (ii) a series of decomposition rules, (iii) and corresponding algorithm based on SCMT.

In the next Section, we indentify the problem of multi-granularity retrieval and characterize the solution roadmap of MBPR. Section 3 presents existing approaches for business process retrieval and shows their drawbacks. In Section 4, we propose a business process similarity calculation method based on graph matching algorithm. In Section 5, we propose the decomposition mechanism which includes (i) granularity classification definition, control flow segment, (ii) markup language and the decomposition rules, (iii) and algorithm. In Section 6, we present the implementation of MBPR and a case study. In Section 7, several experiments are conducted to study the performance of MBPR. Finally, section 8 presents ongoing work and conclusion.

II. RELATED WORK

This paper mainly relates to research of similarity between business processes, based on which business process repository support process model retrieval.

The topic of retrieving business process based on model similarities has gained a lot of attention recently. The approach to measure the similarity between two process models has been addressed from different perspectives. The syntactic metric calculate an optimal matching between the activities in the process models by comparing their labels based on string edit distance [4]. To exploit semantic
features paper [5] have utilized wordNet synonyms. Structured data of business process have been taken into account, paper [6] discuss a structural match method based on classic graph matching algorithm, in which, business process are converted into directed graph, then edit distance between two directed graph is calculated to represent the similarity. Mendling, et al. [7] presented a preliminary discussion of influence of behavior in determining the business process similarity, it first convert business process models into causality graph footprint vectors, then compute the cosine value between two vectors to assess similarity. However, these approaches’ context is that business processes to be compared are with same granularity, as we analyzed in Section 2, they are not flexible enough to handle the scenario in Fig. 1.

There is rare existing work on calculating similarity between processes on a degree of multi-granularity. Paper [18] proposed two new graph edit operations to take into account the difference of granularity levels, but it only consider the one-to-two relation. In this paper, the idea to solve this problem is decomposing the coarse activity process into fine-grained before the implementation of matchmaking. In Business Process Reengineering (BPR), refinement means explain exiting business process in more detail from multiple perspectives [19]. As shown in Fig. 2, the modeler use annotated information of activities to refine the coarse-granularity business process.

In summary, business process repository technology supporting retrieval based on business process matchmaking has been widespread concern, and has achieved some results. But most of the work focus on measuring similarity between business processes at same granularity level, there is lack of a multi-granularity matchmaking mechanism to expend retrieval capabilities.

III. OVERVIEW OF MBPR

In this section, we first present a scenario requiring multi-granularity similarity measurement. The scenario is situated in the context of developing of Enterprise-Specific Business Process Models. Then we present the multi-granularity retrieval procedure of MBPR.

Based on the prevalent granularity division, paper [8] further defined CBPM(Content-Based Process Modeling) which concentrate on developing of Enterprise-Specific Business Process Models with the help of existing business process, the procedure of this approaches can summarized as follows:

- High level modeler (Enterprise analyzer or Manager) draw a business process at a coarse-granularity level to identify the general characteristics of the enterprise’s business procedure.

- Low level modeler (IT employees) need to refine the coarse-granularity business process into detailed fine-grained business process which comprehensive describe the enterprise’s working procedure.

- To reduce the developing time, low level modeler can retrieve those fine-grained business processes which are similar with the coarse-granularity one with help of repository search tool.

- Fine tune the selected model to ensure that all relevant processes have been included, and unnecessary processes eliminated, and this is suggested business process caters the need of the implementing enterprise.

We can see the crucial step is c) and it implies a multi-granularity business retrieval scenario. Fig. 1 shows a overview of the multi-granularity retrieval scenario, take a coarse-granularity business process as an input, then measure similarity with all the business processes in repository, the most similar ones are recommended.

As shown in Fig. 1, the upper part is the input of coarse-granularity business process editor, including information of process structure, events, activities, etc. (Dotted P1 part). The lower part of Fig. 1 shows the available well-refined fine-grained business processes in repository.

However, the traditional retrieval approaches are not flexible enough for above scenario as they rarely take the granularity level information into account. A phenomenon is an coarse activity can map to a fragment of other business process according to their annotated information, as shown in Fig. 2, coarse activity “hotel service” can be decomposed into a BPMN [12] fragment which execute three tasks
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**Figure 1. Scenarios of multi-granularity business process retrieval**
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**Figure 2. Example of coarse activities decomposition**
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**Figure 3. Multi-granularity retrieval procedure of MBPR**
simultaneously include: “clothes laundry”, “room service” and “car renting”, but traditional similarity measuring approaches usually do not handle this situation, for processes which describe a same business logic in different granularity level, the similarity between them calculated by traditional approaches is low, so the retrieval result can not be satisfactory.

In order to effectively measure similarity between business processes with different granularity, we decompose the coarse activities of business process into fine-grained before similarity calculation. So in Fig. 1, before matchmaking, we add a step that executes the decomposition operation according to manually marked information (Dotted P2 part). The multi-granularity business process retrieval procedure of MBPR is shown in Fig. 3, business process models are abstracted to memory models and pushed into database server of MBPR, coarse-granularity process is decomposed before matchmaking, after similarity measurement, the most similar ones are recommended. Next, we will elaborate on the multi-granularity similarity measurement mechanism of MBPR.

IV. SIMILARITY MEASUREMENTS

In this section, we adapt an graph matching algorithm to calculate the similarity between business process models modeled with BPMN.

A. Process model abstraction

Currently, BPMN has become one of the mainly used modeling languages during business process development. In this paper, we use BPMN as business process modeling language. To simplify the problem, we only discuss a core subset of BPMN. We refer to the definition of core BPMN proposed by [13], which is a subset of BPMN specification includes the key elements used to describe process control flow, core BPMN can meet most of the business process modeling needs.

As BPMI (Business Process Management Initiative) does not provide strict theoretical standard, BPMN so far still has no definite execution semantics, leading to that business processes developed by different BPMN modeling tools have large semantic difference in the structure and behavior, which lead to the complexity of refinement of BPMN.

Firstly, we abstract a process model into a directed attributed graph, as following definition.

Definition 4.1 GBM(Graph based Business process Model)

Let Z be a set of labels. A GBM is a tuple (N,E,z,Z), in which:

- N is the set of nodes;
- E  N x N is the set of edges;
- Z : N → Z is a function that maps nodes to labels

When abstracting a BPMN described model, we drop the types of nodes, Fig. 4 shows the GBM of a business process model. The left part shows the original process models. The right column shows the corresponding process graphs after abstraction. Each node is named with the node label, which originate from activity name or branch condition, gateways and events are abstracted into empty nodes.

B. Node similarity metric

The similarity of nodes is determined by the similarity of node labels.

To exploit linguistic features we have utilized WordNet [14] as a background ontology, for each activity(node) in GBM we extract its name as main information [15] to measure its similarity with other activity, most activities’ name are not formulated but most are presented as a phrase such as “Credit Review” or “book ticket”, we can use a vector   verb, noun> extract from a activities’ name to describe the activity.

With the definition of   verb, noun>, we improve the linguistic metric from [15]. The original linguistic function used by [15] is L(n1,n2), it can calculate unorganized similarity value between two node’ labels based on wordNet. Since all the nodes’ label have been abstracted into   verb, noun>, we propose function sim (  a, b>) to compute the similarity between two node, each label is donated by vector   a, b>. W is a semantic similarity matrix,  represents the similarity value between the pair  a i and  b j, which can obtain using wordNet APIs.

\[ \text{sim}(a,b) = \frac{aw_{ij}}{||a||} \]  

The two vectors may contains different number of words, word pair with the same syntax will be chosen to calculate similarity.

C. Adapt graph matching algorithm for process similarity

We use exiting graph matchmaking algorithm to measure similarity between GBMs. Paper [16] overview four main graph matching algorithms based on graph edit distance, but
all of them are time consuming, to simplify the matching complexity, we use path index based algorithm GraphGrep, which is proposed by [17]. There are three basic steps of GraphGrep: (1) build the index to represent the database of graphs as sets of paths, this step is done by repository system previously, (2) filter the database based on the submitted query and the index to reduce the search space, and (3) perform exact match. The algorithm details can refer to the paper [17].

Synthesize with GraphGrep and node similarity metric, let \( G1 = (N1; E1; \lambda 1) \) and \( G2 = (N2; E2; \lambda 2) \) be two GBM, the total Graph similarity are measured as follows:

\[
\text{SynSim}(G1, G2) = \frac{\sum \max \{\text{Sim}(P, P) | P \in \text{PH}(G1)\}}{\|\text{PH}\|}.
\]

(2)

For the coarse granularity, the inputted information are divided into several tasks, this step is done by repository system previously. The algorithm details can refer to the paper [17].

A business process is fine-grained if and only if all its activities are not coarse.

### Definition 5.3 coarse-granularity business process

A business process is coarse-granularity if it is not fine-grained. We say a business process is refinable if it is coarse-granularity.

### B. Control flow markup Tags and decomposition rules

Based on the definition of granularity level, the idea of the decomposition is: Decompose all the coarse activities of coarse-granularity process until it become fine-grained. So the decomposition of a coarse activity is basic, which will replace the activity with a process fragment.

The procedure of the decomposition of a coarse activity can be divided into four steps: firstly, activity names are extracted from the annotated information as a set for new activities generation; secondly, the logic relations between new activities is analyzed, corresponding to WCBP as described in last section, our main concern is the Sequence, Switch, Loop and Parallel control flow relations; thirdly, new activities, arcs and gateways are created according to the activity names and relations; finally, the coarse activity is replaced with the generated fragment.

It is hard to extract the logic relations and activity names of annotated information attached to coarse activity by understanding natural language. To make it feasible, a small quantity of manually marks need to be added to annotated information, so a small markup language is introduced in the following segment.

### V. Coarse activity decomposition mechanism

In this section, we propose the decomposition mechanism for coarse-granularity business process.

#### A. Basic definition

For a coarse activity, its activity names may be a brief description of several tasks. To handle this situation, usual practice is attaching annotated information to the activity to explain the details. For example, As shown in Fig. 2, an activity “Hotel service” has annotated information which indicate that the single activity need to perform several tasks in a certain order, including: “clothes laundry”, “room service”, “rent car”, etc. According to the annotated information, it can be decomposed into a fragment. As displayed in Section 2, the inputted coarse-granularity process is decomposed by MBPR before implementing matchmaking. In this paper, we take annotated information as basis to decompose coarse granularity activities.

Previous discussion prompts us to asses the granularity level of business process from the perspective of annotated information. Several basic definitions are given as follows:

### Definition 5.1 coarse activity

An activity is coarse if and only if it has annotated information. We say an activity is decomposable if it is coarse.

### Definition 5.2 fine-grained business process

The complete definition are defined by BNF in definition 5.4, we only concern the control flow representation. To improve the user experience, the compiler of MBPR does not have strictly syntax restrictions on the user marked annotated information.
Definition 5.4. Control flow segment and markup Tags(SCMT)
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Fig. 5 shows decomposition rules of these basic control flow patterns from SCMT to BPMN. BPMN use a number of tasks to describe the sequence of behavior, as shown in Fig. 5 (a), the switch pattern is decomposed to a BPMN fragment triggered by an exclusive gateway, determine the appropriate conditions and started a number of optional activities set, each of which corresponds to a specific chosen branch, as shown in Fig. 5 (b), the parallel pattern is decomposed to a BPMN fragment triggered by a parallel gateway, start a number of concurrent collection of activities, shown in Fig. 5 (c). Similar to the mapping of switch pattern, the loop pattern is decomposed to a BPMN fragment which contains two optional branches, as shown in Fig. 5 (d).

Algorithm 1 decomposition of coarse-granularity activity

\[ \text{Input: coarse-granularity BPMN business process} \]
\[ \text{Output: fine-grained BPMN business process} \]

1: begin
2: \[ A = \{ a \mid \text{activity set}\}; \]
3: \[ A^* = \{ a \mid a \in A \text{ and } a \text{ has annotated information}\}; \]
4: \[ \text{stack} = \emptyset; \]
5: for each \( a \in A^* \) {
6: \[ \text{In}(a) // \text{activities attached to a and prior to a} \]
7: \[ \text{Out}(a) // \text{activities attached to a and succeed to a} \]
8: \[ s = a \text{.getAnnotatedinformation}() \]
9: \[ \text{for each } e \in S \{ \]
10: \[ \text{if } (e \text{ is a ActivityName}) \]
11: \[ \text{New activity and push to stack} \]
12: \[ \text{else if } (e \text{ is a tag of Sequence}) \]
13: \[ \text{HandleSequence()} // \text{handle sequence relation} \]
14: \[ \text{else if } (e \text{ is a tag of Switch}) \]
15: \[ \text{HandleSwitch()} // \text{Switch relation} \]
16: \[ \text{else if } (e \text{ is a tag of Parallel}) \]
17: \[ \text{HandleParallel()} // \text{Parallel relation} \]
18: \[ \text{else if } (e \text{ is a tag of Loop}) \]
19: \[ \text{HandleLoop()} // \text{Loop relation} \]
20: \[ \}
21: \[ \text{attach In}(a) \text{ to the beginning of fragment} \]
22: \[ \text{attach Out}(a) \text{ to the end of fragment} \]
23: end
24: \[ \text{HandleSwitch()} // \text{other functions are similar} \]
25: \[ a1 = \text{stack}.pop; \]
26: \[ a2 = \text{stack}.pop; \]
27: \[ \text{new DatabasedExclusiveGateway} g; \]
28: \[ \text{attach } g, a1; / \text{create switch branch} \]
29: \[ \text{attach } g, a2; \]
30: \]

VI. CASE STUDY AND EXPERIMENTS

In this section, we implemented MBPR with the architecture presented by Fig. 7 and Fig. 8 shows corresponding perspective of MBPR.
The case study in Fig. 6 displays the inner process of loan applications which are modeled using BPMN. Part(a) describe the application procedure in coarse-granularity with annotated information to explain its details, part(c) is a fine-grained business process exits in database server of MBPR, suppose that part(a) is query input and part(c) is the target of retrieval, it is obvious that in terms of structure, syntax or behavior, they do not have a strong similarity. If we measure the similarity between them in no consideration of granularity information, the return quantitative similarity will be very small, which means the retrieval result may not contain the target, but in fact they describe the same application procedure.

In the context of MBPR, using SCMT, the annotated information of activity “application assessment” in (a) can be marked and segmented as follows:

```plaintext
&SINTU { draw up contract * verify application information * &THEN then check credit information, &WHILE &IF if not sound * waiting &ELSE else offer loan/}
```

Then SCMT compiler of MBPR which implement Algorithm 1 will decompose coarse activity “application assessment” into the fragment described in part(b), after replace “application assessment” with this fragment, we can obviously see that, no matter from structure, execution path, or connection relations of these processes, the fine-grained business process are more similar to the target process, so it is more promising that the retrieval result contains the target part(c).

Next, we design and conduct experiments to study the performance of MBPR.

The multi-granularity retrieval procedure of MBPR includes two operations: decompose the coarse-granularity business process, calculate similarity using equation (2). The time complexity of equation (2) is $O(|V_1| + |V_2| + |E_1| + |E_2|)$, where $V_1$ and $V_2$ are the number of nodes in $GBM$, $E_1$ and $E_2$ are the number of nodes in $GBM$. For a coarse activity, the time complexity of decomposition is $O(S)$, where $S$ is the number of activity names contained in annotated information. If the coarse-granularity business process contains $n$ coarse activities, the overall algorithm complexity is polynomials $O(|V_1| + |V_2| + |E_1| + |E_2|)$.

We assess the effectiveness and efficiency of MBPR. We use 120 bioinformatics process workflows as experimental data set collected from biological research community www.myexperiment.org, which provides a platform for biotechnology researchers worldwide to publish, share and test their processes. In order to maintain consistency with the premise and the context of this paper, we first remodel the collected bio-computing processes using BPMN and post them to the database server of MBPR, each function of a bio-computing process is considered to be an activity in BPMN, and its note is attached to the correspond activity as annotated information, which we marked them with SCMT.

The experiments were conducted on a Windows machine with a 2GHz Pentium IV CPU and 2G main memory.

The change of business process versions demonstrate the refinement procedure, so the original versions represent coarse-granularity business process and the latest ones represent fine-grained, experiment I simulate the scenario of Fig. 1 by comparing the similarity between the original version and latest version of a same business process. Fig. 9 shows the static results of these records. As we seen, making use of decomposition mechanism before matchmaking, the average similarity is 0.60 while without decomposition is 0.21. This means decomposition mechanism is promising to affiliate the MBPR retrieve more accurate result.

In the second experiment, we consider traditional precision and recall measures that have been extensively used in information retrieval. We randomly extract 10 business processes and set their original versions as “search query models”, then set their other versions as “relevant models”. We take “search query models” as the input of MBPR, Fig. 10 shows the average precision and recall scores across all the queries. We can see that if querying without decomposition, the precision become very low (only 0.2) when recall rate is equal to 0.55, but if add the decomposition step, precision dramatically decrease until recall rate exceed 0.8. This graph shows that on average, with the decomposition mechanism, MBPR can effectively affiliate multi-granularity retrieval. Using CPU time as metrics, experiment 3 evaluated the relation between retrieval time and the number of coarse activity contained in input business process, as shown in Figure 11: the result was that it is polynomial.

**VII. CONCLUSION**

In this paper, we proposed MBPR supporting multi-granularity business process retrieval based on a novel method for multi-granularity business process similarity measurement. The contributions of this paper include: A process matchmaking algorithm, Control flow segment and markup Tags (SCMT) is designed; A series of decomposition rules are proposed to refine coarse-granularity business process using annotated information; The effectiveness of MBPR is evaluated based on real data set.

Currently, MBPR has been used to query business process in different granularity. However, the coarse activity decomposition mechanism is highly dependent on the annotated information inputted by modeler. Our future work...
will be further enhancing the accuracy of decomposition by considering the more information about activity such as Interaction protocol information.
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Abstract—With Korea’s transition to an advanced IT nation, its key infrastructures, including administration, transportation, healthcare, finance and communications, have become absolutely reliant on IT systems. This research examines systems in place in Korea for defense against cyber hacking and electronic invasions, and internal and external threats to the critical information infrastructure of the administrative sector, in which critical administrative service is provided to Koreans through e-government, and technical, physical and managerial measures to combat such threats are discussed.
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I. INTRODUCTION

The IT society is absolutely reliant on communications infrastructure. Social infrastructures, including administration, transportation, healthcare and education, rely on the communications infrastructure to function. A breakdown of the communications infrastructure due to destruction or malfunction will result in other social infrastructures malfunctioning. Thus it can be said that the information infrastructure is the core infrastructure of an IT society.

The Korean government implemented the revised Communications Infrastructure Protection Act in 2001 to systematically protect communications infrastructures in the finance, communications and energy sectors. To combat the increasing losses occurring from a rapid advancement of techniques used in electronic invasion activities, including the distribution of malicious programs, the Communications Infrastructure Protection Act stipulates preventative measures, countermeasures and recovery measures for systematic designation and protection of critical information infrastructures [1].

The communications infrastructures are designated as critical information infrastructures in accordance with 5 standards stipulated by the Communications Infrastructure Protection Act. Once designated as a critical information infrastructure, a risk assessment must be performed within 6 months. Subsequently, risks assessments are carried out once every 2 years. Based on the outcome of the risk assessment, the manager of a critical information infrastructure must implement short or long-term measures as required. Such measures are incorporated in the protection policies for the following year to achieve effective protection of critical information infrastructures. Also, protection policies are reviewed in the following year to verify that various protective measures have been taken as planned. Through such a process, critical information infrastructures are systematically protected [2].

As the social infrastructures in Korea, such as administration, transportation, healthcare and finance, are absolutely reliant on IT systems, efforts are being made to continuously expand the communications infrastructure. Since 2009, additional critical information infrastructures have been designated in the administrative sector.

A wide range of civil services are being provided in the administrative sector with ongoing e-government support. As the administrative sector is closely linked to the administrative bodies of cities, counties and districts throughout Korea, security breach in the administrative sector is highly likely to escalate to a national scale.

This research examines critical information infrastructure policies and their management systems. Also, threats to public service systems in the administrative sector being designated as critical information infrastructures, such as the e-government, and their protective measures are examined to provide reliable data for utilization in public administration.

II. CRITICAL INFORMATION INFRASTRUCTURE POLICIES AND MANAGEMENT SYSTEM

Communications infrastructures are managed under the jurisdiction of central administrative agencies. In order to provide systematic and comprehensive governmental protection of critical information infrastructures from electronic invasions, the Communications Infrastructure Protection Act stipulates the operation of the Communications Infrastructure Protection Committee to oversee the formation and execution of communications infrastructure protection policies to achieve cooperation on prevention and management of security breaches by various central administrative agencies.

Duties of the Communications Infrastructure Protection Committee include mediation in critical information infrastructure protection policies; review of formation and execution of protection plans; and review of systemic
improvements and policies related to the protection of critical information infrastructures.

The Communications Infrastructure Protection Activities Committee was established to support the operation of the Communications Infrastructure Protection Committee by reviewing matters presented to the Communications Infrastructure Protection Committee or as directed by the chairman of the Communications Infrastructure Protection Committee.

In the event of a serious security breach in a critical information infrastructure, the Communications Infrastructure Protection Activities Committee operates a temporary security breach management headquarters under the supervision of the Communications Infrastructure Protection Committee to implement recovery measures and provide technical support.

The central administrative agencies responsible for the management of critical information infrastructures designate critical information infrastructures in their field of administration and implement protective measures. Protection guidelines are established by the central administrative agencies for critical information infrastructure managers to follow.

Critical information infrastructure managers hold the primary responsibility for protection and must assess vulnerabilities of facilities under their jurisdiction to implement protective measures. In the event of a breakdown of a critical information infrastructure due to disturbance or destruction, the relevant organizations must be notified and measures required for the recovery and protection of the communications infrastructure must be taken [3].

Organizations that support the protection of critical information infrastructures include the Ministry of Public Administration and Safety, National Intelligence Service, Ministry of National Defense, Public Prosecutor’s Office, National Police Agency and Korea Internet Security Agency. These organizations also establish critical information infrastructure protective measures and provide technical support for prevention and management of security breaches.

III. SECURITY THREATS TO CRITICAL INFORMATION INFRASTRUCTURES IN THE ADMINISTRATIVE SECTOR

A. Attacks on Public Administrative Service Websites

Websites that service the public through critical information infrastructures of the administrative sector, such as the websites of local governments, are currently understood to be relatively safe from external infiltrations in their servers. However, there are hazardous elements found on other websites operated by local governments, which can jeopardize the security of such websites if such elements are analyzed and taken advantage of maliciously. In general, the vulnerabilities of websites with menus that contain sub-domains are cookie poisoning and cross website script vulnerabilities, which can be manipulated to gain access to some personal information of registered website users. File download vulnerabilities and factor modification can be incorporated into attacks to steal web application files and database access history and change posts made by other users.

Taking the online notice board for example, after session authentication, application factor modification can be used to read, modify or delete non-public posts made by other users; file download vulnerabilities can be taken advantage of to expose application source files; or insufficient script tag restriction settings can be taken advantage of to steal other users’ session IDs to access their personal information. Because file extension verification for upload of image files on websites with inadequate security is insufficient, restricted extensions (ASPx, ASP) can be uploaded to generate certain files within the system. Such files then enable the upload of malicious programs, which are then used for remote execution of malicious commands to access databases, administrator accounts and personal information.

B. Attacks on Internal Administrative Networks

Development and management of critical information infrastructures of the administrative sector are frequently performed by a civilian business. In such a case, the critical information infrastructures may be insufficiently managed due to various reasons, such as the civilian business’ heavy workload or budget shortage. This can result in vulnerabilities in servers, networks or PCs that can be taken advantage of by a third party to execute a malicious attack. Some common internal system vulnerabilities are as follows.

Server vulnerabilities can occur due to issues in account management, system/directory security settings, registry security settings and unnecessary services. Network vulnerabilities can occur due to issues in remote access control, log storage settings, anti-DDoS settings and unnecessary services. PCs can be vulnerable to unauthorized data access due to unnecessary services and non-use of a screen saver.

By taking advantage of such vulnerabilities, even closed networks with no external connection can be infiltrated using social engineering techniques and USB worms to steal information, which is then taken away from the premises on a USB or through a third party and disclosed on the internet,
setting the network from which the information was stolen a target for attack.

Due to the nature of critical information infrastructures, system vulnerabilities must be removed by meticulously analyzing system stability and connection to other systems. Such security improvement may require substantial time and resources, so ongoing monitoring is required.

IV. PROTECTION OF CRITICAL INFORMATION INFRASTRUCTURE IN THE ADMINISTRATIVE SECTOR

For improved IT security in the operational environments of e-governments and local governments, various protective measures, such as the application of information protection processes, facility security upgrade and server/network security upgrade, can be implemented to achieve a consolidated information protection and reliability of the communications infrastructures. In particular, information protection for critical information infrastructures in the administrative sector is divided into technical, physical and managerial aspects and executed accordingly.

<table>
<thead>
<tr>
<th>Security management</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technical</strong></td>
<td></td>
</tr>
<tr>
<td>Website</td>
<td>Mock hacking</td>
</tr>
<tr>
<td>Application system</td>
<td>Server network, etc.</td>
</tr>
<tr>
<td>Security system</td>
<td>IDS, IPS</td>
</tr>
<tr>
<td>Personal user system</td>
<td>PC, etc.</td>
</tr>
<tr>
<td><strong>Internal administrative network</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Information protection assessment</strong></td>
<td></td>
</tr>
<tr>
<td>Physical aspect</td>
<td>Data room access control, power-supply control</td>
</tr>
<tr>
<td></td>
<td>o Physical access control, restricted area setting, installation of physical security facilities</td>
</tr>
<tr>
<td></td>
<td>o Designation of a physical security facility manager, inspection of backup files</td>
</tr>
<tr>
<td></td>
<td>o Power-supply control, etc.</td>
</tr>
<tr>
<td><strong>Managerial</strong></td>
<td></td>
</tr>
</tbody>
</table>

A. Technical Protection

Based on an analysis of various security breaches that can affect the stable operation of critical information infrastructures and the confidentiality, integrity and availability of information stored therein, technical vulnerabilities of the infrastructures must be identified to gain an understanding of the consequences of a security breach and form preventative measures. As such, the servers, network equipment, security systems and PCs that are part of critical information infrastructures must be analyzed and a security breach test performed to analyze the ensuing web service stability and possible scenarios of external attacks.

In order to remove the vulnerabilities identified through the analysis, short (6 months) and long-term (1 year) plans must immediately be established to continuously remove vulnerabilities. The technical measures to be taken to remove such vulnerabilities are as follows.

1) Prevention of security breaches and loss of key information through consolidation of server/network security settings

   a) Consolidated account management, including consolidated authentication management and regular account policy reviews, for prevention of database access by unauthorized parties and loss of information

   b) Consolidated access control, including consolidated remote access control and regular access control policy reviews, for prevention of access to key systems by unauthorized parties
c) Consolidated operation management, including regular security patch application on servers/PCS and real-time anti-virus updates, for prevention of security breaches

2) Consolidated infrastructure security management, including the application of upgraded information protection solution, for prevention of exposure to potential threats

a) Implementation of integrated log management solutions that manage and monitor logs generated between different devices for systematic identification and analysis of threats

b) Implementation of anti-DDoS solutions and upgrade of existing information protection solutions for minimization of vulnerabilities in networking facilities used to service the public

B. Managerial/Physical Protection

Following a technical analysis of devices used in critical information infrastructures, the overall state of information protection by an infrastructure manager is analyzed to form customized information protection measures and plan their quantitative implementation. Information protection assessment methodologies established this way are presented to Korea Internet Security Agency annually. An information protection assessment assesses 12 areas of security control, which contain 89 sub-areas of security control. The maturity of an area of security control is determined according to the outcome of an assessment of its sub-areas of security control.

TABLE II. VARIOUS LEVELS OF MATURITY OF INFORMATION PROTECTION ASSESSMENT

<table>
<thead>
<tr>
<th>Level</th>
<th>Details of assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sub-areas of security control are not being executed or are being executed without a set plan</td>
</tr>
<tr>
<td>2</td>
<td>An execution plan (procedures, schedules, budget) for some sub-areas of security control is set and documented</td>
</tr>
<tr>
<td>3</td>
<td>Sub-areas of security control are being executed according to a documented plan by the entire organization or have been executed</td>
</tr>
<tr>
<td>4</td>
<td>Assessment of sub-areas of security control continues to take place for a set period of time</td>
</tr>
<tr>
<td>5</td>
<td>Assessment of sub-areas of security control is completed and regular improvements are made according to the outcome of the assessment</td>
</tr>
</tbody>
</table>

Table III below shows the areas and sub-areas of security control assessed in an information protection assessment.

TABLE III. AREAS OF INFORMATION PROTECTION ASSESSMENT

<table>
<thead>
<tr>
<th>Area</th>
<th>Sub-area</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Information protection policies</td>
<td>1.1 Information protection policy organization</td>
</tr>
<tr>
<td>1. Risk assessment</td>
<td>2.1 Asset classification</td>
</tr>
</tbody>
</table>

V. CONCLUSION

Korea is an advanced IT society and the majority of its key social infrastructures rely on communications infrastructures. Electronic invasions as well as natural disasters can result in the destruction and breakdown of such communications infrastructures, which can ultimately lead to the destruction or breakdown of social infrastructures that rely on the communications infrastructures.

The Korean government has established the Communications Infrastructure Protection Act which stipulates the designation of the communications infrastructures recognized as requiring protection from electronic invasions as critical information infrastructures. In the administrative sector, technical, managerial and physical measures must be taken to achieve ongoing security as attacks on websites of the administrative sector or internal administrative networks can stop the provision of administrative service to the public.
The number of designated critical information infrastructures is not high in comparison to the level of key social infrastructures’ reliance on communications infrastructures. As such, an increase in designated communications infrastructures is in the best interest of the nation.

Therefore, critical information infrastructures must be continuously designated and accompanied by an efficient protection system in order to eliminate national and social vulnerabilities to acts of electronic invasion.

REFERENCES

A Synergistic System of Institutional Repository and Researcher Database

Kensuke Baba
Research and Development Division
Kyushu University Library
Fukuoka, 812-8581, Japan
Email: baba@lib.kyushu-u.ac.jp

Masao Mori
Institutional Research Office
Kyushu University
Fukuoka, 812-8581, Japan
Email: mori@ir.kyushu-u.ac.jp

Eisuke Ito
Research Institute for IT
Kyushu University
Fukuoka, 812-8581, Japan
Email: itou@cc.kyushu-u.ac.jp
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I. INTRODUCTION

The subscriptions for electronic journals occupy a large proportion of the budget of university libraries, which forces researchers to make funds for the price or restrict the number of journals to read. This is a quite unacceptable situation for academic societies. A solution of the problem is the idea of “Open Access [3][4]”, which is to open free-access information to the public. Publishing of scholarly papers on an institutional repository (IR) is one of activities based on the idea. An increase of the papers stored in IRs is expected to solve the problem of journal prices indirectly.

IR has been receiving increasing attention; actually 129 universities in Japan have their own IR (Aug. 12, 2010). However, the number of the papers in the IRs is small compared with the number of the papers actually written by the researchers in the universities. One of the obstacles to increase the number of papers is the fact that researchers are forced some efforts when they register their papers (and usually this operation is repeated when they upload the papers on their web-site, submit a list of the papers as a report to their institute, and so on!). Additionally, it is difficult to prove the effectiveness of IR, hence researchers do not think that registering papers to an IR is worth their time.

The aim of our research is to increase the number of the papers in IRs. Then, we set the following two purposes:

- To increase the number of accesses of papers on IRs,
- To reduce the efforts for registering papers.

The first purpose is to make clear an effectiveness of IRs. The number of citations to the registered papers from other papers is a measure of the effectiveness of an IR, and the number of the accesses of a paper can be considered as a rough upper-bound of the number of citations to the paper. The Ranking Web of World Repositories [11], which is provided by the Spanish Cybernetics Lab. in the Consejo Superior de Investigaciones Científicas (CSIC), takes account of the “visibility” in addition to the number of the contents. The visibility is the total number of links from external sites. The number of accesses of papers is expected to be improved by links from a reasonable list such as a database or a result of a search. As to the second purpose, the practical efforts of registration cannot be zero, therefore it seems to be effective that the information of a registration is shared and reused with other systems.

For the previous two purposes, we developed a linking system between the IR and the database of researcher activities of Kyushu University and are operating the system from Apr, 2010. For the first purpose, by the linking system, some papers in the IR are linked from a list in the researcher database, which improves the accessibility of the IR. For the second purpose, the information of the registered papers are shared between the IR and the researcher database by the linking system. In Kyushu University, any researcher has a duty to input his/her research and education results into the researcher database, therefore some efforts of a researcher can be reduced. It is not special for our university that researchers are required to register their research activity to a researcher database and an IR. For example, the National Academic Research and Collaborations Information System (NARCIS) [2] in the Netherlands has been developed in 2009 in order to run a central search engine of academic information with linking function to IR. NARCIS can be the one-stop national service by collecting all kind of lump academic information in the Netherlands. Our linking system help researchers to register their articles accurately.
in researcher database and IR.

This paper introduces the linking system we developed. First, the basic information of the IR and the researcher database are described, which makes the problems clear. Next, the two subsystems of the linking system are explained. The subsystems correspond to the previous two purposes, respectively. By the developed system the accessibility of the IR is improved and the effort of registration to the IR is reduced, which yields an increase of the papers stored in the IR. The essential idea of our system can be applied to other institutions which have their IR and researcher database.

The rest of this paper is constructed as follows. Section II describes the basic information and the problems in the IR and the researcher database in Kyushu University. Section III explains the concepts and the concrete functions of the developed system. Section IV concludes this paper and introduces our future work.

II. PROBLEMS

This section describes the basic information of QIR (Kyushu University Institutional Repository) [10] and DHJS (Academic Staff Educational and Research Activities Database in Kyushu University, “Daigaku Hyoka Joho System” in Japanese) [8], and then makes clear the problems we tackle.

A. QIR

QIR is an IR based on DSpace [9] and operated by the Kyushu University Library since Apr, 2006. The total number of the contents in QIR is 13,948 (Mar. 31, 2010), which is extremely large compared with the IRs of the other Universities in Japan. However, in the Ranking Web of World Repositories [11], QIR is ranked at the 88th position (Jul, 2010). Table I shows the number of the contents in QIR. The largest content is “Departmental Bulletin Paper” and its ratio is about 75%. Most of QIR contents are original (that is, unpublished). Therefore, links on Web are expected to be an effective factor to increase the number of accesses to contents.

Generally IR stores the full-text of a paper in addition to the metadata of the paper such as the title, the authors, the name of the proceedings, and so on. Figure 1 is a web image of QIR. The page is the profile page of a researcher and the list is the result of a search of the name in the author fields. The third column is the title of each paper and linked to the site of detailed information of the paper with the full-text. The rightmost column is the number of the accesses to each paper. In addition to the search of author, it is possible to search by general keywords in the fields of the title, the abstract, and so on.

For researchers (at least in Kyushu University), one of the obstacles to register their papers to IR is the fact that the effectiveness of the registration is not clear. Watson [7] and O’Leary [5] verified the validity of electronic journals by analyzing the relation between download history of papers and the citations in the papers. However, as to IRs in Japanese universities, no significant correlation is found as the relation [6]. The reason is considered that the number of the registered papers and the number of the accesses to the papers are not enough as samples to estimate some properties statistically.

B. DHJS

Kyushu University developed a researcher database in 2005, and “DHJS” is the abbreviated name in Japanese of the database. DHJS has various kinds of data of any researcher in Kyushu University, for example, posts, research interests, and scholarly papers. The number of the researchers in Kyushu University is 2,197 at Oct. 1, 2009. DHJS consists of the two subsystems, the data-entry system and the viewer system. The data-entry system is developed from scratch by Kyushu University. The viewer system uses a commercial high-speed engine on XML as the backend search system. The main technology of the engine was developed in Kyushu University.

The data-entry system supports researchers to register their research activities to DHJS. In Kyushu University, any researcher has to register their research interests, research activities includes the metadata of scholarly papers, and so on. The viewer system shows the research activities registered in DHJS by the data-entry system. The data is separated with respect to each researcher and the registered metadata of scholarly papers of a researcher are described as a list.

Any researcher in Kyushu University has a duty to input his/her research and education results into DHJS. Therefore, DHJS has the list of (most of) the paper titles that were produced in Kyushu University in recent years. The number of the unique paper titles in DHJS is over 70,000. However, QIR has only 13,948 contents as mentioned in the previous subsection, that is, more than 56,000 papers are not uploaded.

<table>
<thead>
<tr>
<th>Type</th>
<th>Number of Contents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal Article</td>
<td>1,142</td>
</tr>
<tr>
<td>Thesis or Dissertation</td>
<td>95</td>
</tr>
<tr>
<td>Departmental Bulletin Paper</td>
<td>10,443</td>
</tr>
<tr>
<td>Conference Paper</td>
<td>731</td>
</tr>
<tr>
<td>Presentation</td>
<td>137</td>
</tr>
<tr>
<td>Book, Chapter</td>
<td>95</td>
</tr>
<tr>
<td>Technical Report</td>
<td>395</td>
</tr>
<tr>
<td>Research Paper</td>
<td>105</td>
</tr>
<tr>
<td>Article</td>
<td>164</td>
</tr>
<tr>
<td>Preprint</td>
<td>146</td>
</tr>
<tr>
<td>Learning Material</td>
<td>32</td>
</tr>
<tr>
<td>Others</td>
<td>463</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>13,948</strong></td>
</tr>
</tbody>
</table>
Therefore, there is yet room for improvement of the number of the contents in QIR.

III. SYNERGY OF QIR AND DHJS

We developed a linking system between QIR and DHJS, and are operating the system from Apr, 2010. This section explains the concepts of the system and concrete functions of the system in the two points, that is, the connections with the data-entry system and the viewer system in DHJS.

A. Overview of System

We implemented two concepts to encourage researchers to register their papers to QIR. One is a support for registration to QIR by reducing the efforts of the input of the metadata of papers. The other is an improvement of the accessibility of the papers in QIR by linking from lists of papers in DHJS.

Figure 2 is the outline of the systems. For the former concept, researchers can register their paper to QIR by submitting the full-text instead of the metadata and the full-text. Additionally, researchers can know whether each paper is stored in QIR. As to the latter concept, users can search the full-text of a paper at the same time they search a researcher in DHJS in addition to search in QIR. This function should increase the number of the accesses to papers in QIR, which encourages researchers to register their paper.

B. Connection with Data-entry System

The linking system realizes two functions on the data-entry system. Figure 3 is a web image of the interface of the data-entry system, especially for registration of scholarly papers.

Firstly, by a link to the registration form of QIR, researchers can register their papers on the data-entry system. Additionally, when a researcher wants to register a paper, the metadata of the paper is used to fill the registration form. In Figure 3, one of the icons in the rightmost row is the link to
Figure 3. The data-entry system of DHJS connected with QIR. This example is the interface for registration of (the metadata of) scholarly papers for the user “Kensuke Baba”.

the registration form of QIR. The interface will be improved by Nov, 2010 so that users can upload a full-text of their paper directly in DHJS.

Secondly, the linking system obtains from QIR
- Whether the papers of the current user (researcher) are registered to QIR, respectively and
- The number of the registered papers of the user in QIR and describes them on the data-entry system. In Figure 3, the column named “QIR” means whether the user want to link to QIR for each paper, and the next column means whether the paper is stored in QIR ("○" if stored). The three numbers (with some Japanese words) on the table are, respectively, the number of the papers registered in DHJS, the number of the papers checked at the “QIR” column, and the number of the papers stored in QIR. This function is expected to encourage researchers to register by showing the current state of their registration.

C. Connection with Viewer System

The papers which checked on the “QIR” column at the data-entry system are linked to the full-text of the corresponding paper in QIR by icons on the viewer system. There exist two kinds of icons which distinguishes whether the paper is registered in QIR. Figure 4 is the list of the papers registered in DHJS. For each paper in the list, a dark-colored icon “fulltextQIR” is added, a light-colored icon “searchQIR” is added, or there is no icon. The first case means that there is the full-text of the paper in QIR, the second that there is no full-text (although the researcher wants to register), and the other that the researcher does not want to link. In the second case, the linking system returns the result of the search by the author name in QIR.

The numbers indexing the papers in the table in Figure 4 are the numbers in Figure 3. (The paper 3 is written in Japanese.) You can see that the situation of the “QIR” column and the next column in the data-entry system is reflected to the icons in the viewer system.

IV. Conclusion and Future Work

In this paper, the linking system between the IR and the researcher database in Kyushu University were introduced. The system provides links from the metadata of papers in the researcher database to the corresponding full-text in the IR. Additionally, the system reuses the metadata of the papers in the researcher database for registrations to the IR. By the previous functions, the linking system is expected to enhance the registration of papers to the IR. The concepts of the developed system were explained generally, which leads the idea of the system to be applicable to other academic institutions.

It is our future work to analyze the number of accesses to the papers in the IR. We already analyzed the access log of the IR from Apr, 2009 to Mar, 2010 [1], and are taking the access log from Apr, 2010. Also we are going to verify
an effectiveness of the developed system by analyzing the number of the registrations and the ratio of the registrations by the system. Additionally, we are planning to develop an “embargo” system in the IR, that is, a system to manage the exhibition of the papers on the basis of the copyrights and the policies of publishers. The embargo system can make more efficient the operations for registrations to IRs.
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Abstract—Unified vision of Helsinki Metropolitan Area Council (YTV) aims systematically develop ITS services and associated networking technologies to follow the very latest global ITS trends. In this study, Intelligent Transport Systems (ITS) telecommunication technology, service and economical scenarios for YTV area are inspected up to 2014. Our goal set by YTV is to research and validate YTV suggested ITS services and to investigate viable telecommunication networking alternatives in an evolution timeline. At the moment, most ITS services of YTV do not require broadband connection or real-time operation, as traffic light priority and RFID-based ticking. On the other hand, there are timely broadband networking needs as supplying Internet connection to passengers. Generally, ITS service data rates are increasing and real-time operation is getting important as indicated by efforts of car manufactures to develop WLAN solutions. Also, integrated real-time ITS operation and management systems require high data rates. Generally, Quality of Service (QoS) requirements of ITS services form a base in our evaluation. Our results, compressed to technology-service scenarios, indicate that YTV has the following paths for successful ITS development: (1) They can buy the networking services/technologies from a telecommunication operator, (2) They can build own network or (3) They can realize a hybrid solution. Our results in telecommunication networking alternatives are compressed into investment sensitivity estimations that can be used to support decision making.

Keywords – Intelligent Transport System, Networking services, Networking technologies, Investment estimation, Networking Scenarios

I. OVERVIEW

In this study, ITS telecommunication scenarios for Helsinki Municipality area are inspected up to 2014. Our study analyzes various networking technology scenarios intended to support existing and planned ITS services for busses and trams. Also, we comment relating business aspects and competition environment.

Generally, QoS requirements of user services form a base in this evaluation. Typical technical QoS parameters include data rate, delay, error rate, packet loss and coverage. Service associated performance qualifiers come from pricing models, purchasing, operation and maintenance as well as service arrangements and user interface design and operation.

Currently, city of Helsinki applies Radio Frequency Identification (RFID) – based ticketing solution, traffic light priority switching for some of the most important crossing and the city has tested broadband communications in busses using Flash-OFDM technology [1]. Internet, mobile phone and real-time displays at busses, trams and commuter train stops, terminals and other central locations facilitate convenient travelling and assist in travelling planning. Tickets can be paid also by travel cards or purchased even by mobile phones. Unified vision of YTV is to systematically develop ITS services and associated networking technologies to follow the very latest global ITS trends.

At the moment, most of the ITS services do not require broadband connection or real-time operation with few exceptions as supplying Internet connection directly to passengers that is also part of the ITS development strategy of Finland [2]. However, the services will inevitably develop further and respective capacity and delay requirements will stringent with services such as passenger internet and video surveillance (Table I); [3]. YTV’s vision is that networking solutions should have open interfaces whenever possible for scalability and device manufacturer independence. Also, they should be modular and cost effective thus enabling easy system development.

Our results to be discussed further in this paper indicate that based on inspected networking technology alternatives and respective evolution pathways, YTV has in principle three strategies for ITS development: (1) YTV can buy the networking services/technologies from a telecommunication operator, (2) build own network or (3) to realize a hybrid solution. The paper is organized as follows. In section I the overview of the study was introduced. Section II presents the backgrounds of the search in more detail. Section III discusses about the service development in the study environment. Section IV introduces available networking development scenarios for YTV. Section V presents the cost analysis of chosen scenarios. Finally, Section VI concludes the paper.

II. BACKGROUND

ITS services set technical, geographical and economical requirements for networking technology as illustrated in
Figure 1. We have divided ITS services into real-time/buffered and basic/supplementary service in order to support flexible and modular networking technology development in the time span of the system evaluation up to 2014. Division to real-time/buffered services is linked to telecommunication networking QoS parameters. This means that the networking technology must satisfy technical service requirements. Division to basic/supplementary services is linked to economical constrains and flexible system realization. We assume that the basic services following definitions of Table I, carry a greater degree of importance in economical sense than the supplementary services. Also, the supplementary services can be realized without a joint telecommunication networking solution though their common management (requiring transmission of a larger amount of data) can also bring up some significant benefits. For example, remotely controlled uploading of advertisements could allow them to be updated several times per day if required, and on-time realized system diagnostics and software updates could increase system operation/maintenance efficiency.

Geographical quality requirements affect especially overall system costs constrained to service quality. For instance, it is not necessarily required for the networking solutions to cover geographical areas that the busses do not run. However, if this is realized, passengers can be offered end-to-end telecommunication services leading to a greater degree on service engagement and potentially to some novel, more usable and/or profitable services. This can be realized especially by using heterogeneous networking concepts linking ITS networking structures to the existing networks, as GSM/UMTS, Wi-Fi or femtocells. The role of networking alternatives of Figure 1 is elementary because they form the bases to inspect the respective ITS service solutions for YTV. In summary, in Networking we research applicable technologies and interfaces. This inspects partly overlapping solutions. For instance, WiMAX and 802.11 mesh- networks can support about the same technical service quality though their costs and technological maturity/coverage differs. In Finland, WiMAX is operated in licensed bands and these bands are interference and congestion free. In Economics we strive to inspect network costs and suggest realization alternatives. In Service requirements we introduce classification of ITS services suitable to YTV, discuss the respective service requirements set to the telecommunication infra, and inspect future development.

III. SERVICE DEVELOPMENT

The project of YTV [14, 15] that we refer in this study, strives to develop cost efficient and user-friendly ITS for the expanding Helsinki Metropolitan commuting area (note that YTV has changed its name in 2010 to HSL [16]). The system includes payment of fares, real time passenger information and online data communication from and to the vehicles (Table 1). The system enables to collect fares from passengers based on agreed tariffs. The first stage of the project is realization of updated RFID-ticketing system in 2009-2011 that is already now practically completed. The system is planned to serve over its 15-year life cycle cost-effectively and YTV expects it to be designed such that it can be easily updated to follow technology and customer needs [4; 5].

Table 1 summarizes service QoS requirements based on device manufacturer’s data sheets and estimated service statistics. Service profiles are constrained to the assumed, required service quality. For instance, data storage requirement for video surveillance depends on video quality and channel delay. Top priority services, as listed by YTV, are as follows:

<table>
<thead>
<tr>
<th>Services</th>
<th>Real-time Services</th>
<th>Buffered Services</th>
<th>Quality requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic</td>
<td>•Emergency Fault</td>
<td>•Interruption</td>
<td>Technical (QoS)</td>
</tr>
<tr>
<td></td>
<td>notifications</td>
<td>of  trunking</td>
<td>•Data rate</td>
</tr>
<tr>
<td></td>
<td>•On-board ticketing</td>
<td>system</td>
<td>•Amount of data</td>
</tr>
<tr>
<td></td>
<td>•Conductor communication</td>
<td>•Terminal relay</td>
<td>•Latency</td>
</tr>
<tr>
<td></td>
<td>•Traffic light priority</td>
<td>•Routing information</td>
<td>•Latency</td>
</tr>
<tr>
<td></td>
<td>•GPS</td>
<td>•Tracking of real-time GPS</td>
<td>•Horizon ratio</td>
</tr>
<tr>
<td></td>
<td>•Passenger information</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supplementary</td>
<td>•Remote control</td>
<td>•Uploading of</td>
<td>Geographical</td>
</tr>
<tr>
<td></td>
<td>•Vehicle</td>
<td>enhancements</td>
<td>•Coverage</td>
</tr>
<tr>
<td></td>
<td>•Vehicle management</td>
<td>•Software updates</td>
<td></td>
</tr>
<tr>
<td></td>
<td>•Video surveillance</td>
<td></td>
<td>•Service</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>availability</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Economical</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>•Image costs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>•Grounding costs</td>
</tr>
</tbody>
</table>
Ticketing system is intended for selling tickets and for ticketing system follow-ups. It enables paying fares by travel card, in cash or by mobile phones.

Traveller information system produces location, route, and bus stop information for passengers. In addition, this information is applied for reporting and for route analysis (congestion follow-ups and real-time timetable updates).

Traffic light priority targets to make crossings faster for public transportation in rush hours.

System upgrades should be modular to follow technology / service development. Also, open interfaces to other fare, ticketing and information systems are required. System components are tracked in the duration of the project for applicable updates from device manufacturers and outsourced service providers. Open interfaces are therefore important.

<table>
<thead>
<tr>
<th>Service</th>
<th>Basic</th>
<th>Supp.</th>
<th>Real-time</th>
<th>Buff.</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emergency / Fault notifications</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>few kbit/s</td>
</tr>
<tr>
<td>On-board ticketing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>slow, real-time traffic</td>
</tr>
<tr>
<td>Passenger information</td>
<td></td>
<td></td>
<td>100 kb/s</td>
<td></td>
<td>/ vehicle</td>
</tr>
<tr>
<td>Conductor (in a train)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>GSM/UMTS, slow, real-time traffic</td>
</tr>
<tr>
<td>Traffic light priorities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>slow, real-time traffic</td>
</tr>
<tr>
<td>Passenger Internet</td>
<td></td>
<td></td>
<td>1 Mb/s</td>
<td></td>
<td>/ vehicle</td>
</tr>
<tr>
<td>GPS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>downlink GPS, uplink slow, real-time traffic</td>
</tr>
<tr>
<td>Equipment diagnostics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>slow, real-time traffic</td>
</tr>
<tr>
<td>Remote control</td>
<td></td>
<td></td>
<td>10-100 kb</td>
<td></td>
<td>/ vehicle</td>
</tr>
<tr>
<td>Fleet management</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>downlink GPS, uplink slow, real-time traffic</td>
</tr>
<tr>
<td>Ticket control</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>slow, real-time traffic</td>
</tr>
<tr>
<td>Forecasts</td>
<td></td>
<td></td>
<td>below 100</td>
<td></td>
<td>kb / vehicle / 24h</td>
</tr>
<tr>
<td>Ticketing records</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>app. 1Mb / vehicle / 24h</td>
</tr>
<tr>
<td>Parameters</td>
<td></td>
<td></td>
<td>below 100</td>
<td></td>
<td>kb / vehicle / 24h</td>
</tr>
<tr>
<td>Route information</td>
<td></td>
<td></td>
<td>few Mb</td>
<td></td>
<td>/ vehicle / 24h</td>
</tr>
<tr>
<td>Realized location information</td>
<td></td>
<td></td>
<td>below 100</td>
<td></td>
<td>kb / vehicle / 24h</td>
</tr>
<tr>
<td>Advertisement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>few</td>
</tr>
</tbody>
</table>

Table I: Overview of QoS requirements for the expected ITS services in the framework of this study.

IV. Networking development scenarios for YTV

Let us now consider various networking alternatives by following Figure 2. The thick lines represent main evolution pathways and the dashed lines supplementary pathways that relate to networking technologies that can be used in some special circumstances as for instance to support geographic high telecommunication traffic density areas. Universal Mobile Access (UMA) of 3GPP refers to development of seamless handover in multimode 2G+/3G/Wi-Fi handsets. The femtocell technology can increase short range (up to 50 meters) 3G coverage and provide new operator based service and pricing models. Digital Video Broadcasting (DVB) technologies (terrestrial (T) and handheld (H)) support video reception especially for special receivers. For further information regarding these scenarios, see [6], where they are explained and argued in more detail.

Evaluation of network technologies and service environment leads us to inspect two alternative implementation scenarios. The first scenario relays on traditional subscriber-operator business model, where YTV as a transport operator orders all telecommunication services from a mobile network operator. Our second model suggests building of own network. Both options can be supported by Wi-Fi and Flash-OFDM technology.

A. Being a subscriber in operator’s network

Currently a technically simple solution is to acquire telecommunication services from mobile network operators.
Their network coverage for 2G is country-wide, subscriptions are cheap and there is a wide variety of terminals available. 3G network capacity and performance seems to improve rapidly and recent HSPA upgrades increase download rates up to 3.6 and 5 Mbps. Also, femtocell solutions can enable new interesting business models for both YTV and public transportation operators [7].

YTV presents a big customer for operators with approximately 1700 vehicles. Number of subscriptions is not, however, so large that YTV could necessarily control development of operator’s networks to a desired direction. Anyhow, the current technology level should be adequate enough to start implementing the planned real-time services by the operator based model.

Hardware investments should be quite straightforward until 2014. To start with, HSPA-compatible 3G modems could be purchased and later upgraded to LTE-compatible modems. In this scenario, we estimate that operators would start to use LTE widely at latest in 2014, and thus also the migration to LTE-compatible modems would happen at this time. This is in-line with a rule-of-thumb that typical life span for a telecommunication devices, such as core network switches, is about 5-8 years. (We do note that life span for some telecommunication devices such as mobile phones and other related consumer electronics can be substantially shorter.) We assume that in 2014 LTE technology should be well-established.

WLANs and femtocells can be used together with mobile networks. This is due to the fact that operation of mobile phone networks as such may not be cost-effective or convenient for large data transfers such as video surveillance data. WLAN access points can be used in smaller areas such as depots to enable buffered data transfers and relating WLAN based services. Costs for building the WLAN coverage to these small areas should also be relatively modest. Co-operation in femtocells with telecommunication operators can open up new business models [8]. Flash-OFDM networking could be used in parallel with the mobile phone subscriptions for reliability. Mobile subscriptions and terminals can be purchased from multiple operators that should compensate operator dependency. Data streams from different subscriptions could also be combined by multi-homing to enhance networking performance and reliability.

In overall, subscribing services from mobile operators should be easy and reliable. Current service fees are also very reasonable in Finland due to healthy competition environment and there is no reason to expect them to rise significantly. However, YTV should get itself operator based guarantees of the planned QoS before making the final investment decision. This is important due to the development of overall networking loading that is affected by other network users too. An important feature of the operator based model is that the network would be basically owned by the operator potentially excluding the WLAN hot spots. This restricts the way how major part of the network would be developed from YTV point of view.

B. Building own network

Operating area of YTV reaches 12 municipalities (in traffic and waste services) in Helsinki capital area which all could utilize the same network. If an own network would be build, it could support a wide variety of municipal services, also other actors than just YTV. This strengthens financial bases of this scenario.

A base of large capacity wireless network is a fast and reliable fibre core network. In YTV case we have estimated that the fibre network would consists of 1000 route kilometres, 500 node points, and 12 000 device ports costing 28 k€ / month (fibre) + 12,5 k€ / month (active devices) + 22,5 k€ / month (network) maintenance, yielding 63 k€ / month or 756 k€ / year. In this estimation we assume the devices would be placed in existing server rooms and power consumption would not be a significant cost factor in the overall budget. Prices are based on the manufacturers’ data. In the network, own fibres and/or Ethernet-layer virtual networks (VLANS) could be separated for served parties without trading their QoS requirements. If the own network would be build and marketed wisely, YTV could charge other users as referred earlier (cities, hospital districts, fire and rescue services, operators etc.) so that YTV’s own service cost could be subsidizes. If compared to annual costs municipalities need to pay for operators, the 756 k€ annual cost feels a relatively small amount.

Implementing own network would require building a wireless access network between the vehicles and the core fibre network. The access network could be implemented by various technologies: YTV could build cheap Wi-Fi coverage by placing access points especially well at those places where capacity demand is high. Wi-Fi is now and probably also at least until year 2014 the most cost-efficient ITS related hot-spot wireless technology.

In the city of Helsinki, there are 450 traffic light controlled crossroads and 3000 bus or tram stops. This makes in total 3500 areas where access points should be placed. Some 7000 WLAN access points would give fairly adequate coverage to bus traffic roads in Helsinki. The forthcoming 802.11p technology supports especially well ITS needs and will spread along Wi-Fi. On the other hand, WiMAX technology can be used to provide larger area coverage for sparsely populated areas and to supply Wi-Fi access points by fixed wireless access (RF-links). By using YTV’s fibre core network telecommunication operators could setup high-speed wireless coverage areas to support other network technologies too. For example, Flash-OFDM and 3G-LTE networks could thus be extended. Relating cost saving would benefit both the network operators and YTV.

Own network can be developed more independently and starting from own needs. Established fibre core network can be expected to have lifespan extending up to 2014 and even...
later. After the payback period, the network would be totally owned and controlled by YTV. In this point, the most significant network expenditures would be up keeping and maintenance fees. Own network could be easily tailored to serve specific service areas and needs. Cooperation with telecom operators would be mutually scaled as own network and services develop.

V. COSTS ANALYSIS FOR THE NETWORKING OPTIONS

To be able to compare the two networking options in terms of telecommunication network investment costs and especially investment sensitivities, we now discuss cost structures.

Being a subscriber in operator’s network is more straightforward to analyze, because operators list publicly subscription fees. We can even expect that some volume discounts could be negotiated by YTV.

Option of building own network carries more insecurities. Especially, estimation of route kilometres, the number of required Wi-Fi access points and costs required for cable digging carries insecurities. In rural areas, building a fibre network would cost some 5-6 €/meter including work and the cable [9]. Expenses can be divided approximately fifty-fifty to work and the cable. In city areas cable digging is significantly more expensive especially due to opening and restoring asphalt and revetments. Also, existing cables and pipelines make work demanding and difficult. Thus an opportunistic network building utilizing existing cables, tunnels, and other infrastructure should be applied always when possible. Let us estimate, based on comparable projects as referred in [10], that setup expenses would be 5 million Euros for the fibre network covering the assumed 1000 route kilometres. Thus, for the network, it would cost 5000 €/km to dig the cable. (This relatively low level cost estimate is based on using existing underground cable pits and channels. Without them the cost would be substantially higher, eg in the order of $40/ meter [11].) If the investment would be funded with a 5 M€ bank loan, the total expenses for 7 years annuity loan with 4.5% interest rate would be 5,8 M€ with a 25 years payback period yielding 8,3 M€.

(Expenditures for the active devices were listed in the previous chapter.) Also in the case of own network, wireless access network is required to connect the vehicles. YTV estimates that at least 7000 access points are needed to provide adequate coverage.

If the price for an access point, antenna and outdoor-box would be 200€, the resulting cost would be 7000 x 200 € = 1,4 M€. Network maintenance and operation could be outsourced as with the fibre network. However, in this case the price per access point should be much lower, e.g., 5 €/access point making 7000 x 5 € = 35 000 € in total per month.

Wi-Fi is not the only technology which can be utilized to build the access network, and e.g., WiMAX could be an alluring option in the future. Currently, however, due to equipment prices, frequency allocation issues, and terminal availability, Wi-Fi might still be the most viable option.

Own wireless access network can also be supported by 3G subscription. For example, one 3G subscription in each vehicle would increase service reliability especially at the beginning when wireless coverage is not optimized and there is no longer term experience how it works. Costs of various wireless networking options are listed in Table 2.

<table>
<thead>
<tr>
<th>Access technology</th>
<th>Monthly Fee</th>
<th>Terminal Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPRS / 3G</td>
<td>10€</td>
<td>100€</td>
</tr>
<tr>
<td>Wi-Fi Access Point</td>
<td>5€</td>
<td>200€</td>
</tr>
<tr>
<td>Wi-Fi Terminal</td>
<td>0€</td>
<td>50€</td>
</tr>
<tr>
<td>FLASH-OFDM</td>
<td>40€</td>
<td>200€</td>
</tr>
<tr>
<td>In-Vehicle Equipment</td>
<td>0€</td>
<td>4000€</td>
</tr>
</tbody>
</table>

Total costs for fixed and wireless networking are shown in Figures 3 and 4. Calculations are done for 7 year bank loan and the monthly costs are shown on y-axis. Calculation parameter sensitivities are shown on the x-axis. The parameter change refers to a price change of a single acquisition unit. For example, in the case of the fibre, an increase of 10% could mean either an increase in the digging costs or fibre price so that it results 10% increase in the total fibre costs. The price of the fibre itself is, however, a relatively small factor in the overall costs (and also easier to predict), and it would therefore be useful to estimate especially the digging costs. However, this requires precise understanding of the current installation infrastructure in the YTV area such as access to a municipal tunnelling, piping, and electricity maps and plans. At the time of this study, the actual implementation alternatives were not yet available that results great cost sensitivities in this respect.

In Figure 3, sensitivity analysis indicates that the costs of fibre network are somewhat critical. Costs of other components are easier to estimate due to existing market information. If the fibre network would be paid in the first 7 years, it is “free” to use as long it has enough capacity to serve the users. We may estimate that the capacity of a metropolitan wide, high speed fibre core network would be enough even for the next 30 years demand [12].
vehicle equipment price uncertainty could be reduced substantially with a detailed implementation plan and by carrying out more detailed studies. By introducing new revenue components into the case of building own network, the cost structure could be improved and make the business case more solid. Especially, use of femtocells to supply common services for operators and YTV should be further investigated. In summary, a separate service mapping and related investment analysis is recommended for rigorous project risk management.

VI. CONCLUSIONS

We have inspected telecommunication networking, services and economics for YTV ITS solutions. In summary, we started by listing the required and optional buffered and real-time ITS services. When telecommunication networking gets faster, need for buffered services will reduce. Core networking can be basically based on buying 3G/LTE service from telecommunication operators or to build own optical network. 3G/LTE can naturally support access networking too. If the optical network solution would be selected it carries significant initial costs and greatest investment sensitivities relate to fibre network setup costs. In this scenario, YTV could even rent extra optical network capacity to telecommunication operators. The second option, buying capacity from a telecommunication operator, would carry costs more in OPEX. Common services should be decided and negotiated with the network operator. Core networking solutions should be supplemented by Wi-Fi base stations. Usage of femtocells could support new business models with the network operators. ITS solutions require investments also to vehicles where Wi-Fi equipment (routers) and installation costs are important. If prices of Wi-Fi equipment develop positively, as it seems now, all applications of Wi-Fi technology will come more favourable. Installation costs will reduce due to vehicle manufacturers incorporating telecommunication infra to new vehicles.

In summary, cost structure and sensitivity analysis should always be used to support ITS investment decision making and to find appropriate pricing models for services. Application of ITS in any city area faces similar problem framework as we have discussed in this paper and therefore scenarios of YTV should also be applicable in a more general level. We have provided examples of various aspects that should be considered when establishing city-wide ITS networking solutions. If establishment of own optical core network is seriously considered even in some extent by YTV, investment economics can be improved if part of the network capacity is rented to third parties, as telecom operators, companies or officials in the YTV area of municipalities. Generally, cooperation with telecommunication operators can be useful. For instance, there are services that interest both YTV and network operators as femtocell technology. Therefore, searching and

In Figure 4, we note that Flash-OFDM subscriptions are quite expensive. On the other hand, they can support high overall QoS provided that the number of subscribers remains in system limits set by the applied 450 MHz bandwidth in Finland. In-vehicle equipment for 1700 vehicles including on-board servers, Wi-Fi terminals and connections to peripherals are the most sensitive for price fluctuations. For example, if the price of in-vehicle equipment increases by 20%, it becomes more expensive than the Flash-OFDM offered by current price. In-vehicle equipment CAPEX depends on device and installation costs (including network installations) that depend on vehicle type, contractor etc. Based on earlier studies, the installation environment can vary greatly in vehicles and carriages [13]. Building and maintaining the Wi-Fi network of 7000 access points seems currently reasonable priced. However, some cost margin can be obtained using mobile subscriptions as a backup to start with.

Sensitivity analysis indicates that there are certain cost parameters, where price fluctuations result major changes in overall costs. In the case of building own network, the fibre price has a significant role in the total costs. Especially the in-vehicle equipment costs and the Flash-OFDM subscriptions contain significant uncertainties. Fibre and in-
supporting common services should be used to support mutually beneficial business solutions.
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Abstract—In this paper, we discuss management manner for streaming services provided on complex network environment, and propose streaming management platform for realizing Streaming Cloud Services, which doesn't depend peer environments. These streaming service-based applications would be expected to diffuse more greatly as the next generational services, and have been used for security surveillance, vehicle-to-vehicle communication, and route guidance service. Therefore, it is required to achieve our proposal platform that overcome several difficulties of streaming systems, network environment, and functions for stable services continuously by distributed computing technology. We focus on the generating of the streaming session instead of each peers allocated environment, and the issues for continuous the service such unstable environment. The experimental results showing the streaming service with best effort using several hundred sessions are described in this paper.
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I. INTRODUCTION

Demands of streaming services collaborated by distributed camera and devices allocating in ubiquitous services have been increased as for the applications such as security surveillance, vehicle-to-vehicle communication, and route guidance service [1]. Streaming data generated from cameras and devices are also used to improve service accuracy and robustness, and attachment devices are also utilized as for service accuracy such as a GPS (Global Positioning System) and acceleration sensor.

But the condition (status) of network changes dynamically on overlay networks and streaming data, although it is expected to use them whenever. And it is not ensured the quality and conditions of network to use specific streaming applications as the codec and control by the each application because the environment of peers would be complicated by location of connections. Therefore, we discuss the manner, which realizes streaming communications in these complicated environments, and propose the streaming management platform adapted several streaming and network environments using P2P (Peer-to-Peer) overlay networks [4]. The P2P overlay networks is to construct logical space based on peers, and allocate services by each peers on that space [5]. These are provided on the overlay network are divided into two types by their characteristics, synchronous and asynchronous type services. In the synchronous type services, the streaming service, which means the interaction service by sharing same time, such as the Skype [6], is very used for communications. Face tracking and recognition systems have been developed to use CV (Computer Vision) technologies with real time video streams. The asynchronous service is added based on the file synchronous one. However, the communication band for real time sharing should be required between distributed peers. In addition, the peer fluctuates in the overlay networks because of the move of a user from the network, and its network and system environments. Therefore, our goal is that a user does not need to use a specific application, and can use services except the knowledge of the network.

Java Spaces [7] has been proposed for the framework of distributed components. It manages connections and allocations; the unstable network environment such as large distribution of component is not provided in this framework. In Open Call Media Platform [8] proposed by HP Inc., it is possible to make sessions among nodes utilizing different streaming service. A static server is set as for codec transformation service in the border of closed streaming network. In this case, some problems should be solved to accept several codec and stream control methods, and scalability for the fixed a server caused by the concentration of traffic. This proposal model only solves managed and planed services like telephone networks.

In our considerations, streaming service can be used among distributed peers on overlay networks, and named it streaming cloud service. It enables to generate streaming sessions in best-effort network route on that time.

In the following part of this paper, we propose streaming platforms including adaption manner on the route of session, one is the CODECs of streaming data and another is streaming control are adapted to peer environment. At the same time, our proposal provides priority control of streams by applying the session condition for unstable environment. As the result, it is available to make best-effort route for
streaming services, and evaluate that functions and service scalability as for streaming platforms.

This paper is written as follows. The modeling of the proposed streaming platform in the Section II, and the proposal and implementation method are written in the Section III. The evaluations are described in the Section IV. Finally, the paper is concluded in the Section V.

II. FUNCTIONS OF STREAMING PLATFORM

In this section, we clarify the definitions and assumptions of service environments in this paper.

A. Service Environments

Streaming services in this paper are defined as follows: streaming services provide following functions either or both, generating the sessions and sending streaming data. Currently, the streaming services have own stream control methods and use of codec in the stream data described above. Therefore, controlling streams for starting communication among distributed objects, each system need to use same control methods and same data CODEC for service inspective each peer environments. Since peers provide most of the streaming services on the overlay networks, these services have the possibility to causes instability and loss of the services.

B. Functions

Some functions are needed in the network between different peers, as follows.

1) Detection of Services

Peers in overlay networks by normal users, and the time pass must change its number of services, status, and performance dynamically. The information of these peers is notified to other peers in the process of joining and separation to the overlay network.

2) Retrieval of Services

The retrieval service would be important functions, and used in overlay networks by query indicating network ID from detected service, and service type of peers. However, the reliability of overlay network is not so high caused by each peer without servers. Therefore, all information shared among peer is updated periodically, and normal peers without fixed peer provide all services.

3) Allocation of Components in Streaming Session

The components and allocation of route on streaming session is decided by the function on platform when the peer generates streaming communications. The “trans-code” (Trans-code means transferring function of CODECs such as from Mpeg 2 to DV) service is selected suitably from overlay network to transfer data codec, and it is allocated on session between peers.

Relay peer that relays all communications on overlay networks is allocated for through NAT, and firewalls on the session between peers because of user’s environments. A CODEC is transferred to another through trans-code service, and it transfers the data continuously while the session existing. Functions for controlling the streams are independent from CODEC transferring, and defined “basic control interface” such as “request” and “stop” common methods. Therefore, it happens asynchronously in streaming session. The orders of controlling method make status changing. Relay peer also provide to adapt environment for transport protocol.

C. Stable Session Provision

Created session has issues of buffer overflow and the debasement of its quality. The size of buffer and the quality are adjusted to recover one.

III. PLATFORM FOR IMPLEMENTATIONS

In this section, we propose streaming platform that include efficient functions demanded previous sections. This proposal platform is allocated as for middleware between user and each streaming application shown in Figure 1. The role and provided functions of each layer shown in Figure 1 is as follows.

A. Pipe Management Layer

This layer manages all communications and connections to other platforms implemented other peers. In these communications, there are not only but collaborative data, all communication data included management data of overlay network, query for retrieval service, administration information of shared information and so on utilize this layer.

This layer only manages all communications, therefore, peer and service information notified to overlay network are controlled in upper layers such as retrieval service, service selection and so on. The update of peer information is distributed and managed periodically, and statistic information is also performed derived from peer by the demands. In the retrieval service, the query for retrievals and its result are sent and received in the layer by the demands. In the streaming services, its data are treated between platforms as shown in Figure 2. Each session is identified as an added pipe with 16 bit ID, and is managed by a table based on the ID.

1) Session Environment Support

The transport protocols (UDP, TCP, Http over TCP) [9] which each streaming service adapt in peer environment are chosen and use to create streaming session for best effort, while user generate the session by streams. The transport protocols are corresponding to each peer environment based on received peer and service information, and transport protocols are decided by demand from the result of analysis in upper layer.

2) Stable Streaming Service

The sending and receiving data in each session is kept continuously while the session exists. It needs to handle plural streams depending on the service condition at the same time. Some peers are assumed to provide trans-code services that are able to transform CODECs, and to generate new sessions. Each session is controlled to keep service quality, and it is available to stably treat plural sessions. The peer separation can be notified as the problem occurs because RTP and RTCP [10] are utilized between streaming platforms.
B. Peer Management Layer

This layer manages taken peer information, service information, and management information for generating session.

1) Distributed Information Management

Peer and service information notified and shared to overlay to network are written as following elements. A 128-bit ID (IDentity) is used for identification of each peer, and the ID and unique name are for user one. Peer and service information are identified with this ID and name in the upper layer of platform.

2) Service Retrieval

Our proposal platform provides function of retrieval service for peer and service information notified to overlay networks. Writing detail, the information for codec of streaming data and stream control protocol in each streaming service, peer ID and so on is used as query for retrievals by the platforms. In this function, the retrieval manner is used our proposal distributed information retrieval manner [5], which realizes almost same availability comparing current information retrieval services like google among distributed peers without any servers. Therefore, all users can retrieve information same as current normal services on overlay networks.

3) Adaptation for Streaming Control Environment

Transition of service status can be controlled by each stream control method such as session generation and disappearing, start and stop of stream sending and receiving. It is required to control stream that does not depend on the environments of session environment. Therefore, this layer adapts and absorbs various streaming control methods. We define common stream control method based on the conceptualistic transition of service status because specific stream control method would not unify any services in the near feature. The control command and a list of its order are shared in the control method. As for example, this control method corresponds to RTSP [11], SIP [12], and DVTS [13] in present implementation in TABLE 1.

Some system except a stream control function exists. The system can be control from outside, and some scripts are prepared to solve this problem.

<table>
<thead>
<tr>
<th>Common Interface</th>
<th>RTSP</th>
<th>SIP</th>
<th>DVTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Init</td>
<td>SETUP</td>
<td>BYE</td>
<td>etup.sh</td>
</tr>
<tr>
<td>Play-Snd</td>
<td>PLAY</td>
<td>INVITE</td>
<td>dvsnd</td>
</tr>
<tr>
<td>Play-Rec</td>
<td>Rev</td>
<td>INVITE</td>
<td>dvrcv</td>
</tr>
<tr>
<td>Stop</td>
<td>TEARDOWN</td>
<td>BYE</td>
<td>stop.sh</td>
</tr>
</tbody>
</table>

4) Collaboration with Applications

A streaming application is connected to the platform, and it can be controlled with the stream control method written in TABLE 1. Common Interface is defined Common Stream Control Method as for utilizing streaming services seamlessly, and implemented by Web Service Description Language (WSDL) shown in Figure 3. The defined method by mapping enables to change status for services.
C. Service Management Layer

The services allocated in session are chosen from all peers who have same functions by peer selection manner, and the construction of the session is determined and generated by chosen members.

1) Generating the Session

In the case that peer environments are different for generation of session, codec transferring should be performed in the session, and allocates trans-code service for transferring stream data. The service for transferring is determined by the total load and codec demand on that service. We could assume that there are many services existing on overlay network, and a peer that creates session can provide codec transferring. The service is located on the session between constructor peers, and starts the transferring. If relay of peers is required in the network environment, peers who compose sessions are tandem located, and they have some effects to the service processing, quality of streaming service of peer.

2) Selection of Peer and Service

Selection of service, which chooses services provided, peers by their condition of status as best effort, and these chosen peers compose streaming session. The authors have proposed the adaptive coordinator election (ACE) platform [14] to select peer as best effort on overlay network.

First, the candidate service for session are chosen by their conditions, transferring data codec and transport protocol, and taken by retrieval service written in section B. Where, the algorithm is used in the Java Bench [15] for derivation of peer processing. After this process, the selections of services are executed and chosen the service that composes the session by our proposed algorithm based on derivation result. After all, each user could create a streaming session by best efforts. The result of selection is listed, and shared this information as for back up of streaming session. However, status of listed peer would be change by time pass, and execute selection again. Therefore, the list of peer that the order is from creation can be updated to reconstruct session for best effort. The period of update makes load big in the network and the platform, and that is ten minutes in our system.

D. Service Management Interface Layer

This layer provides interface for GUI and control to a user, and the streaming application has the function of API and proxy in the platform.

1) API and Proxy Function

TABLE 2 shows an example of API (Application Programmable Interface) for streaming service developer and upper streaming services as functions of streaming platform. Each API can execute each function mentioned above. In the following, APIs are sample that adapt to basic functions for streaming sessions and managements. The proposed platform is allocated and affected as local proximal node for existing streaming services and applications, not only for news streaming service. Therefore, it effectively uses the existing resources. Therefore, it makes to use existing resources effectively.

<table>
<thead>
<tr>
<th>Module</th>
<th>Method (Object type)</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSC</td>
<td>notify (Network ID)</td>
<td>Notifying join and separation</td>
</tr>
<tr>
<td>BSC</td>
<td>set, get (Peer ID)</td>
<td>peer information management</td>
</tr>
<tr>
<td>SRV</td>
<td>retrieval (Query)</td>
<td>retrieval the query</td>
</tr>
<tr>
<td>ARV</td>
<td>selection (Peer Array)</td>
<td>peer selection</td>
</tr>
<tr>
<td>CTL</td>
<td>sndCtrl (Cmd)</td>
<td>control request</td>
</tr>
<tr>
<td>CTL</td>
<td>getStatus (Peer Array)</td>
<td>session peer information</td>
</tr>
</tbody>
</table>

Figure 4 shows GUI provided for users. Each user can detect peers and provided services on the overlay network. User can control, and generate streaming session.

E. Transcode Service

Trans-code service is one of functions provided by a proposal platform and a peer. These are allocated on the streaming session by the demands on peer environment that means data codec of stream and connecting network environment. It performs as a process, and the codec of streams would be transferred adaptively, while transferring streaming data on session.

In the current implementation, each peer allocates this function as a service. When the peer generates the streaming session, most suitable trans-code service are chosen adaptively from all same services provided overlay network by above mentioned manner.
IV. EVALUATION

In this section, our proposal platforms are evaluated adaptation functions for each environment by the simulation and implementations.

A. Service Scalability

In this section, a service on overlay network by simulation is evaluated, and adaptability is also done with an implemented platform. The environment of simulation is Pentium 4 2.8 [GHz], RAM 2.048M [Bytes], Linux 2.4.28, and Java J2SE 1.5, and constructs streaming environments assumed distribution of several services on the same overlay network. Each peer in overlay networks composed overlay networks, and generates streaming session among these peers under their environment.

The "Network Link" in Figure 5 means link of the Internet connection, and the ratio of network link in each peer changes dynamically by the traffic under Poisson distribution ($\lambda=1$). In this time, the loss of data as the throughput of transit ranges in $0 \leq \text{Link} \leq 30$ [%]. The trans-cord services which transfer the CODEC of streaming data, are set in the point A or B, and execute the service for the sessions of peers.

The result of simulation is shown in Figure 6. The x axis shows the number of streaming sessions among peers on the overlay network, and the y axis shows increment ratio of session time comparison to normal one. At this time, the trans-code services are disappearing randomly. Each lines in Figure 6 show the difference of number of services for trans-code and the selection manner. These lines are affected by other streaming sessions, and affect each other. "The line xx%" in Figure 6 mean the ratio of trans-code service for all streaming sessions. And, "Static Server" means a trans-code service provided by a static server on the point A. "Normal-50%" means the generated streaming sessions without above mentioned peer selection, and the peers who need the service use nearest service.

In the range of x-axis between 0 and 50, these lines are looks similar. But the "Static Server" line would be occurring increment rapidly caused by concentration of streaming traffic to server. But, in the case of changing the number of peers dynamically such as P2P overlay networks; there is problem in the viewpoint of the scalability of service. This system needs to provide load-balancing manner of this service.

The effect of peer selection manner enables to compare "Proposal-50%" with "Normal-50%" in the same number of sessions, and these lines have almost same characteristic in the range of less 100 sessions. In the more large range of x-axis, the increment of "Normal-50%" value grows large rapidly. This increment of line have caused by the selection of specific services for trans-coding with bias in the streaming session. Therefore, the concentration of traffic to specific services makes the line of increment ratio larger. Comparison of lines using our proposal ("Proposal-xx%"), these lines are ranges increment inversely proportional to the number of service allocation such as 50%, 25%, and 20%. However, all the transmission time is almost fixed by increasing the session.

Therefore, the streaming session for best effort is created from trans-code service distributed ion overlay networks in the proposed platform.

![Figure 5. Environment of simulations](image)

![Figure 6. The number of session and the increase ratio of data transmission time](image)

![Figure 7. Construction and Reconstruction of sessions](image)
Figure 7 indicates the time sequence to generate new streaming session between peers, and re-construction time from session broken. x and y are the hop number and the construction time in this Figure. Initial indicates time to notify session requirement to all peer for construction, and to create session based on the response from peers. Re-Construction is the time to stop a session in the time 0. The peer in the session detects the changing and disappearing the peer and trans-code service that reconstructs a session. The peer notifies the other peer constructing the session. In each receiving peer, a creating session is initialized, and the session is reconstructed. The time is 1,600 m[sec] from notifying session stop to reconstruction beginning in this graph.

V. CONCLUSION

We proposed streaming management platform for streaming cloud service on overlay network. The streaming service can be provided on unstable overlay networks without considering environments of each peer, network environment, and services. The stable service is shown using proposal platforms including some functions to avoid the delay and data loss between platforms.

However, scalability of service should be improved, and need to consider the manner for continuous service in an unstable session. In this time, the session should be regenerated to others when a user does not notice it. An idea is to use seamless service, and the changing is available that it does not need to stop the session for future works.
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Abstract—One promising market for embedded systems is the automotive industry. For example, engines, dashboards, wipers, lights, doors, windows, seats, mirrors, radios, CDs, DVDs, and hand-free phones are being controlled by in-vehicle embedded systems. This paper evaluates the applicability of the OSGi Service Platform to future in-vehicle embedded systems. One specific application area, which can greatly benefit from this evaluation, is Web services, where a number of future scenarios have not been supported by the OSGi Service Platform yet. This is exemplified by two example scenarios, viz., a car tracking service and an advertising service. Based on these example scenarios, a number of requirements that should be met by the OSGi Service Platform are identified, viz., dynamic availability, versioning, persistence, composition, remote management, platform independence, security, and distribution. In addition to the identification of the requirements, another contribution of this paper is the evaluation of the OSGi Service Platform against these requirements. This evaluation will help to extend the OSGi Service Platform to be applicable to future in-vehicle embedded systems.

Keywords—OSGi Service Platform, OSGi Framework, in-vehicle embedded systems, Web services, car tracking service, advertising service

I. INTRODUCTION

“Nowadays, for any activity in our everyday life, we are likely to use products and services, whose behavior is governed by computer-based systems also called embedded systems” [4]. Embedded systems constitute the biggest sector in the market today. “Of the 9 billion processors manufactured in 2005, less than 2% became the brains of new PCs, Macs, and Unix workstations. The other 8.8 billion went into embedded systems” [2].

This market trend also affects the automotive industry, one of the largest economies in the world. Over the last two decades, there has been an exponential increase in the number of computer-based systems embedded in vehicles also called in-vehicle embedded systems (or automotive embedded systems) [4].

In-vehicle embedded systems are currently used for navigation, climate control, adaptive control, traction control, stabilization control and active safety. In the future, they will also be used for remote diagnostics of a vehicle, access to the Internet and audio/video entertainment. The cost of in-vehicle embedded systems constitutes more than 25% of the total cost of a vehicle today [11]. In 2010, in-vehicle embedded systems will account for 40% of a vehicle’s content [3].

The remainder of this paper is organized as follows. At first, the paper describes example scenarios of using Web services in future in-vehicle embedded systems, viz., a car tracking service and an advertising service. Next, the paper lists requirements driven by the example scenarios, viz., dynamic availability, versioning, persistence, composition, remote management, platform independence, security, isolation, communication, and distribution. Finally, the paper evaluates the OSGi Service Platform to see if this platform can meet the requirements of the example scenarios.

II. MOTIVATION

The motivation that leads us to evaluate the applicability of the OSGi (Open Services Gateway initiative) Service Platform [8] to future in-vehicle embedded systems stems from the following facts:

1. The OSGi Service Platform originally targeted gateways (as can be deduced from the platform name). However, the platform has been adapted to many other domains, including vehicles.

2. Vehicle manufactures (producing around 70 million cars per year [20]) have showed interest in the OSGi Service Platform. Simple evidence of this fact is that Automotive Multimedia Interface Collaboration (representing major vehicle manufactures) has joined the OSGi Alliance [18].

3. Vehicles are a promising market for embedded systems. For example, engines, dashboards, wipers, lights, doors, windows, seats, mirrors, radios, CDs, DVDs, and hand-free phones are controlled by embedded systems.

4. More than 80% of all new innovations in vehicles are based on embedded systems [19]. For example, when an accident causes an airbag to inflate in a Cadillac, an embedded system in the car emits a signal for the global positioning system (GPS) service to get the car’s position and then communicates with the driver’s cell phone to send the car’s position to the rescue service [4].
III. EMBEDDED SYSTEMS

An embedded system is “a micro-processed device, thus programmable, which uses its processing power for a specific purpose” [1]. It typically consists of memory (such as RAM, EPROM, ROM or flash memory), a processor (such as Intel x86, PowerPC or ARM), a clock and an input/output device (see Figure 1).

Because of small memory footprints, embedded systems are also called small-memory devices. However, the size of software embedded in vehicles has been growing. For example, in 1980 and 2000, a Peugeot contained 1.1 KB and 2 MB, respectively [4]. In 2010, some vehicles may contain 100 million lines of code [3].

The growing size of embedded software also raises a question of its quality. For example, in 2003, 49.2% of all car breakdowns in Germany were due to bugs in embedded software [4].

IV. WEB SERVICES

A Web service is “a software system designed to support interoperable computer-to-computer interaction over a network” [10].

The market trend towards embedded systems gives rise to the idea of using Web services in embedded systems. However, this is a challenging task because “embedded systems rarely have enough memory and processing power to run Web services” [6].

V. OSGi SERVICE PLATFORM

The OSGi Service Platform [8] is a Java platform that has arisen in the context of embedded systems. The platform is freely available and constantly developed by the OSGi Alliance [8].

There are several commercial and non-commercial implementations of the OSGi Service Platform, including Eclipse Equinox [30], Apache Felix [31], Knopflerfish [32], and ProSyst’s mBedded server [33]. Well-known applications that are based on the platform include the Eclipse IDE and Apache Service Mix [34].

The core of the OSGi Service Platform is the OSGi Framework. This framework simplifies the development and deployment of extensible applications also called bundles, by decoupling the bundle’s specification from its implementation. This means that a bundle is accessed by the framework through an interface, which is by definition separate from the bundle’s implementation. This separation enables changing the bundle’s implementation without changing the environment and other bundles.

The OSGi Framework makes it possible to run multiple applications simultaneously within a single Java Virtual Machine (JVM), by dividing applications into bundles that can be loaded at runtime and also removed. For communication within the JVM, the framework provides a service registry to register services, so that services can be found and used by other bundles.

A bundle has a well-defined life cycle (see Figure 2) and its own context also called a class loader. It can be in one of the following states:

1. Installed. The bundle has been installed. After this, the bundle will be moved into the resolved state.
2. Resolved. All classes that the bundle needs have been loaded. This state indicates that the bundle is either ready to be started or has stopped.
3. Starting. The bundle is being started. After this, the bundle will be moved into the active state.
4. Active. The bundle has been activated and is running. The bundle’s functionality is provided and its services are exposed to other bundles registered in the service registry.
5. Stopping. The bundle is being stopped. After this, the bundle will be moved into the resolved state.
6. Uninstalled. The bundle has been uninstalled.

VI. EXAMPLE SCENARIOS

To identify the requirements for the OSGi Service Platform in the vehicle domain, we considered the following examples of using Web services in embedded systems:

1. Car tracking service (see Figure 3a).
2. Advertising service (see Figure 3b).
These examples were derived from vehicle manufacturer opinions about the future direction of using Web services in embedded systems.

A. Car Tracking Service

The car tracking service will be used by the car rental company to get the car’s position. Installation of this service will be initiated either by the driver or by the car rental company.

B. Advertising Service

The advertising service will be used by the driver (e.g., waiting in a traffic jam) to get advertising information. This service will be installed by the local advertising server just in time as the car enters a local hot-spot network.

VII. REQUIREMENTS OF EXAMPLE SCENARIOS

We identified the following requirements for the OSGi Service Platform in the vehicle domain:

1. Dynamic availability.
2. Versioning.
3. Persistence.
4. Composition.
5. Remote management.
6. Platform independence.
8. Isolation.
10. Distribution.

These requirements were driven by the example scenarios.

A. Dynamic Availability

Since embedded systems have small memory footprints, it is important to keep the memory footprint at runtime as low as possible. Therefore, it should be possible to install services on a running system only when they are really needed and uninstall them afterwards (e.g., when they are no longer needed) without requiring the system to be restarted, as this would also affect other services and temporarily stop them from running. In addition, since services may change over time, it should be possible to update them at runtime. However, only the smallest possible set of services should be affected by that update.

B. Versioning

Since services can be updated at runtime, it should be possible to reflect that update as new versions of services (e.g., by assigning version numbers to services).

C. Persistence

It should be possible to make services persistent. For example, once installed, the car tracking service can be saved for later reuse. This is by contrast to the advertising service that will usually be removed just in time as the car leaves the local hot-spot network.

D. Composition

An application can be composed of multiple services in order for the running system to install services only when they are really needed. Again, this helps to keep the memory footprint at runtime as low as possible. Therefore, it should be possible to deploy a composite application. However, the order in which services will be installed (e.g., to add new functionality to the running system) should not be fixed.

E. Remote Management

Since services can be installed, uninstalled and updated by external systems, it should be possible to manage the life cycle of services from the outside world.

F. Platform Independence

Since services can be installed by external systems, they cannot know in advance all platforms on which they will run. Therefore, it should be possible to run services unchanged on multiple platforms (including different hardware platforms and operating systems).

G. Security

Security is important because networks represent a potential avenue of attacks to any embedded system connected to them. Since networks allow embedded systems to communicate with external systems, networks can potentially serve as a way to break into embedded systems, enabling malicious (or buggy) services to steal resources or data. As a consequence, communication over a network raises many security issues. These issues become especially important in distributed environments, where code is downloaded across networks but executed locally as is done, e.g., with the advertising service. Because the advertising service is automatically downloaded when the car enters a local hot-spot network, it is likely that the driver will encounter code from untrusted sources.

Without security, communication of embedded systems with external systems would be a convenient way to distribute malicious services. Therefore, this communication will require the use of security techniques and technologies, from firewalls to cryptography and identity certification that are necessary to prevent services to be downloaded from untrusted sources and to prevent unauthorized remote life cycle management as well as unauthorized access to resources and data. For example, an embedded system can store the phone book from the driver’s cell phone. This information should be protected from access by the
advertising service (e.g., to ensure that the information will not be accidentally or maliciously modified).

H. Isolation

Different services such as the car tracking service and the advertising service can be deployed on the same embedded system. Therefore, it should be possible to prevent services from interfering each other (e.g., by isolating them).

I. Communication

While some services can live in isolation, others may need to work together to combine their functionality. Therefore, it should be possible to enable communication between services. For example, the car tracking service can communicate with the GPS service to get the car’s position.

The main challenge here is to preserve security of information from, to, and within embedded systems. For example, the car’s position can be transmitted over an insecure network such as the Internet. Therefore, it should be possible to encrypt this information.

J. Distribution

Services can be distributed across a network for the purpose of high availability, performance, or just due to their popularity. Therefore, it should be possible to deploy services in distributed environments, which usually involve versioning and communication.

VIII. Evaluating the OSGi Service Platform

We evaluated the OSGi Service Platform against the requirements of the example scenarios. Table I summarizes the results of our evaluation.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Is Requirement Met?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic availability</td>
<td>Yes</td>
</tr>
<tr>
<td>Versioning</td>
<td>Yes</td>
</tr>
<tr>
<td>Persistence</td>
<td>Yes</td>
</tr>
<tr>
<td>Composition</td>
<td>Yes</td>
</tr>
<tr>
<td>Remote management</td>
<td>Yes</td>
</tr>
<tr>
<td>Platform independence</td>
<td>Yes</td>
</tr>
<tr>
<td>Security</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Isolation</td>
<td>Yes</td>
</tr>
<tr>
<td>Communication</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Distribution</td>
<td>Yes/No</td>
</tr>
</tbody>
</table>

A. Dynamic Availability

Applications represented as bundles for deployment can be installed, uninstalled and updated dynamically (i.e., at runtime) without requiring a restart of the OSGi Framework.

B. Versioning

Bundles export services by registering them in the service registry. During this registration, additional information (including version numbers) can be assigned to the services.

The OSGi Framework goes even further in supporting versioning semantics. Versions can be assigned to export packages as well.

C. Persistence

Bundles are stored in the persistent storage of the OSGi Framework and remain there until they are uninstalled. Whenever the framework is restarted, bundles will be set to the same state they had just before the framework shut down.

D. Composition

An application can be represented as a single bundle. But it can also be composed of multiple bundles.

E. Remote Management

Bundles can be installed, uninstalled and updated remotely (i.e., from the outside world) without requiring a restart of the OSGi Framework.

F. Platform independence

The OSGi Framework is built on top of a JVM. Therefore, bundles can run on any platform that hosts the JVM.

G. Security

The OSGi Framework is focused on protecting embedded systems from code downloaded across a network from untrusted sources. When a bundle requests access to a particular resource, the framework grants the bundle access to that resource if and only if such access is a privilege associated with that bundle. Access control is based on digital signing, which authenticates the signer and ensures that a bundle’s content is not modified after it has been digitally signed by the principal. Digital signing is based on a public key cryptography.

Not only are privileges granted to code and signers, but they are also granted to principals on whose behalf code is being executed. For example, a bundle can be granted the permission to manage the life cycle of other bundles that are digitally signed by the principal.

Although the OSGi Framework imposes strict access control on what code can and cannot do, the framework is not completely protected against damages from interference of malicious bundles. For example, malicious bundles can modify shared objects such as static variables, interned strings and java.lang.Class instances. This modification can affect other bundles running in the same JVM. Malicious bundles can even perform denial of service attacks against resources such as memory and a processor [12].

H. Isolation

Bundles are isolated from each other by class loaders.
I. Communication

Bundles can communicate with each other if they are loaded by the same class loader. When they are loaded by different class loaders, their communication is possible using a shared parent class loader only. However, this class loader is not part of the standard JVM and therefore requires an additional custom solution.

J. Distribution

To reduce the memory footprint at runtime (which is important for embedded systems) and to help avoid library redundancies, all bundles run in the same JVM. Thus, they can communicate with each other within a local framework.

The OSGi Framework supports “rudimentary” distribution through Universal Plug and Play (UPnP) [17]. UPnP is a collection of networking protocols – e.g., TCP, UDP, IP, and HTTP – that allows networked devices to automatically communicate with each other. In particular, once a device is plugged into a network, it can access other devices connected to the network whereas other devices can access it.

IX. RELATED WORK

In our previous work [21], we evaluated the Java Platform against the requirements of the example scenarios. The OSGi Service Platform is based on the Java Platform. But it addresses some of the weaknesses of the Java Platform; e.g., dynamic availability [7] (i.e., the ability of services to come and go at any point in time), versioning, persistence, and security. Thus, the OSGi Service Platform is more advanced than the Java Platform.

The OSGi Alliance has the Vehicle Expert Group, which aims to gather vehicle-specific requirements. These requirements are then used to tailor and extend the OSGi Service Platform. The OSGi Framework remains unchanged to provide upward compatibility.

X. CONCLUSION AND FUTURE WORK

The OSGi Service Platform is a promising platform for future in-vehicle embedded systems and its concepts (such as bundles, class loaders and a JVM) help to meet many of the requirements of the example scenarios, viz., the car tracking service and the advertising service. However, limited support of security and distribution can be a severe hindrance for the use of the OSGi Service Platform in future in-vehicle embedded systems.

A. Security

The OSGi Framework has 25 security holes [23]. While 17 of them are due to weaknesses of the framework itself, other 8 are due to weaknesses of the JVM and the isolation mechanism provided by class loaders. However, this problem is being vanished over the years as a number of efforts – e.g., KaffeOS [24], Luna [25], and I-JVM [26] – have been made to patch the security holes that the JVM and class loaders leave open.

Since more and more in-vehicle embedded systems will communicate with external systems through an insecure network such as the Internet, security becomes important. However, proven solutions such as SSL/TLS for transport security and even recently issued standard such as WS-Security [22] for Web services require a lot of processing power and can disrupt the operation of embedded systems. Moreover, security increases the delay, jitter and deviation time [13].

B. Distribution

Limited support of distribution also becomes a less severe problem as a number of efforts – e.g., R-OSGi [14], Distributed OSGi [17], IBM Lotus Expeditor [27], Eclipse Communication Framework [15], Newton Framework [28], and Apache CXF [16] – have been made to add the distributed capability to the OSGi Framework, thus enabling bundles running in one framework to communicate with bundles running in another, potentially remote, framework.

C. Future Work

In the future, we will evaluate another Java platform such as JAIN SLEE [29] against the requirements of the example scenarios. This evaluation will help to extend JAIN SLEE to be applicable to future in-vehicle embedded systems.
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Abstract—Wireless Sensor Network provide monitoring services such as environmental, military and medical monitoring. Sensor networks are often deployed in hostile environments and are vulnerable to attacks and failures. Security need to be implemented in order to prevent unauthorized access to the network and malicious attacks. The Authentication and Anti-replay Security Protocol is a combination of two lightweight mechanisms that ensure authentication, anti-replay and intrusion detection: the “Last Hash” method, and the authentication handshake. This paper introduces three reliability enhancements to the first version of the protocol: acknowledgements, re-authentication and a current hash computed with a different key to ensure integrity. Reliable AASP was implemented in TinyOS and tested using TOSSIM. Simulations indicate that Reliable AASP is able to provide a reliable authentication connection between any two communicating nodes, and it meets the critical security requirements: integrity, authentication and freshness.
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I. INTRODUCTION

A Wireless Sensor Network (WSN) consists of a large number of sensor devices characterized by reduced dimension, low cost and low power, which are able to organize themselves into a network by communicating through a wireless medium, collaborating in order to accomplish a common task [1].

WSNs provide monitoring services in different areas, such as industrial, military, public safety, automotive, agriculture, localization, seismic, medical, commercial and emergency situations. Some of the most interesting applications are detecting the enemy units during military monitoring, person locator, disaster detection, and health condition monitoring [2].

Because WSNs have the advantage of being deployable in inhospitable fields, such as battlefields, outer space and deep waters, they are highly recommended in military applications, environmental monitoring, security and surveillance, industrial process control and health care applications [3].

The network design objectives and requirements include: reduced dimension, low cost and low power, scalability, adaptability, reliability, fault-tolerance, security, self-configurability and QoS. Fault tolerance includes capacities for self-testing, self-calibrating, self-repairing and self-recovering [4].

Securing WSNs is essential when they are used in critical applications such as battlefield surveillance and homeland security. This is a challenging task because of several limitations deriving from the wireless channels, resource constraints, and hostile environments.

Because the wireless medium is open, anyone can intercept traffic and inject fake data packets if they have the radio interface configured on the same frequency band.

Traditional security mechanisms cannot be applied to sensor networks because of their severe resource constraints. Sensor nodes do not have the computational capacity to manage public key cryptography or other complex protocols. For this reason, the best choice for WSNs is to use symmetric keys, though they must be used with precaution in order to avoid performance degradation.

Another challenge regarding security in WSNs is their deployment in hostile environments and the fact that they must work unattended. They are vulnerable to physical attacks, such as tampering and node capturing.

The rest of the paper is structured as follows: Section II presents the related work, Section III contains the basic protocol design, Section IV describes the basic protocol issues, Section V presents the reliability improvements brought to the basic protocol, Section VI describes the implementation of the protocol, Section VII presents the experimental results, in Section VIII we discuss the potential problems and solutions, and Section IX presents the conclusions of the paper and some of the future work.

II. RELATED WORKS

Various security solutions were developed for WSNs, and the most important are SPINS, LEAP, TinySec, and SM [5].

SPINS is a set of security protocols that consist of two building blocks: SNEP and μTESLA [6]. Both were implemented to run on top of TinyOS [7].

SNEP is used to provide authentication, integrity, confidentiality and freshness, and μTESLA provides authenticated broadcasts [5]. Authentication and integrity is provided by Message Authentication Code (MAC), confidentiality through encryption, and freshness through nonce. μTESLA emulates asymmetry through the delayed disclosure of symmetric keys.
LEAP (Localized Encryption and Authentication Protocol) was designed by Zhu et al. in 2003 and is a key management protocol for WSNs [8].

LEAP was implemented as LEAP+ in TinyOS and first used on Berkley Mica2 motes [9]. LEAP uses four different types of keys in order to provide an adequate level of security to the various messages exchanged in the WSN [5].

TinySec was designed by Karlof et al. in 2004 and is the replacement for SNEP [10]. TinySec is a link layer security architecture that was included in the TinyOS release. It provides authentication and integrity, confidentiality and semantic security. Semantic security is achieved through Initialization Vector (IV) [5].

Security Manager (SM) was proposed by Heo and Hong in 2006 and is a new security method of authenticated key agreement [11]. It uses Public Key Infrastructure (PKI) and Elliptic Curve Cryptography in order to assure security [5].

The existent security solutions are very complex because they aim to meet all the major security requirements: authentication, integrity, confidentiality and freshness. We consider that confidentiality cannot be obtained without a major computational overhead that is not feasible for Wireless Sensor Networks. However, if the application is critical and requires confidentiality, a complex security solution such as SNEP must be used.

Energy consumption is the most critical problem in Wireless Sensor Networks. We aim at developing a lightweight security protocol that is focused only on authentication, integrity and anti-replay, which mitigate the most important threats to sensor networks: packet injection and packet altering. Our protocol introduces a small overhead because it only computes a hash function; therefore it is a lightweight security protocol designed to minimize the energy consumption.

III. AASP

We developed a lightweight security protocol, called Authentication and Anti-replay Security Protocol (AASP), which is able to provide authentication, anti-replay and intrusion prevention [12].

The protocol uses a globally shared key to compute the Message Authentication Code (MAC) in order to provide authentication between nodes.

Anti-replay requirement is assured by the “Last MAC Method”, in which the MAC of the last sent message with the same source and destination is sent along with the current message.

An authentication connection must be established between two nodes that want to communicate, using an authentication handshake, as represented in Figure 1.

AASP provides intrusion prevention because it prevents malicious nodes from communicating with the nodes inside the network. Intrusion prevention is achieved using the handshake authentication and the shared key.

![Figure 1. AASP authentication handshake](image)

The security protocol was implemented in TinyOS, an operating system developed especially for Wireless Sensor Networks [7]. AASP was tested using TOSSIM, which is a discrete event simulator for TinyOS sensor networks [13].

IV. AASP issues

As we have stated in [12], several problems can appear in a real-life deployment of this security protocol. This paper aims at finding the most efficient solutions to those problems.

A. Altered packets in multi-hop networks

In a multi-hop network, the packet must be routed in order to reach the destination. However, an intermediate node could maliciously alter the payload of the packet, leaving the Hash field unmodified. This would lead to the destination accepting an altered message, which is a serious vulnerability. Our solution is to include another field in the header that will include the MAC of the current message. Therefore, an intermediate node is not able to modify the payload without knowing the secret key, and if it does, the message is dropped at the destination.

B. Packet loss

The problem that has the highest probability to appear is the loss of packets. If a single packet is lost, the hash becomes desynchronized and the subsequent packets are dropped at the destination with an “Incorrect Hash” alert. A similar problem appears in the SPINS suite of security protocols, where the anti-replay protection is provided by incrementing a counter for every sent and received packet. Packet loss causes the disruption of the counter synchronization. A solution would be for the destination to acknowledge packets as they are received and the source to wait for an acknowledgement before sending the next packet. We will evaluate the impact of such a solution as regards energy consumption.

C. Re-authentication after reboot

Another problem may appear in the eventuality that one node, designated as X, reboots during an authentication connection between two nodes (X and Y). After rebooting, X could try to re-establish the connection, but Y would reject all packets with the message: “Node already authenticated tries to re-authenticate”. This would happen because Y was not
announced in any way that node X closed the connection, and continued to act as if it had an authentication connection with it. In addition, we also need a method of terminating an idle connection. The solution for both problems would be to permit the connection to expire after a period of time in which no messages are sent. After the old connection is closed by both sides, a new connection can be established. This method would introduce a certain delay in communication, and we must evaluate the impact of this solution taking into account the probability for a sensor to reboot unexpectedly.

Another solution would be to permit the operation of re-authentication, in which one node can initiate an authentication handshake even if the other node knows it has a connection already established. However, this practice is dangerous because any attacker can interpose between two nodes and tear down their connection just by sending an “Authentication Request”.

V. RELIABLE AASP DESIGN

Four main levels of fault tolerance can be implemented for WSNs that correspond to the following layers: hardware and software, network communication and application layers [1]. We are interested in the network communication layer fault tolerance.

In the following sections, we will present three methods that have been integrated into AASP in order to enhance the reliability of the security protocol and the network communication.

A. Packet loss

As we have observed in simulations, packet loss is a serious problem. It desynchronizes the anti-replay mechanism because the destination expects another value of the last hash. Subsequent packets are dropped by the destination when a single packet is lost on the way.

The standard procedure when dealing with packet loss relies on the use of acknowledgements. When a packet is received, the destination node is responsible for sending back a packet containing the sequence number of the acknowledged message, and an acknowledgement flag. This way, the source node knows when it is safe to send the next packet.

The source node waits for the acknowledgement for a predefined period of time, after which it resends the packet that was not acknowledged. Not receiving the acknowledgement before timeout, could indicate that either the connection with the destination was closed, or the acknowledgement packet was lost on the way. The connection could be closed when the destination is dead or when it had restarted itself. The source node is not able to differentiate between these two situations, and will treat them in the same way, by resending the lost packet.

During the handshake process, the packets are not acknowledged by separate packets, but because an actual conversation is taking place, the acknowledgements are piggybacked in the reply messages. This cannot be done after the authentication connection is established because, in most cases, the conversation consists in packets sent from the child to the parent in the network hierarchy. A hierarchy is formed so that the collected information would reach the base station. In this case, the parent would have to reply with separate acknowledgement packets.

This method provides reliability to AASP, because it handles the loss of packets through the traditional method of acknowledgements.

B. Re-authentication

Re-authentication is the solution for both desynchronized and closed connections. Desynchronization could occur when acknowledgements are not used and packets are lost, or if they are used and the information about the acknowledged packets is corrupted on the source or destination node. As we have previously stated, a connection is considered closed when either node is dead or has restarted.

The connection must be terminated after a specific amount of time in which no message is received from the node on the other side of the connection.

After each received message, a timer is set to fire once after a specific amount of time that is to be determined experimentally. If another message is received during this period of time, the timer is reset. Otherwise, the authentication connection will be terminated by erasing all authentication information regarding the connection with that specific node for which the timer has fired. In addition, a connection termination message will be sent to that node, in order to announce it of the connection tear down. The neighbor could be alive, in the situation of non-synchronization or restarted node. In the first situation, the neighbor node will receive the termination message and erase all information about that connection. In the case of a restarted node, all information is already to its default settings and nothing should be done.

After authentication data has been erased at both nodes, a new authentication connection can be established if either node initiates an authentication handshake.

C. Altered packets

We can prevent messages from being altered by sending the Message Authentication Code (MAC) of the current message. The destination will compute the hash value of the received message and compare it with the MAC in the header. If the values are different, the packet will be dropped, and an “Altered packet received” message will be generated.

If we want to be sure that the attacker cannot replay older packets, we must have two secret keys in the network: one for the last MAC, and one for the current MAC. This way, the attacker cannot use the current MAC from an intercepted packet as the last MAC in a malicious packet.

We evaluate that the overhead introduced by keeping two secret keys instead of one is insignificant comparable to the advantage of messages being protected from alteration in multihop networks.
VI. IMPLEMENTING RELIABLE AASP

A. Packet loss

Acknowledgements are implemented in AASP using a new field in the authentication header, which contains the value “1” if the packet is an acknowledgement and the value “0” if it is a data packet. We call this field the ack flag.

During the authentication handshake, all packets except for the “Authentication Request” have the ack flag set, because each reply acknowledges the previous message exchanged between the two nodes.

After the authentication connection has been established, because a two-way conversation is not expected, acknowledgements must be sent as stand alone packets. These packets contain the sequence number of the packet that is acknowledged, placed in the payload field, and the ack flag that is set. The sequence number will be represented as a new field in the AASP packets. The sequence values start from value “1” after the authentication connection is established.

Each node stores two values for every established connection: the last received acknowledge (last_recv_ack) and the last sent acknowledge (last_sent_ack). After sending an ack, the value of last_sent_ack is updated to the value of the sequence number of the acknowledged packet. When receiving an ack, the value of last_recv_ack is updated to the sequence number received in the payload.

In a hierarchical network topology, when a child sends a message to its parent with a sequence number of x, it starts a timer that expires after a configured period of time. During this period, if the ack is received, the timer is stopped, and the packet with sequence x+1 is sent. However, if no ack is received, the packet with sequence x is resent.

This method has been implemented in the Authentication layer, by maintaining two arrays of integers, representing the last_sent_ack and last_recv_ack for each established connection. For example, last_recv_ack[i] is the sequence number of the last acknowledged packet sent to the neighbor with the identifier i.

An array of timer interfaces is used through parameterized interfaces, an important feature of nesC language. The timer is set to fire once by using Timer.startOneShot command and by specifying the period of time as an argument. In the Timer.fired event, the packet must be resent to the destination, therefore the packet must be stored locally until an acknowledgement is received. However, if an acknowledgement is received using Receive.receive event, the timer for that specific destination is stopped. The next message can now be sent by the main application. The main application execution must be delayed until the next message can be sent.

B. Re-authentication

Re-authentication is possible only after a previous connection is terminated, or both sensor nodes are restarted. The state of a connection is maintained at the Authentication layer by three arrays: auth, req and rd. For a neighbor i, auth[i] is “1” if an authentication connection has been established with that neighbor and “0” if not, req[i] is “1” if an “Authentication Request” has been sent to that neighbor and “0” if not, and rd[i] keeps the value of the challenge used for that neighbor.

At the MAC (Message Authentication Code) layer, the state is kept using two arrays of hashes, both called last_hash, where last_hash[i] is the hash of the last message sent to or received from that neighbor. All this authentication data should be erased during connection termination.

An array of timer interfaces is maintained through parameterized interfaces, as with acknowledge timers. When a packet is received at the Authentication layer, the timer associated with the source node i, is set to fire once after a configured period of time. In the Timer.fired event, the information in Authentication layer (auth[i], req[i] and rd[i]) is set to “0”. A message is sent to the sensor node i in which auth field is set to a specific termination code called TERM. The MAC layer recognizes the code and erases all authentication data from its level. If the destination is alive and has not restarted, it will reset all authentication data from MAC and Authentication layer. If the destination has restarted, it will ignore the message.

The authentication handshake will be further initiated by the node that transmits data, in most situations, the child in the hierarchy.

C. Altered packets

The method was implemented by adding a new field in the authentication header containing the MAC of the current message that is computed using a different key.

The hash of the payload is computed and put in the current MAC field of the packet, in MacLayerSenderP component, before sending the packet.

In MacLayerReceiverP component, the first operation when receiving a packet is to check if the current MAC contained in the received packet is equal to the hash of the payload. If not, the packet is dropped at this level, or sent to the Authentication Layer with an error code in Auth field. We reserved the code 3 for “Altered packet”. In AuthenticationLayerC component, if the Auth field is equal to 3, the packet is dropped, and an “Altered packet received” message is generated.

VII. TESTING RELIABLE AASP

The protocol has been implemented in TinyOS; therefore TOSSIM is the best solution for simulating AASP [13].

We use a section of a real topology to test the first scenario, in which node 3 sends messages to node 1. This scenario is used to test the functionality of acknowledgements, connection termination and re-authentication. Therefore, we did not include the hash of the current message in the simulation output.

Node 3 and 1 communicate using Reliable AASP; the first one sends data packets and the later one replies with acknowledgements. When the packets are lost, no acknowledgement is received and the packet is retransmitted.
When no packet is received by node 3 in the idle period of time, the connection between the nodes must be terminated.

We consider that the authentication handshake takes place and ends successfully with an established authentication connection. After that, in Figure 2 we can observe that node 3 starts sending packets to node 1 periodically. Packets are sent with auth field equal to “1” and ack field equal to “0”. The seq field contains the sequence number of the packet. Node 3 responds with an acknowledge packet that has the ack field set to “1” and the payload containing the sequence number of the acknowledged packet. The figure presents two packets that are sent, received and acknowledged.

![Figure 2. Normal flow of packets](image)

In Figure 3, the message with sequence number equal to “7” does not reach its destination. The timer set on node 3 expires after the ack period and the node resends the message. After the idle period, the connection timer at the destination expires and the connection is terminated. Node 1 also sends a reset message containing a connection termination code, announcing the destination about the connection tear down. The code used in this implementation is “4” and is placed in the auth field. In this moment both nodes have the authentication data erased from both AASP layers.

![Figure 3. Packet loss causing connection timeout](image)

In Figure 4, we can observe the authentication handshake being re-initiated by node 3 and terminating with another authentication connection established.

![Figure 4. Re-authentication](image)

In the second scenario, we test the ability of Reliable AASP to provide integrity, and to detect that the packet has been altered during the routing process by a malicious node, or by errors during transmission.

We use a section of a multi-hop network topology: node 3 wants to send a data packet to node 1, but cannot reach it directly, only through node 2. Therefore it will use node 2 to route data packets to the destination node. In this scenario, node 2 is a malicious node programmed by an attacker to modify the payload of the packets that it must route to destination.

The previous version of the protocol did not provide packet integrity. Therefore packets could have been modified by an intermediate node, while the destination would not have noticed. However, it would have dropped packets starting with the next packet even if they would not have been altered, only because the altered packet would desynchronize the connection.

In the current version of Reliable AASP, the packet includes the hash of the current message, called current hash, which is computed using a secret key different than the one that is used to compute the hash of the last message. This way, even if the intermediate node changes the payload, the packet will be dropped at the destination because the current hash contained in the packet would not match the hash computed at the destination. This does not desynchronize the connection, because the source node waits for an acknowledgement before sending the next message. If the message is dropped by the destination, the acknowledgement is not received, and the message is retransmitted.

In Figure 5, we consider that node 2 does not alter the message. Therefore, we can observe the normal flow of packets. We omitted the authentication handshake process, and the information about the last hash and auth fields.

![Figure 5. Non-malicious routing node](image)

The data packet is routed by node 2 and reaches node 1 without being altered. Node 1 computes the hash of the payload using the second secret key, and it verifies if the value is equal to the current hash found in the packet. The values are equal, therefore node 1 generates an acknowledgement packet and sends it to node 3 through node 2.

In Figure 6, we consider that node 2 alters the message received from node 3, and then routes it to node 1. Node 2 cannot re-compute the current hash, because it does not have the secret key. Therefore, it sends the packet with the altered payload and the old current hash. The altered data packet reaches node 1, and is inspected by the MAC layer, which detects that the computed hash is different from the one contained in the packet send it to the Authentication layer with an error code of “3” in the auth field of the packet. The Authentication layer receives the packet, generates an “Altered packet” message and drops the packet. It does not send any
acknowledgements, and after the ack period has passed on node 3, it resends the data packet.

Figure 6. Malicious routing node

However, if the attacker continues to alter the data packets, it will cause the connection to terminate, because the correct data packet would not be received by the destination. This is considered to be a Denial of Service attack.

VIII. DISCUSSION

As we have stated in the previous section, a node that acts as a router between source and destination nodes can cause a Denial of Service attack by altering all messages that must be routed. The source and destination node would wait the idle time period and close the connection. The best solution would be to modify the routing protocol in order to choose another intermediate node to route the data packets to destination, if the current one does not deliver the packets correctly. Another solution would be to send negative acknowledgements to the source of the data packets in order to reduce the waiting time of the source node before choosing another route to destination. A serious problem would appear if the malicious node is the only way to the destination, meaning that it is the only node that can reach the destination. Therefore, even if we consider that the source and destination are at least two hops away, if the last hop is the only one that can reach the destination, changing the route would not exclude that node, therefore, the communication with that specific destination will be irremediably lost.

Adequate values must be determined experimentally for acknowledge and idle periods. Both values must be computed for the specific deployed network and application. We consider that some requirements must be satisfied in order to find the appropriate values.

In WSNs, we have two types of data messages: periodic and triggered. The periodic messages contain data that is periodically collected from the environment and sent to the base station. The triggered messages are generated in emergency situations and should reach the base station as soon as possible. The idle period of AASP should be greater than the period of data collecting. Otherwise, before every data collecting moment, the connection would expire and another connection must be established introducing overhead because of the authentication handshake. Because triggered messages can be generated anytime, it is impossible to configure the idle period using predictions about these messages.

The acknowledge time period should be greater than the two-way message exchange time between two nodes multiplied by the maximum number of hops between two nodes in the sensor network. This way, if an authentication connection is established between two nodes that have the maximum number of hops between them, the acknowledgement should have time to reach the source of the data packets. Otherwise, the source would send the data packet, and the acknowledgement time period would expire before the acknowledgement would arrive and the data message will be unnecessary retransmitted. The two-way message exchange time period depends on the network traffic. This value can only be determined experimentally after the deployment of the network and application.

Therefore, idle time period depends on the application and its period of collecting and transmitting data. The acknowledge time period depends on the actual topology and the network traffic.

A problem is introduced by the high quantity of acknowledgements required in order to detect packet loss. In the actual implementation, the number of acknowledgements is equal to the number of data packets. However, other methods exist in which an ack packet is used to acknowledge a set of data packets instead of one single packet, but they would require a large number of messages to be stored at the source node before they are acknowledged.

Another problem regarding acknowledgements is that ack packets can also be lost. This would determine the source node to send the packet again. The duplicate would reach the destination and would be dropped because it would have the same sequence number. Duplicate packets are undesirable because they waste bandwidth and consume energy.

Nodes are still vulnerable to flooding with “Authentication requests”, but this attack can be detected using Storm Control Mechanism [14].

IX. CONCLUSION

Wireless Sensor Networks provide monitoring services in critical domains such as military, security and medical, a lightweight security protocol has to be used in order to secure the communication within the sensor network.

AASP is a lightweight security protocol that was designed to provide security features such as authentication, freshness and intrusion detection. In this paper, we present three reliability enhancements to AASP: acknowledgements, re-authentication and integrity hash.

Acknowledgements are used to detect the loss of packets. When a node sends a data packet, it sets a timer and waits for an acknowledgement for that data packet. If the ack does not arrive until the timer has expired, the packet is resent.

Re-authentication is needed in various situations, from desynchronized connections to restarted nodes. To proceed with the re-authentication, the previous connection must be terminated, otherwise all packets are blocked. The connection is terminated after a specific period of time in which no packet is received by the node.

The initial protocol version did not provide the integrity of the current message. The enhanced protocol version contains
an integrity hash placed in the packets. This hash is a Message Authentication Code computed using a second secret key. The hash is recomputed at the destination and compared with the one received in the packet. This way, altered packets can be dropped.

Reliable AASP has been implemented in TinyOS by modifying the previous version of AASP. The protocol was tested in TOSSIM, a simulator for TinyOS applications.

Further work will consist in testing the performance of the protocol in terms of energy and bandwidth consumption. The number of messages exchanged by sensor nodes has doubled because of the acknowledgements. However, acknowledgement packets are relatively small compared to the data packets, and are necessary in order to detect the loss of packets.

Also as a future work, we wish to test our protocol on a real Wireless Sensor Network and compare our simulation results to the ones obtained on the physically deployed sensor network.
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I. INTRODUCTION

Wireless Sensor Networks are an emerging technology, becoming a fundamental method in monitoring various environments [1]. A sensor network consists of a large number of sensor nodes that are able to perform sensing, processing and communicating tasks in a collaborative manner, in order to detect specific events that take place in the monitored environment [2].

The sensor network can be seen as a service provider for user applications. The services provided by the WSN are data collection and data delivery. A service-oriented approach fills the semantic gap between high level application requirements and the low level operations provided by the sensor network [3] [4].

Because sensor networks are used in critical applications such as battlefield surveillance, homeland security and medical monitoring, a critical task when designing a Wireless Sensor Network is to ensure security against malicious attacks and faulty nodes [5].

A sensor network can be protected against external malicious nodes through the use of authentication methods [6]. However, for internal faulty nodes, another method must be used to ensure protection against false reports. A solution against false reports relies on using a trust management scheme and enforcing a trust policy that sensor nodes must respect [7].

While the aspects presented in this paper are general and can be applied to any kind of wireless network, the special aspect specific to Wireless Sensor Network considered is the need to minimize the consumption of energy. Therefore, we aim to reduce the number of packets being sent and received and we use simple algorithms to compute the trust values.

We propose an Adaptive Trust Management Protocol (ATMP) that determines trust by computing reputation values based on fault detection techniques. The protocol operates in three phases: setup, learning and exchange phase. In the setup phase, a spanning tree is built, while in the learning phase, the local penalty value is modified on the basis of the fault detection techniques. In the exchange phase, nodes exchange reputation values, re-compute them and determine trust. The protocol is adaptive because the reputation values are modified on each cycle, according to the detected faults and to the penalty values received from neighboring nodes. The protocol is collaborative because sensor nodes interact on every cycle in order to update reputation values.

The rest of this paper is organized as follows: Section II presents the problem of false reports and the proposed solution. Section III contains definitions of “trust” and “reputation” and introduces “trust management”. Section IV describes related work. Section V introduces the Adaptive Trust Management Protocol. Section VI presents implementation details of the protocol in TinyOS. Section VII describes the test scenario and simulation results. Section VIII discusses advantages and potential problems. Section IX concludes this paper.

II. FALSE REPORTS

The main application of Wireless Sensor Networks consists in environment monitoring and event detection. However, malicious or faulty nodes can generate and send incorrect data to the base station. Incorrect data can disrupt normal data fusion, and event detection. It can trigger false alerts by generating false alert data, or it can hide important events by generating false normal data instead of alert data [8].

Attackers could physically capture and compromise a sensor node. They could maliciously inject invalid data into the network in order to disrupt normal functionality, especially event detection. Authentication and cryptographic
methods are not a solution to this problem, because once they have captured a sensor node, the attackers can have access to the cryptographic information stored on the sensor and they can successfully authenticate themselves [7].

Besides malicious attacks, hardware and software faults can also cause incorrect data to be generated and sent to the base station. For example, the sensing unit or the radio can malfunction, altering packets and generating inaccurate sensor readings. This problem, also, cannot be solved by using authentication and cryptographic mechanisms.

A possible solution relies on the fact that, when an event takes place in a specific area of the sensor network, sensor nodes that are in the proximity should have similar collected data [9]. However, if a node is malicious or faulty, it can generate data sets that do not match its neighbors’ data. Therefore, an incorrect data reading can be detected by comparing the data collected by sensor nodes from the same area.

In the data aggregation process, the values received from the children nodes are combined and one single value is forwarded toward the base station [7]. In order to prevent the transmission of faulty information, before the aggregation operation takes place, the node waits for all the children to send data, and after that, it checks whether proximal nodes send similar data. The incorrect values will be detected and they will not be forwarded, while the source nodes will be penalized.

III. TRUST MANAGEMENT

Trust can be defined as the level of confidence a decident has in the performance of a person or object. Trust has always played an important role in social environments, and recently it started to be considered in various kinds of networks, such as peer-to-peer, ad-hoc and sensor networks.

Trust is associated with the ability to provide the expected service. In sensor networks, trust is associated with the accuracy of event detection and undisturbed network and protocol functionality.

From a networking perspective, a node can evaluate and use trust in order to decide whether another node is uncooperative, malicious or faulty.

Trust is especially critical in networks that rely on collaborative event detection and environmental monitoring, where nodes cooperate permanently in order to provide accurate data collection that characterizes the monitored environment.

Trust management was first defined by Blaze et al. in [9]. They propose a framework for security policy, credentials and trust relationships.

In Wireless Sensor Networks, trust management is a challenging task because they are autonomous and self-configurable, without any central point of management. In such networks, trust management is a cooperative process, rather than a local node oriented process.

Three types of trust evaluation have been defined in Wireless Sensor Networks: communication trust, data trust and energy trust [10]. Communication trust consists in computing reputation values based on successful and failed transactions. Data trust is the assurance of fault tolerance and data consistency. Energy trust depends on the level of existing energy and on the threshold level needed in order to perform sensing and communication tasks.

In this paper, we focus on data trust, and we present a data management protocol that is able to enforce trust on the basis of fault detection methods, and to provide data consistency for Wireless Sensor Networks.

Adaptive Trust Management Protocol (ATMP) uses cooperative trust management and has a hierarchical view over the network. The parent nodes obtain information about their children and then exchange penalty values with their neighbors in order to compute reputation values.

IV. RELATED WORK

The most important trust management schemes suited for Wireless Sensor Networks are: Reputation-based Framework for Sensor Networks (RFSN), Agent-based Trust and Reputation Management (ATRM), Parameterized and Localized trUst management Scheme (PLUS), Group-based Trust Management Scheme (GTMS) and Trust-aware Query Processing.

A. RFSN

Reputation-based Framework for Sensor Networks (RFSN) is a trust management framework in which each node maintains a trust value for each neighbor node [12]. RFSN uses statistical and decision theory methods in order to predict the future behavior of nodes and to identify misbehaving nodes.

Trust values are computed based on reputation. Bayesian formulation is used to represent the reputation of a node, but also for updates, integration and trust evolution. A level of confidence is computed for each data reading, through consensus-based outlier detection schemes.

RFSN is not suited for sensor networks with high mobility, because in this case, the reputation values will not converge. A node must have constant neighbor interactions in order for the reputation to stabilize.

B. ATRM

Agent-based Trust and Reputation Management (ATRM) is based on mobile agents that are generated by a single trusted authority [13]. It assumes that the information carried by the agents will not be accessed or modified by the malicious nodes present in the sensor network.

The major advantage of this trust management scheme is that it takes into consideration the power and bandwidth constrains and tries to reduce communication overhead and delay.

C. PLUS

Parameterized and Localized trUst management Scheme (PLUS) is built on top of the PLUS_R routing scheme. It uses a localized distributed algorithm in which trust is computed using direct and indirect observations [14].

In PLUS, the control messages generated by the BS contains a hashed sequence number (HSN). When a judge node receives a packet from another node, it uses the HSN to
check the integrity of the received packet. If the integrity has been compromised, the trust in node i is decreased. However, if node i had just forwarded the packet and it is not a malicious node, it is penalized without being guilty.

D. T-RGR

Trust management scheme for Resilient Geographic Routing (T-RGR) is a non-adaptive scheme in which sensor nodes observe the behavior of their one-hop neighbors [15]. T-RGR is vulnerable to collaborative attacks because it uses direct observations in order to compute trust values.

E. Group-based Trust Management Scheme (GTMS)

Group-based Trust Management Scheme (GTMS) is a method for clustered Wireless Sensor Networks that evaluates the trust of a group of sensor nodes [16]. This approach reduces the memory used to store trust values for each observed entity.

F. Trust-aware Query Processing

Trust-aware Query Processing is a new approach to efficient trust-aware routing in data intensive WSNs [17]. The trust metric is based on subjective logic that includes properties of deployment area, sensor design, and properties of the transmission channels. The approach optimizes energy consumption and provides reliability to data intensive sensor networks.

V. ADAPTIVE TRUST MANAGEMENT PROTOCOL

Wireless Sensor Networks are used to collect data about the environment in which they are placed. This data may refer to temperature, humidity, pressure, light, sound, and advanced properties such as air or water quality, or other specific object attributes.

We assume that nodes in the same range will gather similar measurement data regarding a given environmental property. The optimal range will be determined experimentally because it depends on the deployed network and application.

We also assume that nodes have the capability to determine the distance between them by using ranging techniques such as TOA-based or RSS-based ranging. This topic goes beyond the purpose of this paper. We assume that data packets contain the localization of the source packet.

We define the reputation of a node as a measure of confidence in ability of that node to correctly collect and transmit sensor readings.

Every node computes the penalty values for neighbor nodes on the basis of the packets it has to forward to the base station. After that, the nodes exchange penalty values, and the final reputation for a specific node is computed using the local penalty values and the received ones.

Each sensor node uses reputation values to determine whether it can trust a certain node or not. The trust is represented as a binary value. The trust values are used in order to select which messages will not be forwarded or aggregated.

The Adaptive Trust Management Protocol for Wireless Sensor Networks consists in the following three phases:

A. The setup phase

1) The base station broadcasts a Hello packet.

2) The nodes that receive a Hello packet re-broadcast it in order to reach the whole network.

3) Every node stores the address of the node from which it has received the first Hello packet. This node will be called the parent. This way, a spanning tree overlay will be constructed.

B. The learning phase

1) The learned trust for each neighbor is set to the default value.

2) The nodes start collecting data and sending it to the base station. Every node will forward data towards the base station by using the parent node.

3) The nodes perform error detection using the following algorithm:

   a) Leaf nodes just transmit the raw collected data

   b) Every other node within the spanning tree waits to receive data from children nodes for a specific period of time. The packets are stored in a list.

   c) After the waiting period, based on the location of each source of data, the nodes are grouped in clusters, so that the distance between nodes within a cluster is less that a constant $\epsilon$.

   d) Each cluster of nodes is represented by a list of measurement values generated by member nodes. Each list of nodes is sorted in an ascending manner.

   e) For each list of values, the median value is computed. For error detection purposes, the median is a better measure of the central tendency than the average, because it is less sensitive to outliers.

   f) For each list, the values are compared with the median value. If the difference between the considered value and the median is greater than a constant deviation $\gamma$, the value will be considered erroneous. The constant deviation $\gamma$ is defined as a percent of the median value. The actual value depends on the application.

4) For each node that is the source of an erroneous data value, the local penalty value will be increased with a specific value. This values depends directly on the difference between the analyzed and the median values.

5) Each non-leaf node will have a list of associations between nodes and penalty values, called penalty associations.

C. The exchange phase

1) Each node sends the list of penalty associations using a broadcast message.
2) Each node waits to receive the lists of associations from their neighbors for a predefined period of time.

3) After the period of time has expired, the reputation value is recomputed using the current local penalty obtained through the learning phase, the previous reputation value and the penalty values received from the neighbors using the following formula:

\[
\text{Reputation}(X) = \text{Previous Reputation}(X) - \text{Local Penalty}(X) - \sum Y \left( W_Y \times \text{Received Penalty}_Y(X) \right)
\]

4) The trust value is recomputed using the following conditions:

\[
\begin{align*}
\text{Trust}(X) &= 1 \text{ if Reputation}(X) > \text{TRUST LIMIT} \\
\text{Trust}(X) &= 0 \text{ if Reputation}(X) < \text{TRUST LIMIT}
\end{align*}
\]

This computed trust value can be used by parent nodes in order to forward or aggregate data packets received from children that are trustworthy, and ignore packets from children in which they do not trust.

A complete trust management cycle consists in a learning phase and an exchange phase. At the end of a cycle, each node has updated their trust in other nodes, even if they are not reachable within one single hop.

The setup phase is repeated after a specific number of trust management cycles. This phase must be repeated because the topology may change and nodes could lose their parents, and therefore they would not be able to send data to the base station. The number of cycles after which a setup phase must take place depends on the duration of a cycle and on the dynamic of the network. The dynamic of the network depends on the frequency of the topology changes that may be caused by energy depletion and node mobility.

After a topology change, two nodes that were not neighbors in the previous cycle can become parent and child after a setup phase. The parent is now able to use the information it has previously obtained about the new child node.

VI. PROTOCOL IMPLEMENTATION

The protocol has been implemented in TinyOS, an open-source, component-oriented operating system designed especially for Wireless Sensor Networks [18].

A single component was used to implement the protocol and a wiring component is used to place the protocol component on top of the TinyOS Active Message Stack.

The messages used in our implementation of the protocol rely on the following Layer 2 header which corresponds to the TinyOS Active Message header. The real AM header contains other additional fields that are not relevant for the understanding of the Adaptive Trust Management Protocol. The Layer 2 header is represented in Figure 1. The source and destination addresses are AM addresses used for the hop-by-hop communication between nodes.

In Figure 2, we present the Layer 3 header, which is specific to our protocol. The source and destination addresses are AM addresses that are used for the end-to-end communication between nodes. The Type field represents the type of message being sent: hello, data or penalty exchange message. The fields X and Y represent the coordinates of the source node used to compute the distance between the nodes in order to form clusters.

The component contains nine events implemented, from which the most important are the receive event that is used to manage received messages and the fired events for each of the four timers that are used to perform specific actions.

The component uses four timers in order to assure the proper functionality of the protocol: Hello timer, Collect timer, TrustAnalyse timer and TrustExchange timer.

The Hello timer is used only by the base station in order to periodically broadcast Hello messages that are used to build the spanning tree overlay, which corresponds to the Setup phase, step 1.

The Hello_timer.fired event is used to periodically send messages containing: the Hop_src and End_src equal to the base station identifier, the Hop_dest and End_dest equal to AM_BROADCAST_ADDR, the broadcast address, the type equal to 1 which represents Hello messages. Fields X and Y are not filled. The Application data contains a sequence number in order to keep track of the Setup phases.

The Collect timer is used by the nodes in the network to periodically collect data from the environment and send it towards the base station, which is the implementation of Learning phase, step 2.

The Collect_timer.fired event sends messages with the following fields: Hop_src and End_src equal to the node identifier that is generating the message, End_dest equal to the identifier of the base station, Hop_dest equal to the parent node identified in the Setup phase, Type equal to 2 which represents Data messages, and fields X and Y containing the coordinates of the source node. The data packet is sent to the parent of the source node.

The TrustAnalyse timer is used in Learning phase, step 3, to model the waiting period in which non-leaf nodes receive data packets from their children and forward them towards the base station.

The TrustAnalyse_timer.fired event implements the algorithm presented in Learning phase, step 3, in which clusters are formed, messages are sorted in lists for each cluster and data errors are detected using the median method. The local penalty values are modified according to the data errors detected and broadcasted to the neighbor messages. The packets used to broadcast the penalty associations contain the following fields: Hop_src and End_src is equal to the node identifier, Hop_dest and End_dest equal to AM_BROADCAST_ADDR, type is set to 3, representing a penalty exchange packet. Fields X and Y will not be filled. The payload contains only the penalty associations modified in the Learning phase.

<table>
<thead>
<tr>
<th>Hop_src</th>
<th>Hop_dest</th>
<th>Upper Layer data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Layer 2 header

<table>
<thead>
<tr>
<th>End_src</th>
<th>End_dest</th>
<th>Type</th>
<th>X</th>
<th>Y</th>
<th>Upper Layer data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Layer 3 header
The TrustExchange timer is used in the Exchange phase, step 3, to represent the waiting period in which nodes receive penalty associations from their neighbors.

The TrustExchange_timer.fired event is used to re-compute reputation lists according to the local penalty values and the penalty associations received from the neighbor nodes. The trust binary values are determined by comparing the reputation values obtained with the threshold limit of the accepted reputation.

The Receive.receive event is used to react to every message received by the current node:

1. If the node receiving the message is the base station and the message has type equal to 2, the message contains collected data that reached destination.
2. If the message type is 1 and the node receiving the message has no parent, the Hop_src node becomes its parent. The message is re-broadcasted in order to reach other nodes from the network.
3. If the message type is 2 but the current node does not have a parent yet, the following message is generated: "No route to base station, packet from X with value Y is dropped".
4. If the message type is 2 and the current node has a parent, the Hop-by-hop addresses are changed to reflect the current Hop source (Hop_src) and destination (Hop_dest) and the message is forwarded towards the base station, through the Hop_dest. The message is stored until analyzed in the TrustAnalyse_timer.fired event.
5. If the message type is 3, the received penalty associations are stored locally.

VII. TEST SCENARIO

The Adaptive Trust Management Protocol has been tested using TOSSIM, a simulator for TinyOS applications [19], which is particularly adequate for testing WSN protocols [20], [21]. We use a test scenario based on a simple topology in order to prove the functionality of the protocol. The topology is represented in Figure 3, and it contains ten nodes placed at the coordinates specified in the figure. The line between two nodes indicates that they are in the broadcast range of each other, and therefore they can directly communicate with each other. The three circles observed in the figure represent the clusters identified by the nodes using a specialized algorithm.

We present the output of TOSSIM for every step in the protocol. We choose to display only receive events in order to eliminate redundant data from the figure. Even for broadcast messages, the Hop_dest field in the received packet is the unicast AM address of the receiving node. This behavior is specific to TinyOS implementation. The broadcast address is equal to 65535, as the AM address is represented on 16 bits.

The Setup phase consists in flooding the network with Hello messages and building the spanning tree overlay. As it can be seen in Figure 4, each node learns its parent node when it first receives a Hello packet. For example, node 1 receives Hello messages from node 0, 8, 9 and 2, but it stores as parent, the node from which it has received the first Hello message.

After all nodes have learned their parent, the spanning tree is ready and the sensor nodes can start collecting data and send it towards the base station.

The nodes receiving a data packet will forward it using the parent node. A four-hop data routing process is presented in Figure 5. The data packet is generated by node 6, which has the parent node 5. The Layer 2 AM addresses are changes at every hop as it can be observed in Figure 5. Each node on the path forwards the packet to its parent. Node 0 displays a message with the data received and the source node.
Figure 6 presents all data received by the base station in a round. Node 2 has received and stored the messages from nodes 3, 4, 5, 6, 7. Two clusters are identified, cluster1 containing nodes 2, 3, 4 and cluster 2 containing the nodes 5, 6, 7, as they are represented in Figure 3. Two sorted lists are built containing the measurement data from nodes within the two clusters: [8, 9, 12] and [14, 15, 15]. The median values for the two lists are 9 and 15. The value $\gamma$ was set to 20%, therefore the value 12 collected and sent by node 4 is found to be erroneous.

Initially, the local reputation is set to a default value, for example 100, and local_penalty[4] is set to 0. After the error is detected, local_penalty[4]=3, the difference between the value sent by node 4 and the median value. Node 2 sends a broadcast message announcing that it has detected an error. The message contains the accused node identifier and the error found, as it can be seen in Figure 7. The broadcast message is received by nodes 5, 4, 1, and 3, and they compute the final reputation value based on the local penalty and the received penalty association. The value obtained by all receiving nodes is 97.

Figure 7. Exchanging penalty associations

Unless the data packet from node 4 is dropped by node 2, the process is repeated by node 1, which also detects that the value sent by node 4 is erroneous and announces nodes 0, 8 and 9.

VIII. DISCUSSION

The TRUST_LIMIT value used to compute trust depends on the application and the behavior of the sensor nodes. If the reputation of a node continues to drop under a certain limit, the node should not be trusted anymore and the packets received from it should not be forwarded or used in the aggregation process. Therefore, the procedure for computing the reputation and trust has the advantage of eliminating both nodes that perform one serious error and nodes that generate many relatively small errors.

A problem arises if one of the non-leaf nodes that forwards data towards the base station starts modifying the data contained in the packets. This behavior could be determined by a failure in the node or because it is malicious. We found the solution to integrate a Message Authentication Code (MAC) into the message that would be computed with a secret key shared only between the source node and the base station. This way, if the data packet is modified on the way, the malicious node does not have the secret key of the source node, therefore it will not re-compute correctly the MAC.

Another problem could appear regarding the formula for computing the reputation, in which the reputation of a node can only decrease or stay constant, but can not increase or return to baseline. In some cases a redemption procedure is needed. The formula can be adjusted as follows: Reputation(X) = Previous_reputation(X) + Local_penalty(X) + $\sum Y(WY*Received_penaltyY(X))$, where the penalty is negative and proportional to the detected error in the case of fault detection, and the penalty is positive and equal to a value determined experimentally if measured values are detected as normal.

The major advantage of this protocol is that it can detect data packets generated by faulty or malicious nodes and drop them before reaching the base station. Therefore, a number of useless send and receive operations are avoided and energy consumption is minimized.

The filtering of erroneous data is also very useful for the data aggregation process. Once aggregated, the base station would not be able to detect errors in the received data. Therefore, data values must be verified before being aggregated.

IX. CONCLUSIONS

Wireless Sensor Networks are deployed in order to provide a service to the end user. Medical and military monitoring consists in critical services provided that must be protected using an efficient security solution.

We developed the Adaptive Trust Management Protocol for Wireless Sensor Network, a protocol that computes reputation and trust based on fault detection in three phases organized in cycles.

One cycle contains a Setup phase and a number of Learning and Exchange phases. In the Setup phase, the base station broadcasts Hello messages that reach every node in the network. A spanning tree overlay is build by learning the parent of each node from the first Hello message received in a cycle.

In the Learning phase, the nodes group the messages received to a predefined period of time by location and determine the erroneous data based on the assumption that two nodes that are close to each other should have similar sensor readings. Based on the errors detected, the local penalty values are modified.

In the Exchange phase the local penalty values are exchanged with their neighbors and the reputation and trust values are recomputed using the local penalty values and the received penalty associations.

The trust values can be used to filter erroneous data packets before reaching the base station, in order to minimize
the energy consumption, and to obtain correct data during the aggregation process. The protocol has been implemented in TinyOS and its functionality has been evaluated in a test scenario using TOSSIM.
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