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2020), held on October 22-29, 2020, continued a series of events that were initiated
considering the complexity of understanding and processing information. Semantic processing
considers contextual dependencies and adds to the individually acquired knowledge emergent
properties and understanding. Hardware and software support and platforms were developed
for semantically enhanced information retrieval and interpretation. Searching for video, voice
and speech [VVS] raises additional problems to specialized engines with respect to text search.
Contextual searching and special patterns-based techniques are current solutions.

With the progress on ontology, web services, semantic social media, semantic web, deep
web search /deep semantic web/, semantic deep web, semantic networking and semantic
reasoning, SEMAPRO 2020 constituted the stage for the state-of-the-art on the most recent
advances.

The conference had the following tracks:

 Basics on semantics

 Domain-oriented semantic applications

 Semantic applications/platforms/tools
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ideas and results between academia and industry and to promote further progress in the field
of semantic processing.
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Abstract— Word Sense Disambiguation (WSD) is a well-known 

problem in the natural language processing. In recent years, 

there has been increasing interest in applying neural networks 

and machine learning techniques to solve WSD problems. 

However, these previous approaches often suffer from the lack 

of manually sense-tagged examples. Moreover, most supervised 

WSD methods suffer from small differences of examples within 

the overall training data or within each of the two sense labels. 

In this paper, to solve these problems, we propose a semi-

supervised WSD method using graph convolutional neural 

network and investigate what kind of features are effective for 

this model. Experimental results show that the proposed method 

performs better than the previous supervised method and the 

morphological features obtained by the UniDic short-unit 

dictionary is effective for the semi-supervised WSD method. 

Moreover, the Jaccard coefficient is the most effective measure 

among three measures to construct a graph structure. 

Keywords- word sense disambiguation; graph convolutional 

neural network; semi-supervised learning. 

I.  INTRODUCTION 

In human languages, many words have multiple meanings, 
depending on the context in which they are used. Identifying 
the sense of a polysemous word within a given context is a 
fundamental problem in natural language processing. For 
example, the English word "bank'' has different meanings as 
"a commercial bank" or "a land along the edge of a river,'', etc. 
Word Sense Disambiguation (WSD) is the task of deciding 
the appropriate meaning of a target ambiguous word in its 
context [1]. 

Among various approaches to the WSD task used over the 
past two decades, a supervised learning approach has been the 
most successful. In the supervised learning method, bag-of-
words features extracted from a wide context window around 
the target word are used. However, a common problem of this 
approach is the lack of sufficient labelled training examples of 
specific words due to costly annotation work [2]. 

Moreover, most supervised WSD methods suffer from 
small differences of examples within the overall training data 
or within the two sense labels in the whole sense labels. For 
example, the following two example sentences of the Japanese 

word "教える (oshieru)" (word ID "5541") have a similar 

context, but they are used as different meanings. 

1. 「そして、仕かけを工夫して、釣り方を教える。」(Sense 

Label : 5541-0-0-1) (“Then, they teach their customers 
how to fish using creative fish traps.”) 

2. 「１『エルマーのぼうけん』『おばけちゃん』のクイズ大
作戦のやり方を教えよう。」(Sense Label : 5541-0-0-2) 

(“1. I'll show you how to conduct a big plan to take 
quizzes about the picture books ‘My Father's Dragon’ 
and ‘Obake-chan’.”) 

For these examples, surrounding words can be extracted from 
the two words, on either side of the target word as follows: 

1. "方", "を", "教える", "。" 
2. "方", "を", "教えよう", "。" 
As you can see from these obtained sets of words, almost the 
same words are contained in both sets. When the difference 
between the two meanings is small, it is difficult to classify 
them properly using the existing method. Therefore, if we can 
distinguish between such example sentences, we can consider 
improving the performance of WSD systems. 

In order to overcome the above problem, semi-supervised 
learning has been applied successfully to word sense 
disambiguation. The semi-supervised methods requires only a 
small amount of sense labelled training examples and can take 
advantage of unlabelled examples to improve performance. 
We consider that the semi-supervised learning method is 
suitable for WSD because a huge amount of unlabelled 
examples are easily available and the supervised learning 
methods require a lot of manually sense labelled data. In the 
semi-supervised learning, we focus on semi-supervised 
classification method with graph convolutional neural 
network. This method can jointly train the embedding of an 
example to predict the sense label of the example and the 
neighbours in the graph. By using the proposed method, it is 
possible to incorporate information obtained from unlabelled 
examples without assigning a sense label to unlabelled 
examples. Moreover, by learning graph embeddings, it is 
possible to distinguish between two similar examples with 
different sense labels to construct a better classifier for WSD. 
However, it is not clear what kind of features are effective in 
WSD using the graph convolutional neural network. 

In this paper, we investigate what kind of features are 
effective for graph-based semi-supervised WSD. If we can 
explore effective features, we consider that it is possible to 
build a high precision graph-based WSD system. Therefore, 
this paper aims to find effective features for training WSD 
classifier using a graph convolutional neural network. Then, 
we compared the performance for each of the five types of 
features that include surrounding words and their part of 
speech in a given window size, local collocations in the 
context and syntactic properties and so on. 
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This paper makes mainly two contributions for graph-
based semi-supervised WSD as follows:  
(1)  We employ a graph convolutional neural network for 

semi-supervised WSD system to incorporate 
information obtained from unlabelled examples. 

(2)  We show that it is possible to distinguish between two 
similar examples with different sense labels using the 
proposed method. 

The rest of this paper is organized as follows. Section 2 is 
devoted to the related works in the literature. Section 3 
describes the proposed semi-supervised WSD method. In 
Section 4, we describe an outline of experiments and 
experimental results. Finally, we discuss the results in Section 
5 and concludes the paper in Section 6. 

II. RELATED WORKS 

This section is a literature review of previous work on 
semi-supervised WSD and various related methods using a 
neural network. 

In recent years, there has been increasing interest in 
applying neural networks and machine learning techniques to 
solve WSD problems. [3] employed a Bidirectional Long 
Short-Term Memory (Bi-LSTM) to encode information of 
both preceding and succeeding words within the context of a 
target word. [4] used an LSTM language model to obtain a 
context representation from a context layer for the whole 
sentence containing a target word. The context representations 
were compared to the possible sense embeddings for the target 
word. Then, the word sense whose embedding had maximal 
cosine similarity was assigned to classify a target word. [5] 
considered WSD as a neural sequence labelling task and 
constructed a sequence learning model for all-words WSD. 
These approaches are characterized by their high performance, 
simplicity, and ability to extract a lot of information from raw 
text.  

In recent years, semi-supervised learning has been used in 
WSD tasks. Semi-supervised learning is a technique that 
makes use of a small number of sense-labelled examples with 
a large amount of unlabelled examples. [6] proposed a 
bootstrapping model that only has a small set of sense-labelled 
examples that gradually assigns appropriate senses to 
unlabelled examples. [4] and [7] proposed a semi-supervised 
WSD method to use word embeddings of surrounding words 
of the target word and showed that the performance of WSD 
could be increased by taking advantage of word embeddings. 

 [8] proposed a semi-supervised WSD method that 
automatically obtains reliable sense labelled examples using 
example sentences from the Iwanami Japanese dictionary to 
expand the labelled training data. Then, this method employs 
a maximum entropy model to construct a WSD classifier for 
each target word using common morphological features 
(surrounding words and POS tags) and topic features. Finally, 
the classifier for each target word predicts the sense of the test 
examples. They showed that this method is effective for the 
SemEval-2010 Japanese WSD task. 

Some research in the field of WSD has taken advantage of 
graph-based approaches. [9] proposed a label propagation-
based semi-supervised learning algorithm for WSD, which 
combines labelled and unlabelled examples in the learning 

process. [4] also introduced a Label Propagation (LP) for 
semi-supervised classification and LSTM language model. 
An LP graph consists of vertices of examples and edges that 
represent semantic similarity. In this graph, label propagation 
algorithms can be efficiently used to apply sense labels to 
examples based on the annotation of their neighbours. 

In this paper, we use a semi-supervised learning method 
that incorporates knowledge from unlabelled examples by 
using graph convolutional neural network. 

III. WSD METHOD USING GRAPH-BASED SEMI-

SUPERVISED LEARNING 

In this section, we describe the details of the proposed 

semi-supervised WSD method using a graph convolutional 

neural network. 

A. Overview of the Proposed Method 

Our WSD method is used to select the appropriate sense 
for a target polysemous word in context. WSD can be viewed 
as a classification task in which each target word should be 
classified into one of the predefined existing senses. Word 
senses were annotated in a corpus in accordance with 
"Iwanami's Japanese Dictionary (The Iwanami Kokugo 
Jiten)" [10]. It has three levels for sense Ids, and the middle-
level sense is used in this task. 

The proposed semi-supervised WSD method requires a 
corpus of manually labelled training data to construct 
classifiers for every polysemous word and a graph between 
labelled and unlabelled examples. For each labelled and 
unlabelled example, features are extracted from a context 
around the target word, and the feature vector is constructed. 
Given a graph structure and feature vectors, we learn an 
embedding space to jointly predict the sense label and 
neighbourhood similarity in the graph using Planetoid [11] 
which is a semi-supervised learning method based on graph 
embeddings. When the WSD classifier is obtained, we predict 
one sense for each test example using this classification model. 

B. Preprocessing 

To implement the proposed WSD system, we extracted 
features from training data and test data of a target word, 
unlabelled examples from the Balanced Corpus of 
Contemporary Written Japanese (BCCWJ) corpus [12], and 
example sentences extracted from Iwanami Japanese 
Dictionary [10]. To segment a sentence into words, we use 
popular Japanese morphological analyser MeCab with the 
morphological dictionary UniDic or ipadic. 

In this paper, we use the following twenty features (BF) 
for the target word wi, which is the i-th word in the example 
sentence. 

e1: the word wi-2 

e2: part-of-speech of the word wi-2 

e3: subcategory of the e2 

e4: the word wi-1 

e5: part-of-speech of the word wi-1 

e6: subcategory of the e5 

e7: the word wi 
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e8: part-of-speech of the word wi 

e9: subcategory of the e8 

e10: the word wi+1 

e11: part-of-speech of the word wi+1 

e12: subcategory of the e11 

e13: the word wi+2 

e14: part-of-speech of the word wi+2 

e15: subcategory of the e14 

e16: word that contains dependency relation with the wi 

e17: thesaurus ID number of the word wi-2 

e18: thesaurus ID number of the word wi-1 

e19: thesaurus ID number of the word wi+1 

e20: thesaurus ID number of the word wi+2 
To obtain the thesaurus ID number of each word, we use 

five-digit semantic classes obtained from a Japanese thesaurus 
“Bunrui Goi Hyo” [13]. When a word has multiple thesaurus 
IDs, e17, e18, e19, and e20 contain multiple thesaurus IDs for 
each context word. As additional local collocation (LC) 
features, we use bi-gram, tri-gram, and skip-bigram patterns 
in the three words on either side of the target word like IMS 
[14]. Skip-bigram is any pair of words in an example order 
with arbitrary gaps. Then, we can represent a context of word 
wi as a vector of these features, where the value of each feature 
indicates the number of times the feature occurs. 

To obtain additional example sentences from a dictionary, 
we use the same extraction method as in the previous work of 
[8]. In [8], sentences that include an exact match of Iwanami’s 
example for each sense of headword are collected. 
 

 

Figure 1.   WSD model using graph convolutional neural network  

C. Graph-based Semi-supervised Learning 

We employ the Planetoid for the WSD model and predicts 

the sense of target word. In this method, as shown in Figure 

1, we use a set of training examples, unlabelled examples and 

a graph structure representing the relationship between 

examples as input and learn a WSD classifier and graph 

context simultaneously. The classifier predicts the sense of 

the target word for unknown example.  

The training examples and unlabelled examples are 

represented by feature vectors. The graph structure is 

constructed from the similarity between the obtained vectors. 

We learn a WSD model from the training data vector and the 

graph structure.  

Planetoid utilizes stochastic gradient descent (SGD) in 

the mini-batch mode to train the WSD model. The mini-batch 

SGD is the popular optimization method for training deep 

neural networks. The mini-batch SGD is a first order 

optimization technique which computes the gradient of loss 

function 𝐿(𝑤)  with respect to a certain subset of the data 

points. Using the learning rate 𝜀 and the loss function 𝐿(𝑤) 

of class label and node embedding prediction, the optimal 

model parameters are obtained by taking the following 

gradient steps. 

 𝒘 = 𝒘 − 𝜀(𝜕𝐿(𝒘) 𝜕𝒘⁄ ) 

Finally, we predict the appropriate sense label of the 

target word for the unknown examples using the optimized 

WSD model. 

Figure 2.  How to connect edges between examples 

D. Input Graph Structure 

The input graph structure is constructed by the relation 

between the training data and the unlabelled data. In the graph 

structure, each node is an example and an edge is the 

similarity between nodes. The similarity between nodes is 

calculated by using the following calculation method 

between two vectors of examples. In the proposed method, 

nodes with the highest similarity and nodes that have a 

similarity greater than the threshold are connected by edge. 

Figure 2 shows how the edges are connected. 

The similarity calculation method between nodes uses 

Jaccard similarity J or cosine similarity. Jaccard similarity J 

is the ratio of the number of words in common between the 

two sets. Given a set of word vectors A and B, the similarity 

J is represented as follows: 

 𝐽(𝐴, 𝐵) = |𝐴 ∩ 𝐵| |𝐴 ∪ 𝐵| , (0 ≤ 𝐽(𝐴, 𝐵) ≤ 1)⁄  

Moreover, we use a mutual k-nearest neighbour graph to 

construct a graph structure. The mutual k-nearest neighbour 

graph is defined as a graph that connects edge between two 

nodes if each of the nodes belongs to the k-nearest neighbours 

of the other. In this method, the edges with the highest 

similarity between nodes are also added to the graph structure 

obtained by the mutual k-nearest neighbour graph. In our 

experiments, we use k=3 for the number of neighbours that 

have been provided by the user.  

3Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-813-6

SEMAPRO 2020 : The Fourteenth International Conference on Advances in Semantic Processing

                            11 / 80



IV. EXPERIMENTS 

To evaluate the efficiency of the proposed WSD method 
using a graph convolutional neural network, we conducted 
some experiments to compare the results to the baseline 
system. In this section, we describe an outline of the 
experiments. 

A. Data Set 

We used the Semeval-2010 Japanese WSD task data set, 
which includes 50 target words comprising 22 nouns, 23 verbs, 
and 5 adjectives [15]. In this data set, there are 50 training and 
50 test instances for each target word. 

As unlabelled example data for the construction of a graph 
structure, we used the BCCWJ developed by the National 
Institute for Japanese Language and Linguistics. The BCCWJ 
corpus comprises 104.3 million words covering various 
genres. 

B. Settings 

In our experiments, to construct a graph for all examples, 
two nodes that represent two examples are linked if they are 
nearest and if their similarity (based on the Jaccard 
coefficient) is not less than a specified threshold value of 0.9, 
which is the highest precision in parameter estimation. The 
basic idea behind this is that two nodes tend to have a high 
similarity if the corresponding contexts of the target word are 
similar. 

For learning the graph-based neural network, optimization 
of the loss function of class label prediction is repeated for 
11,000 iterations, and optimization of the loss function of 
graph context prediction is repeated for 1,000 iterations. Then, 
the obtained model is used to classify new examples of the 
target word into semantic classes. 

In our experiments, we considered five types of features 
as follows: 

 ipadicBF : word segmentation using dictionary 

"ipadic" for extracting BF features 

 UniDicBF : word segmentation using dictionary 

"UniDic" for extracting BF features 

 UniDicBF+IWA : UniDicBF and additional 

examples from Iwanami's dictionary 

 UniDicBF+LC : UniDicBF and additional local 

collocation features 

 UniDicBF+LC+IWA : UniDicBF, additional local 

collocation features and additional examples from 

Iwanami's dictionary 

For the Japanese lexical sample WSD task, we compared 
our method with two previous methods. Firstly, we compared 
our method with the supervised SVM classifier approach [15]. 
Secondly, we compared our method with the semi-supervised 
WSD method that combines automatically labelled data 
expansion and semi-supervised learning [8]. 

V. RESULTS 

Table Ⅰ shows the results of the experiments of applying 
the proposed method and the two existing methods described 

in the previous section. The best result per column is printed  
 

TABLE I.  EXPERIMENTAL RESULTS APPLYING THE PROPOSED 

METHOD AND THE TWO EXISTING METHODS 

Features 
Proposed 

Method 
SVM 

(Fujita et 

al., 2011) 

ipadicBF 77.24 77.28 - 

UniDicBF 77.76 76.8 76.56 

UniDicBF+IWA 76.68 77.84 76.76 

UniDicBF+LC 75.88 75.72 74.92 

UniDicBF+LC+IWA 76.28 77.36 76.52 

TABLE II.  EXPERIMENTAL RESULTS WHEN CHANGING THE GRAPH 

MAKING METHOD 

Jaccard 

Coefficient 

Cosine Similarity Mutual k-Nearest 

Neighbour graph 

77.76 77.24 77.56 

TABLE III.  CLASSIFICATION PRECISION IN SEMI-SUPERVISED NN 

AND MAXIMUM ENTROPY AND (FUJITA ET AL., 2011) 

Proposed 

Method 

Maximum 

Entropy 
(Fujita et al., 2011) 

77.76 76.52 79.2 

 
in bold. As shown in Table Ⅰ, the proposed method is the 
highest precision when UniDicBF is used as features. When 
UniDicBF is used as features, the proposed method is higher 
than the SVM classifier. However, when we use 
UniDicBF+IWA, it performs worse than the SVM classifier. 

Table Ⅱ shows the results of precision among three 
measurements, the cosine similarity, the Jaccard coefficient, 
and the mutual k-nearest neighbour using the proposed 
method with UniDicBF. The results indicate that the Jaccard 
coefficient measure is the most effective one among all 
similarity measures with 77.76% precision. 

Table Ⅲ shows the experimental results of both the 
proposed method with the highest precision and the 
conventional semi-supervised method [8]. 

As shown in Table Ⅲ, the proposed method performs 
worse than a previous semi-supervised method because the 
previous method uses the Hinoki Sensebank with 
UniDicBF+IWA to train a classifier. The Hinoki Sensebank 
consists of the Lexeed Semantic Database of Japanese [15] 
and corpora annotated with syntactic and semantic 
information. Therefore, for a fair comparison, we employed 
the UniDicBF+IWA features for both methods. As shown in 
Table I, the proposed method performs better than the 
previous method. 

VI. DISCUSSIONS 

Experimental results show that the proposed method 

performs better than the SVM classifier. This result was 
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obtained by using the proposed method based on the graph-

based semi-supervised learning in addition to the 

conventional supervised method. Therefore, we consider that 

the proposed method is efficient because it can cope with the 

lack of labelled data for WSD. 

When we use UniDicBF+IWA, the proposed method 

performs worse than SVM classifier. Example sentences of 

the Iwanami's Japanese dictionary tend to be connected to 

short example sentences in the corpus. Therefore, examples 

of Iwanami's Japanese dictionary tend not to be effective in 

constructing a graph structure. However, using the SVM 

classifier, examples of Iwanami's Japanese dictionary are 

effective for WSD. When we construct a graph structure, we 

develop a method to utilize the example sentences of the 

Iwanami's Japanese dictionary effectively in the future. 

As shown in Table Ⅰ, the proposed method using the 

UniDicBF+LC+IWA performs worse than that using 

UniDicBF+IWA. The SVM classifier using the 

UniDicBF+LC+IWA also performs worse. Many examples 

of the Iwanami's Japanese dictionary are short so that the LC 

features are not so effective for both methods. 

Comparing the features of ipadicBF and the features of 

UniDicBF, the features of UniDicBF are more effective than 

the features of ipadicBF. By using UniDic, it is possible to 

obtain more consistent word segmentation for Japanese 

sentences of many genres than using ipadic. Therefore, we 

consider that it is possible to construct an effective graph 

structure with the UniDic features. 

Among the three measurements, the cosine similarity, the 

Jaccard coefficient, and the mutual k-nearest neighbour, the 

Jaccard coefficient measure is the most effective of all 

similarity measures. Thus, if available features are small and 

dense, the Jaccard coefficient is considered to be suitable for 

the construction of the graph structure. 

Comparing the proposed method with the previous semi-

supervised method [8], the proposed method performs worse 

than the previous method. The previous method uses the 

basic form (lemma) of the word and the Hinoki Sensebank in 

addition to the BF features without thesaurus IDs. However, 

the proposed method does not use the basic form of the word 

as features (word segmentation) and the Hinoki Sensebank 

that has 35,838 sentences in 158 senses. Because the features 

used in the proposed method differ from those used in the 

previous method, we consider that the features used in the 

previous method are more effective in comparison to the 

features used in the proposed method. Therefore, using the 

UniDicBF+IWA features for both methods for a fair 

comparison, the proposed method performs better than the 

previous method. From these results, we consider that the 

proposed method is more effective in terms of semi-

supervised learning for the WSD task. 

For the target word "教える (oshieru)," there exist five 

examples that have similar context, but they have different 

meanings in the test data. Using the SVM classifier, the 

classifier could not classify these examples correctly. 

However, the proposed method was able to classify one test 

example correctly out of the five examples. To construct the 

graph structure, the proposed method connects these five 

examples by the edge. We consider that it is possible to 

distinguish two examples because the edge between these 

two examples has been deleted by repeating training with the 

training examples. 

VII. CONCLUSION 

In this paper, we proposed a semi-supervised method 

using a graph convolutional neural network for the WSD task. 

The efficiency of the proposed method was evaluated on the 

Semeval-2010 Japanese WSD task dataset. Experimental 

results show that the proposed method performs better than 

the previous supervised method and the morphological 

features obtained by the UniDic short-unit dictionary is 

effective for the semi-supervised WSD method. Moreover, 

the Jaccard coefficient is the most effective measure among 

three measures to construct a graph structure. Moreover, for 

the problem with small difference such as examples that have 

similar context but have different meanings, the proposed 

method improved the performance of WSD. When the 

difference between two meanings is small, it is difficult to 

classify them properly using the existing method for 

examples that have similar context but have different 

meanings. Therefore, if we can distinguish such example 

sentences, we consider the performance of WSD systems 

improved. 

In the future, we would like to explore methods to 

construct an effective graph structure by using paraphrase 

information, and the dependency analysis technique, the 

effective filtering method for unlabelled data. In addition, we 

would like to develop a method to use the example sentences 

of the Iwanami's Japanese dictionary effectively. 
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Abstract—Large multi-label text classification is a challenging
Natural Language Processing (NLP) problem that is concerned
with text classification for datasets with thousands of labels.
We tackle this problem in the legal domain, where datasets,
such as JRC-Acquis and EURLEX57K labeled with the EuroVoc
vocabulary were created within the legal information systems
of the European Union. The EuroVoc taxonomy includes around
7000 concepts. In this work, we study the performance of various
recent transformer-based models in combination with strategies
such as generative pretraining, gradual unfreezing and discrim-
inative learning rates in order to reach competitive classification
performance, and present new state-of-the-art results of 0.661
(F1) for JRC-Acquis and 0.754 for EURLEX57K. Furthermore,
we quantify the impact of individual steps, such as language
model fine-tuning or gradual unfreezing in an ablation study,
and provide reference dataset splits created with an iterative
stratification algorithm.

Keywords–multi-label text classification; legal document
datasets; transformer models; EuroVoc.

I. INTRODUCTION

Text classification, i.e., the process of assigning one or
multiple categories from a set of options to a document [1],
is a prominent and well-researched task in Natural Language
Processing (NLP) and text mining. Text classification variants
include simple binary classification (for example, decide if
a document is spam or not spam), multi-class classification
(selection of one from a number of classes), and multi-label
classification. In the latter, multiple labels can be assigned to
a single document. In Large Multi-Label Text Classification
(LMTC), the label space is typically comprised of thousands
of labels, which obviously raises task complexity. The work
presented here tackles an LMTC problem in the legal domain.

LMTC tasks often occur when large taxonomies or formal
ontologies are used as document labels, for example in the
medical domain [2] [3], or when using large open domain
taxonomies for labelling, such as annotating Wikipedia with
labels [4]. A common feature of many LMTC tasks is that
some labels are used frequently, while others are used very
rarely (few-shot learning) or are never used (zero-shot learn-
ing). This situation is also referred to by power-law or long-tail
frequency distribution of labels, which also characterizes our
datasets and which is a setting that is largely unexplored for
text classification [3]. Another difficulty often faced in LMTC
datasets [3] are long documents, where finding the relevant
areas to correctly classify documents is a needle in a haystack
situation.

In this work, we focus on LMTC in the legal domain,
based on two datasets, the well-known JRC-Acquis dataset [5]
and the new EURLEX57K dataset [6]. Both datasets contain

legal documents from Eur-Lex [7], the legal database of the
European Union (EU). The usage of language in the given
documents is highly domain specific, and includes many legal
text artifacts such as case numbers. Modern neural NLP
algorithms often tackle domain specific text by fine-tuning
pretrained language models on the type of text at hand [8].
Both datasets are labelled with terms from the the European
Union’s multilingual and multidisciplinary thesaurus EuroVoc
[9].

The goal of this work is to advance the state-of-the-art in
LMTC based on these two datasets which exhibit many of
the characteristics often found in LMTC datasets: power-law
label distribution, highly domain specific language and a large
and hierarchically organized set of labels. We apply current
NLP transformer models, namely BERT [10], RoBERTa [11],
DistilBERT [12], XLNet [13] and M-BERT [10], and combine
them with a number of training strategies such as gradual un-
freezing, slanted triangular learning rates and language model
fine-tuning. In the process, we create new standard dataset
splits for JRC-Acquis and EURLEX57 using an iterative strat-
ification approach [14]. Providing a high-quality standardized
dataset split is very important, as previous work was typically
done on different random splits, which makes results hard to
compare [15]. Further, we make use of the semantic relations
inside the EuroVoc taxonomy to infer reduced label sets for the
datasets. Some of our main evaluation results are the Micro-F1
score of 0.661 for JRC-Acquis and 0.754 for EURLEX57K,
which sets new states-of-the-art to the best of our knowledge.

The main findings and contributions of this work are: (i)
the experiments with BERT, RoBERTa, DistilBERT, XLNet,
M-BERT (trained on three languages), and AWD-LSTM in
combination with the training tricks to evaluate and compare
the performance of the models, (ii) providing new standardized
datasets for further investigation, (iii) ablation studies to mea-
sure the impact and benefits of various training strategies, and
(iv) leveraging the EuroVoc term hierarchy to generate variants
of the datasets for which higher classification performance can
be achieved.

The remainder of the paper is organized as follows: After
a discussion of related work in Section II, we introduce
the EuroVoc vocabulary and the two datasets (Section III),
and then present the main methods (AWD-LSTM, BERT,
RoBERTa, DistilBERT, XLNet) in Section IV. Section V
contains extensive evaluations of the methods on both datasets
as well as ablation studies, and after a discussion of results
(Section VI) we conclude the paper in Section VII.
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II. RELATED WORK

In connection with the JRC-Acquis dataset, Steinberger
et al. [16] present the “JRC EuroVoc Indexer JEX”, by the
Joint Research Centre (JRC) of the European Commission.
The tool categorizes documents using the EuroVoc taxonomy
by employing a profile-based ranking task; the authors report
an F-score between 0.44 and 0.54 depending on the document
language. Boella et al. [17] manage to apply a support vector
machine approach to the problem by transforming the multi-
label classification problem into a single-label problem. Liu et
al. [18] present a new family of Convolutional Neural Network
(CNN) models tailored for multi-label text classification. They
compare their method to a large number of existing approaches
on various datasets; for the EurLex/JRC dataset however,
another method (SLEEC), provided the best results. SLEEC
(Sparse Local Embeddings for Extreme Classification) [19],
creates local distance preserving embeddings which are able
to accurately predict infrequently occurring (tail) labels. The
results on precision for SLEEC applied in Liu et al. [18] are
P@1: 0.78, P@3: 0.64 and P@5: 0.52 – however, they use a
previous version of the JRC-Acquis dataset with only 15.4K
documents.

Chalkidis et al. [6] recently published their work on the
new EURLEX57K dataset. The dataset will be described
in more detail (incl. dataset statistics) in the next sections.
Chalkidis et al. also provide a strong baseline for LMTC on
this dataset. Among the tested neural architectures operating on
the full documents, they have best results with BIGRUs with
label-wise attention. As input representation they use either
GloVe [20] embeddings trained on domain text, or ELMO
embeddings [21]. The authors investigated using only the first
zones of the (long) documents for classification, and show that
the title and recitals part of each document leads to almost the
same performance as considering the full document [6]. This
helps to alleviate BERT’s limitation of having a maximum of
512 tokens as input. Using only the first 512 tokens of each
document as input, BERT [10] archives the best performance
overall. The work of Chalkidis et al. is inspired by You et
al. [22] who experimented with RNN-based methods with self
attention on five LMTC datasets (RCV1, Amazon-13K, Wiki-
30K, Wiki-500K, and EUR-Lex-4K). Similar work has been
done in the medical domain, Mullenbach et al. [2] investigate
label-wise attention in LMTC for medical code prediction (on
the MIMIC-II and MIMIC-III datasets).

In this work, we experiment with BERT, RoBERTa, Dis-
tilBERT, XLNet, M-BERT and AWD-LSTM. We provide ab-
lation studies to measure the impact of various training strate-
gies and heuristics. Moreover, we provide new standardized
datasets for further investigation by the research community,
and leverage the EuroVoc term hierarchy to generate variants
of the datasets.

III. DATASETS AND EUROVOC VOCABULARY

In this section, we first introduce the multilingual EuroVoc
thesaurus which is used to classify legal documents published
by the institutions of the European Union. The EuroVoc
thesaurus is also used as a classification schema for the
documents contained in the two legal datasets we use for our
experiments, the JRC-Acquis V3 and EURLEX57K datasets
which are described in this section.

@pref ix r d f : <h t t p : / /www. w3 . org /1999/02/22 − r d f−syn t ax−ns
# t y p e> .

@pref ix s k o s : <h t t p : / /www. w3 . org / 2 0 0 4 / 0 2 / skos / c o r e #> .
@pref ix d c t e r m s : <h t t p : / / p u r l . o rg / dc / t e r m s /> .
@pref ix e v : <h t t p : / / eu rovoc . e u ro pa . eu /> .
@pref ix e v s : <h t t p : / / eu rovoc . e u ro pa . eu / schema #> .
<h t t p : / / eu rovoc . e u ro pa . eu /100142>

r d f : t y p e evs:Domain ;
s k o s : p r e f L a b e l ” 04 POLITICS”@en .

<h t t p : / / eu rovoc . e u ro pa . eu /100166>
r d f : t y p e e v s : M i c r o T h e s a u r u s ;
s k o s : p r e f L a b e l ” 0421 p a r l i a m e n t ”@en ;
d c t e r m s : s u b j e c t ev :100142 ;
s k o s : h a s T o p C o n c e p t e v : 4 1 .

<h t t p : / / eu rovoc . e u ro pa . eu / 4 1>
r d f : t y p e e v s : T h e s a u r u s C o n c e p t ;
s k o s : p r e f L a b e l ” powers o f p a r l i a m e n t ”@en ;
s k o s : i n S c h e m e ev :100166 .

<h t t p : / / eu rovoc . e u ro pa . eu /1599>
r d f : t y p e e v s : T h e s a u r u s C o n c e p t ;
s k o s : p r e f L a b e l ” l e g i s l a t i v e p e r i o d ”@en ;
s k o s : i n S c h e m e ev :100166
s k o s : b r o a d e r e v : 4 1 .

Figure 1. EuroVoc example

A. EuroVoc

The datasets we use for our experiments contain legal
documents from the legal information system of the European
Union (Eur-Lex) and are classified into a common classi-
fication schema, the EuroVoc [9] thesaurus published and
maintained by the Publications Office of the European Union
since 1982. The EuroVoc thesaurus has been introduced to
harmonize the classification of documents in the communi-
cations across EU institutions and to enable a multilingual
search as the thesaurus provides all its terms in the official
language of the EU member states. It is organized based on
the Simple Knowledge Organization System (SKOS) [23] ,
which encodes data using the Resource Description Format
(RDF) [24] and is well-suited to represent hierarchical relations
between terms in a thesaurus like EuroVoc. EuroVoc uses
SKOS to hierarchically organize its concepts into 21 domains,
for instance Law, Trade or Politics, to name a few. Each domain
contains multiple microthesauri (127 in total), which in turn
have in total around 600 top terms. About 7K terms (also called
descriptors, concepts or labels) are assigned to one or multiple
microthesauri and connected to top terms using the predicate
skos:broader.

All concepts in EuroVoc have a preferred (skos:
prefLabel) label and non-preferred (skos:altLabel)
label for each language; the label language is indicated with
language tags. Figure 1 illustrates with an example serialized
in Turtle (TTL) [25] format how the terms are organized in the
EuroVoc thesaurus. Our example is from the domain 04 POLI-
TICS and we show only the English labels of the concepts. The
domain 04 POLITICS has the EuroVoc ID ev:100142 and is
of rdf:type evs:Domain. Each domain has microthesauri
as the next lower level in the hierarchy. In this example,
we can see that a evs:Microthesaurus named 0421
parliament is assigned to the 04 POLITICS domain using
(dcterms:subject ev:100142) and is also connected
to the next lower level of top terms. The top term powers
of parliament (ev:41) is linked to the microthesaurus using
skos:inScheme. Finally, the lowest level in this example is
the concept legislative period (ev:1599) which is linked to its
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(skos:broader) top term powers of parliament (ev:41),
and is also directly linked to the microthesaurus 0421 parlia-
ment to which it belongs to using skos:inScheme.

The legal documents are annotated with multiple EuroVoc
classes typically on the lowest level which results in a huge
amount of available classes a document can be potentially
classified in. In addition, this also comes with the disadvantage
of the power-law distribution of labels such that some labels
are assigned to many documents whereas others are only
assigned to a few documents or to no documents at all. The
advantages of using a multilingual and multi-domain thesaurus
for document classification are manifold. Most importantly, it
allows us to reduce the numbers of potential classes by going
up the hierarchy, which does not make classification incorrect
but only more general. Reducing the number of labels allows
to compare the efficiency of the model for different label sets,
which vary in size and sparsity. In this line, we use a class
reduction method to generate datasets with a reduced number
of classes by replacing the original labels with the top terms,
microthesauri or domains they belong to. For the top terms
dataset, we leverage the skos:broader relations of the
original descriptors, for the microthesauri dataset we follow
skos:inScheme links to the microthesauri, and the domains
dataset is inferred via the dcterms:subject links of the
microthesauri. This process creates three additional datasets
(top terms, microthesauri, domains) [26]. Furthermore, such
a thesaurus would also allow to incorporate potentially more
fine-grained national thesauri of member states which could be
aligned with EuroVoc and therefore enable multilingual search
in an extended thesarus.

B. Legal Text Datasets

In this work we focus on legal documents collected from
the Eur-Lex [7] database serving as the official site for re-
trieving European Union law, such as Treaties, International
agreements and Legislation, and case law of the European
Union (EU). Eur-Lex provides the documents in the official
languages of the EU member states. As discussed in previous
work [26] the documents are well structured and written
in domain specific language. Furthermore, legal documents
are typically longer compared to texts often taken for text
classification task such as the Reuters-21578 dataset containing
news articles.

In this paper, we use the English versions of the two legal
datasets JRC-AcquisV3 [27] and EURLEX57K [28]. The JRC-
Acquis V3 dataset has been compiled by the Joint Research
Centre (JRC) of the European Union with the Acquis Commu-
nautaire being the applicable EU law and contains documents
in XML format. Each JRC document is divided into body,
signature, annex and descriptors. The EURLEX57K dataset has
been prepared by academia [6] and is provided in JSON format
structured into several parts, namely the header including title
and legal body, recitals (legal background references), the main
body (organized in articles) and the attachments (appendices,
annexes). Furthermore and in contrast to JRC-Acquis, the
EURLEX57K dataset is already provided with a split into train
and test sets.

Table I shows a comparison of the dataset characteristics.
EURLEX57K contains almost three times as many documents

TABLE I. DATASET STATISTICS FOR JRC-ACQUIS AND EURLEX57K.

JRC-Acquis EURLEX57K
#Documents 20382 57000

Max #Tokens/Doc 469820 3934
Min #Tokens/Doc 21 119

Mean #Tokens/Doc 2243.43 758.46
StdDev #Tokens/Doc 7075.94 542.86
Median #Tokens/Doc 651.0 544
Mode #Tokens/Doc 275 275

as the JRC-Acquis V3 dataset, but the documents are compa-
rable in their minimum number of tokens, median and mode
of tokens per document. The large difference in the maximum
number of tokens per document impacts the standard deviation
and the mean number of tokens. The reason for this difference
is that JRC-Acquis also includes documents dealing with the
budget of the European Union, comprised of many tables. As
both datasets originate from the same source, but with different
providers, we analyzed the number of documents contained in
both datasets and found an overlap of approx. 12%.

Table II provides an overview of label statistics for both
datasets. We created different versions based on the original
descriptors (DE), top terms (TT), microthesauri (MT) and
domains (DO) and present the numbers for all versions. The
maximum number of labels assigned to a single document
is similar for both datasets. The average number of labels
per document in the original (DE) version is 5.46 (JRC-
Acquis) and 5.07 (EURLEX57). Due to the polyhierarchy in
the geography domain a label may be assigned to multiple Top
Terms, therefore the number of Top Term labels is higher than
that of the original descriptors.

Figure 2 visualizes the power-law (long tail) label distri-
bution, where a large portion of EuroVoc descriptors is used
rarely (or never) as document annotations. In the JRC-Acquis
dataset only 50% of the labels available in EuroVoc are used
to classify documents. Only 417 labels are used frequently
(used on more than 50 documents) and 3,3147 labels have
a frequency between 1–50 (few-short). The numbers for the
EURLEX57K dataset are similar [6], with 59.31% of all
EuroVoc labels being actually present in EURLEX57K. From
those labels, 746 are frequent, 3,362 have a frequency between
1–50, and 163 are only in the testing, but not in the training,
dataset split (zero-shot). The high number of infrequent la-
bels obviously is a challenge when using supervised learning
approaches.

IV. METHODS

In this section we describe the methods used in the
LMTC experiments presented in the evaluation section, and the
general training process. Furthermore, we discuss important
related points such as language model pretraining and fine-
tuning, and discriminative learning rates, and other important
foundations for the evaluation section like dataset splitting and
multilingual training.

A. General Training Strategy and Implementation

In accordance with common NLP practice, as first intro-
duced by Howard and Ruder for text classification [29], we
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TABLE II. DATASET STATISTICS – NUMBER OF LABELS PER DOCUMENT.

JRC-Acquis EURLEX57K
Label DE TT MT DO DE TT MT DO
Max 24 30 14 10 26 30 15 9
Min 1 1 1 1 1 1 1 1

Mean 5.46 6.04 4.74 3.39 5.07 5.94 4.55 3.24
StdDev 1.73 3.14 1.92 1.17 1.7 3.06 1.82 1.04
Median 6 5 5 3 5 5 4 3
Mode 6 4 4 3 6 4 4 3

Figure 2. Power-law distribution of descriptors in the JRC-Acquis dataset.

train our models in two steps: first we fine-tune the language
modeling part of the model to the target corpus (JRC-Acquis or
EURLEX57K), and then we train the classifier on the training-
split of the dataset.

The baseline model (AWD-LSTM) and the transformer
models are available with pretrained weights, trained with lan-
guage modelling objectives on large corpora such as Wikitext
or Webtext – a process that is computationally very expensive.
Fine-tuning allows to transfer the language modeling capabil-
ities to a new domain [29].

Our implementation makes use of the FastAI library [30],
which includes the basic infrastructure to apply training strate-
gies like gradual unfreezing or slanted triangular learning
rates (see below). Moreover, for the transformer models, we
integrate the Hugging Face transformers package [31] with
FastAI.

Our implementation including the evaluation results, is
available on GitHub [32]. The repository also includes the
reference datasets created with iterative splitting, which can
be used by other researchers as reference datasets – in order
to have a fair comparison of different approaches in the future.

B. Tricks for Performance Improvement (within FastAI)

In their Universal Language Model Fine-tuning for Text
Classification (ULMFiT) approach, Howard and Ruder [29]
propose a number of training strategies and tricks to improve
model performance, which are available within the FastAI
libary. Firstly, based on the idea that early layers in a deep
neural network capture more general and basic features of

language, which need little domain adaption, discriminative
fine-tuning applies different learning rates depending on the
layer; earlier layers use smaller learning rates compared to later
layers. Secondly, slanted triangular learning rates quickly
increase the learning rate at the beginning of a training epoch
up to the maximal learning rate in order to find a suitable
region of the parameter space, and then slowly reduce the
learning rate to refine the parameters. And finally, in gradual
unfreezing the training process is divided into multiple cycles,
where each cycle consists of several training epochs. Training
starts after freezing all layers except for the last few layers
in cycle one, during later cycles more layers are unfrozen
gradually (from last to first layers). The intuition is that, in fine-
tuning a deep learning model (similar to discriminative fine-
tuning), that later layers are more task and domain specific and
need more fine-tuning. In the evaluation section, we provide
details about our unfreezing strategy (Table IV).

C. Baseline Model

We use AWD-LSTM [33] as a baseline model. Merity et
al. [33] investigate different strategies for regularizing word-
level LSTM language models, including the weight-dropped
LSTM with its recurrent regularization, and they introduce NT-
ASGD as a new version of average stochastic gradient descent
in AWD-LSTM.

In the ULMFiT approach [29] of FastAI, AWD-LSTM
is used as encoder, with extra layers added on top for the
classification task.

For any of the models (AWD-LSTM and transformers)
we apply the basic method discussed above: a) fine-tune the
language model on all documents (ignoring the labels) of the
dataset (JRC-Acquis or EURLEX57K), and then b) fine-tune
the classifier using the training-split of the dataset.

D. Transformer Models

In the experiments we study the performance of BERT,
RoBERTa, DistilBERT and XLNet on the given text classifi-
cation tasks. BERT is an early, and very popular, transformer
model, RoBERTa is a modified version of BERT trained on a
larger corpus, DistilBERT is a distilled version of BERT and
thereby with lower computational cost, and finally, XLNet can
be fed with larger input token sequences.

BERT: BERT [10] is a bidirectional language model which
aims to learn contextual relations between words using the
transformer architecture [34]. We use an official release of the
pre-trained models, details about the specific hyperparameters
are found in Section V-A.
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The input to BERT is either a single text (a sentence or
document), or a text pair. The first token of each sequence is
the special classification token [CLS], followed by WordPiece
tokens of the first text A, then a separator token [SEP], and
(optionally) after that WordPiece tokens for the second text B.

In addition to token embeddings, BERT uses positional
embeddings to represent the position of tokens in the se-
quence. For training, BERT applies Masked Language Model-
ing (MLM) and Next Sentence Prediction (NSP) objectives. In
MLM, BERT randomly masks 15% of all WordPiece tokens
in each sequence and learns to predict these masked tokens.
For NSP, BERT is fed in 50% of cases with the actual next
sentence B, in the other cases with a random sentence B from
the corpus.

RoBERTa: RoBERTa, introduced by Liu et al. [11], re-
trains BERT with an improved methodology, much more data,
larger batch size and longer training times. In RoBERTa the
training strategy of BERT is modified by removing the NSP
objective. Further, RoBERTa uses byte pair encoding (BPE) as
a tokenization algorithm instead of WordPiece tokenization in
BERT.

DistilBERT: We use a distilled version of BERT released
by Sanh et al. [12]. DistilBERT provides a lighter and faster
version of BERT, reducing the size of the model by 40% while
retaining 97% of its capabilities on language understanding
tasks [12]. The distillation process includes training a complete
BERT model (the teacher) using the improved methodology
proposed by Liu et al. [11], then DistilBERT (the student)
is trained to reproduce the behaviour of the teacher by using
cosine embedding loss.

XLNet: The previously discussed transformer-based mod-
els are limited to a fixed context length (such as 512 tokens),
while legal documents are often long and exceed this context
length limit. XLNet [13] includes segments recurrence, intro-
duced in Transformer-XL [35], allowing it to digest longer
documents. XLNet follows RoBERTa in removing the NSP
objective, while introducing a novel permutation language
model objective. In our work with XLNet, we fine-tune the
classifier directly without LM fine-tuning (as LM fine-tuning
of XLNet was computationally not possible on the hardware
available for our experiments).

E. Dataset Splitting

Stratification of classification data aims at splitting the data
in a way that in all dataset splits (training, validation, test) the
target classes appear in similar proportions. In multi-label text
classification stratification becomes harder, because the target
is a combination of multiple labels. In random splitting, it is
possible that most instances of a specific class end up either
in the training or test split (esp. for low frequency classes),
and therefore the split can be unrepresentative with respect to
the original data set. Moreover, random splitting and different
train/validation/test ratios create the problem that results from
different approaches are hard to compare [15].

Depending on the dataset, other criteria can be used for
dataset splitting, for example Azarbonyad et al. [36] split JRC-
Acquis documents according to document’s year, where older
documents could be used in training, and newer in testing.

For splitting both JRC-Acquis and EURLEX57K, we use
the iterative stratification algorithm proposed by Sechidis et
al. [14], ie. its implementation provided by the scikit-multilearn
library [37]. Applying this algorithm leads to a better document
split with respect to the target labels, and in turn, helps with
generalization of the results and allows for a fair comparison
of different approaches. The reference splits of the dataset are
available online [32].

In the experiments in Section V we use these dataset splits,
but in addition for EURLEX57K also the dataset split of the
dataset creators [6], in order to compare to their evaluation
results.

F. Multilingual Training

JRC-Acquis is a collection of parallel texts in 22 languages
– we make use of this property to train multilingual BERT
[38] on an extended version of JRC-Acquis in 3 languages.
Multilingual BERT provides support for 104 languages and
it is useful for zero-shot learning tasks in which a model is
trained using data from one language and then used to make
inference on data in other languages.

We extend the English JRC-Acquis dataset with parallel
data in German and French. The additional data has the
same dataset split as in the English version, ie. if an English
document is in the training set then the German and French
versions will be in the same split as well.

V. EVALUATION

This section first discusses evaluation setup (for example
model hyperparameters) and then evaluation results for JRC-
Acquis and EURLEX57K.

A. Evaluation Setup

Evaluation setup includes important aspects such as dataset
splits, preprocessing, the specific model architectures and
variants, and major hyperparameters used in training.

a) Dataset Splits:: The official JRC-Acquis dataset
does not include a standard train-validation-test split, and as
discussed in Section IV-E a random split exhibits unfavorable
characteristics. We apply iterative splitting [14] to ensure that
each split has the same label distribution as the original
data. We split with an 80%/10%/10% ratio for training/valida-
tion/test sets. For the EURLEX57K the dataset creators already
provide a split and a strong baseline evaluation. We run our
models on the given split in order to compare results, and also
create our own split with iterative splitting (dataset available
in the mentioned GitHub repository [32]).

b) Text Preprocessing:: All described models have their
own preprocessing included (e.g. WordPiece tokenization in
BERT), we do not apply extra preprocessing to the text.

c) Neural Network Architectures:: For AWD-LSTM,
we use the standard setup of the pretrained model included in
FastAI, which has an input embedding layer with embedding
size of 400, followed by three LSTM layers with hidden sizes
of 1152 and weight dropout probability of 0.1.
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TABLE III. ARCHITECTURE HYPERPARAMETERS OF TRANSFORMER
MODELS
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BERT 12 12 512 False 4
Roberta 12 12 512 False 4

DistilBERT 6 12 512 False 4
XLNet 12 12 1024 True 2

For the transformer models, we start from pretrained mod-
els, the uncased BERT model [39], the RoBERTa model [40],
DistilBERT [41], and the XLNET model [42].

In Table III, we see that many architectural details are
similar for the different model types. The transformer models
all have 12 network layers, except DistilBERT with 6 layers,
and 12 attention heads. XLNet allows for longer input contexts,
but for performance reasons we limited the context to 1024
tokens, and it was necessary to reduce the batch size to 2 to fit
the model into GPU memory, and also we could not unfreeze
the whole pretrained model (see below).

To create the text classifiers, we take the representation of
the text generated by the transformer model or AWD-LSTM,
and add two fully connected layers of size 1200 and 50,
respectively, with a dropout probability of 0.2, and an output
layer. We apply batch normalization on the fully connected
layers.

d) Gradual Unfreezing:: Gradual unfreezing is one of
the ULMFiT strategies discussed in Section IV-B, where the
neural network layers are grouped, and trained starting with the
last group, then incrementally unfrozen and trained further.

TABLE IV. GRADUAL UNFREEZING DETAILS: LEARNING RATES (LR),
NUMBER OF EPOCHS (ITERS), AND LAYER GROUPS THAT ARE UNFROZEN.

# Unfrozen Layers

Cycle Max LR # Iters
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1 2e-4 12 4 2 4
2 5e-5 12 8 4 6
3 5e-5 12 12 6 8
4 5e-5 36 12 6 8
5 5e-5 36 12 6 8

Except for DistilBERT, which has only 2 layers per layer
group, all transformer models have 3 groups of 4 layers used
in the unfreezing process. Table IV gives an overview of
the training setup for the transformer models. We trained the
classifier for 5 cycles, starting in cycle 1 with 4 layers and
a LR = 2e − 4, and 12 training epochs (Iters). The setup of
the other cycles is shown in the table. Overall, we used the
same setup for all transformer models with a goal of better
comparison between models. (Remark: hand-picking LRs and
training epochs might lead to slightly better results.)

Table V shows the main hyperparameters of AWD-LSTM
training, we trained the model in 6 cycles, with LRs, epochs

TABLE V. GRADUAL UNFREEZING SETTINGS FOR AWD-LSTM

Cycle # Max LR # Unfrozen Layers # Iterations
1 2e-1 1 2
2 1e-2 2 5
3 1e-3 3 5
4 5e-3 all 20
5 1e-4 all 32
6 1e-4 all 32

per cycle, and unfrozen layers as shown in the table.

e) LM Fine-tuning:: For the transformer models we do
LM fine-tuning for 5 iterations, with a batch size of 4 and
LR of 5e − 5. Transformer fine-tuning is done with a script1
provided by Hugging Face. For the AWD-LSTM model we
first fine-tune the frozen LM for 2 epochs, and then in cycle
two fine-tune the unfrozen model for another 5 epochs.

f) Hardware specifications: We trained the models on a
single GPU device (NVIDIA GeForce GTX 1080 with 11 GB
of GDDR5X memory). For inference, we use an Intel i7-
8700K CPU @ 3.70GHz and 16GB RAM.

B. Evaluation Metrics

In the evaluations, in line with Chalkidis et al. [6], we
apply the following evaluation metrics: micro-averaged F1,
R-Precision@K (RP@K), and Normalized Discounted Cumu-
lative Gain (nDCG@K). Precision@K (P@K) and Recall@K
(R@K) are popular measures in LTMC, too, but they unfairly
penalize in situations where the number of gold labels is
unequal to K, which is the typical situation in our datasets.
This problem led to the introduction of more suitable metrics
like RP@K and nDCG@K. In the following, we briefly discuss
the metrics.

The F1-score is a common metric in information retrieval
systems, and it is calculated as the harmonic mean between
precision and recall. If we have a label L, Precision, Recall,
and F1-score with respect to L are calculated as follows:

PrecisionL = TruePositivesL
TruePositivesL+FalsePositivesL

RecallL = TruePositivesL
TruePositivesL+FalseNegativesL

F1L = 2 ∗ Precision∗Recall
Precision+Recall

Micro-F1 is an extension of the F1-score for multi-label
classification tasks, and it treats the entire set of predictions
as one vector and then calculates the F1. We use grid search
to pick the threshold on the output probabilities of the models
that gives the best Micro-F1 score on the validation set. The
threshold determines which labels we assign to the documents.

Propensity scores prioritize predicting a few relevant labels
over the large number of irrelevant ones [43]. R-Precision@K
(RP@K) calculates precision for the top K ranked labels, if
the number of ground truth labels for a document is less than
K, K is set to this number for this document.

RP@K = 1
N

∑N
n=1

∑K
k=1

Rel(n,k)
min(K,Rn)

Where N is the number of documents, Rel(n, k) is set
to 1 if the k-th retrieved label in the top-K labels of the n-th

1https://github.com/huggingface/transformers/blob/master
/examples/language-modeling/run language modeling.py
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document is correct, otherwise it is set to 0 . Rn is the number
of ground truth labels for the n-th document.

Normalized Discounted Cumulative Gain nDCG@k for the
list of top K ranked labels measures ranking quality. It is based
on the assumption that highly relevant documents are more
useful than moderately relevant documents.

nDCG@K = 1
N

∑N
n=1 Zkn

∑K
k=1

2Rel(n,k)−1
log2(1+k)

N is the number of documents, Rel(n, k) is set to 1 if the
k-th retrieved label in the top-K labels of the n-th document is
correct, otherwise it is set to 0. Zkn

is a normalization factor
to ensure nDCG@K = 1 for a perfect ranking.

C. Evaluation Results

The evaluation results are organized into three subsec-
tions, results for the JRC-Acquis dataset, results for the EU-
RLEX57K dataset, and finally results from ablation studies.

1) JRC-Acquis: Table VI presents an overview of the
results on the JRC-Acquis dataset for the transformer models
and the AWD-LSTM baseline, and initial results from the
multilingual model.

The observations here are as follows: Firstly, transformer-
based models outperform the LSTM baseline by a large
margin. Further, within the transformer models RoBERTa and
BERT yield best results, the scores are almost the same. As
expected, the distilled version of BERT is a bit lower in most
metrics like Micro-F1, but the difference is small.

In this set of experiments, XLNet is behind DistilBERT,
which we attribute to two main causes: (i) for computational
reasons (given the available GPU hardware), we could not fine-
tune the LM on XLNet, and in classifier training we could
not unfreeze the full model. (ii) We used the same LR on all
models; the choice of LR was influenced by a recommendation
on BERT learning rates in Devlin et al. [10], and may not be
optimal for XLNet. Overall, we could not properly test XLNet
due to its high computational requirements, and did therefore
not include it in the set of experiments on the EURLEX57K
dataset.

The initial set of experiments with multilingual BERT (M-
BERT) provides very promising results, on par with RoBERT
and BERT. This is remarkable given the fact that we use the
same amount of global training steps – which means, because
our multilingual dataset is 3 times larger, that on individual
documents we train only a 1/3 of the time. We expect even
better results with more training epochs. LM fine-tuning of the
M-BERT model was done on the text from all three languages
(en, de, fr).

Regarding comparisons to existing baseline results, firstly
because of the problem of different dataset splits (see Sec-
tion IV-E) results are hard to compare. However, Steinberger
et al. [16] report an F1-score of 0.48, Esuli et al. [44] report
an F1 of 0.589 and Chang et al. [15] do not provide F1, but
only P@5 (62.64) and R@5 (61.59).

For Table VII, we picked one transformer-based method,
namely BERT, and analyzed its performance on the various
JRC datasets resulting from class reduction described in Sec-
tion III-A. By using inference on the EuroVoc hierarchy, we

created, additionally to the default descriptors dataset, datasets
for EuroVoc Top Terms (TT), Micro-Thesauri (MT), and
EuroVoc Domains (DO). With the reduced number of classes,
classification performance is clearly rising, for example from a
Micro-F1 of 0.661 (descriptors) to 0.839 (EuroVoc domains).
We argue that the results with the inferred labels show that our
approach might be well-suitable for real-world applications
in scenarios like automatic legal document classification or
keyword/label suggestion – for example the RP@5 for domains
(DO) is at 0.928, so the classification performance (depending
on the use case requirements) may be sufficient.

Figure 3. A visualization of RP@K and nDCG@K for all transformer
models for JRC-Acquis.

Figure 3 contains a visual representation of RP@K and
nDCG@K for the transformer models applied to the JRC-
Acquis dataset. We can see how similar the performance
of BERT and RoBERTa is for different values of K, and
RoBERTa scores are consistently marginally better.

2) EURLEX57K: In this subsection we report the evalu-
ation results on the new EURLEX57K dataset by Chalkidis
et al. [6]. In order to compare to the results of the dataset
creators, we ran the experiments on the dataset and dataset split
(45K training, 6K validation, 6K testing) provided by Chalkidis
et al. [6]. Below, we also show evaluation results on our
dataset split (created with the iterative stratification approach).
Table VIII gives an overview of results for our transformer
models, and compares them to the strong baselines in existing
work. Chalkidis et al. [6] evaluate various architectures, the
results of the three best models presented here: BERT-BASE,
BIGRU-LWAN-ELMO and BIGRU-LWAN-L2V. BERT-BASE
is a BERT model with an extra classification layer on top,
BIGRU-LWAN combines a BIGRU encoder with Label-Wise
Attention Networks (LWAN), and uses either Elmo (ELMO)
or word2vec (L2V) embeddings as inputs. Table VIII shows
that our models outperform the previous baseline, the best
results are delivered by RoBERTa and DistilBERT. The good
performance of DistilBERT in these experiments is surprising
(We need further future experiments to explain the results
sufficiently. One intuition might be that the random weight
initialization of the added layers was very suitable.).

Overall, the results are much better than for the smaller
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TABLE VI. COMPARISON BETWEEN DIFFERENT TRANSFORMER MODELS, FINE-TUNED USING THE SAME NUMBER OF ITERATIONS ON JRC-ACQUIS.

BERT RoBERTa XLNet DistilBERT AWD-LSTM Multilingual BERT
Micro-F1 0.661 0.659 0.605 0.652 0.493 0.663

RP@1 0.867 0.873 0.845 0.884 0.762 0.873
RP@3 0.784 0.788 0.736 0.78 0.619 0.783
RP@5 0.715 0.716 0.661 0.711 0.548 0.717

RP@10 0.775 0.778 0.733 0.775 0.627 0.777
nDCG@1 0.867 0.873 0.845 0.884 0.762 0.873
nDCG@3 0.803 0.807 0.762 0.805 0.651 0.804
nDCG@5 0.750 0.753 0.703 0.75 0.594 0.752

nDCG@10 0.778 0.781 0.746 0.779 0.630 0.780

TABLE VII. BERT RESULTS FOR JRC-ACQUIS WITH class reduction
METHODS APPLIED, WHICH LEAD TO 4 DATASETS: DE (DESCRIPTORS), TT

(TOP-TERMS), MT (MICROTHESAURI, DO (DOMAINS)

DE TT MT DO
Micro-F1 0.661 0.745 0.778 0.839

RP@1 0.867 0.922 0.943 0.967
RP@3 0.784 0.838 0.871 0.905
RP@5 0.715 0.804 0.844 0.928
RP@10 0.775 0.857 0.908 0.974

nDCG@1 0.867 0.922 0.943 0.967
nDCG@3 0.803 0.858 0.888 0.919
nDCG@5 0.750 0.829 0.864 0.929

nDCG@10 0.778 0.852 0.896 0.952

JRC dataset, with the best Micro-F1 for JRC being 0.661
(BERT), while for EURLEX57K we reach 0.758 (RoBERTa).

Table IX presents the results for BERT on the additional
datasets with Top Terms (TT), Micro-Thesauri (MT) and
Domains (DO) labels inferred from the EuroVoc taxonomy
(similar to Table VII, which presents the scores of JRC-
Acquis). As expected from the general results on the EU-
RLEX57 dataset, the values on the derived datasets are better
than for JRC-Acquis, for example RP@5 is now at 0.956 for
the domains (DO).

FIGURE 4. RP@K AND NDCG@K FOR THE TRANSFORMER MODELS
TRAINED ON EURLEX57K.

Similar to Figure 3, Figure 4 shows RP@K and nDCG@K
for BERT, RoBERTa and DistilBERT depending on the value
of K. RoBERTa and DistilBERT are almost identical in
their performance, BERT lags behind a little in this set of

experiments.

Finally, in Table X, we trained a BERT model on our
iterative split of the EURLEX57K dataset in order to provide a
strong baseline for future work on a standardized and arguably
improved version of the EURLEX57K dataset.

3) Ablation Studies: In this section, we want to study the
contributions of various training process components – by
excluding some of those components individually (or reducing
the number of training epochs). We focus on three important
aspects: (i) the use of Language Model (LM) fine-tuning, (ii)
gradual unfreezing, (iii) and a reduction of the number of
training cycles.

In Table XI, we compare the evaluation metrics when
removing the LM fine-tuning (on the legal target corpus) step
before classification model training to the original version
including LM fine-tuning (in parenthesis). For all examined
models, we can see a small but consistent improvement of
results when using LM fine-tuning. The relative improvement
in the metrics is in the range of 1%–3%. In conclusion, LM
fine-tuning to the legal text corpus is a crucial step for reaching
a high classification performance.

In Table XII, we examine the effect of two factors, the
training epochs (Iter.) hyperparameter, and of the use of the
gradual unfreezing technique. Regarding number of epochs,
both models benefit from longer training, for BERT the
difference is large (about 4% relative improvement in F1-
score), while for the simpler DistilBERT model less training
appears to be required, after 36 epochs it even provides better
accuracy than BERT at this point, and finally only gains a 1.2%
improvement from more training epochs. Secondly, we study
the effect of Gradual Unfreezing (GU), which for BERT has a
large impact, with a relative improvement in F1 of about 6%.
In summary, longer training times benefit esp. more complex
models like BERT, and gradual unfreezing is a very helpful
strategy for optimizing performance.

VI. DISCUSSION

Much of the detailed discussion is already included in
the Evaluation Results section (Section V-C), so here we will
summarize and extend on some of the key findings.

In comparing model performance, starting with LSTM
versus transformer architectures, the results show that the at-
tention mechanism used in transformers is superior to LSTMs
in finding aspects relevant for the classification task in long
documents. Within the transformer models, firstly we did not
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TABLE VIII. RESULTS FOR OUR TRANSFORMER-BASED MODELS ON EURLEX57K, AND STRONG BASELINES FROM CHALKIDIS ET AL.

Ours Chalkidis et al. [6]
BERT RoBERTa DistilBERT BERT-BASE BIGRU-LWAN-ELMO BIGRU-LWAN-L2V

Micro-F1 0.751 0.758 0.754 0.732 0.719 0.709
RP@1 0.912 0.919 0.925 0.922 0.921 0.915
RP@3 0.843 0.85 0.848 - - -
RP@5 0.805 0.812 0.807 0.796 0.781 0.770
RP@10 0.852 0.860 0.862 0.856 0.845 0.836

nDCG@1 0.912 0.919 0.925 0.922 0.921 0.915
nDCG@3 0.859 0.866 0.866 - - -
nDCG@5 0.828 0.835 0.833 0.823 0.811 0.801

nDCG@10 0.849 0.857 0.858 0.851 0.841 0.832

TABLE IX. BERT RESULTS ON EURLEX57K WITH class reduction
METHODS APPLIED, PLUS THE BASELINE RESULTS OF BERT-BASE (DE)

FROM CHALKIDIS ET AL. [6].

DE TT MT DO
D

E
ba

se
lin

e

Micro-F1 0.751 0.825 0.84 0.883 0.732
RP@1 0.912 0.948 0.959 0.978 0.922
RP@3 0.843 0.896 0.915 0.939 -
RP@5 0.805 0.876 0.902 0.956 0.796

RP@10 0.852 0.909 0.943 0.986 0.856
nDCG@1 0.912 0.948 0.959 0.978 0.922
nDCG@3 0.859 0.907 0.924 0.947 -
nDCG@5 0.828 0.891 0.912 0.955 0.823

nDCG@10 0.849 0.904 0.931 0.97 0.851

TABLE X. BERT RESULTS ON EURLEX57K WITH THE NEW ITERATIVE
STRATIFICATION DATASET SPLIT.

Micro-F1 RP@1 RP@5 nDCG@1 nDCG@5
0.760 0.914 0.809 0.914 0.833

TABLE XI. CLASSIFICATION METRICS FOR THE JRC-ACQUIS DATASET,
WHEN not USING LM FINE-TUNING – IN PARENTHESES THE RESULTS with

FINE-TUNING (FOR COMPARISON).

BERT RoBERTa DistilBERT
Micro-F1 0.64 (0.66) 0.65 (0.66) 0.61 (0.62)

RP@1 0.86 (0.87) 0.87 (0.87) 0.86 (0.87)
RP@3 0.77 (0.78) 0.77 (0.79) 0.75 (0.76)
RP@5 0.70 (0.72) 0.70 (0.72) 0.67 (0.68)

RP@10 0.76 (0.78) 0.77 (0.78) 0.74 (0.75)
nDCG@1 0.86 (0.87) 0.87 (0.87) 0.86 (0.87)
nDCG@3 0.79 (0.80) 0.79 (0.81) 0.77 (0.78)
nDCG@5 0.74 (0.75) 0.74 (0.75) 0.71 (0.72)
nDCG@10 0.77 (0.72) 0.77 (0.78) 0.75 (0.76)

TABLE XII. ABLATION STUDY: BERT AND DISTILBERT PERFORMANCE
ON JRC-ACQUIS REGARDING THE NUMBER OF TRAINING EPOCHS (ITER.)

AND THE USE OF GRADUAL UNFREEZING (GU).

# Iter. Use GU Prec. Rec. Mic.-F1
36 True 0.678 0.601 0.637

108 False 0.674 0.575 0.621

B
E

R
T

108 True 0.695 0.630 0.661
36 True 0.696 0.601 0.645

108 False 0.663 0.583 0.620

D
is

til
-

B
E

R
T

108 True 0.701 0.611 0.653

notice much difference between BERT and RoBERTa, which
is not unexpected, as they are technically very similar. Overall,
results were a bit better for RoBERTa. DistilBERT delivered
surprisingly good results for the EURLEX57K dataset, and
has the benefits of lower computational cost. Both for the
JRC-Aquis and the EURLEX57K datasets, the results indicate
that DistilBERT is better in retrieving the most probable label
compared with RoBERTa and BERT. XLNet on the other hand,
requires a lot of computational resources, and we were not able
to properly train the model for that reason. Finally, the first set
of experiments on multilingual training with M-BERT gave
promising results, hence it will be further studied in future
work.

The ablation studies showed the positive effects of the
training (fine-tuning) strategies that we applied, both LM-
finetuning on the target domain, as well as gradual unfreezing
of the network layers (in groups) proved to be crucial in
reaching state-of-the-art classification performance.

To compare the computational costs, we calculated infer-
ence times for each model on an Intel i7-8700K CPU @
3.70GHz. DistilBERT provides the lowest run time at 12
ms/example. RoBERTa and BERT (which have an identical
architecture) have very similar run times with 17.1 ms, and
17.3 ms/example, respectively. XLNet, the heaviest model,
requires 77 ms/example.

For a fair comparison, we trained all transformer models
with the same set of hyperparameters (such as learning rate
and number of training epochs). With customized and hand-
picked parameters for each training cycle we expect further
improvements of scores, which will be studied in future
work together with model ensemble approaches and text data
augmentation.

VII. CONCLUSIONS

Natural Language Processing ( In) this work we evaluate
current transformer models for natural language processing
in combination with training strategies like language model
(LM) fine-tuning, slanted triangular learning rates and grad-
ual unfreezing in the field of LMTC (large multi-label text
classification) on legal text datasets with long-tail label dis-
tributions. The datasets contain around 20K documents (JRC-
Acquis) and 57K documents (EUROLEX57K) and are labeled
with EuroVoc descriptors from the 7K terms in the EuroVoc
taxonomy. The use of an iterative stratification algorithm
for dataset splitting (into training/validation/testing) allows
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to create standardized splits on the two datasets to enable
comparison and reproducibility in future experiments. In the
experiments, we provide new state-of-the-art results on both
datasets, with a micro-F1 of 0.661 for JRC-Acquis and 0.754
for EUROLEX57K, and even higher scores for new datasets
with reduced label sets inferred from the EuroVoc hierarchy
(top terms, microthesauri, and domains).

The main contributions are: (i) new state-of-the-art LMTC
classification results on both datasets for a problem type that is
still largely unexplored [3], (ii) a comparison and interpretation
of the performance of the applied models: AWD-LSTM,
BERT, RoBERTa, DistilBERT and XLNet, (iii) the creation
and provision (on GitHub) of new standardized versions of the
two legal text datasets created with an iterative stratification
algorithm, (iv) deriving new datasets with reduced label sets
via the semantic structure within EuroVoc, and (v) ablation
studies that quantify the contributions of individual training
strategies and hyperparameters such as gradual unfreezing,
number of training epochs and LM fine-tuning in this complex
LMTC setting.

There are multiple angles for future work, including po-
tentially deriving higher performance by using hand-picked
learning rates and other hyperparameters for each model
individually, and further experiments on using models such
as multilingual BERT to profit from the availability of parallel
corpora. Moreover, experiments with new architectures such as
Graph Neural Networks [45] and various data augmentation
techniques are candidates to improve classification perfor-
mance.
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Abstract—Supporting a human debate by logical reasoning fa-
cilities is a long-term research goal. Support comprises evidence
about argumentative accuracy, detection of inconsistencies, and
exposition of acceptable policy positions. This paper elaborates
the role and embedding of argumentative utterances, through
the use of linguistic tools, which address various aspects of the
semantics of natural language. In addition, long-term issues, such
as uncovering parts of the semantic content of arguments and its
use for reasoning purposes are discussed.

Keywords–Discourse parser; logical entailment; argumentation
graph; argumentation framework.

I. INTRODUCTION

A major goal in the field of computational models for
natural argument is to make logical reasoning capabilities
accessible for discussions, ultimately in the course of incre-
mentally developing human debates. This issue appears to
be notoriously difficult, which is also reflected by some sort
of a partition of the research area between natural language
approaches and logical models of argumentation, based on
non-monotonic reasoning [2], with extremely few connections.

An exception is the approach by Wyner and his colleagues
[15], who attempt to interpret a human debate in terms of
arguments in favor or disfavor of the issue at stake or some
intermediate argument. This way, contributions to the debate
can be converted into an Argumentation Graph, which is
the basic logical structure for computing the state of sets of
arguments. The functionality provided by logical reasoning can
be exploited — prominently by exposing sets of acceptable,
consistent arguments that represent reasonable policy positions
of some party — this is an extremely valuable documentation
of the state of a debate. Nevertheless, the mapping from
natural language statements onto logical assertions is made
on a rather superficial level: the proper natural language text
is not analyzed below the level of arguments, and the method
also relies on the assessment of the contributors to the debate
— they have to state which previous argument their new one
relates to, and whether it attacks or supports it. We examine
a number of methods to expand and strengthen this approach,
as an extension to our elaborations in [4].

This paper is organized as follows. In section 2, we
analyze shortcomings of human assignments of arguments and
resulting deficits. In section 3, we discuss potential examina-
tions addressing these deficit, supported by linguistic tools.
In section 4, we address the long-term issue of transferring
portions of contents in the debate to the logical level. In section
5, we discuss future developments.

II. SOURCES FOR SUPPORT BY LOGICAL REASONING

The method by [15] relies on rather accurate assessments of
participants in a debate with regard to the role of arguments
raised and their relation to the embedding debate. However,
when a human debate evolves in a typical manner, people
sometimes raise their arguments in a sloppy fashion. This is
not surprising, since the majority of them are far from being
well-trained attorneys. In contrast to the human perspective
of communication, percolating the inaccuracy of arguments to
the logical level is likely to limit the usefulness of a logical
support system, which itself exhibits strong rigor. Hence, it
is quite advisable to perceive arguments in the most accurate
form. As already observed and discussed in [4], arguments
may be inaccurate in at least the following ways:

1) A contribution to the debate may be not a proper
argument, in the sense that this statement does not
attack or support an argument raised before, but it
may be associated with such an argument in another
way, typically by expanding its description.

2) An argument may be indicated by a debater as
attacker or supporter of some other argument, but
this relation may be better conceived as an indirect
one, since the argument directly attacks resp. supports
another argument related to the one indicated.

3) Arguments may have logical flaws of various kind,
ranging from logical inconsistencies (typically in the
embedding context) to subtle domain-specific ones.

The first deficit may lead to multiple representations of
what is essentially the same argument — this may lead to tem-
porary inconsistencies and repeated attacks in the subsequent
debate. A similar overhead in reasoning may result from the
second deficit. Issues associated with the third deficit may be
various. Therefore, it is important to obtain a representation of
the debate as accurate as possible, to exploit the functionality
of logical tools attached. To envision this goal, we aim at
computing the role and relations of arguments automatically,
which a participant in a debate can accept or overrule.

III. USE OF LINGUISTIC TOOLS TO SUPPORT ASSESSING
THE STRUCTURE AND STATE OF A HUMAN DEBATE

In order to address potential deficits of human assessment
regarding position and role of an argument we envision a lin-
guistic analysis of the arguments raised, resulting in evidence
on the level of discourse. Two things are of interest:

1) the attachment point for a newly raised argument
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1) Every householder should pay tax for the garbage
which the householder throws away.

2) No householder should pay tax for the garbage which
the householder throws away.

3) Paying tax for garbage increases recycling.
4) Recycling more is good.
5) Paying tax for garbage is unfair.
6) Every householder should be charged equally.
7) Every householder who takes benefits does not recy-

cle.
8) Every householder who does not take benefits pays

for every householder who does take benefits.
9) Professor Resicke says that recycling reduces the

need for new garbage dumps.
10) A reduction of the need for new garbage dumps is

good.
11) Professor Resicke is not objective.
12) Professor Resicke owns a recycling company.
13) A person who owns a recycling company earns

money from recycling.
14) Supermarkets create garbage.
15) Supermarkets should pay tax.
16) Supermarkets pass the taxes for the garbage to the

consumer.
Figure 1. Human debate as used by Wyner and his colleagues [15].

2) its argumentative role, attack or support, the funda-
mental links in an Argumentation Framework, or a
further description of a previously raised argument.

Two linguistic tools can contribute to this purpose: (1) a
discourse parser and (2) a textual entailment component. In
both of these, analysis of semantics of natural language is
incorporated to achieve the intended functionality.

A discourse parser can check for the rhetorical role of
arguments and the relations between them, essentially op-
erationalizing Rhetorical Structure Theory [5]. Thereby, the
richness of the rhetorical relations in ordinary texts is not
of primary interest for our purposes, in view of the limited
set of argumentative relations, since only a few rhetorical
relations give highly relevant indications. For instance, some
semantically strong relations, such as contrast and explanation,
typically cooccur with attack and support, respectively.

A textual entailment component can check for consistency
or possible inconsistency. In particular, a high degree of con-
sistency — assuming the component yields results associated
with probabilities - is hardly compatible with an attack relation.
The reverse direction — inferring textual entailment on the
basis of argumentative relations — is possible in some cases.
An attack relation implies contradiction, but only specific
instances of a support relation constitute entailment. All these
inferences, however, are defeasible on principled grounds: an
argumentative relation may be challenged by an undercutting
defeater [9], which attacks the argumentative relation itself
rather than the argument attacking or supporting another one.

At the present state of the art, unfortunately, neither dis-
course parsers nor textual entailment components are very
strong assistants, they give some indications only. Discourse
parsers are generally reasonable on structural issues — stating
direct or indirect relations between assertions, but they are less

accurate on ontological grounds, that is, inferring rhetorical
relations. This is mainly because statements raised in the
course of a debate, unlike continuous text, are poor in terms
of the use of discourse markers. Consequently, most relations
are hypothesized as elaborations, while the stronger relations
that in fact hold between the arguments are not recognized.

For analyzing the following examples, we refer to the web
versions of the discourse parser developed at Nanyang Techno-
logical University [11] and of AllenNLP’s textual entailment
tool [12]. We refer to the running example Wyner and his
colleagues often have used (see Figure 1).

The ultimate goal is to incrementally build an Argumenta-
tion Graph, starting from the point of debate — “Every house-
holder should pay tax for the garbage which the householder
throws away.” and its opposite — 1) and 2) in Figure 1. We
do not have a systematic procedure for this purpose yet; in
particular, there are too many options for attachment points
when the number of arguments grows. Instead, we illustrate
contributions of the linguistic tools to the analysis of a few
examples, including some controversial interpretations that
have been discussed in previous work.

Recognizing the conflation of two statements — one elabo-
rating the other — into a single argument can be supported by
checking their rhetorical relation and the degree of entailment
holding between them. For example, “Recycling more is good”
4) in Figure 1), indicated as a support for “Paying tax for
garbage increases recycling” 3) is assessed as an elaboration
by the discourse parser. Moreover, the textual entailment tool
gives 66 percent entailment for this pair of statements, and
only 1 percent contradiction, which are quite strong values.

Looking at another example, an explanation relation is
predicted by the discourse parser, stating that “Every house-
holder who takes benefits does not recycle” (7) in Figure 1)
explains “Every householder who does not take benefits pays
for every householder who does take benefits” 8); this is a
strong indication that these arguments should be nested rather
than in parallel, as assessed by the human in the debate [16].

Textual entailment gives a weak though rather consistent
evidence about the polarity of an argument, whether it is an
attack or a support — this may be helpful in case a user slips in
the use of the interface. For example, according to the textual
entailment tool, “Paying tax for garbage increases recycling.”
3) (Figure 1) is entailed by “Every householder should pay tax
for the garbage which the householder throws away” 1), at a
53 percent level, but it is assessed to be a contradiction at a 76
percent level to “No householder should pay tax . . . ” 2). By
the way, the weaker assertion “Not every householder should
pay tax for the garbage which the householder throws away”
is rather undecided, it yields a contradiction at a 36 percent
level, and entailment at a 26 percent level.

IV. MAKING NATURAL LANGUAGE CONTENT
ACCESSIBLE TO LOGICAL REASONING

The proper natural language content of arguments is not
transferred to the logical level, since arguments in an Argumen-
tation Graph appear as atomic units. This abstraction prohibits
reasoning about portions of natural language statements raised
as an argument, within individual arguments, and across sev-
eral ones. A more detailed logical model would enable testing
whether a natural language statement is consistent in itself,
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and whether stating an attack or a support relation between
two arguments is acceptable, that is, this does not imply a
contradiction. A richer representation of arguments can also
make more advanced versions of Argumentation Frameworks
accessible — the basic version only deals with attacks — these
may include structured arguments [8] and priorities [10] or
different strengths [1] associated with arguments.

In order to make at least portions of natural language con-
tent accessible to logical reasoning, proper linguistic analysis
has to be carried out, so that semantic issues have to be dealt
with explicitly and not only within the scope of the discourse
parser and the textual entailment tool. In [16] this task has
elaborated for restricted English, but the results are not used
for logical reasoning purposes.

In order to go beyond restricted English, the semantic
representation needs to undergo some sort of a normative
process, to cater for paraphrases and varieties of linguistic
forms. An appropriate strategy appears to be breaking down
representations into atomic relations, and mapping these rela-
tions onto the repertoire stored in a knowledge representation
repository with a preferably large set of ontological definitions,
the biggest one being OpenCyc [6], used as in [7]. Defining
this uniformity-emphasizing mapping process constitutes a
challenge involving semantic issues. In dependency of the
argumentative statements in a specific debate, not all of them
need to be broken down into atomic relations; some composite
ones often reoccurring may be maintained.

A case for such composite relations can be made when
recognition of Argumentation Schemes [13][14] within a de-
bate is attempted, Appeal to Expert Opinion being such as a
scheme. The arguments 11) to 13) in Figure 1 instantiate a
part of this scheme, in terms of a critical question (“Professor
Resicke is not objective.”) 11), followed by the associated
justification (“Professor Resicke owns a recycling company.”
12) and “A person who owns a recycling company earns money
from recycling.” 13)). Treating “Owning a recycling company”
as a single predicate is enough abstraction to recognize the
presence of the Argumentation Scheme.

V. CONCLUSION AND FUTURE WORK

In this paper, we have discussed methods for assessing
the structure and state of a human debate. This is done by
consulting linguistic tools to make structure and content of
natural language arguments represented better and thus more
accurately accessible to logical reasoning facilities.

First steps towards operationalizing the concepts exposed
in the paper are installation of the tools we have referred to
via their demo versions, in the hope of getting more accurate
results - later versions are likely to better capture the semantics
of rhetorical relations, by incorporating results of research,
such as [3]. In addition, categorization of statements (such as,
“. . . is good/bad”) in combination of selected uses of linguistic
tools can be defined to check/improve the argumentation
structure incrementally built. Most importantly, a systematic
procedure for building an Argumentation Graph needs to be
developed. Thereby, focusing on suitable attachment points is
important (a statement about supermarkets is likely to expand
a previously raised argument about supermarkets), as well
as a metric assessing the contextually obtained results of
linguistic tools. Moreover, analyzing focused portions of the
argumentative discourse may be suitable, taking into account

the difference between a multi-party debate and a monological
presentation, which is what discourse parsers expect.

A long term perspective lies in examining the natural
language content of arguments, complementing the atomic
perspective of logical reasoning about acceptability state of
sets of arguments by internal structures that enable checking
consistency - a first step towards addressing plausibility.

Limitations even in advanced versions of this approach will
be reasoning functionality which requires world knowledge
more detailed than what has been made accessible to logical
reasoning, which virtually includes all background knowledge;
limited elaborations for specific domains may be an exception.
Moreover, irony is unlikely to be treated automatically in a
useful manner; it has not been addressed in the argumentation
context so far.
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Abstract—In this work, we investigate the performance of Bert
(Bidirectional Encoder Representations from Transformers) em-
beddings for two Natural Language Processing (NLP) scenarios
based on semantic similarity and conduct a comparison with
ordinary Word2Vec embeddings. The Bert embeddings are pre-
trained on a multi-lingual dataset from Google consisting of
several Wikipedias. The semantic similarity between two input
texts is estimated in the usual way of applying the cosine measure
on the two embeddings centroids. In case of Bert, these centroids
are determined by two different approaches. In the first approach,
we just average the embeddings of all the word vectors of the
associated sentence. In the second approach, we only average the
embeddings of a special sentence start token that contains the
whole sentence representation. Surprisingly, the performance of
ordinary Word2Vec embeddings turned out to be considerably
superior in both scenarios and both calculation methods.

Keywords–Bert embeddings; Targeted Marketing; Translation
Matching.

I. INTRODUCTION

Word2Vec Word Embeddings [1] enjoy high popularity
due to their ease of use and good performance for estimating
semantic similarity between words, sentences, or entire texts.
However, they do lack one important property: they cannot
directly convey phenomena like homography or polysemy.
Thus, the same word used in a completely different meaning
(like space as universe and space as location) would still
be assigned the same word vector. Thus, Bert and ELMo
(Embeddings from Language Models) embeddings [2][3] were
introduced to overcome this issue. These embeddings are
completely context dependent and can therefore no longer
be expressed by global lookup tables as it is the case for
Word2Vec Embeddings. Instead, they are generated by a deep
neural network applied to a given text segment. In this work,
we compare the performance of Bert embeddings with ordi-
nary Word2Vec embeddings on two different NLP application
scenarios.

II. SCENARIO 1 - CUSTOMER SEGMENTATION

Our business partner operates a commercial youth platform
for the Swiss market, where registered members get access
to third-party offers such as discounts and special events
like concerts or castings [4]. Actually, several hundred online
contests per year are launched over this platform sponsored
by other firms, an increasing number of them require the
members to write short free-text snippets. Depending on these
text snippets, the members should be automatically mapped to
the best fitting marketing target group (called youth milieus)

to allow for more customer-focused and precise marketing
campaigns. The 6 employed youth milieus are:

• progressive postmodern youth: people primarily inter-
ested in culture and arts

• young performers: people striving for a high salary
with a strong affinity for luxury goods

• freestyle action sportsmen

• hedonists: rather poorly educated people who enjoy
partying and disco music

• conservative youth: traditional people with a strong
concern for security

• special groups: comprises all those who cannot be
assigned to one of the upper five milieus.

In total, our business partner conducted three online con-
tests, where the participants should

1) elaborate on a perfect holiday at a destination of their
choice in case of a contest sponsored by a travel
agency (Contest 1),

2) fantasize what they could do with a pair of new
sneakers (Contest 2) and

3) how they would use one of several possible prizes
(Contest 3).

To accomplish this matching, all marketing target groups
are described by a set of keywords that conveys their typical
characteristics. We then generate word embedding centroids
for both the snippet and the keyword list. Afterward, we select
that marketing target group for a certain text snippet, for
which the cosine measure between both embedding centroids
is maximal (see Figure 1). These selections are then compared
with a gold standard annotation conducted independently by
three different marketers.

III. SCENARIO 2 - TRANSLATION MATCHING

In this scenario, we investigate two independent transla-
tions of the same novel (The purloined letter by Edgar Allen
Poe) into German. In particular, we aim to match each sentence
of the first translation to the associated sentence of the second
translation. The matching procedure is analogous to scenario
1, which means that we generate embedding vectors for all
sentences and determine the sentence pairs with maximal
cosine similarity between the associated embedding centroids.
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Figure 1. Procedure for mapping a text snippet to the best fitting target group.

TABLE I. CORPUS SIZES MEASURED BY NUMBER OF WORDS.

Corpus # Words

German Wikipedia 651 880 623
Frankfurter Rundschau 34 325 073
News journal 20 Minutes 8 629 955

TABLE II. OBTAINED ACCURACY OF EMBEDDING-BASED SIMILARITY
ESTIMATION ON THREE ONLINE CONTESTS.

Method Accuracy
Contest 1 Contest 2 Contest 3 Total

Word2Vec 0.347 0.328 0.227 0.330
Bert (AW) 0.046 0.223 0.061 0.118
Bert (ST) 0.109 0.149 0.136 0.07

IV. RESULTS

The Bert embeddings were trained on the multilingual data
set comprising of several Wikipedias. The centroids of a text
snippet were determined using two different approaches:

• average over All Words (AW)
• average only over the Start Tokens (ST) that represent

the beginning of a sentence

For the first approach (AW), we used Gluon [5], an NLP library
based on MXNet [6], while approach (ST) was based on a
PyTorch implementation provided by Hugging Face [7].

Word2Vec was trained on the German Wikipedia, the
German newspaper Frankfurter Rundschau and on the 20
minutes journal (cf. [4]), which is freely available at various
Swiss train stations. The sizes of the three corpora are given
in Table I.

The obtained accuracy for the customer segmentation /
translation matching is given in Table II / Table III.

V. DISCUSSION

Bert embeddings turned out to be rather unusable for
the first task of target group matching. A possible reason

TABLE III. EVALUATION ON TRANSLATION MATCHING.

Method Accuracy

W2VC 0.726
Bert (ST) 0.423

Bert (AW) 0.279
Random 0.010

is that all text snippets are compared with keyword lists,
for which the word order is rather arbitrary and depends
on the personal preferences of the marketers. The obtained
accuracy values of Bert Embeddings for the second scenario
of translation matching were indeed higher, however still
considerably lagging behind the use of ordinary Word2Vec
word embeddings. Furthermore, calculating the centroids from
the Bert embeddings of the Start Token (ST) seems the superior
approach to just averaging the individual word embeddings
(AVG). A further reason for the rather poor performance of
Bert embeddings in both scenarios is the fact that the data set
used for training is multi-lingual. We expect the results to be
superior in case of a monolingual model, since such a model
reduces the number of different tokens possibly occurring in a
given word context and, therefore, also the noise in the data.

VI. CONCLUSION

We applied Bert embeddings to two different German NLP
tasks, which are customer segmentation and translation match-
ing. In both scenarios, we obtained a rather poor performance
compared to ordinary Word2Vec embeddings. Possible future
work comprises the use of monolingual training data for Bert
as well as ELMo embeddings and other embedding methods.
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Abstract—Recently, the usage of triplestores has increased in
complex computer systems. Traditionally, they are used for
representing static knowledge. In the last years, systems started
using semantic triplestores in highly dynamic scenarios, e.g., in
the context of civil protection. In these use cases, performance
characteristics are more and more important. There are various
aspects influencing the query performance. We have noticed that
already the query structure has a significant impact on the
execution time. SPARQL Protocol And RDF Query Language
(SPARQL) is a widely used standard for querying triplestores.
In this work, we have developed SPARQL query patterns and
evaluated their performance characteristics. For this, a literature
review was done to select a suitable benchmark. As a result,
we provide eight recommendations for formulating SPARQL
queries. These can be easily used by everybody without a deeper
knowledge about the implementation of the triplestore, which
contains the desired data.

Keywords–SPARQL Performance; Triplestore; Benchmark;
Query optimization.

I. INTRODUCTION

The World Wide Web was originally designed to be used
by humans; to foster machine understanding of the incompre-
hensible large amount of data in the web, the Semantic Web
was envisioned. This vision focuses on the reuse, availability
and interoperability of data. A milestone on the path to reach
this vision is the Resource Description Framework (RDF
[1]), which defines a data model that encompasses Unique
Resource Identifiers (URIs) and requires data structured as
triples. A triple is a statement about data that consists of
subject, predicate and object. Since all three are identified
by an URI, they can be uniquely recognized and linked by
machines. For example, the Linked-data project [2] started to
link and structure the semantic data available on the Internet.

A set of RDF triples forms a graph. These graphs are
stored in so-called triplestores. To systematically retrieve data
from such stores, the World Wide Web Consortium (W3C)
standardized SPARQL [3], a declarative query language for
RDF based data. There are other query languages for data
represented in RDF, but as SPARQL is the de-facto standard
query language for the Semantic Web, we do not consider

other languages. Since the implementation of triplestores varies
from product to product, the performance of each is different
as well. Since a growing amount of (critical) information
systems integrate data in form of triples, the performance
of SPARQL queries is increasingly important. The following
two examples show the wide range of usage of semantic
technologies. Semantic integration [4] [5] can be applied in
the context of crisis response to support decision support [6].
Another example shows the implementation of semantic data
to protect cultural heritage [7].

There are several possibilities to optimize the execution
of SPARQL queries. Either on the data (representation) itself,
the triplestore’s implementation (internal representation, query
execution, query optimization, etc.) or on the usage of the
triplestore. In this paper, we are focusing on the later. We
examine: are there some easily applicable rules an end-user
should follow while formulating SPARQL queries?

To approach this question, first a literature review of
existing triplestore benchmarks was conducted (Section III).
Different query patterns were developed (Section IV). Those
were compared by executing them, with the help of the selected
benchmark against a triplestore. Our evaluation (Section V)
uses Apache Fuseki, since it is a commonly used, open source
triplestore implementation. With this evaluation, the influenc-
ing factors within a SPARQL query were elaborated and eight
recommendations (Section VI) for query formulations were
derived.

The contributions of this paper are: 1) A literature review
of existing SPARQL benchmarks and a selection, which can be
used to evaluate the performance of different SPARQL query
patterns. 2) Definition of multiple SPARQL query patterns,
to determine the performance implications of different query
characteristics. 3) Derivation of eight easily applicable recom-
mendations for formulating SPARQL queries.

II. RELATED WORK

Evaluating and optimizing the performance of SPARQL
triplestores is not new. Inspired by numerous existing optimiza-
tions for relational databases (internal representation, query
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execution, query optimization, etc.), lots of work was done
in improving triple store performance by optimizing the query
execution. For example, Weiss et al. [8] propose a sextuple-
indexing storage scheme to enhance query processing. Atre
et al. [9] focus on a Bitmatrix to optimize Join-Operations
in RDF data query processing. Having knowledge about the
distribution of the triplestores contained data, heuristics can
be used to reorder query patterns [10] to optimize the query
execution.

All of these approaches focus on optimizing the triplestore
implementation, either by applying automated query optimiza-
tions or by optimizing the storage or representation of the
RDF triples. Usually this happens in the background without
the need of any interaction of the user of the triplestore. In
contrast, this work focuses on the user side. Daily work showed
that performance characteristics of SPARQL query patterns
are widely unknown for triplestore users. Rietveld et al. [11]
showed in their evaluation that 72.66% of their analyzed user
queries are formulated inefficiently. This is taken into account
by the work of Loizou et al. [12]. The authors describe
five heuristics for creating performant queries. Although their
work is based on a formal evaluation of SPARQL queries,
their results are five easily applicable heuristics, namely: 1)
minimize optional graph patterns 2) use named graphs to
localize SPARQL sub-graph patterns 3) reduce intermediate
results 4) reduce the effects of cartesian products 5) specify
alternative URIs.

In addition to these heuristics which should be considered,
users should keep in mind that there might exist equivalent
(or nearly equivalent) SPARQL queries wich are often ex-
changable in applications. An easy to use guideline, helping to
choose the more performant variant is not available until now.
To bridge this gap, we are taking a triplestore implementation
and evaluate, which SPARQL query patterns are influencing
the execution performance. We are aware that the triplestore
implementation automatically optimizes the internal execution.
Nevertheless, we still expect some aspects a user should be
aware of, when formulating queries. These are taken into ac-
count for recommendations on formulating SPARQL queries.

III. SPARQL BENCHMARKS

A. Evaluation Criteria for the Review of SPARQL Benchmarks
To find a suitable SPARQL benchmark for our evaluation,

we performed a literature review of existing benchmarks. In
combination with the work of [13], we then developed a
categorizing schema that helped identify a suitable benchmark
for this work.

• User defined ontology: Is it possible for a user to use
an arbitrary ontology in the benchmark?

• Data generator: Is there a generator available to
generate new triples to easily scale the data set?

• Query generator: Is there a tool available, which can
dynamically generate queries or is there a fixed set
of queries? Are the performed queries statically or
dynamically generated?

• User defined queries: Is it possible to run user defined
queries?

• Query execution: Is a query execution driver (running
the SPARQL queries on a triplestore) available? Does
it return performance metrics?

• Code availability: Is the benchmarks source code
publicly available?

• Last update: Date of last change in the benchmarks
source code.

• License: Under which license is the source code
published?

To make use of an existing benchmark in the context of
this work, some of the just mentioned features are mandatory.
First of all, the code must be available under an appropriate
license. To scale the data set a data generator is needed.
Since we want to compare different SPARQL queries, it must
be possible to use user defined queries. To simplify the usage
a query execution component is needed. The other features
are beneficial though not mandatory.

B. SPARQL Benchmark Selection
To select a suitable benchmark, we started our literature

review with the W3C list for RDF store benchmarking [14].
Those benchmarks were evaluated, using the just mentioned
criteria. The results are presented in Table I.

For the sake of brevity, only a few benchmarks are in-
troduced in the text. Further information can be found in
the sources. The Lehigh University Benchmark (LUBM) [16]
offers an ontology about universities. Data scaling is conducted
by adding new universities, whereas newly added data has
no interconnections with the previous data. The benchmark
is highly quoted (1500 direct quotes). The Berlin SPARQL
Benchmark [15] is built around an e-commerce system with
different products, vendors and consumers and other common
information, such has reviews. The benchmark dynamically
creates queries during the runtime [29]. The introducing paper
is quoted over 650 times. ’SP2Bench: A SPARQL Performance
Benchmark’ [21] models the behavior of people within a social
network with actions such as ’Likes’, group management, and
befriending persons. The paper is cited nearly 500 times. ’DB-
pedia SPARQL Benchmark – PerformanceAssessment with
Real Queries on Real Data’ [30] created its queries from
real-application queries distilled from the dbpedia-log [31]
and performs these on the dbpedia data set. To this date, the
benchmark nearly reached 300 cites. The Social Intelligence
Benchmark (SIB) simulates the social media network of users
and their interaction [22]. The project is not supported any-
more. IGUANA [28] is the successor of this project. The paper
was quoted 60 times to this date.

The Berlin SPARQL Benchmark BSBM, Lehigh University
Benchmark LUBM as well as LinkBench fulfill our require-
ments. For this work, we decided to use the BSBM, since
it is newer than the LUBM, but also widely used. Although
the BSBM doesn’t have a query generator, it implements a
query templating engine, which allows to put placeholders in
SPARQL queries, which again are substituted during query
execution. This allows to generate different queries with the
same structure.

IV. QUERY PATTERNS

After a benchmark was selected in the last section, the
different SPARQL query patterns, used to derive the recom-
mendations, need to be selected. Subsequently, we characterize
and select the patterns for evaluation.

25Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-813-6

SEMAPRO 2020 : The Fourteenth International Conference on Advances in Semantic Processing

                            33 / 80



TABLE I. CONSIDERED BENCHMARKS

Name
User

ontology
Data

generator
User

queries
Query

generator Executor Code
available

Last
Update License

Berlin SPARQL
Benchmark BSBM [15] No Yes Yes No Yes ! 2012 Apache 2.0

Lehigh University
Benchmark LUBM [16] No Yes Yes No Yes ! 2004 GPL 2.0

FedBench [17] No No No No Yes ! 2013 LGPL
Feasible [18] No No Yes Yes No ! 2018 AGPL
LargeRDFBench [19] No No Yes No No ! 2018 AGPL
University Ontology
Benchmark UOBM [20] No Yes No No No % 2005 GPL 2.0

SPARQL Performance
Benchmark [21] No Yes No No No ! 2009 Berkeley License

Social Network
Intelligence Benchmark [22] No Yes No No Yes % 2015 GPL 3.0

Linked Data
Integration Benchmark [23] No Yes Yes No No ! 2012 BSD

Linked Open Data
Quality Assessment [24] No No No No Yes ! 2012 BSD

LinkBench [25] Yes Yes Yes No Yes ! 2015 Apache 2.0
Waterloo SPARQL Diversity
Test Suite [26] No Yes Yes Yes No ! 2014 MIT

Semantic Publishing
Benchmark [27] No Yes No No Yes ! 2019 Apache 2.0

IGUANA [28] Yes No Yes No Yes ! 2019 AGPL

A. Identifying Query Patterns
We studied the syntactical elements of SPARQL queries

and developed variants of query patterns. Those query variants
either make use of the SPARQL algebra equivalences or use
specific elements of the SPARQL query language. In the first
case we are expecting only small differences in performance,
since triple store-internal optimizers already make use of se-
mantic equivalences. The second case might show differences,
due to the different query results. In some use-cases these
different results matter, whereas there are use-cases where
only the user’s negligence or unawareness causes inperformant
SPARQL queries. The results of this work should call the
user’s attention as well as provide easy usable guidelines for
formulating performant queries.

To gather SPARQL patterns, queries used in various past
projects were considered. In addition, informal interviews
and discussions with users (colleagues, students, etc.) were
conducted. This approach showed that the main focus while
formulating SPARQL queries is on writing syntactically cor-
rect queries returning the right values. Performance impacts
were rarely considered. As a result of the discussions, a
list of query patterns causing uncertainty in their expected
performance characteristic were developed. It is to be noted
that the semantics of the compared query patterns might not
be completely the same; yet, on the data set they are applied
on, their result is expected to be the same.

To determine the influence of these patterns, we formulated
two variants of each SPARQL query. Those pairs are used as
query templates filled by the BSBM. With the concept of query
templates, BSBM allows to use placeholders in a SPARQL
query, which are replaced by random values before the query
is executed. This allows to slightly change the content of
the query, without changing its structure to avoid caching
mechanisms in the triple store, which otherwise would tamper
our results. Based on the execution times of those variants, we
identified eight simple and applicable recommendations.

As an example: the first query variant of Filter size looks

like this:

select ?review ?rating2 where {
?review bsbm:rating1 ?rating1.
?review bsbm:rating2 ?rating2
filter (?rating1 >= %rating1% &&

?rating2 < %rating2%)
}

Listing 1. Variant 1 of Filter size

where %rating1% and %rating2% are placeholders, replaced
by BSBM during execution. The performance of this variant
is compared with the following one:

select ?review ?rating2 where {
?review bsbm:rating1 ?rating1.
filter (?rating1 >= %rating1%)
?review bsbm:rating2 ?rating2.
filter (?rating2 < %rating2%)

}

Listing 2. Variant 2 of Filter size

B. Patterns for Evaluation
We identified the following query patterns, with the de-

scribed variants:

• Number of results: Querying instances with a large
amount of instances (1) (Those numbers are used
in Section V to identify the variants) or with a low
number of instances (2).

• Limiting results: Getting all results (1) or limiting the
number of results, using the LIMIT operator (2).

• Projection: Using a projection allows to specify the
needed variables. Either selecting all SELECT * (1)
or only one variable SELECT ?var (2), or only the
number SELECT(count(?var)) of results (3).
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• String functions: Either filtering a variable based on
a regular expression (1) or using one of the string
functions, e.g., STRSTARTS (2).

• Filter size: Providing all expressions in one filter term,
combined by the logical AND (1) or having multiple
smaller filter expressions (2).

• Filter position: Since a SPARQL query contains a set
of triple patterns, the position of the filter statement
in this set can be changed: having the filter at the end
(1) or at the beginning (2) of the query.

• String filter: Filtering for numerical (1) or text based
values (2).

• Inverse: Specifying the triple forward ?r rev:reviewer
?p (1) or inverse ?p r̂ev:reviewer ?r (2).

• Variable types: The rdf:type of subject and object
are specified by the predicate’s definition, meaning
it is implicitly available (1). Therefore, adding this
type of information explicitly to the query is worth
investigating (2).

• Optional: Querying triple patterns usually requires
matching all variables. Some of the variables might
be optional. There are two possibilities querying op-
tional variables: using the OPTIONAL statement (1)
or UNION the triples with and without the variable
(2).

• Graph structure: An object of a triple might be either
an instance of another type or a primitive data value.
By this, a query can filter for instances (querying the
RDF graph structure) (1) or for a data value (2).

• Triple order: The order of triple patterns in a
SPARQL query is arbitrary. In the first variant the
first pattern matches a large amount of triples and
the second pattern reduces the result (1). The second
variant is the opposite; the first triple pattern already
limits the result to a small amount (2).

• Limit in subselect: SPARQL supports splitting a
query into multiple select statements. This enables the
user to already LIMIT the result of the subselect. In
this case we compare selecting products and labels,
with limit 5 (1) and subselecting 5 products and then
selecting the corresponding labels (2).

• Distinct: The DISTINCT keyword can be used to
eliminate duplicates in the result (1). As a variant the
weaker REDUCED can be used (which might remove
duplicates, but there is no guarantee) (2).

• Minus: Using not exists allows to filter for triples that
do not match (1):
?product rdfs:label ?label
filter(not exists {?product bsbm:number ?n})
As an alternative the MINUS operator allows to re-
move triple from the result that match a given triple
(2):
?product rdfs:label ?label
MINUS {?product bsbm:number ?n}

• Path: Querying a path can be either done by explicitly
querying the relation (1) or by using a property path
sequence, e.g., b̂sbm:reviewFor/rev:reviewer (2).

Having a basic understanding of triple stores or relational
databases in mind, it is clear that some of the variants are faster.

This is especially the case when the final or intermediate data
set is reduced. Although this is obviously clear, we decided to
keep them in our list, on the one hand to quantify the difference
and on the other hand to return this to the users mind.

As part of the query execution, a triple store has to parse
the SPARQL query into an abstract representation. Usually
this is done by an internal optimizer, which makes use of
equivalences in the SPARQL algebra to change the queries
to an equivalent representation. This is especially expected for
the variants of Filter size, Filter position and Triple order.
We validated our assumption by parsing our queries with the
Apache Jena query parser [32], which is also part of the Fuseki
triple store. This showed for Filter size that big filters are split
into multiple single filters, therefore internally the two variants
are processed the same way. Also a comparison of the Filter
position variants showed that in the internal representation
the filters are moved to the same place. However, the triple
order was not changed. In addition, we noted that querying
the inverse relation leads back to the forward relation.

V. EVALUATION

In our evaluation, we compare the query execution time
of the previously described query pattern variants. In the
following, we briefly introduce our system set-up before giving
the results of the performance analysis.

A. System Set-Up and Experimental Procedure

We executed the queries presented in the previous section
using the Berlin SPARQL Benchmark and a Fuseki triple store
hosting a BSBM data set. The benchmark as well as Fuseki
were running on commodity hardware: Laptop with Intel i7
CPU and 16GB of RAM. As explained in section III, the Berlin
SPARQL Benchmark offers the possibility to generate data sets
of arbitrary size. In first tests 1.8 million triple showed useful
for a smaller data set: not too big, but already showing effects.
For a bigger data set, we decided to use 4 million triples, since
this still allowed the execution on our hardware in a reasonable
time.

First tests showed that the Heap-Space, available for the
Fuseki triple store process, is an important factor: the com-
bination of too many triples with a small Heap-Space results
in exceptions thrown by the triplestore. 1.1 GB and 2.25 GB,
respectively, turned out to be the minimum Heap-Space sizes
for our data sets.

For our evaluation, we rely on the available features of the
Berlin SPARQL Benchmark (BSBM): BSBM ontology, BSBM
data generator and BSBM query execution. The BSBM query
execution takes a set of SPARQL query templates. Parameters
were replaced with a set of predefined values and sent to
a SPARQL endpoint. As a result the individual execution
times, together with number of Queries Per Second (QPS)
are returned by the benchmark. Our evaluation is based on
QPS as an average over multiple queries. In addition to the
benchmark, small scripts were developed to ease the execution
of the different query variants and to store the results in an
ordered manner. To initialize the triplestore correctly (e.g.,
creating indices, caches, etc.) a warm up phase of 30 queries
was introduced for each variant. For the test run, each query
variant was executed 150 times.
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TABLE II. EVALUATION OF QUERY VARIANTS

Query Pattern 4 million 1.8 million

7 GB 2.45 GB 7 GB 4 GB 1.11 GB VI

Number of results !2 !2 !2 !2 !2 1
Limiting result !2 !2 !2 !2 !2 1
Projection !3 !2 !3 !3 !3 2
String functions !2 !2 !2 !2 !2 6
Filter size % % % % % -
FilterPos % !2 % % % -
String filter !1 !2 !1 !1 !2 5
Inverse % % % !1 % -
Variables type !1 !1 !1 !1 !1 4
Optional % % !1 !1 % -
Graph structure !2 !2 % % % -
Triple order !2 !2 !2 !2 !2 3
Limit in subselect !1 !1 % % % -
Distinct % !2 !2 !2 !2 7
Minus !2 !2 !2 !2 !2 8
Paths % % % % !2 -

B. Results
Table II summarizes our evaluation results. Each column

shows a configuration of the triplestore (available Heap-Space
and number of inserted triples). If there was not a significant
difference (10 %) in the execution time of the query variants it
is marked with the %sign. A !indicates a difference, where
the subscript points out, which of the variants had the better
performance. The last column anticipates the recommendation,
presented in the following Section VI.

Unsurprisingly, the basic rule of thumb - limiting the result
set size - proved to be true. The query returning less data was
faster for all variants: Number of results, Limiting result and
Projection. Like described in the previous Section IV there
was no difference for Filter size. Only one configuration for
FilterPos showed a difference. These results were expected,
due to the same internal representation. There are some pat-
terns where a difference was noted only in one configuration
(FilterPos, Inverse, Paths). So, those patterns generally do not
have a significant impact on the queries’ performance. The
example of FilterPos (having the same internal representation,
but performance difference in one configuration) shows, there
are additional (not further analyzed) influencing factors.

There seems to be no big difference between Optional and
Union. In two configurations the use of Optional was slightly
faster than Union. Also filtering a Graph structure doesn’t
show a clear difference. For the larger data set of 4 million
triples, filtering for a graph structure was a bit slower than
filtering for data values.

As known from relational data bases, filtering for text based
values (String filter) is slower (although it seems that this
effect only appears for larger data sets). If searching in text
is needed, then the functions provided by SPARQL should be
preferred over generic regular expressions (String functions).
It also showed that using specially provided functions (like
Reduced instead of Distinct or Minus instead of not exists)
can improve the query performance.

Surprisingly, it is to be noted that providing additional
type information (Variables type) can slow down the query
execution. It seems that adding this type information results

in additional checks during the query execution and does not
support the query optimization as one might expect.

Regarding the result of the query, the triple order is
arbitrary. In any case, it is shown that this holds not valid
for the performance: more selective triple patterns should be
stated first. Unexpectedly, the triples were not automatically
reordered during the execution by the triplestore based on
heuristics of the contained data. Since reordering triples results
in equivalent results and users often have knowledge (or at least
some idea) about the selectivity of a triple pattern, they should
be careful about the order. Reducing the intermediate result
by Limiting a subselect does not provide any performance
optimization in our tests. Surprisingly, a subselect without
a Limit was faster in two configurations; we expected the
performance impact of a limited result set to be higher, than
that of a subselect.

VI. RECOMMENDATIONS

Based on the previously presented evaluation, the follow-
ing recommendations should be kept in mind when writing
SPARQL queries:

1) Small result set: If possible, limit the returned result.
If the complete result is not processable by the client,
make use of LIMIT and get the next chunk of data
by using OFFSET.

2) Use projections: Clearly specify the variables of
interest and do not select everything (SELECT *). If
only the number of results is of interest, make use of
COUNT.

3) Reduce intermediate results: If known, list the most
selective triple query pattern first.

4) Do not add additional types: Do not add rdf:type
triples if they aren’t needed.

5) Avoid filtering for text: If possible prefer filtering
for numbers instead of text.

6) Use String-functions: Prefer to use the SPARQL
STR-functions instead of regular expressions.

7) Use reduce: If duplicates in the result are tolerable,
use REDUCE instead of DISTINCT.

8) Minus-Operator instead of Filter: Express your
filter expression in a MINUS and avoid FILTER in
conjunction with not exists.

VII. CONCLUSION

The execution time of SPARQL queries often is crucial
for applications relying on semantic data stores. Only a few,
easily applicable guidelines are available for users writing
performant SPARQL queries. In this work, we closed this gap
by 1) selecting a SPARQL benchmark, to compare different
variants of SPARQL queries 2) extracting common patterns
in SPARQL queries and formulating variants to determine
their impact on performance 3) providing eight easily appli-
cable recommendations that can be considered while writing
SPARQL queries.

In comparison with Loizou’s work [12], we can confirm
his findings 1) and 3) and expand the suggestions with our
findings.

Besides the provided recommendations, the evaluation
showed that the results vary from configuration to configu-
ration. There are many factors that influence the execution
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time of SPARQL queries. Therefore, the presented recommen-
dations can be used as hints and thumb rules to guide users
through formulating SPARQL queries, without the need of any
specialized knowledge. If the performance of specific queries
is crucial for a system, dedicated benchmarking tests needs to
be done with the given data set and triplestore implementation.
Our extension to the BSBM and benchmark execution can be
used to simplify further evaluations.

Future work can extend the evaluation to other triplestore
implementations and data sets, as well as the comparison of
different triplestores among each other. Notably, an analysis of
different query patterns on different triplestores is interesting
as well, to find out if our suggestions hold valid on different
triplestore implementations. Some of the recommendations
change the result of the SPARQL query, whereas it should
be noted that some of the tips result in equivalent queries. In
future work these recommendations can be implemented into
the triplestore’s optimizer to automatically transform into more
efficient, but semantically equivalent queries.
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Abstract—Currently, digital twins are being designed to provide a
virtual version of complex physical systems. Modelling and sim-
ulation techniques and tools are used to design these engineering
products embedding domain knowledge in many system artifacts
available under different protocols, formats and meta-models.
The cost of development of these virtual artifacts is usually very
high implying the need of saving time and costs by means of
increasing their reusability factor. A first step to ease the reuse
relies on the ability of looking up a system artifact according to
some input query. To do so, it is necessary to design a knowledge
management strategy unifying the structure and representation
of these artifacts and provide a search service that can exploit the
indexed information. In this work, we propose a semantic model
to represent system artifacts and demonstrate its application
through a search service consuming simulation models (designed
with the Matlab Simulink tool, a block diagram environment for
multidomain simulation and Model-Based Design). Furthermore,
an experiment has been conducted to show the precision and
recall of this semantic search service.

Keywords–information representation; physical system models;
simulink; model reuse; knowledge reuse.

I. INTRODUCTION

Recently, we have seen the emergence of Model-based
Systems Engineering (MBSE) as a complete methodology to
address the challenge of unifying the techniques, methods
and tools to support the whole specification process of a
system (conceptual design, system requirements, design, anal-
ysis, verification or validation, etc.) around the application of
models. In the context of the well-known Vee lifecycle model
(a project management method focused on verification and
validation activities early in the life cycle thereby enhancing
the probability of building an error-free and good quality
product [1]), it means that there is “formalized application
of modeling” to support the left-hand side of this system
life-cycle implying that any process, task or activity will
generate different system artifacts, but all of them repre-
sented as models. This approach is considered a cornerstone
for the improvement of the current practice in the Systems
Engineering discipline since it is expected to cover multiple
modeling domains, to provide better results in terms of quality
and productivity, lower risks and, in general, to support the
concept of continuous and collaborative engineering, easing

the interaction and communication between people (engineers,
project managers, quality managers, etc.).

Although MBSE represents a shifting paradigm for the
development of critical systems, the plethora of engineer-
ing methods supported by different tools implies the need
of not only easing the communication between people, but
also considering its application to the universe of available
tools. How could we do requirements management, simulation,
diagramming, documenting, information retrieval or project
management without the corresponding tools or Information
Technologies (IT) systems? The more complex the problems
are, the more complex computer tools must be delivered,
and the main reason for that is, consequently, because those
computer tools are demanded to be “smarter”. Up to now, a
computer tool is not human independent; it simply “acts” as
smart according to its access to relevant data, information and
knowledge. In order to enable a collaborative MBSE through
IT systems, it is completely necessary to enable the possibility
of communicating tools (interoperability) and reusing previous
engineering designs saving costs and time.

In order to reuse the knowledge generated in Model-
driven Engineering (MDE) methodologies, such as MBSE,
it is necessary to understand the underlying concepts and
relationships that allow us to make a semantic interpretation
of the models. For example, in the automotive industry [2],
modeling capabilities are applied to the whole engineering
process, from the specification to the certification in a virtual
twin environment. In the context of tool-chains for MDE, it
is possible to find many suites, such as Matlab Simulink [3],
that can be applied to different engineering activities: design-
ing architectures (descriptive modeling), simulation (analytical
modeling) or testing of digital systems.

However, no one size fits all, and engineering environments
are usually integrating many different tools. This situation
generates a good number of system artifacts that are part of
a specific product or service. Reuse capabilities are therefore
constrained by the possibility of linking every system artifact
(traceability) and, then, being able to represent, search and
customize those relevant system artifacts. In this manner,
when a system artifact is selected for being reused (e.g., a
component), it actually implies the necessity of bringing all
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connected system artifacts, such as requirements, test cases,
logical models, etc. The reusability factor will depend on the
capability of creating an underlying knowledge graph that can
serve us to deliver services that require a holistic view of the
system, such as change impact analysis, visualization or quality
checking.

More specifically, in the context of model reuse, it is
necessary to define a knowledge management strategy for
reusing system artifacts. The use of semantics may help to im-
prove the reusability factor of a system artifact by identifying
similar artifacts through a comparison under a common and
representation model. Model reuse still remains challenging
due to the diversity of domains and information embedded
in the models. Furthermore, engineering tools have not been
designed to look up similar artifacts. The cost of reuse will
mainly depend on the complexity of the entity to be reused
[4] and, this implies, that an enriched representation may help
to improve the first step to reuse: discoverability.

In order to build an underlying knowledge graph, there
are works, such as Open Services for Lifecycle Collaboration
(OSLC) Resource Shapes [5]–[7] or ISO Step meta-models,
focusing on the description of artifact meta-data [8]. However,
the representation of both artifact meta-data and contents is
not fully addressed by a common representation model.

In this work, we aim to effectively reuse the knowl-
edge embedded in Simulink models. The solution called
Simulink2RSHP makes use of an ontology-based approach
for indexing and retrieving information following a meta-
model, Information Representation Model Based on Relation-
ships (RSHP) [9]. Under this schema, both meta-data and
contents are represented using a common domain vocabulary
and taxonomy creating a property graph that can be exploited
for system artifact discovery. To do so, a mapping between the
Matlab Simulink meta-model [10] and the RSHP meta-model
is defined to represent and serialize analytical models in a
repository. Then, a retrieval process is implemented on top of
this repository to allow users to perform text-based queries and
look up similar artifacts. To validate the proposed solution, 38
Simulink models have been used and 20 real user queries have
been designed to study the effectiveness, in terms or precision
and recall, of the proposed solution [11] against the Matlab
Simulink searching capabilities.

The paper is organized as follows: The related work is
presented in Section II. Section III describes the background
and defines the proposed solution for Simulink model reuse.
Section IV describes the validation, while Section V summa-
rizes the main conclusions and outlines some future research
directions.

II. RELATED WORK

Semantic representation of analytical models for retrieval
purposes is the cornerstone of this work. In the case of models
reuse, [12] presents a work to represent and retrieve Computer-
Aided Design (CAD) by implementing a mapping function
between the features of different CAD models. In [13], an
ontology-based retrieval technique is introduced to perform a
semantic similarity process between Unified Modeling Lan-
guage (UML) class diagrams.

In the case of Simulink models, [14] describes a solu-
tion focused on design patterns to develop reusable model

structures without considering semantic features. In [15], a
tool for automatically identifying, classifying and formalizing
submodel patterns in Simulink models is presented. This tool
implements a retrieval process based on text-comparison.

Regarding RSHP applications for system artifact repre-
sentation, some prior works can be found to reuse electric
circuits designed in the Modelica language [16]. In [17], the
authors also use a similar approach for SysML models where a
mapping between the SysML meta-model and the RSHP meta-
model is presented. Based on previous experiences, the RSHP
meta-model fits to represent both meta-data and contents of
different types of models. In the context of this work, Simulink
models have been selected to test the feasibility of reusing
analytical models applying the same principles of knowledge
representation.

Unlike previous approaches, where reuse is based on
specific features of the domain knowledge or where reuse is
basically focused on text comparison, the proposed solution
aims to improve the reuse of the embedded information in the
Simulink models by providing: 1) A semantic representation
of Simulink models using an existing meta-model like RSHP
and 2) A retrieval process based on comparing the underlying
graphs of a query against a repository of Simulink models.

III. SIMULINK2RSHP: IMPLEMENTATION OF A TOOL FOR
REUSE SIMULINK MODELS

A. Background
Since the first step to provide a reuse mechanism for

Simulink models relies on the representation of information
using the RSHP metamodel, the main building blocks of this
framework are outlined here.

1) The RSHP metamodel: RSHP [9] is an information
representation model based on defining concepts (artifacts) and
relationships among them under specific semantics. It has been
used for different types of information, such as textual, design
models or source code using the same representation schema.
The meta-model, as a class diagram, is presented in Figure 1
and it comprises the following elements:

• Artifact. An artifact is a knowledge container that can
be represented through only Knowledge Elements or
through other Artifacts.

• Knowledge Element. A Knowlege Element represents
the occurrence of a Term. It is the smallest unit of
knowledge.

• Term. A Term represents an element of the domain
vocabulary (with some specific semantics, if defined).

• RSHP. An RSHP represents an n-array relationship
between Artifacts.

• RSHP Semantics. It is the relationship type assigned
to a relationship between two Artifacts.

• Meta-property. It is used to add meta-data to the
Artifacts.

The RSHP meta-model has also been exposed as an OSLC
Resource Shape. It can be serialized as Resource Description
Framework (RDF) using the interface known as Open Services
for Lifecycle Collaboration-Knowledge Manager (OSLC-KM)
[5], which is a kind of flavor of OSLC as a result of the
CRYSTAL European project [18].
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Figure 1. Metamodel of RSHP representation.

B. The RSHP reusability framework
The reuse semantic information needs to deal with a lot

of factors that have to be considered in reuse techniques.
Most frameworks are focused on specific types of information,
such us software [19] restricting the knowledge manager
capabilities.

One of the main objectives is to identify, classify, organize
and represent Simulink models using semantics. To do so, the
proposed solution applies a domain ontology to model such
information and build a retrieval information process based
not only on calculating the similarity of the underlying graphs
between two artifacts.

The implementation of this approach makes use of a
framework that supports semantic information indexing and
retrieval, the CAKE API [20]. CAKE is an ontology-based
framework that allows us to provide a technical solution
exploiting a domain ontology to shift the representation of
Simulink models from text-based (names of blocks, etc.) rela-
tionships to concept-based relationships. CAKE has a retrieve
algorithm based on graph and pattern matching using two dif-
ferent levels: 1) Syntax/Structural; 2) Relationships/Semantic.
In this manner, it is possible to enrich the domain language
within the Simulink models to make a better interpretation of
the embedded information. This mainly requires the mapping
between the model and the domain ontology. CAKE uses the
concept of ontology as a way to restrict concepts, which can be
used to represent knowledge, as well as endow this vocabulary
with syntactic, semantic and pragmatic information. Figure
2 shows how conceptual groupings are carried out in an
aerospace domain, where the different models of aircraft (e.g.,
A350, A330) will be processed as a system. It is also shown an
example of how knowledge is represented across the different
layers within the CAKE-RSHP framework:

1) The controlled vocabulary layer refers to all termi-
nology in a specific domain and it is the basis of the
other layers.

2) Grouping terms by concepts allows us to add more
semantics to the terminology and will be always
restricted by the controlled vocabulary.

3) Thesaurus allows us to represent structure, for exam-
ple a break down structure. Just as in previous stages
thesaurus is restricted by the controlled vocabulary.

Figure 2. Example of the knowledge layers representation in RSHP.

Figure 3. Conceptual architecture of the proposed solution (RSHP).

4) Inference layer allows to execute logic using termi-
nology. This logic can be used to infer new knowl-
edge, or to execute validation rules based on the
domain knowledge. These rules can be also executed
against any source of knowledge that is represented
in RSHP using CAKE, for example logical models,
physical models, even textual information.

C. Technological implementation
The proposed solution consists of an application developed

in Visual Studio .Net 2019 with framework 4.8, which allows
us to parse Simulink files using a Simulink software library for
Java [21] and the integrated Keyboard/Video/Mouse (IKVM)
to run Java code within the .NET framework, and to create a se-
mantic representation of the Simulink models using the CAKE-
RSHP model. As a consequence of using this framework, it
is possible to use the built-in mechanisms already available
for indexing and retrieving information. Figure 3 shows the
architecture of the proposed solution, which consists of three
main elements:

• Simulink2RSHP. This component groups Simulink
Library and CAKE. Basically, it allows us to
semi-automatically apply the mappings between the
Simulink elements and the RSHP meta-model creating
an underlying semantic graph based on the domain
ontology, see Table I.

• Simulink Library. This component allows mapping the
objects that are obtained from invoking the reading
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TABLE I. EQUIVALENCE BETWEEN SIMULINK AND RSHP.

Simulink Element RSHP Element
Model Artifact
Block Artifact
Block Type Artifact Type
Block Name Artifact Name, noun term
Block Properties Metaproperties
Line RSHP

processes of the Simulink library. Once the informa-
tion is obtained from the files, it is represented using
the CAKE API.

• CAKE. Once the information is represented in the
RSHP language, it is possible to use the built-in
capabilities for information retrieval and indexing. The
CAKE API internally implements a pattern matching
algorithm between graphs that returns a value of
similarity.

A detailed explanation of the mapping between Simulink
elements and the RSHP metamodel is provided in Table I.

• The global Simulink model is represented as a RSHP
Artifact of type Simulink Model. This artifact con-
tains meta-data, such as model image, creation date,
modification date and any other additional description.

• Each block is represented as an Artifact and the
properties of the blocks become RSHP Metaproperties
of the artifact. It is important to mention that RSHP
and Simulink are very compatible since Simulink
blocks contain typology that is represented as the
Artifact Type of each block artifact. There are cases
where the blocks have names or descriptions. These
are represented as the name and description attributes
of the artifact.

• Simulink models, unlike SysML, have a single type of
relation which is the line. This element is represented
in RSPH as a relationship of type “Line”.

• In cases where Simulink blocks have names, these
names are represented as terms with a syntactic tag
of type “Noun”. This also adds more semantic infor-
mation to the components.

Finally, CAKE also gives us the possibility of grouping the
terminology in semantic clusters, which allow adding context
to the representation language. In the case of experimentation
(see Section IV), no groupings of terms were made.

IV. CASE STUDY: INDEXING AND RETRIEVING SIMULINK
MODELS

To illustrate the approach for reusing Simulink models, a
case study of indexing and retrieving Simulink models has
been conducted.

A. Research design
The experiment to evaluate the advantages of a semantic

representation of Simulink models has been designed as fol-
lows:

1) Define a dataset of Simulink models from the pub-
lic website repository of MathWorks [22]. General,

automotive models and aerospace models have been
downloaded to test different domains. This dataset
comprises 38 physical models (21 general models, 9
automotive and 8 aerospace) that have been indexed.

2) Define a dataset of queries to evaluate the retrieval
capabilities of the proposed solution. Each query has
been designed with different common components of
models to return a set of Simulink schemes [23].
These queries have also been indexed, see Table II.

3) Execute the experiment. For each query defined in
the previous step, analyze the models retrieved by
Simulink2RSHP taking into account all the semantic
information represented into the dataset.

4) Analyze the results and validate them using the
schema proposed in [24]. Extract measures of: 1)
precision (fraction of retrieved information that is
relevant); 2) recall (fraction of relevant information
that is retrieved), and 3) a combination between the
last two measures, the F1 score.

TABLE II. LIST OF QUERIES EXECUTED TO RETRIEVE SIMILAR
MODELS.

Q Query Description
Q1 Signal connected to a memory and sum block
Q2 Clock connected with logical operator
Q3 Vertical channel
Q4 Sensor
Q5 Clock connected to an output
Q6 Logical operator connected to other logical opperator
Q7 Integrator connected to a Gain connected to a sum
Q8 Integrator connected to a gravity component
Q9 Gain connected to a product connected to another product
Q10 Integrator connected to a signum block
Q11 Clock connected to a relational operator connected to a constant
Q12 Step
Q13 Input connected to a Mux
Q14 Input connected to a Function
Q15 Costant connected to a switch
Q16 Signum block connected to a transfer function
Q17 Scope connected to an integrator connected to a Gain
Q18 Signum connected to a product
Q19 Ram
Q20 Relay

B. Analysis of results
The analysis of results is based on the levels of “goodness”

(see Table III) established in [25]. Table IV shows the metrics
of precision, recall and F1 for each input query. It was found
that 10% of queries are at an acceptable level of ”goodness”
for precision and 5% for recall. 10% of queries obtained a
good level for precision metric and 5% for recall. In the same
manner, 70% of the queries obtained an excellent level for both
precision and recall metrics. Finally, just 10% of the queries
obtained a value of precision below acceptable and, in the
case of recall, just 20% of the queries, because the queries
had components with incomplete semantic information (e.g.,
no name, no description).

TABLE III. GOODNESS LEVELS FOR PRECISION AND RECALL
METRICS [25].

Level of “goodness” Precision Recall
Acceptable ≥20% ≥60%
Good ≥30% ≥70%
Excellent ≥50% ≥80%
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TABLE IV. PRECISION, RECALL AND F1 METRICS FOR EACH
QUERY.

Precision Recall F1
Q1 0.2857 0.6667 0.4000
Q2 0.3333 1.0000 0.5000
Q3 1.0000 1.0000 1.0000
Q4 0.2000 0.3333 0.2500
Q5 0.6250 0.8333 0.7143
Q6 0.5000 0.5000 0.5000
Q7 1.0000 1.0000 1.0000
Q8 0.7500 0.8571 0.8000
Q9 1.0000 0.9000 0.9474
Q10 1.0000 0.9000 0.9474
Q11 0.8000 1.0000 0.8888
Q12 0.0000 0.0000 0.0000
Q13 0.9412 0.9412 0.9412
Q14 1.0000 1.0000 1.0000
Q15 0.5000 1.0000 0.6667
Q16 0.5000 1.0000 0.6667
Q17 0.6667 1.0000 0.8000
Q18 0.3333 0.7500 0.4615
Q19 1.0000 1.0000 1.0000
Q20 0.0000 0.0000 0.0000
Avg 0.6218 0.7841 0.6742

Figure 4. Precision and Recall metrics results obtained for the proposed
solution.

The global average of the metrics was excellent for preci-
sion and good for recall, since they are above 60% and 70%
respectively, as Figure 4 depicts. This is likely due to the
fact that the degree of similarity between the input queries
and the dataset of models was calculated using semantic and
topological algorithms, since the more information available
in the Simulink blocks, such as names and descriptions, the
more accurate the results.

However, it was also determined the need to consider
within the similarity algorithm more specific aspects of
Simulink blocks. For example, in cases such as logical operator
blocks, the algorithm assumes a similarity between these
blocks regardless of the type of operator. In other words, for the
algorithm there was a similarity between the logical operators
AND and OR, regardless of whether they are semantically
different.

This could be improved using semantic clusters and a
controlled vocabulary, to differentiate this type of aspects, and
consider more information when determining the similarity of
the components. These capabilities are also available in the
CAKE API, but in order to refine the algorithm it is necessary
to spend more time populating the domain ontology. In general,
it implies the creation of more specific terminology, thesaurus
and semantic clusters for specific Simulink components.

C. Research limitations
One of the main limitations in the research lies in the size

of the repository where the queries were made. To carry out
more accurate test cases, it would be necessary to have a
larger set of Simulink models. Furthermore, a more specific
domain ontology for physical models would be necessary to
take advantage of other CAKE API capabilities, adjusting the
semantic representation to the matching algorithm.

Additionally, the creation of the queries was carried out
by randomly selecting components presented in the sample
models. A more robust experiment would require the study
of each model and the behavior of users to create a more
realistic dataset of queries.

V. CONCLUSIONS AND FUTURE WORK

Despite the importance of the reuse of physical models and
the existing alternatives for reusing components and models,
the existing MBD tools lack advanced retrieval mechanisms.
Although these tools have not been designed for this purpose,
the reuse mechanisms are a bit naive and, in most of the cases,
a mere search query based on some keywords seems too simple
to really exploit the information embedded in the models.

In this work, we have used a Simulink API to propose a
process of semantic interpretation of models and have devel-
oped Simulink2RSHP which performs the mapping between
elements of Simulink models and CAKE components. The
Simulink2RSHP approach seems to be a promising alternative,
considering that unlike many of the retrieval tools that perform
text searches, it determines the similarity using a combination
of semantic and topological algorithms. The results obtained
in the experimentation demonstrate the feasibility of the ap-
proach. It is possible to build indexing and retrieval engines
for physical models using a semantic representation.

As future work, improvements in the representation of
system artifacts are planned, including terminology, thesaurus
and semantic clusters. Other types of models will also be
included in the experimentation, such as those supported in
the Modelica language. In terms of experimentation, this small
setting is representative to demonstrate the feasibility of the
approach. However, larger settings including real user needs
are completely required to provide a more significant and
realistic validation.
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Abstract—Measures of semantic relatedness and coherence are
used in several Artificial Intelligence (AI) applications. Topic
models is one of the fields where these measures have a role.
In evaluating topic models, it is important to know well the
properties of the used measure or measures. In this paper,
it is first shown how 16 proposed coherence measures behave
in finding the highest coherence in Latent Dirichlet Allocation
(LDA) processing. With the collected exceptionally large corpus
data from Wikipedia, it was then determined the correlations
of the measures and the number of topics in LDA. From the
average behavior of the measures, it is possible to conclude
the range where the maximum values of coherence probably
occur. Approximation of the size of a corpus giving statistically
significant results in these respects is possible. Comparisons to
human ratings are also included. The data and the R-codes for
the calculations are made public. This paper explains many of the
features affecting the use of coherence measures, including the
roles of corpus/sample size, number of topics and the existence
of local maxima of the measures. Differences of the measures
and their correlations are also described.

Keywords–Measuring Topic Coherence; LDA; Wikipedia; Word-
Net; Palmetto.

I. INTRODUCTION

Topic models are used in a wide range of Natural Lan-
guage Processing (NLP) applications. Examples of application
fields where they have been found useful include information
retrieval [1], classification [2], content analysis [3], data min-
ing [4], sentiment analysis [1], social media analysis [5] and
word sense induction [6].

The evaluation of the quality of topics and the quality of the
whole model can be done using direct methods, e.g., coherence
metrics, or indirect methods where the quality is observed
after a task performed with produced topics, e.g., measuring
classification accuracy variance when done with different topic
models. Only the direct methods are examined here.

Coherence measures are based on the idea that the more
relatedness there is in a topic, the more coherent the topic is.
Relatedness can be, e.g., semantic or based on co-occurrences
of the topic words in a reference corpus, or the measures can be
combinations of different aspects of coherence quantification.

Aletras and Stevenson [7] investigate the correlation be-
tween several coherence measures and ratings given by human
evaluators and find out that Normalized Point Mutual Informa-
tion (NPMI) coherence measure gives the best correlation in a
number of tasks. Lau et al. [8] conclude that especially cosine-
measure as well as Jaccard and Dice-measures outperform the
NPMI-measure, because they receive higher correlations with
human ratings in several experiments. A coherence measure
based on calculation of word statistics was proposed by Mimno

et al. [9] and Wikipedia was used as the corpus in the studies
by Newman et al. [10], where they found that measures using
word co-occurrence statistics perform better than WordNet-
based methods. Röder et al. [11] developed a set of coherence
measures and tested them against human ratings.

Stevens et al. [12] studied topic coherence over many
models and with large number of topics. They used coherence
measures known as UCI and UMass measures to evaluate the
models. Of the models studied, they concluded that each has
its own strengths; LDA was one of the models studied.

Given these mixed results, the present study was designed
to examine coherence measures more closely. The research
question is: What can be learned from a large scale study
of semantic topic coherence measures to guide their usage
and explain the present mixed results? Recently developed
new measures designed for exactly this purpose were included
along with old ones, which has been widely used. So, alto-
gether, 16 semantic coherence measures and their role in topic
modeling were selected to be included to this study.

To produce the topics studied, a method among latest
improved LDA model [13] [14] was selected. Because the
number of topics is an important parameter in performance op-
timization of a topic model, the topics studied were produced
with an exceptionally wide range of number of topics.The
study consists of 16 coherence measures, most of which are
widely used.

The main contribution of this paper is the description of the
behavior of the selected coherence measures in an enhanced
LDA topic learning. This is done using exceptionally large data
from Wikipedia, where an approximation of the corpus size
needed to perform statistically significant experiments can be
given. In order to investigate the relation of the number of top-
ics, k, to the coherence measurement results, our experiments
cover a wide range of k-values. Average coherence curves of
the measures are presented and the consequences discussed. In
addition to the maximum coherence, the closest local maxima
are examined as well. The same extensive data is also used
to determine the correlations between all the measures and
their correlation with the number of topics. Human ratings
of the coherence measures are also presented. Finally, some
recommendations to the users of topic models and coherence
measures are made.

The structure of the paper is such that the topic model used
is introduced in Section II, and then the ways to measure coher-
ence are presented in Section III. Experiments are described
in Section IV and after that the results of our experiments
are listed in Section V. Correlations with human ratings are
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reported in Section VI, and in the final Section VII conclusions
are drawn and what remains to be studied is discussed.

II. LATENT DIRICHLET ALLOCATION

Unsupervised learning methods can be used to find latent
topics from text corpora. One of the most used is LDA [15] and
its many variants. The latest developments in topic models in-
clude incorporating to the models word vector representations
trained on very large corpora. Instead of using only the words
in the documents, the semantically related words from the
corresponding word vectors are imported to the LDA process.

A topic model called Latent Feature LDA (LF-LDA) devel-
oped by Nguyen et al. [14] shows significant improvements on
topic coherences when external word vectors are incorporated.
Improvements can also be seen in classification and clustering
tasks. For these reasons, the LF-LDA model by Nguyen et
al. [14] is used in the present study.

Our preliminary experiments showed that in terms of
coherence it is more feasible to use similar corpora as both
training and actual corpus. For example, using word vectors
trained on Google News [16] with Wikipedia corpus produces
topics having lower coherences than when Wikipedia has
been used as the training corpus as well. So, throughout the
experiments of this paper, GloVe (Global Vectors) [17] word
representations, which are pre-trained on Wikipedia, were
chosen to be used.

III. MEASURING COHERENCE

Topic coherence measures can be divided to two groups
according to whether they are planned specially for measuring
topic coherence, or adapting to this purpose measures de-
veloped for other purposes. The first type of measures are
the set of coherence measures recently proposed by Röder
et al. [11]. They are described in the Subsection B called
Palmetto-measures.

The more a topic word set contains words, that are se-
mantically related with each other, the more interpretable and
coherent the topic is. With this in mind, measures of semantic
relatedness available in WordNet [18], are used here as well
and the expression (1) is applied.

Topic coherence is usually defined as the average similarity
of each word pair in a set of top-n most probable words
produced by the topic model in use. Coherence C is usually
calculated with the expression, see, e.g., [7]

C =

∑n−1
i=1

∑n
j=i+1 f(wi, wj)(

n
2

) (1)

Here {w1, w2, ...wn} are the topic words, and f are mea-
sures of semantic relatedness, like measures in Section III-A.

In this paper, the value of the number of topics k, for which
the average coherence between topic words is highest, is called
the optimal or best number of topics.

A. WordNet-based relatedness measures
Topics are considered coherent when their most probable

words are semantically related. For this reason, the measures
of semantic relatedness have also been used as coherence mea-
sures. WordNet [18] is a central resource in lexical semantics.
By using WordNet it is possible to measure semantic similarity

and relatedness between two concepts [19]. Ten measures have
been developed, which use WordNet as their central resource,
and therefore they are called WordNet-based measures. Six of
these measure similarity and four of them measure the more
general relatedness.

Similarity measures in WordNet are based on the hierarchy
of concepts, and half of them quantify the similarity of two
concepts using the most specific common ancestor of the pair
of concepts, namely Jiang and Conrath (JCn) [20], Lin [21],
and Resnik [22]. The rest of the similarity measures are based
on the lengths of the paths between two concepts. They have
been developed by Wu and Palmer (WuP) [23], Rada et al.
(Path) [24], and Leacock and Chodorow (LCh) [25].

The four measures of relatedness are: Hirst and StOnge
(HsO) [26], Lesk [27], and two vector measures [19]. The first
one, Hirst and StOnge, makes use of the path direction and
length between the concepts. The vector measures and Lesk
measure calculate the relatedness using the definition texts of
the concepts.

All ten WordNet-measures were used in this study, namely
measures of HsO, LCh, Lesk, WuP, Resnik, JCn, Lin, Path,
vec p and vec. The first eight were obtained using the WS4J-
package (WordNet Similarity for Java) [28] version 1.0.1 .
Measures vec and vec p [29] were from WordNet::Similarity
[19].

B. Palmetto-measures

Unlike the Wordnet-based measures, a set of new measures
was developed especially for topic coherence purposes by
Röder et al. [11]. They first studied all the ways how to
quantify coherence. Out of these quantifications they made a
large number of combinations, and then investigated which
ones correlated best with human ratings.

The ways of quantifications were: a) how to evaluate
permutations of the top probable topic words. b) ways of
computing probabilities of single words as well as joint prob-
abilities of word pairs in an external reference corpus, and the
size of sliding window was one parameter here, c) probabilistic
confirmation measurement applied to quantifications a) and
b), and finally, d) a huge number of combinations resulting
from the former phases are combined to one single coherence
measure. These measures were tested against several human
rating data sets, and the best measure is called CV and the
second best is called CP.

Measure CV combines the indirect cosine measure with
NPMI and with a sliding window size of 110 words. The
second best, CP combines Fitelson’s [30] confirmation mea-
sure with a sliding window of 70 words. Four other previ-
ously proposed coherence measures were described and tested
against human ratings in the same framework as the new ones.
They are in the order of human test results: CNPMI, CA both
proposed by Aletras [8], CUCI proposed by Newman [10] and
CUMass was proposed by Mimno [9]. CNPMI uses a window
size of 5 words and CUCI has window size of 10 words. As
an external reference corpus, the English Wikipedia is always
used.

Röder et al. [11] have made available both Java soft-
ware and web-service possibilities to calculate six Palmetto-
measures and all of these six measures are used in this study.
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IV. EXPERIMENTS

To discover latent topics from corpora, LF-LDA [14] latent
model is used. It differs from ordinary latent models in that
it is improved by incorporating word vector representations or
embeddings [17] to the model. The LDA [15] model has
two hyper parameters, which are kept constant in all of these
experiments: α = 50/k where k is the number of topics, and
β = 0.01 following, e.g., Fang [31]. The mixture weight λ was
set to 1.0, because it is one of the values often used in this type
of connections - λ = 0.6 is also frequently used. The number
of the most probable topical words was always 10. The number
of topics k varied from 4 to 200, and sparse points between
250 and 600. Note, that in all of these experiments, LF-LDA is
the only part with randomness in addition to random selection
of Wikipedia samples.

As pre-trained vector representations, the 50-dimensional
vectors.6B.50d.txt from the GloVe-project trained on
6 billion token corpus containing a Wikipedia 2014 dump with
1.6 billion tokens and Gigaword5 repository [17] were used.
More details, e.g., information on available versions, can be
found on the GloVe-project’s web site [17].

Four consecutive, equal-sized samples from a 2010
Wikipedia corpus [32] were extracted. This corpus contains
the raw text of the articles in the English part of the Wikipedia,
only shorter than 2000 character long documents, links and
navigation texts and other irrelevant material removed. Note
that the vocabulary of a 2010 Wikipedia is a subset of the
vocabulary of a 2014 Wikipedia, not the other way around.
Stop-words and the words that were not included in the used
GloVe-vectors (on the average 6.5 % of the remaining words)
were removed. No lemmatization was performed, so that the
corpus remained closer to the natural language. The starting
point of the first sample was randomly selected. Then, 20% and
10% samples from those four original samples were extracted
in order to get information on the effect of sample size. The
properties of the twelve samples are given in Table I. To

TABLE I. PROPERTIES OF THE TWELVE CORPORA EXTRACTED FROM
WIKIPEDIA.

sample size documents words vocabulary size names of the corpora

4 ∗ 104 107 1.7 ∗ 105 A,B,C,D
20% 8 ∗ 103 2 ∗ 106 8 ∗ 104 A20,B20,C20,D20
10% 4 ∗ 103 106 6 ∗ 104 A10,B10,C10,D10

demonstrate that topics of neighboring k-values, here k = 6
and k = 7, can be very similar, they are presented in Figures
1 and 2. This feature has consequences on the results, as can
be seen later.

Topic0: son century father ancient god king great family name daughter
Topic1: album band song music series film released video featured movie
Topic2: education university law national state public government elected
council college
Topic3: system type engine systems can using use used standard structure
Topic4: war army forces force navy naval british troops military fleet
Topic5: park located road area league county south city railway club

Figure 1. An example set of six topics. The words of each topic are
permuted pairwise and 16 measures are obtained for each pair.

The words of each topic are permuted pairwise and 16
measures are obtained for each pair. The topic group averages

Topic0: education university law research school social college students
national based
Topic1: album band music song film released series songs featured video
Topic2: located area railway park river town county city north near
Topic3: war army force military forces british united states december union
Topic4: season league championship games team cup championships
football champion game
Topic5: son father god king daughter her emperor mother his lord
Topic6: engine type system using can systems used use surface design

Figure 2. A set of seven topics, k = 7, corpus A, has also one of the
highest coherences.

for these 16 measures are calculated. The example set of six
topics of corpus A, k = 6, in Figure 1 is present also on the
first, second and third row of Table IV, meaning that this set
has the highest coherence when the measures Lin and CUMass
are applied, the second highest when measured by Resnik
and the third highest value when measures Wup and JCn are
applied.

Because the topics are almost the same in Figures 1 and 2,
the example set of Figure 2 can also be found in Table IV. It
has the highest coherence when the measures JCn and CV are
applied, the second highest with WuP and Lin, and the third
highest with Resnik. White areas of Table IV indicate that k-
values co-occur within a corpus. The underlined k-values occur
in both groups of measures: WordNet-based (on the left) and
Palmetto-measures (on the right), and colored areas have no
co-occurrences.

V. RESULTS

At first, it is important to look at examples of the semantic
coherence measures considered here. Normalization to one
is used with all the measures so that it is possible to make
comparisons between them, because this type of normalization
preserves the proportional relationships of the data. It is done
by dividing each data value by the sum of the data values of
the same object. As an example, for k=[4,600] the values of
the measure LCh ranges from 1.3345959 to 1.5078795 and
those of Path from 0.109415 to 0.14231707. When they are
normalized by dividing all LCh values by the sum of all
values between k=[4,600], which is 296.99, and doing the
same to the Path measure respectively with the sum of Path
values 26.79, the ranges take the values from 0.0044936978 to
0.0050771585 (LCh) and from 0.0040834493 to 0.005311379
(Path).

The normalized values of measures LCh and Path, when
k=[4,600], are presented in Figure 3. It can be seen that both
measures have many local maxima close to the maximum
coherence value. This means that there are several almost as
optimal number of topics, whose coherence values differ only
a little. This property is repeated in all of the studied semantic
coherence measures, both WordNet- (Figure 3) and Palmetto-
measures (Figure 4).

The example of LCh and Path in Figure 3 is important in
another aspect, too. They can be seen to find their maxima at
the same k-values. That happens because LCh and Path have
very similar functional shape in the areas in question. So, the
two measures, for which the theoretically predicted behavior
is similar, really exhibit similar behavior in our experiments.
That is an indication of reliability of the present approach,
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meaning that the predicted behavior is not disturbed by any
part of our data processing. Because of the existence of
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Figure 3. LCh and Path, both normalized to one, and as a function of
Number of topics k in corpus A.
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Figure 4. CP and CNPMI, both normalized to one, and as a function of
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the many close local maxima in Table IV (see last page
of this document) not only the maximum found by each
measure but three highest coherence values of each measure
are considered. Good examples supporting this decision are
rows A10 columns CNPMI and CUCI in Table IV, where the
three highest coherences are located at k = 51, 88, and 120
in this order for CNPMI, but only the order differs from CUCI.
Six measures having most white areas in Table IV are listed in

TABLE II. SIX HIGHEST PERCENTAGES OF CO-OCCURRING NUMBER OF
TOPICS k ON THREE TOPMOST COHERENCE VALUES IN TABLE IV.

CNPMI Lch Path Resnik Lin CUCI
94% 92% 89% 89% 86% 81 %

Table II. These figures tell us that, e.g., 94% of top-3 k-values
of measure CNPMI occur also in some other measure’s set of
top-3 k-values.

A. Averages

First, the properties of the average behavior of the measures
are presented.

 4  100  200  300  400  500
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e
r
e
n
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e

Number of topics k

Path 
LCh

C_NMPI 
Resnik 

Lin 
Lesk 
C_P 
C_V

Figure 5. Averages over all twelve corpora of normalized CNPMI, LCh, Path,
Resnik, Lin, Lesk, CV and CP -measures.

Many typical properties of the semantic coherence mea-
sures are depicted in Figure 5. First, it can be noted that while
there are similarities, there are big differences in the way they
behave in the very low part in the k-axis. After about k=10,
the curves show same type of behavior until after about k=100
their ways apart. Some seem to decrease, the others do not.
The measures selected to Figure 5 are due to their appearance
in Table II and Figure 6. In the light of this study, it is possible
that the optimal number of topics can be found in the area of
k = several hundreds.

B. Correlations

A good way of finding differences and similarities between
the coherence measures is to examine their correlations with
each other. A histogram of all statistically significant correla-
tions between the semantic coherence measures is depicted in
Figure 6. Note that the data is of general nature and includes
an exceptionally large sample of word pairs. The data consists
of N compared word pairs

N =

(
10

2

)∑
k=4

K k = 1 045 080, (2)

where K = [200, 250, 280, 300, 400, 450, 500, 600]. There are
over one million measurements of similarity of word pairs for
each corpus A −D20. To our knowledge, there is no other
so large data collection used in finding the correlations of the
semantic similarity measures.

The highest correlations, 0.97, occur between Path and LCh
and between CNPMI and CUCI. These four measures are present
also in Table II. The second best correlation 0.90 is found
between CNPMI and CP. CP does not appear in Table II, but
is the third in Palmetto group with 61% of co-occurrences, or
white areas in Table IV. Path is again participating with Lesk
in the next highest correlation 0.86.
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All correlation calculations with the tests of statistical
significance are included in the additional material [33]. Both
original data and the R-code for producing information in
Figure 6 are included.

C. The effect of corpus size

The most surprising result was that there is so little
statistically significant differences between variables in 100%
corpus size and the smaller 20% or 10% sized, see Table I,
corpora. The following properties against the corpus size were
tested:

• correlations between the sixteen measures
There is no significant difference of means of corre-
lations between the groups of 100%, 20% and 10%.

• average of three optimal number of topics in Table
IV.
The biggest corpus has the highest average of the
optimal number of topics 91.9 not differing from the
next 20% sample significantly (p = 0.07388), where
the average was 79.5. The smallest sample had the
average 71.3, which does not differ significantly from
the 20% but differs significantly (p = 0.00263) from
the 100% group.

• average co-occurrences of three optimal number of
topics in Table IV.
The mean co-occurrence percentages were 60.9, 68.3
and 64.5, respectively, in the 100%, 20% and 10%
groups, and there is no statistically significant differ-
ence between the groups.

• WordNet- and Palmetto-measures as two separate
groups.
The results are included in the next Section V-D.

D. Differences between WordNet- and Palmetto-measures

Co-occurrences in Table IV between WordNet- and
Palmetto-measures do not have statistically significant differ-
ences, as WordNet-measures have on the average 67% co-
occurences of the best three number of topics, and Palmetto-
measures 60%, respectively. On the contrary, the means of
three best number of topics of WordNet- and Palmetto- groups
differ highly significantly (p <<0.0001).

There is only one highly significant correlation between
any WordNet- and Palmetto-measures, namely between HsO
and CUCI with 0.57 correlation, as can be seen in Figure 6.
That is also the highest correlation between WordNet- and
Palmetto-measures. The correlations within each group are
much higher. It is also noteworthy in Figure 6 that none of
the Palmetto-measures have any correlation with the number of
topics, whereas some of the WordNet-measures have relatively
high correlations with the number of topics k. The effect of
corpus size is also different in these groups. On the whole,
when both types of measures are evaluated together, there
is no difference of correlations between corpus sizes. The
same is true with Palmetto-measures, but not with WordNet-
measures, where correlations of 100% and 20% sized groups
differ significantly (p = 0.03).

VI. CORRELATIONS WITH HUMAN RATINGS

Because coherence is measured using relatedness scores
of word pairs, examples of data sets, which compare human
judgements of the relations of two words are presented here.

Similarly as earlier in this study, the relatedness of word
pairs of four well known human ratings data sets were
measured. MC (Miller an Charles) [34] is the smallest one,
consisting of only 28 word pairs, and there were 38 human
annotators. RG (Rubenstein and Goodenough) [35] has 65
pairs and 51 annotators. Both data sets are available on the web
[36]. Lau [37] collected coherence judgements for 600 topics
using Amazon Mechanical Turk with a developed quality
control of the annotations. Only the top-5 topic words data set
was used here. Hill [38] collected human ratings of similarity
of word pairs, and they had 500 annotators. These Simlex-
datasets are also available on SemR-11 pages cited above. In
our comparisons, Simlex subset of nouns, which consists of
666 noun pairs, was used.

There is the list of correlations between each coherence
measure and human ratings in terms of MC, RG, Lau and
Simlex in Table V. Pearson and Spearman correlations between
human ratings RG, MC, Simlex nouns, and LAU data and ten
WordNet-measures ( HsO − vec ) and six Palmetto-measures
(CA − CUMass) using the same measurement methods as earlier
in this study. Statistical significance of the correlations are
included in Table V.

Four examples indicate that the correlations tend to be
lower with the bigger data sets, and the bigger the data set
the more statistical significance is reached. Also there is no
clear one measure with the highest human ratings. In addition it
can be concluded that the behavior of WordNet- and Palmetto-
measures differ with respect to human ratings data sets. For
example Palmetto measures reach higher ratings with Lau data
set, whereas WordNet-measures do the same with Simlex data
set.

The average correlations of the data sets in Table V (at
the end of the text of this document) were calculated in the
same way as in Figure 6. Now, it is possible to compare the
correlations in Figure 6, where the data consists of millions
of word pairs, see Section V-B, to the statistically significant
correlations of the measures in Table V, where the data is
limited at most to 666 word pairs. Out of 16 measures five:
Lesk, Lin, CP, CNPMI and CUCI, have exact match with the
results of Figure 6, when comparing the two highest correlation
co-measure. For example, Lesk has the highest correlation with
Path, and the second highest with HsO, just like in Figure 6,
and the same is happening with the average correlations of
the measures in Table V, and in the same order. As example
of the consistency of the measures is WuP; it has the highest
correlation with Resnik in both calculations, 0.84 in the Topic
Model calculations, and 0.83 in the case of human ratings.

TABLE III. AVERAGE PEARSON CORRELATIONS OF WUP IN CASES OF
WIKIPEDIA DATA OF FIGURE 6 AND HUMAN RATINGS DATA SETS OF

TABLE V.

WuP : Resnik Lin LCh HsO Path

Figure 6 0.84 0.72 0.61 0.58 0.54

Table V 0.83 0.79 0.84 0.59 0.69

Seven of the measures have partial match, including dif-
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ferent order of the highest and the second highest: HsO, LCh,
WuP. Resnik, Path, CA and CUMass. Two of the rest of cases,
vec p and CA did not reach statistical significance in results
of Figure 6, and that’s why they could not be compared.
With JCn, only one co-measure reached statistical significance
in Section V-B. The average correlation of measure vec is
the highest with vec p, and the second highest with Resnik.
These results can be considered, for their part, to describe the
consistency of the methods used in this study.

VII. CONCLUSION AND FUTURE WORK

The paper analyzes the effect of different semantic coher-
ence measures when determining a topic model. Of the other
variables in topic modeling, this study addresses the variable
corpus by calculating the results for twelve randomly chosen
samples from Wikipedia, the variable of number of topics
by using a wide range of number of topics (k= between 4
and 600). Word embeddings used, LDA parameters, average
document length in corpora and other variables need to be
taken into account in further studies.

The average coherence values of sets of ten topmost topic
words show no clear maximum, as can be seen in Figure 3.
Instead, there are many local maxima, which have very small
differences in their coherence values. For these reasons, not
only the number of topics corresponding to the maximum
coherence, but also similarly k- values of the two second
highest coherences, were listed in Table IV. It can be seen that
many measures find the three highest coherence values, but not
necessarily in the same order. This behavior supports methods
that do not rely one the highest coherence value but use
methods like coherence @n [31]. On average, these maxima
appear mainly after k ≈ 100, see Figure 5. So, conclusions
made from studies using only smaller k-values might suffer
from a lack of generality.

From our result in Section V-C, it can be concluded that
increasing the sample size after a limit of 8000 documents
with two million words, see Table I, does not have any effect
on most of the results. So, an approximation for the minimum
corpus size capable to produce general results in this respect
can be given. For determining correlations and co-occurrences,
this study shows that even a smaller corpus of 4000 documents
is enough.

Although the used measure sets, Palmetto and WordNet,
include similar elements, the results indicate, that there are
differences as well, see Section V-D. The most notable differ-
ence is that correlations between these groups are substantially
lower than correlations within each group. It is interesting
that the measure reaching the highest correlation with human
ratings in the study of Röder et al. [11], see Section III-B,
does not correlate with any of the other 15 measures studied
here, see Figure 6.

Users of the coherence measures studied here should also
take into account the relatively high correlation between the
number of topics k and some of the measures, as seen in Figure
6.

Different data sets of human ratings do not give similar
results for the coherence measures studied here, see Table V.
This leads us to think that further research with human ratings
data sets is needed.

Appreciated is a comment pointing out that a more detailed
discussion on why the measures studied show similarities and
differences would be needed here. That is an excellent topic
for a further investigation of the current topic.
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Figure 6. Average correlations of all 12 corpora between the coherence measures with each other and also with the number of topics k . *** means
statistically highly significant with p<0.001, ** : p<0.01, and * : p<0.05.
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TABLE IV. k-VALUES OF THREE HIGHEST COHERENCE VALUES FOR 12 CORPORA (A - D10) GIVEN BY 16 COHERENCE MEASURES ( HsO − CUMASS ).

HsO LCh Lesk WuP Resnik JCn Lin Path vec p vec CA CP CV CNPMI CUCI CUMass
A 95 179 112 23 23 7 6 179 116 116 14 93 7 172 172 6

112 450 115 7 6 23 7 450 178 102 9 138 9 95 181 25

102 139 174 6 7 6 23 139 144 108 12 95 21 181 162 23

A20 164 146 143 7 7 6 7 143 124 36 12 99 4 95 95 77

19 143 164 8 6 59 6 146 144 87 10 64 16 99 77 64

90 132 173 10 12 7 93 144 146 60 7 151 24 59 183 62

A10 175 187 93 37 37 8 37 187 129 4 20 51 6 51 120 32

93 145 164 93 93 93 8 145 163 6 51 102 76 88 51 52

37 175 137 175 112 4 93 175 4 129 24 114 80 120 88 61

B 150 198 198 108 62 58 90 198 250 85 69 69 5 69 69 11

196 147 164 89 90 54 62 147 92 89 7 11 6 81 158 10

117 161 196 109 89 52 89 161 280 135 6 46 22 158 11 26

B20 170 143 129 33 33 33 33 149 5 67 10 101 5 66 101 10

171 149 149 8 109 25 109 143 153 60 4 66 12 101 102 9

190 187 171 5 63 48 5 170 181 142 14 10 6 95 95 25

B10 73 127 127 73 73 116 31 127 4 4 73 11 14 80 80 10

146 146 181 64 105 31 73 147 5 135 23 80 7 88 68 11

175 175 164 105 175 21 105 146 135 6 48 10 20 68 88 12

C 140 7 140 7 140 32 70 7 144 133 9 68 5 107 107 26

155 8 193 70 113 104 98 5 143 106 17 107 11 140 140 41

113 5 192 140 70 80 140 8 160 132 12 40 28 126 126 35

C20 50 153 188 11 11 11 11 133 132 111 8 140 5 157 157 33

157 133 180 50 48 50 50 166 86 67 13 67 9 140 96 8

144 166 144 48 50 10 48 153 133 152 14 81 7 96 140 14

C10 66 164 66 6 12 121 6 157 64 37 21 42 4 21 21 29

69 189 103 17 140 4 12 189 117 48 9 9 8 16 22 19

90 145 185 152 16 28 89 164 25 99 8 112 5 19 69 74

D 100 166 188 6 6 6 6 166 135 83 113 103 12 92 92 17

149 7 191 7 10 183 7 143 185 146 9 113 113 113 189 19

188 6 100 9 7 54 8 188 198 167 8 32 103 162 196 24

D20 97 116 107 48 48 4 48 144 7 72 12 78 41 109 109 14

118 144 144 73 73 48 73 116 29 106 4 73 39 73 73 7

107 169 184 20 91 91 46 169 197 91 16 55 40 100 100 16

D10 90 69 77 22 77 32 36 69 26 15 12 69 7 57 58 5

79 141 79 36 90 36 12 280 39 45 6 57 8 58 57 64

93 67 69 12 67 29 22 141 41 57 18 58 47 69 20 67

TABLE V. PEARSON AND SPEARMAN CORRELATIONS BETWEEN FOUR HUMAN RATINGS (MC - SIMLEX NOUNS) AND 16 COHERENCE MEASURES ( HsO −

CUMASS ). NOTE: HERE VALUES without any ASTERISKS ARE STATISTICALLY HIGHLY SIGNIFICANT WITH P<0.001. AND ** : P<0.01, AND * : P<0.05 , − :
P>0.05 AND N.D. MEANS NO DATA.

HsO LCh Lesk WuP Resnik JCn Lin Path vec p vec CA CP CV CNPMI CUCI CUMass
MC(P) − 0.57* − 0.55* 0.59 − 0.53* − 0.60 0.88 − 0.79 − 0.77 0.67 −
MC(S) − 0.58* 0.60 0.55* 0.68 − 0.56* 0.56* 0.70 0.90 − 0.81 0.65 0.82 − −
RG(P) 0.54 0.60 0.44 0.53 0.61 − 0.54 0.54 n.d. n.d. − 0.75 − 0.77 0.71 −
RG(S) 0.49 0.56 0.55 0.51 0.55 − 0.46 0.54 n.d. n.d. − 0.85 0.50 0.84 0.83 0.45
Lau(P) 0.19 − 0.15 0.18 0.25 0.33 0.29 − n.d. n.d 0.38 0.61 0.31 0.55 0.51 0.28
Lau(S) 0.25 − 0.19 0.20 0.31 0.39 0.37 − n.d. n.d. 0.39 0.52 0.33 0.49 0.46 0.26

Simlex n.(P) 0.35 0.52 0.25 0.45 0.41 0.35 0.51 0.51 0.28 0.35 − 0.24 0.13 0.17 0.18 −
Simlex n.(S) 0.36 0.49 0.31 0.47 0.41 0.51 0.51 0.48 0.22 0.33 − 0.22 0.21 0.16 0.18 −
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Abstract—This paper proposes a programmable relation extraction
method for the English language by parsing texts into semantic graphs.
A person can define rules in plain English that act as matching pat-
terns onto the graph representation. These rules are designed to cap-
ture the semantic content of the documents, allowing for flexibility and
ad-hoc entities. Relation extraction is a complex task that typically re-
quires sizable training corpora. The method proposed here is ideal for
extracting specialized ontologies in a limited collection of documents.
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I. INTRODUCTION

The goal of relation extraction is to identify relations among
entities in the text. It is an integral part of knowledge base population
[1], question answering [2], and spoken user interfaces [3]. Precise
relation extraction is still a challenging task [4], [5], [6], with most
existing solutions relying on training data that contains a limited
set of relations.

In many useful cases, the relations need to be customized to a spe-
cific ontology relevant only in a small collection of documents, mak-
ing it difficult to acquire enough examples. This challenge occurs fre-
quently in an industrial context, where a common solution is string-
matching or regular expressions. Zero-shot learning has been used to
overcome this limit: for example, one can understand relation extrac-
tion as a question answering problem [7]. This approach can be quite
successful, leveraging on recent reading comprehension progress: it
trains a system on extracting semantic content first, then applies the
learned generalization to create flexible rules for relation extraction.

While impressive, question answering does not completely
solve the challenge of relation extraction, the major problem being
generalizing the query to all the possible variations in which it
can be formulated. Moreover, while using a question answering
approach improves the recall of the extractor, it can also lower the
precision of the matches due to mistaken reading comprehension.
Representing relations using questions as surface forms does not
achieve the same level of precision of rule-based syntactic matches.
For relations of this type, the generalization needed is limited.

Linguistic theories allow to generate a semantic representation
that offers a useful generalization of the sentence content, while at
the same time providing a framework for precise rule matching. By
using Discourse Representation Theory [8] or Neo-Davidsonian
semantics [9], it is possible to describe a collection of sentences
as a set of predicates. In these frameworks, the relation extraction
rules become a pattern matching exercise over graphs. The works
of Reddy et al. [10], [11] as well as Tiktinsky et al. [12] are an
inspiration for this paper.

Further flexibility comes from representing words using word
embeddings [13]. In this paper, each lemma is associated to an entry
in the Glove dataset [14]. In addition, specialized entities are written
as a list of embeddings.

Writing a discourse as a collection of predicates is isomorphic to
a graph representation of the text. The main idea of this paper is to
discover relations in the discourse by matching specific sub-graphs.
Each pattern match is effectively a graph query where the data is the

discourse. The main contribution of this work is two-fold. First, it
suggests a way to semantically encode sentences. Second, it defines
a method for creating a set of flexible rules for low-resource relation
extraction where relations are represented using their surface forms.
The paper is organized as follows: Section II describes how the
system is implemented. Subsequently, Section III discusses some
preliminary results, while Section IV summarizes prior works on
the subject. Finally, the paper wraps up in Section V. This paper’s
code can be found at [15].

II. IMPLEMENTATION

A. Semantic representation

Sentences are transformed into graphs following a similar
method to [11]. We start with a dependency parser [16] and apply
a series of transformations to obtain a neo-Davidsonian form of
the sentence, where active and passive tenses are represented with
the same expression, all words are lemmatized, and co-reference
is added to the representation. For example, the text Jane is working
at ACME Inc as a woodworker. She is quite taller than the average
becomes in a predicate form

Jane(r1), work(e1), ACME_Inc(r2), woodworker(r3),
AGENT(e1, r1), at(e1, r2), as(e1, r3),
Jane(r4), be(e2), tall(r5), average(r6), quite(r7),
AGENT(e2, r4), ADJECTIVE(e2, r5), than(r5, r6),
ADVERB(r5, r7), REFERS_TO(r1, r4), REFERS_TO(r4, r1)

Figure 1. The text in Section II-A becomes a semantic graph with co-reference links.
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In this representation, the text is a graph (Figure 1), where the nodes
are nouns, verbs, adverbs, and adjectives, and the edges are the
semantic relations among them. The representation used in this work
aims to be optimized for the task of extracting relations and for speed.

B. Types of edges
The main semantic relations employed by the system are

explained in the following:
AGENT, PATIENT: the subject and object of the sentence are

converted to agent and patient edges coherently with the verb’s voice.
In addition, these relations are propagated to relevant subordinates.

ADJECTIVE, ADVERB: adjectives and adverbs are
connected to the relevant node through an edge. The only exceptions
are negation adverbs, which become part of the node’s attributes
to facilitate the matching procedure, as explained in Section II-E.

OWNS: possessive pronouns are translated into a relation
induced by the pronoun’s semantics.

PREPOSITIONS: all the prepositions become edges (Figure
1). Ideally - in a future work - a further semantic layer should be
added to classify the preposition’s meaning in context.

SUBORDINATES: the subordinate clauses are linked to the
main one through the SUBORDINATE edge. One additional type
is the ADVOCATIVE_CLAUSE, marking a conditional relation
among sentences. This is a placeholder for future versions of the
system where ideally rules can be extracted from the text.

C. Conjunctions
In order to facilitate graph matching, the conjunction list is flat-

tened and linked to the head node whenever possible. For example,
the sentence Jane is smart and wise becomes, in predicate form
Jane(r1), be(e1), smart(r2), wise(r3),
AGENT(e1, r1), ADJECTIVE(e1, r2), ADJECTIVE(e1, r3)

Effectively, ’AND’ and ’OR’ disappear from the graph. This is a
crude approximation that facilitates the relation extraction at the
expense of semantic correctness.

D. Co-reference
An additional level of semantics is added by linking together

two nouns that co-refer, using the REFERS_TO edge. Currently,
the system uses the pre-trained AllenNLP co-reference algorithm
[17]. The system - while performing well on the Ontonotes 5
dataset - can increase the noise in the graph by introducing spurious
connections. In order to increase the precision of the model, only
pronouns and named entities can match.

E. Matching of words
Words are represented using the Glove word embeddings of

their lemma and a few different tags:

• Negated: a True/False value that indicates whether a word
is associated with a negation: if a verb is negated, the
adverb does not appear as a new node, rather the verb is
flagged using this tag. In this way, work can never match
does not work.

• Named Entity Type: a label indicating the entity type of
the node, as per Ontonotes 5.0 notation [18].

• Node type: indicates whether it is a verb, a noun, an
adjective, or an adverb.

For example, the noun Jane is represented internally as

(a)

(b) (c)

Figure 2. (a) The MATCH clause defines
the sentence/graph that triggers the rule. The rule then creates an edge between
the entities. (b) The resulting relations graph from the two rules in Section II-F.

(c) The implementation pipeline transforms an input text onto the discourse graph.

{
vector: EMBEDDING[Jane]
lemma: "Jane",
negated: False,
entity_type: PERSON,
node_type: noun

}

Two words match if the dot product between their lemmas’
embeddings is greater than a specific threshold, and all the other
tags coincide. For example, the words carpenter and woodworker
match. This solution can in principle be augmented with an external
ontology, where synonyms and hypernyms would trigger a match as
well. In addition, the system allows to cluster a set of words under
the same definition.

DEFINE TEAM AS [team, group, club];
DEFINE UNIVERSITY AS [university, academy, polytechnic];
DEFINE LITERATURE AS [book, story, article, series];

All words within the threshold distance would trigger a match. For
example, the word tome would match the word book, thus falling
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into the LITERATURE category.

F. Matching of sentences

At the end of the processing pipeline, the input text becomes
a union of connected graphs, the discourse graph. The current
framework defines rules that act on the discourse graph by declaring
two components: a MATCH clause, which defines the trigger for
the rule, and a CREATE clause, which creates the relation edge.
Relations must connect two entities marked by the symbol #. For
example, the sentence Jane#1 works at Acme#2 tags Jane and
Acme for an edge to connect them. The matching sentence can
contain Named Entities (PERSON, ORG, DATE, etc) as well as
an internally-defined entity (Section II-E). An example is as follows

DEFINE ROLE AS [carpenter, painter];

MATCH "PERSON#1 works as a ROLE#2."
CREATE (works_as 1 2);

MATCH "PERSON#1 works at ORG#2 as a ROLE. PERSON is tall."
CREATE (tall_worker_at 1 2);

Please note that a MATCH clause is written as a sentence, but it
is internally parsed into a graph. A rule is triggered if this semantic
representation is a sub-graph of the discourse graph. Two nodes are
considered equal if they match according to the method in Section
II-E. The rules are represented as simple pattern matching rules, as in
Figure 2 (a). Also, notice that, for the second rule in the above exam-
ple, more than one sentence is specified. This is because the MATCH
clause can be a text as complex and free-flowing as the documents
that are being parsed. The trigger sentences also solve co-reference:
in the second rule, the person that works is the same person that is tall.
This second clause expresses the compositional potential of the rules.
In future versions of the framework, one could add more complex
mangling of the sentences where simple logical constraints are added
(and/or), or information is extracted from mathematical formulas.

Each rule behaves according to the method defined above.
When a graph triggers a rule, an edge is created in the relations
graph, as show in Figure 2 (b). In this final representation, the
knowledge is condensed into the pre-defined relations.

G. Implementation details

Every text in the system is processed according to the pipeline
in Figure 2 (c), and eventually transformed into a discourse
graph. The dependency parser is Spacy [16], which also enriches
the discourse graph with Named Entities. Co-reference uses the
AllenNLP system, as described in [17]. The semantic transformation
rules - available in the open source code [19] - are implemented
through a purpose-made in-memory graph database [20]. Sentences
of arbitrary complexity can be parsed by the current system,
compatibly with the accuracy of the dependency parser. This is true
both for the input text and the matching rules.

A rule matcher algorithm goes through the list of rules, performs
the matching and creates the relations graph according to the method
described in Section II-F. The computational cost of rule-matching
is O(N), where N is the number of rules. Further improvements
should include a rule retriever algorithm, which pre-filters the rules
according to the discourse graph. Due to speed optimization, the
rules are applied only once: the reasoning induced by the rules is
only one step deep. Ideally, in a future version, the rules should be
applied with a Prolog-like resolution tree[21].

III. PRELIMINARY RESULTS

The current version of the system can be tested against the test
set of the TACRED corpus [22]. Let us consider only two relations:
date_of_birth and date_of_death defined as follows
DEFINE PERSON AS {PERSON};
DEFINE DAY AS {DATE};
DEFINE YEAR AS {DATE};
DEFINE AT_TIME AS {DATE};
DEFINE AT_MOMENT AS [Monday, Tuesday

, Wednesday, Thursday, Friday, Saturday, Sunday];

MATCH "PERSON#1 is born AT_TIME#2"
CREATE (DATE_OF_BIRTH 1 2);

MATCH "PERSON#1 is born on DAY#2"
CREATE (DATE_OF_BIRTH 1 2);

MATCH "PERSON#1 is born in YEAR#2"
CREATE (DATE_OF_BIRTH 1 2);

MATCH "PERSON#1 dies AT_MOMENT#2"
CREATE (DATE_OF_DEATH 1 2);

MATCH "PERSON#1 dies on DAY#2"
CREATE (DATE_OF_DEATH 1 2);

MATCH "PERSON#1 dies in YEAR#2"
CREATE (DATE_OF_DEATH 1 2);

For both relations, there are no false positives (precision is
100%) while the recall is less competitive: the date of birth relation
has 33% recall, whereas the date of death scores 3.6%. This result
compares unfavourably with the state of the art on TACRED (F1
71.2% [23]), however, a direct comparison is beyond the scope of
this work. The system presented here is not a machine learning
model and only aims to create a flexible rule-based framework for
precise relation extraction.

IV. RELATED WORKS

A corpus of works is dedicated to map the output of grammatical
parsers onto semantic structures: an early work can be found in
the CCGBank manual [24], where a set of heuristic rules guide
the translation from a constituency parse to a CCG (Categorial
Combinatorial Grammar) structure. Further works [11] apply
transformation rules over dependency trees with the goal of
achieving logical forms for semantic parsing. Abstract Meaning
Representation [25] is also used to generate graphs from sentences.

A more recent approach [12] is tailored to produce enhanced
UD Trees (Universal Dependencies Trees) - suited for information
extraction tasks - from dependency structures. The task of extracting
relations by using their surface form has been addressed in the
influential OpenIE framework [26]. Similarly, prior work on zero-
shot relation extraction [7] attempts to represent relations by using
questions. Hearst patterns [27], [28] can be used to extract hierarchi-
cal relationships from a text, without using semantic representations
of documents. Finally a recent work by Shlain et al. [29] is closely
related to the current paper, where they leverage a syntactic repre-
sentation of the documents to implement flexible search queries.

V. CONCLUSIONS AND FUTURE WORK

This paper presents a flexible rule-based relation extractor for
limited resource sets. Flexible rules can be created, thus allowing
for a quick relation extractor using specialized ontologies. The main
advantage of this approach is control over the rules and precision
in the extracted content. An extension of the system should allow
customized ontologies to be used for word matching. Moreover,
more Named Entities should be included, possibly allowing for
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specialized extractors within the internal pipeline. This work uses
word embeddings imported from the Glove vectors. A more modern
approach could employ pre-trained language models to create the
relevant embeddings. As a final limitation, the system does not
assign a temporal dimension to events yet. This information should
be extracted from verb tenses and added to the discourse graph.
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Abstract—Researchers are encouraged to describe and publish
research datasets so that others can find and reuse it. Following a
semantic approach, well-known concept identifiers are necessary
that can be used as values for meta-data properties to describe
relevant characteristics of such a research artifact. Multiple re-
search disciplines, communities or initiatives have already created
and published standardized terms as taxonomies or ontologies for
that. However, these developments are distributed on the Web. As
a consequence, it can be difficult for researchers to become aware
of already recommended structured terminologies. Thus, they will
further rely on ambiguous, literal annotations. In this paper, we
investigate existing data sources in the Semantic Web that contain
relevant terms to describe a research dataset in a structured,
content-oriented and fine-grained way and how to integrate it in
corresponding applications. We therefore analyze both Linked
Data services and traditional terminology services on how to
retrieve and filter terms for particular research-relevant charac-
teristics. It is shown that a variety of well-structured community-
specific terminologies with relevant concepts already exist, but
that community-overspanning building blocks are nevertheless
missing. Furthermore, filtering and mapping particular concepts
is still a challenge to improve interdisciplinary publishing.

Keywords–Linked Data; Research Data Management; Data
Publishing; FAIR; NFDI.

I. INTRODUCTION

The publication of research datasets is increasingly recog-
nized as an essential part of scientific research [1]. Publishing
research data in the World Wide Web has various advantages for
both the creator and the consumer of the data [2]. It facilitates
the reproducibility of research results, raises awareness and
allows to discover, reuse and repurpose existing datasets [3].
However, the publication of scientific artifacts also poses chal-
lenges, in particular regarding the description and provisioning
of a research dataset. In contrast to other types of publications,
which can traditionally be classified by librarians, research
datasets have to be annotated by the originating researcher
or at least domain experts as they are normally not self-
descriptive. The FAIR Guiding Principles for scientific data
management and stewardship [4] address this challenge by
defining requirements for publishing research datasets. These
principles are intended to make data discoverable to humans
and machines. Since their original publication in 2016, the
FAIR Principles have received broad support, particularly
from research journal publishers, including Springer Nature,
GigaScience, or Gates Open Research.

Based on these principles, additional information about the
dataset should be provided, such as administrative metadata
on the creator, the involved institution and publication license,
technical metadata on the media type, extent, recording software
or device, and also further domain-specific descriptive metadata.
Focusing on predicates, a set of established ontologies already
exists that can be used to provide a basic metadata description
for research datasets, including properties from initiatives,
such as the DataCite [5], Dublin Core Metadata Element
Set (DCMES) [6], DCMI Terms [7], DCAT-AP [8], MARC
[9], MODS [10], PREMIS [11], or projects like schema.org
[12]. However, approaches on providing structured content and
domain related object values are apparently still vague.

Nowadays, the provision of structured descriptive meta
information on the content of the research dataset seems often
neglected or only done in natural language in the abstract or
a separate ReadMe description of the dataset [13]. Persistent
Digital Object Identifiers (DOIs) are commonly provided to
reference the dataset resource itself, but other concepts that
describe characteristics of the dataset are provided as a free-
text string in many research disciplines, although controlled
vocabularies or established identifiers for common concepts
would be possible to use as well that also allow semantic
linking operations. This hinders the discovery and selective
filtering possibilities in established data repository directories
and crawling services, especially in an interdisciplinary context.

This situation can be improved, if the meta description
of a research dataset does not only rely on predefined, well-
understood properties provided by established ontologies, but
also makes heavier use of unambiguous identifiers for object
values in a Resource Description Framework (RDF) statement.
A Linked Data-based approach allows to define type restrictions
for the range of these object values and enables inference
operations to discover even taxonomically similar concepts
with different terms in the description.

Relying on single controlled vocabularies can only partially
solve this issue. Ontologies already include a set of predefined
persistent identifiers for concepts but they are limited in
their expressiveness and focus only on a small scope of
characteristics that can be described. In contrary to that, a
comprehensive, atomic description of content characteristics
requires many more necessary identifiers that have to be
provided in a simple fashion. Sometimes, existing identifiers
from general-purpose services in the Web, such as DBpedia
[14], Wikidata [15] or ConceptNet [16], can be additionally
used, but research dataset related concepts are likely to be too
specialized in order to be listed there.
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Even within the same research area, there can be vastly
different types of research data characteristics. National and
international research initiatives, such as the National Research
Data Infrastructure (NFDI) in Germany, have started to work
on harmonizing these terminologies into taxonomies, but we
nevertheless face a distributed scenario where to query and
retrieve existing relevant concept identifiers from.

Within this paper, we will discuss possibilities and chal-
lenges in querying concept identifiers from multiple existing
sources in the application domain of research dataset meta
descriptions. Our results can be used to build semantic-aware
Web applications in the future that can provide structured
explicit Linked Data research dataset meta descriptions with
an improved user experience. The paper is part of the PIROL
[17] PhD project about Publishing Interdisciplinary Research
over Linked Data and has the following contributions:

1) We systematize existing data sources for concepts relevant
for research dataset meta descriptions.

2) We describe a concept on how to query and filter these
decentralized knowledge bases for relevant identifiers.

3) We run performance measurements on how to retrieve
these identifiers in a Web application for research dataset
management

The rest of the paper is structured in the following way:
Section II describes the problem domain in detail and defines
requirements. Section III provides a systematic mapping of
existing knowledge sources for domain-specific research dataset
concepts. Section IV discusses a proof-of-concept and different
query strategies on how to incorporate these data sources into
an application, which is then evaluated in Section V. Section VI
contrasts our work to other existing approaches and Section VII
summarizes our results and gives an outlook to future work.

II. INTERDISCIPLINARY RESEARCH DATASET
DESCRIPTION

When publishing a research dataset, additional meta infor-
mation has to be provided that can be used later so that other
researchers are able to discover it based on their particular
needs. Therefore, the corresponding meta information has to
satisfy the following five aspects:

A1 The provided information has to be correct
A2 The provided information has to be machine-readable
A3 The provided information has to be sufficiently extensive
A4 The provided information has to be comprehensive
A5 The provided information has to be usable across multiple

user groups

A1 is a necessity, as the provided meta information will be
the foundation to discover a particular research dataset.

A2 is given, when a separate digital metadata description
file is provided. However, this can either be done as a quite
unstructured natural-language text, in a semi-structured way
with key-value pairs, where the values can again contain
descriptive continuous text, or highly structured where both
the keys and values contain unambiguous identifiers.

A3 is commonly a trade-off between what can be stated
about the data set and what is relevant information to actually
discover it. An extensive number of statements can be made
to describe the research dataset, but it should focus on filter
criteria important for the consumer.

A4 asks for a certain understandability of the provided
information, both for humans and machines. The provided
terms have to represent a commonly known concept in this
knowledge domain.

A5 is important especially in an interdisciplinary context
when research data is not only relevant for a particular
community but across multiple disciplines. It should therefore
be possible to identify and link related or similar concepts.

Discovery operations nowadays commonly apply a keyword-
based or fuzzy search on existing metadata descriptions in
combination with some kind of natural language processing
and named entity recognition. The metadata description itself
concentrates on administrative meta information, whereas the
description of the dataset content is either based on plain
descriptive text or literal keywords. Figure 1 illustrates a
scenario, where a research associate publishes, e.g., a research
dataset that contains a set of recorded videos of elderly men
walking.

Figure 1. Example metadata description for a video dataset in JSON-LD.

To improve the discovery and reuse of existing research
dataset meta descriptions, such a Linked Data based approach
can be valuable. The exemplary description satisfies aspect
A1-A4, but we still face challenges when we want to find this
research dataset among multiple disciplines based on certain
filter criteria. Therefore, it is necessary on one hand to provide
structured RDF statements on a research dataset subject, and on
the other hand to make use of well-known unambiguous identi-
fiers from controlled vocabularies for predicates and values in
these statements. In this research activity, we particularly put
focus on Uniform Resource Identifiers (URIs) that are provided
as object values in these descriptions to express a concrete
concept in an unambiguous way. We follow the hypothesis that
this is an important requirement to improve the interdisciplinary
discoverability of research data among multiple disciplines with
the means of terminology mapping and linking and Linked Data
inference capabilities for related concepts and sub-concepts.

In order to identify concept groups of major relevance, our
pre-analysis consisted out of three steps:
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Examine established vocabularies for attribute groups
The DataCite / OpenAIRE metadata schema specification
and schema.org/Dataset were reviewed for common
attributes and yielded the following reoccuring concept
domains: topic, resource type, (file) format/media type,
rights/license, discipline, measurement technique/device,
material, audience.

Examine UI of established research dataset repositories
We carefully analyzed the input interface for research
dataset meta description of Zenodo [18], Open Science
Framework (OSF) [19] and Mendeley 20 and identified
similar terminology groups as in the previous step.

Examine meta descriptions of existing research datasets
We verified the results through the result list of the
Google Dataset Search. Apart from the already identified
groups, it was obvious that additional relevant
knowledge-domain specific concepts are often mentioned
in the content description field text such as demographic
characteristics, examined objects, research and
evaluation methods, metrics, measurement characteristics,
models or other applied paradigms.

In the following, we assume the existence of reusable
terminologies as several communities have already worked on a
standardization of such vocabularies throughout the last decades
to represent particular research-related concepts. However, this
knowledge is scattered along the entire Web in a decentralized
way and can be found in different types of data sources. This
complicates the reuse of existing terminology. In the following,
we are, therefore, interested in existing data sources that fulfill
the following requirements:

REQ1 DOMAIN The data source provides research-relevant terminologies of a specific
domain that can be used as object values in the meta description of a research
dataset

REQ2 SCHEME The data source provides the information in a semantic data serialization
format with a clearly defined meta scheme to group and access similar concepts

REQ3 LABELING The data source provides labeled entities and persistent URIs for each
concept

REQ4 API The data source offers a mechanism to access and filter these concepts
remotely

REQ5 EXTENT The data source is actively maintained and has a complete or at least
sufficient extent of entries

III. SOURCES FOR RESEARCH DATA CONCEPT
IDENTIFIERS

Resource URIs from DBpedia, Wikidata or ConceptNet
are commonly used in the Linked Open Data Cloud (LODC)
to provide links to nameable entities. However, they focus on
general-purpose data whereas scientific descriptions might need
a domain-specialized vocabulary that is not part of Wikipedia
or similar services. Additionally, the information there might
be incomplete or of intermediate data quality.

We therefore conducted a systematic search for alternative
sources for research dataset related concepts and mapped them
to 4 groups as mentioned in the following sections. Deprecated
or unavailable services were excluded from the mapping. We
also excluded entity related groups for which appropriate au-
thority services already exist, such as for identifying individual
persons (Open Researcher and Contributor ID (ORCID)) [21],
organizations (GRID [22], GND [23], LCCN [24], VIAF [25]),
geographical information, such as countries and cities, or
publications

A. Ontology catalogs
Ontology catalogs are a directory or collection of proposed

vocabularies with a certain focus. Within these ontology
catalogs, “1) metadata should be stored and handled based
on a well defined syntax and semantics, i.e., a documented
schema, 2) the catalog software must offer both a user interface
and a widely accepted API for access by other software like
applications and data portals” [26], as shown in Table I. The
focus is set on providing standardized schemes and established
ontologies with well-known properties, but these vocabularies
might also contain (sub-)class definition or instances with a
unique identifier that is appropriate to describe and filter certain
meta-data value specific concepts.

TABLE I. COMPARISON OF ONTOLOGY CATALOGUES

Name DOMAIN SCHEME LABELING API EXTENT (2019)
NCBO BioPortal + (biomed) + + + + (792 vocabs)
LOV + (various) + + + + (682 vocabs)
AberOWL + (various) + + + + (522 vocabs)
ORR + (marine) + + + + (499 vocabs)
OLS + (biomed) + + o + (233 vocabs)
Ontobee + (biomed) + + + + (201 vocabs)
IBC AgroPortal + (agro) + + + + (106 vocabs)
Smart City OC + (smart city) + o - + (70 vocabs)
RDA + (various) - + - + (60 vocabs)
finto + (various) + + o + (47 vocabs)
DCC + (various) - + - + (40 vocabs)
HeTOP + (biomed) + + - + (36 vocabs)
LinkedData.es + (various) + + - + (35 vocabs)
Biblioportal + (biblio) + + o + (31 vocabs)
SIFR BioPortal + (biomed) + + + + (30 vocabs)
gfbio + (biomed) + + o + (29 vocabs)
ONS Geography + (geography) + + + o (7 vocabs)

B. Authority services
Several terminology, thesauri and taxonomy services already

exist for general or specific application domains, commonly
built with the Simple Knowledge Organization System (SKOS)
vocabulary as exemplary shown in Table II. Although they are
often provided as a searchable Web page or data dump down-
load without any API, they commonly also provide uniform
resource identifiers and a hierarchical concept classification.

TABLE II. COMPARISON OF A SELECTED SUBSET OF AUTHORITY
SERVICES BASED ON [27]

Name DOMAIN SCHEME LABELING API EXTENT (2019)
EU NALs/Eurovoc + (general) - + + + (150 groups)
Library of Congress + (general) - + - + (70 groups)
UNESCO + (general) - + o + (7 groups)

C. Instance datasets
This category basically contains all services from the Linked

Open Data Cloud that provide structured meta information on
a particular entity. Beside many less relevant concepts for
research activities, they are also eligible to describe a research
object related concept and provide established resource URIs.
Table III focuses on aggregators of instance data sets and most
prominent instance data providers.

TABLE III. COMPARISON OF INSTANCE DATASET PROVIDERS

Name DOMAIN SCHEME LABELING API EXTENT (2019)
LOD Cache o (general) - o + + (50b stmts.)
LOD-a-lot o (general) o o - + (28b stmts.)
DBpedia o (general) + o + + (9.5b stmts.)
Wikidata o (general) + + + + (7.9b stmts.)
BTC o (general) + o - + (2b stmts.)
YAGO o (general) + + + + (1.4b stmts.)
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D. Other concept sources
Beside these ontology, terminology and instance data

collections and services, a variety of other data sources exist
that might be relevant to retrieve concept identifiers. They are
typically provided on separate websites in static text files by
services like DataHub [28]. Examples are specifications, such
as CERIF [29] or KDSF [30], use case-related developments,
such as from data.gov.uk, or individual recommendations, such
as vocabularies for representing data licenses, geographical
information or file specific aspects. If these concepts are relevant
for research dataset annotation processes or tool development,
they can be downloaded and stored as a local data source and
are therefore not further considered here.

Dedicated encyclopedic dictionary services exist, such as
WordNet [31] and related projects like ConceptNet [16] or
BabelNet [32], Wiktionary [33] or OmegaWiki [34]. Applica-
tions to annotate research datasets can also benefit from these
service as they can also provide APIs, but were not in the
particular focus of this research.

We also examined the usage of semantic search engines
for concept discovery and retrieval purposes. However, at the
point of writing, none of the existing Linked Data search
services from the past was publicly available and functional,
such as Swoogle [35], Sindice [36], Falcons, SWSE, LOTUS
or IBM Watson.

E. Discussion
We manually reviewed the mentioned data sources against

the relevant concept that we identified in Section II. It became
obvious that no data source contained all relevant concepts.
The list below shows exemplary data sources:
demographics BioPortal
device AberOWL, OLS, OntoBee
discipline UNESCO and other Authoritative Services
file format Static vocabularies
license Static vocabularies
measurements NCBO BioPortal
research methods LOV

Instead, we face a scattered scenario, where available
terminologies and ontologies are provided only by some
established aggregation services, or not at all (such as for certain
devices, materials, methods, metrics, models etc.). In other cases,
a researcher needs explicit knowledge on where to find terms
for a particular knowledge domain in a decentralized landscape.
It may even be misleading, that portals related to biomedical
aspects might also identify interdisciplinary relevant concepts.

Characteristics of a research dataset meta description, such
as the topic or examined object, are challenging to systematize
at all. In these cases, the usage of established Linked Data entity
description services, such as DBpedia, Wikidata or ConceptNet,
is considerable to make use of persistent identifiers for a
distinguishable concept.

Beside that, the interdisciplinary reuse of existing terms
is hindered by the variety of representation formats for the
hierarchical grouping of related concepts. Using rdf:type or
a categorization is an approach commonly used by instance
data sets to state that a concept is an instance of a specific
type. Other concepts are represented as subclasses in the Web
Ontology Language (OWL) or as a terminological hierarchy in
SKOS. Hybrid approaches relying on SKOS and certain RDF
Schema (RDFS) and OWL properties do also exist.

IV. AD-HOC TERMINOLOGY QUERYING

In practice, frontend Web applications to describe research
datasets contain input interfaces where users have to enter or
select a particular concept with a certain domain focus. Text
input of literals is still dominating. Auto-suggestion elements
can be applied in combination with Linked Data sources [37]
so that a user can select the correct concept out of a list of
existing concepts which can be solely based on the input literal
or restricted to a certain concept type. In order to bridge the
gap between existing terminology and ontology services and
frontend user interaction, we focus on concept queries that can
retrieve RDF statements (description, URI, etc.) for a given
concept label/URI or which can retrieve a list of concepts based
on a given type or super class via the SPARQL Protocol and
RDF Query Language.

When relevant databases, such as listed in Section III, exist
and the requirements from Section II are satisfied, it is possible
to query concepts of a particular characteristic, as shown in
Figure 2, by either
• importing relevant terminologies in a centralized data base
• running follow-up queries along relevant data sources
• using federated query approaches along multiple endpoints.

Figure 2. Conceptual architecture of a Concept Query Component.

The ConceptQuerier component provides a WebAPI that
accepts requests with parameters stating the data the user has
already entered in a text input field together with optional
filters that describe the scope of the concepts that shall be
retrieved. Such a component might analyze these parameters
in advance and then query a set of appropriate services for
existing concepts. This can either be done until the first Web
service is able to satisfy the scope and returns corresponding
concept data or in a parallel fashion, where the ConceptQuerier
aggregates the results of multiple Web service responses.

Querying a remote service for a label or entity URI is
considered as an already-understood trivial task. However,
restricting existing resources based on filters requiring a
particular class is more challenging as the type and hierarchy
of an entity has to be identified additionally and the name of
this type can either be filtered based on a keyword or based
on a qualified identifier as conceptually shown in Figure 3.

Figure 3. Conceptual SPARQL query for concepts of a particular type, where
?query contains the type restriction of the Web application text input field.
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V. EVALUATION

We have implemented a software prototype [38] as a proof
of concept of such a ConceptQuerier in a NodeJS based
Web application. It offers a simple Web form with multiple
text input fields which have an auto-suggest extension that
provides concepts of a corresponding scope. After entering
a keyword in such a text field, an AJAX request is created
and sent to local a /suggest REST API endpoint of our demo
application, containing the entered literal string and a list of
filter expressions defined in advance by a developer based
on the domain scope of the input field in a JSON string.
The ConceptQuerier implements a simple query strategy to
SPARQL endpoints investigated in this paper to the Wikidata
and DBpedia SPARQL endpoint. It first retrieves a list of
matching concept URIs and then executes a DESCRIBE on
each entity URI to get additional meta information for each
of these concepts.

We used this application to measure a selection of indicators
for service quality and data quality metrics of the identified
concept data sources in order to assess to which extent they
are appropriate in practice to retrieve Linked Data identifiers
for concepts of a particular knowledge domain. We therefore
focused on a PopulationCompletenessMetric, RelevanceMetric
and LatencyMetric calculated on the extent (Table IV) and
processing time (Table V) for the retrieved result list for
four exemplary concept groups: gender (for a structural
interdisciplinary demographic characteristic), license (for a data-
related, interdisciplinary aspect), file format(for a computer
domain-specific characteristic) and research method (for a
research-concept oriented characteristic).

Querying via a SPARQL endpoint concrete concept labels
or concept URIs was a trivial task. Retrieving concepts which
are an instance or sub concept of a certain class was also
straight-forward and yielded results in less than 1.0 second as
long as caching strategies were established (**) or the entity
URI of the super concept is known. However, this is typically
not the case and includes a tedious manual lookup activity. And
these URIs differ in practice between multiple data sources
as long as no linking/inference operation is executed in the
background. We therefore focused on a keyword-based search
for appropriate super classes and retrieved a list of concepts
based on these classes. This aspect and the measured latency
times make these concept queries inappropriate for federated
SPARQL approaches.

We evaluated at least one appropriate representative for
each of the identified data source groups. For ontology catalogs,
candidates were the BioPortal and LOV. Querying the BioPortal
Ontology Catalog had to be done over the REST API and
included the manual retrieval of subclasses from identified
ontologies (*), as the provided SPARQL interface was only
in beta status and limited to ontology meta information. For
authoritative terminology services, we focused on EuroVoc and
additionally provided EU Named Authority Lists. For instance
data collections, we selected Wikidata and the LODCache. But
the SPARQL endpoint of LODCache always ended with a
timeout without text search index optimizations. Instead, we
therefore considered DBpedia.

TABLE IV. RETRIEVED INSTANCES PER REQUESTED CLASS LABEL

Concept Group LOV BioPortal EuroVoc Wikidata DBpedia
Gender 27 37* 4 34 28
License 11 42* 41 435 108

File Format 128 51* 172 4201 432
Research Method 16 149* 0 16 5

We used existing fulltext index query extensions of the
services, where possible. Retrieving concepts based on a
keyword search in associated class labels had the advantage
that also concepts from different but similar groups could be
retrieved (e.g., a query via Wikidata for instances containing
the string ”license” also returned 435 relevant concepts from
groups, such as ”software license”, ”free license” or ”data
copyright license”, in comparison to a URI based constraint
wd:Q207621 with only 47 results). However, this also resulted
in extended processing times which were ten times higher
in our experiment than in the explicit case, and might also
lead to false-positive results (the search for concepts related
to ”gender” in Wikidata, e.g., returned 546 results, where
the majority instantiated the group ”tennis tournament edition
by gender”). Additionally, the terms used for describing a
certain concept class differed between the services (”License”
vs. ”Licence”, ”Media Type” vs. ”File Format”, or ”Research
Method” vs. ”Scientific Method”).

TABLE V. PROCESSING TIME PER REQUESTED CONCEPT LABEL IN
SECONDS

Concept Group LOV BioPortal EuroVoc Wikidata DBpedia
Gender 1.5s 1.5s* 1.0s 2.7s 0.2s**
License 1.5s 1.5s 1.4s 5.3s 0.2s**

Media Type 1.8s 2.9s 1.0s 5.8s 0.5s**
Research Method 1.5s 3.9s 1.0s 13.2s 0.2s**

False-positive results also originated from the data basis
of the data provider itself. Queries for ”File Format”, e.g., in
Wikidata and DBpedia returned many concepts with multiple
literal duplicates representing the same concept with additional
appendices in the label, or no file format at all. Despite the
high number of results from instance data providers for this use
case, a high-quality population completeness was not given as
some concepts were still missing. But using this kind of data
sources for retrieving other specialized concept groups (such
as research objects, devices, material) was still a valid strategy
in comparison to approaches based on general taxonomies or
ontology catalogs, where none of these concepts might be
provided in a controlled fashion at all.

Searching for other, research-specific entities, such as a
research method, revealed actual weaknesses of the tested data
sources. Surprisingly, 3 out of 4 tested data sources returned
some results for such a concept class. However, the obtained
concept results were limited and also contained inappropriate
concepts, e.g., from DBpedia. Services providing research-
oriented, domain specific taxonomies or ontologies are a better
choice in such a case as they commonly provide controlled
terms and vocabularies.

From a technical point of view, it is demonstrated that a
ConceptQuerier with a homogeneous interface to query multiple
Linked Data concept sources was feasible to implement. How-
ever, separate queries had to be carefully designed for each data
provider as the underlying data model differed on how concepts
are classified into groups, based on rdf:type, rdfs:Class/subClass
relationships, skos:broader or even skos:inScheme.
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VI. RELATED WORK

Using standardized identifiers to classify publications is
already common for decades in a librarian environment [39–
41]. Authoritative services exist there to represent entities, such
as authors, disciplines, keywords, publications and publishers
[42]. In this context, the usage of Linked Data in a librarian
environment was discussed and applied multiple times [43].
However, this topic also became increasingly important for the
description and discovery of other scientific publication artifacts.
Especially the publication of research datasets requires expert
insights where only the originating researcher can precisely
provide a meta description of the provided content. Embedded li-
brarians [44] might help to reuse existing classification systems,
but interdisciplinary data exchange requires atomic research
concepts [45] from established terminologies to support Quality-
Driven Information Filtering among different disciplines [46].
The Semantic Web community has already presented concepts
on federated SPARQL engines [47], and how to execute
SPARQL queries over the Web of Data [48] and how to establish
links between similar concepts from multiple ontologies [49].
Beyond that, science put emphasis on the development of
ontologies, such as DataCite, SWAP, LinkedScience, SciData
or ModSci], for modelling relationships between scientific
branches and scientific entities with a focus on established
predicates. Querying and proxying decentralized data sources,
such as NCBO, was discussed for single examples, such as
the BioPortal [50] or ONKI [51]. Beside that, general-purpose
encyclopedia and thesaurus-based terminology-providing ser-
vices exist [52, 53]. Dedicated semantic terminology services
providing concrete interdisciplinary concepts are still rare and
limited to discipline-specific approaches, such as [54]. In both
cases, relying on a single API to query for particular concepts
will fail if these terminologies are very specific and not present
in the knowledge base of the addressed service. Research dataset
related concepts might be such an example, where an approach
to query specific data sources as presented in this paper can
provide better results.

VII. CONCLUSION

In this paper, we presented an analysis of data sources that
provide labels and persistent identifiers for concepts that can
be used as values in meta descriptions of research datasets
and other interdisciplinary relevant scientific publications. We
have identified four groups of potentially relevant services
(ontology catalogs, authoritative services, instance dataset
collections, static independent vocabularies). We provided an
implementation of a Web-based prototype that is capable of
querying these remote concept sources based on a particular
concept scope represented by a concrete type or class label. In
an evaluation, we showed a varying service and data quality of
existing data sources. Response times, especially for a keyword-
based class search, are still too high to consider remote services
for ad-hoc queries in real-time user interaction. Apart from that,
different underlying data models require adapted query patterns
for each data service which make federated query approaches
difficult in practice. From a content-perspective, we still face
a scattered distributed scenario, as none of the data sources
provided a set of discipline-overspanning, research-focusing,
interdisciplinary-usable concepts in a single point of access. To
improve the interdisciplinary discovery and reuse of research
datasets, additional research in the future is needed.
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Mauroux et al., Eds. Berlin, Heidelberg: Springer Berlin
Heidelberg, 2012, pp. 427–443.

[50] M. Salvadores et al., “Using SPARQL to query bioportal
ontologies and metadata,” Lecture Notes in Computer
Science (including subseries Lecture Notes in Artificial
Intelligence and Lecture Notes in Bioinformatics), vol.
7650 LNCS, no. PART 2, pp. 180–195, 2012.

[51] K. Viljanen, J. Tuominen, E. Mäkelä, and E. Hyvönen,
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Abstract—It is known that executable semantics can be
constructed for tasks in the context of some ontologies for
computational domain (here, it is Core Software Ontology),
but it cannot support that the constructed executable semantics
be invoked to launch an actual computing process for returned
values. The goal of this paper is to put forward a framework in
which Representational State Transfer Application
Programming Interface (RESTful API), Shapes Constraint
Language (SHACL) and Core Software Ontology can work
together to invoke constructed executable semantics and finally
get the result. Firstly, a link between RESTful API and Core
Software Ontology is necessary and conceptually established.
With such a link, we can see that the former will energize and
refine the latter. Secondly, this paper investigates how to take
advantage of SHACL to invoke RESTful API for returned
value. Thirdly, with the help of SHACL, we can see how
RESTful API energizes Core Software Ontology, namely by
invoking the executable semantics in the context of Core
Software Ontology to get the result. With an example in this
paper, we can use this framework to get the returned value and
prove the feasibility of this framework.

Keywords-Executable Semantics; Core Software Ontology;
DUL Ontology; SHACL; RESTful API.

I. INTRODUCTION

DOLCE Ontology is a well-known foundation ontology
that provides a few design patterns providing a substantial
foundation for building multiple core ontologies and domain
ontologies [1][11]. One of these ontologies is the Core
Software Ontology (CSO). It must be acknowledged that
CSO diligently achieves the goal of describing
computational domain, particularly portraying aspects of
computing object (software, data and their realizations) and
activity (execution of software) semantically, all of which
implement executable semantics. With SPARQL QUERY, it
is easy to catch sight of semantic aspects of a computing
configuration, including its I/O, execution plan, execution
situation and so on. By combining the SPARQL
CONSTRUCT with the execution plan, an execution
situation embodying computing objects and activities to
portray computing configuration can be constructed.
However, the execution situation still cannot be used to
invoke the included computing objects (software) and the
initial hope of building software is to launch a
computing/execution and return a value, so it is clear that the
current state of CSO fails to achieve that.

Today, more and more RESTful APIs are put into use as
computing resources; their emergence means that software

can be regarded as computing resources published on the
Web. Both users and running codes can access them and get
the result via their open URLs. It is known that a typical
ontology is based on the Resource Description Framework
(RDF) and the RDF provides a format basis in which URLs
are encapsulated to represent multiple entities, either types or
instances. While navigating ontology, users can access these
URLs that are often pointers to html files, texts and
multimedia files, the contents of which can be either directly
downloaded or viewed on the Web browsers. But RESTful
APIs often focus on computing, which means that their
URLs should not be simply accessed and need some values
as input and then the subsequent returned values should be
interpreted semantically and used for further computing
tasks. It is simple to directly fit RESTful APIs as URLs into
the context of CSO for content management, but that cannot
enable executable semantics, including these RESTful APIs,
to be invoked to launch computing in the context of CSO.

Shapes Constraint Language (SHACL) provides SHACL
JavaScript Extensions (SHACL-JS) engine that can access
and invoke JavaScript code on the Web by its URL, with
which SHACL Specification based on SPARQL (SHACL-
SPARQL) can be used to infer new triples containing values
coming from invoking JavaScript code. From this
perspective, SHACL can help to invoke executable semantic
in the context of CSO if JavaScript file URLs are fitted into
it. However, JavaScript cannot support important
intermediate data, often stored in databases or data files, for
returning the final result and too complex algorithms such as
Matrix or Calculus. As result, it is less necessary and
applicable to have JavaScript files fit into the context of CSO
than RESTful APIs.

This paper presents a framework in which the problem
above can be solved.
 a) Fitting RESTful API into the context of CSO

enables the URL of RESTful API to become part of
the context of CSO as computing resource, which
testifies the rationality that with the help of
RESTful API, the applicability of CSO makes a
great progress. It is not easy to access RESTful
APIs as computing resources only by their URLs
because the fault of CSO is that the first paper on
CSO is before the emergence of RESTful API.

 b) Breaking the hurdle between the SHACL-JS
engine and RESTful API to enable the former to
invoke the latter to get the result, which can be done
by investigating the running mechanism of the
SHACL-JS engine and taking advantage of it to
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make a devised scenario in which the engine
invokes a specific RESTful API as JavaScript code.

 c) With a, b and SHACL-SPARQL Construct,
RESTful API can fit into the context of CSO very
well and the constructed executable semantics can
be invoked for the desired purpose.

This paper is structured as follows. Section 2 presents the
related work, mainly why to choose SHACL. Section 3
introduces a framework to achieve the purpose of this paper.
Section 4 presents a use case of computing lift coefficient of
airfoil, where readers can get a sense of the motivation.
Section 5 describes how to apply the framework to the use
case and get the desired result to verify the framework.
Section 6 is the conclusion.

II. RELATED WORK

In the past years, a large number of RDF-based
applications have been developed for various domains. In
order to take advantage of the semantic feature of RDF,
several query and rule languages, such as SPARQL [10],
Jena rule [14] and SWRL [13], have been developed and
adopted widely with a number of inbuilt functions [15][16]
for users to execute various computations during either
querying or reasoning.

Unfortunately, due to computing complexity in the real
world, such as matrix calculation, linear operation and those
requiring external data source, the execution above is
insufficient to accomplish such computing tasks.

In order to solve such problems, Zhang [12] turns to
SPARQL Inferencing Notation (SPIN) [17]. In SPIN,
SPARQL queries can be stored together with RDF data
models in RDF graphs to define executable semantics of
classes and their members. SPIN provides a special
framework (SPINx) that allows a user-defined function to
link an external JavaScript file to RDF data by RDF
property; this user-defined function can be used for
executing computing by invoking this linked JavaScript file
[18]. The work in [12] investigates the mechanism of SPINx
framework and devises a method to link RESTful API with
RDF data, and invoke RESTful API while either querying or
reasoning. It must be pointed out that this paper opens a new
window in Semantic Web technology.

SHACL is strongly influenced by SPIN and can be
regarded as its successor [19]. SHACL includes basically all
features of SPIN, and more. Most importantly, SHACL is an
official W3C Recommendation, which makes it far more
likely that other vendors will support it [19]. As result of
this, this paper adopts SHACL rather than SPIN.

III. INTRODUCTION TO THE FRAMEWORK

This paper puts forward a framework working as basis for
invoking executable semantics, in which the following are
cooperating with each other to achieve the goal: Core
Software Ontology (CSO), Shapes Constraint Language
(SHACL) and RESTful API. We address how SHACL-JS
invokes a RESTful API.

A. Introduction to Core Software Ontology

In this paper, a lightweight, easy-to-apply foundational
ontology known as DOLCE+DnS Ultralite (DUL) [1] [5] is
used as basis for CSO. Due to space limit of this paper, only
some aspects concerned are discussed here. For more details,
readers can refer to [1]-[4].

1) Software and Data
The programs that manipulate the data are usually

referred to as CSO: Software, a special kind of DUL:
InformationObject. CSO: Data also can be considered as a
special kind of DUL: InformationObject. The difference
from CSO: Software is that CSO: Data does not DUL:
express a DUL: Plan.

CSO: ComputationalObject as a special kind of DUL:
InformationRealization can be the appearance of an
algorithm in memory or disks. Just like the fact that DUL:
InformationRealization DUL: realizes DUL:
InformationObject in DUL, CSO: ComputationalObject
DUL: realizes CSO: Data as well as CSO: Software.

CSO: ComputationalActivity as a special kind of DUL:
Activity is the correspondence of the execution of a CSO:
ComputationalObject. This is the form of software which
manifests itself in a sequence of activities in the computing
domain.

2) Task, Input and Output
We use CSO: ComputationalTask, a special kind of

DUL: Task, to represent invocations, and the actual
executions of CSO: ComputationalTask can be CSO:
ComputationalActivity. A set of CSO: ComputationalTask
are grouped and linked via the DUL: follows and DUL:
precedes associations in a DUL: Plan.

We also need to model the CSO: Input and CSO: Output
for CSO: ComputationalTask. The CSO: Input and CSO:
Output are required to represent the input and output for
computing task, and they are special kinds of DUL: Role,
which are both DUL: isRoleOf CSO: Data and DUL:
definedIn a DUL: Plan. The relationships between CSO:
Input (CSO: Output) and CSO: ComputationalTask are
modeled by CSO: inputFor (CSO: outputFor).

CSO: executes is also introduced to formalize that a
CSO: Software is used to complete a CSO:
ComputationalTask. That means that CSO:Software begins
to CSO:executes a CSO: ComputationalTask in the
DUL:Plan and then a DUL:Situation regarded as a
computing configuration holding DUL:satisfies association
with the DUL:Plan comes into being, where a DUL:
CSO:ComputationalObject that DUL:realizes this
CSO:Software holds a DUL:hasParticipant association with
a CSO: ComputationalActivity that also has
DUL:executesTask association with the CSO:
ComputationalTask (see D1).

CSO:executes(x, y) =def CSO:Software(x) ∧

CSO:ComputationalTask(y) ∧

∃co,ca,p(CSO:ComputationalObject(co) ∧

CSO:ComputationalActivity(ca) ∧ DUL:Plan(p) ∧

DUL:realizes(co,x) ∧ DUL:express(x, p) ∧ DUL:
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defines(p, y) ∧ DUL: executesTask (ca, y) ∧ DUL:
hasParticipant (ca, co)) (D1)

B. Simple Introduction to RESTful API

A RESTful API is an application program interface (API)
that uses existing HTTP methodologies defined by the RFC
2616 protocol. They use GET to retrieve a resource, PUT to
change the state of or update a resource, which can be an
object, file or block, POST to create that resource, and
DELETE to remove it [9].

RESTful APIs for a website are codes that allow software
programs to communicate with each other. The RESTful
API spells out the proper way for a developer to write a
program requesting services from an operating system or
other applications.

With RESTful APIs, networked components are resources
the user requests access to - a black box whose
implementation details are unclear. All calls are stateless;
nothing can be retained by the RESTful service between
executions [9].

C. Introduction to SHACL, SHACL-SPARQL and SHACL-
JS

SHACL is a W3C recommendation [6] [7]. A SHACL
processor takes a shapes graph and a data graph as input. The
shapes graph defines so-called shapes, which are a collection
of constraints. A shape also tells the engine for which nodes
in the data graph it applies to (using sh: targetNode).

SHACL-SPARQL is one extension mechanism for
SHACL to express constraints in SPARQL, allowing shape
definitions to point at executable SPARQL queries to
perform the validations [8].

SHACL-JS engine is an advanced extension mechanism
for SHACL, allowing users to express SHACL constraints
and the advanced features of custom targets, functions and
rules with the help of JavaScript. The principle of calling
JavaScript function is to download JavaScript file contents
via HTTP to the engine, and then the engine resolves the
contents to execute the code specified by the function name.
Figure 1 below shows how SHACL-JS invokes a RESTful
API.

Figure 1. How to use SHAL-JS to invoke a RESTful API.

According to Figure 1, a computer with SHACL-JS is
called a client and a computer running RESTful API on it is
called Web Server.

1) A user operating the client submits data in RDF that
contain URL of a RESTful API and a function name into
SHACL-JS. SHACL-JS sends the URL to the Web Server
after parsing. In this case, the URL is http://ip/lift-
coefficient?attack-angle=13 and the function name is called
func.

2) The Web Server runs the received URL and then gets
1.51, the returned value.

3) The Web Server encapsulates the value as the string
“function func () {return 1.55 ;}” in JavaScript code format
and then sends it as feedbacks to the client.

4) The client simply runs the string and returns 1.51 to
the user.

IV. INTRODUCTION TO A USE CASE OF COMPUTING

LIFT COEFFICIENT OF AIRFOIL

The dedicated function of an airfoil on an airplane is to
provide lift during flight and it is necessary for computing
varying lift with continuously changing attack-angle. The
lift-coefficient formula is as follows.

Lift-coefficient=f(attack-angle) (1)
In (1), there is no explicit formula (or calculation script)

to accurately calculate the lift coefficient from the attack
angle. Typically, the actual lift-coefficient is a list of data
through a limited number of experiments that record the
data under different attack angles, as shown in Figure 2.

Figure 2. The left part is a list of attack angles and
corresponding lift coefficients; The right part is the curve graph

reflecting the left part.

Here, these experiments are conducted independently,
which means these data are locally stored in a Web server
not freely accessible to others. A dedicated RESTful API can
be developed and deployed on the Web server. The RESTful
API implements numerical approximation, such as least
square and interpolating to allow users to query for any given
attack-angle. In this paper, the URL for this RESTful API is
below:

http://ip/lift-coefficient?attack-angle={value}
In order to work out the lift coefficient while the attack

angle is 13, the access URL is:
http://ip/lift-coefficient?attack-angle=13
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V. APPLYING THE FRAMEWORK TO THE USE CASE

In this section, the framework is applied to the use case
and we can freely get the returned value of the lift
coefficient for a given attack angle. In this paper, a
temporary ontology is created in the context of CSO for this
use case, known as S-C ontology.

A. Modeling the Basic Entities and Properties of S-C
Ontology for Use Case in the Context of CSO

A few of entities and properties can be extracted from
this use case and be aligned to predefined concepts in CSO.

1. The s-c: attack-angle and s-c: lift-coefficient can be
regarded as an instance of CSO: Data because their
goals are to be manipulated by the software as input
and output, respectively.

2. The s-c: computation1 can be regarded as an
instance of CSO: Software, which is responsible for
computing the lift-coefficient with an attack-angle.

3. The s-c: computation1-computational-object can be
regarded as an instance of CSO:
ComputationalObject, which DUL: realizes s-c:
computation1 and rdfs:seeAlso
“http://server:8080/lift-coefficient?Attack-
angle={value}”.

4. The s-c: activity1 can be regarded as an instance of
CSO: ComputationalActivity, which identifies the
execution of a certain CSO:
ComputationalObject/CSO: Software.

5. The s-c: run is rdfs:subProperty of DUL:
hasParticipant, which associates a CSO:
ComputationalActivity with a CSO:
ComputationalObject and means giving rise to an
actual execution of a software.

6. The s-c:in is rdfs: subProperty of DUL:
hasParticipant, which associates a CSO:
ComputationalActivity with a CSO: Data as input
for computing.

7. The s-c:out is rdfs:subProperty of DUL:
hasParticipant, which associates a CSO:
ComputationalActivity with a CSO: Data as output
for computing.

B. Modeling Plan and Situation in S-C ontology

The s-c:computation-plan is an instance of DUL: Plan,
the design of computing configuration, which includes the
following entities: s-c:input-attack-angle, s-c:output-lift-
coefficient and s-c:task1.The s-c:input-attack-angle can be
regarded as an instance of CSO:Input and DUL:isRoleOf s-
c:attack-angle outside the plan. The s-c:output-lift-angle can
be regarded as an instance of CSO:Output and
DUL:isRoleOf s-c:lift-coefficient outside the plan. The s-
c:task1 can be regarded as an instance of
CSO:ComputationalTask, which has CSO:inputFor
association with s-c:input-attack-angle, CSO:outputFor
association with s-c:output-lift-angle and CSO:executes
association with s-c:computation1.

Figure 3. The structure of s-c: computation-plan and its
association with software and data.

Although s-c:computation-plan is the design of
computing configuration and the design does not come into
use until the situation known as s-c:computation-situation
(an instance of DUL:Situation ) holding DUL:satisfies
association with it, includes s-c:attack-angle,s-c:lift-
coefficient,s-c:activity1, s-ccomputation1-computational-
object.In s-c:computation-situation, s-c:attack-angle s-c:in s-
c:activity1,s-c:lift-coefficient s-c:out s-c:activity1 and s-
c:computation1-computational-object s-c:run s-activity1.
According to D1 (Section 2), s-c: computation-situation will
be constructed by s-c: computation-plan and the associated
CSO: Software and CSO: Data outside the plan.

Figure 4. The structure of s-c: computation-situation and
association with s-c: computation-plan.

C. Inferencing Situation from Plan

The s-c: computation-plan is the design of computing
configuration and, according to CSO, the actual computing
configuration (executable semantics) which return values
should be s-c: computation-situation, the special kind of
DUL: Situation. In this paper, the CONSTRUCT clause of
SPARQL Update is used to construct s-c: computation-
situation from s-c: computation-plan with associated CSO:
Data and CSO: Software. The SPARQL statement is below.
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construct {
?software_computational_object s-c: run s-c: activity1.
?inData s-c: in s-c: activity1.
?inData DUL: hasDataValue ?value.
?outData s-c: out s-c: activity1.
?software_computational_object rdfs: seeAlso ?url.

}
where {

GRAPH <http://semantic-computing/#computation-
plan>{

?inRole cso: input-for s-c: task1.
?outRole cso: output-for s-c: task1.

}
GRAPH <http://semantic-computing/#software-plan>{

?software cso: executes s-c: task1.
?inData DUL: hasRole ?inRole.
?outData DUL: hasRole ?outRole.}
GRAPH <http://semantic-computing/#software-data>{

?software_computational_object DUL:realizes ?software.
?software_computational_object rdfs: seeAlso ?url.
?inData DUL: hasDataValue ?value. }

}

There are several graphs in this statement:
<http://semantic-computing/#computation-plan> contains
triples of s-c: computation-plan; <http://semantic-
computing/#software-plan> contains triples representing
associations between CSO: Data/CSO: Software and entities
in s-c:computation-plan; <http://semantic-
computing/#software-data> contains triples representing
associations among CSO:Data, CSO:Software. The
constructed result is below. It is noted that the s-c:
computation1-computational-object (an instance of CSO:
ComputationalObject) links a RESTful API via rdfs: seeAlso.

s-c: computation1-computational-object s-c: run s-c:
activity1.

s-c: attack-angle s-c: in s-c: activity1.
s-c: attack-angle DUL: hasDataValue 13.0.
s-c: lift-coefficient s-c: out s-c: activity1.

s-c: computation1-computational-object rdfs: seeAlso
<http://ip/lift-coefficient?attack-angle=>.

D. Using SHACL to Invoke Executable Semantics

The s-c: computation-situation forms executable
semantics and now its goal is to create a triple of “s-c: lift-
coefficient DUL: hasDataValue ?value”.

By using the triples of s-c: computation-situation to
create a model named Shape-Function, triples of which meet
the standard of SHACL-JS, we form a function that will be
further used to invoke RESTful API. The SPARQL
Construct statement to use is below.

prefix sh: <http://www.w3.org/ns/shacl#>
construct {
s-c: dynamicFunc sh: jsFunctionName "dynamicFunc".
s-c: dynamicFunc sh: jsLibrary <http://jsLibrary/temp>.
s-c: dynamicFunc sh: returnType xsd: double.
s-c: dynamicFunc sh: parameter <http://parameter/temp>.
s-c: dynamicFunc rdf: type sh: JSFunction.
<http://parameter/temp> sh: datatype xsd: double.
<http://parameter/temp> sh: path s-c: number.
<http://jsLibrary/temp> sh: jsLibraryURL ?dynamicFuncURL.
}
where{

?software_computational_object s-c: run s-c: activity1.
?inData s-c: in s-c: activity1.
?inData DUL: hasDataValue ?value.
?software_computational_object rdfs: seeAlso ?url.
BIND(('http://IP/RESTTemplate/access?url='+STR(?url)+

‘? value='+STR (?value)) as ?dynamicFuncURL).
}

The constructed model is called Shape-Function; it can
also be regarded as a shape according to SHACL, see below.

s-c: dynamicFunc sh: jsFunctionName "dynamicFunc".
s-c: dynamicFunc sh: jsLibrary <http://jsLibrary/temp>.
s-c: dynamicFunc sh: returnType xsd:double.
s-c: dynamicFunc sh: parameter <http://parameter/temp>.
s-c: dynamicFunc rdf: type sh: JSFunction.
<http://parameter/temp> sh: datatype xsd: double.
<http://parameter/temp> sh: path s-c: number.
<http://jsLibrary/temp>

sh:jsLibraryURL
'http://ip/RESTTemplate/access?url=http://ip/lift-
coefficient?attack-angle=13'.

It is noted that there are two RESTful APIs that should be
discussed. They are 'http://ip/RESTTemplate/access?url=”
and http://ip/lift-coefficient?attack-angle=. The function of
the former is to invoke the latter and encapsulate the return
value in JavaScript format with “dynamicFunc” as function
name. We show below the concise code.

In addition to the Shape-Function complied with
SHACL-JS, another model named Shape–Construct
complied with SHACL-SPARQL is needed to work with the
Model-Function to achieve the goal. The Shape –Construct is
shown below.

@prefix s-c :< http://semantic-computing/#>.
s-c:rule1
a rdfs: Class, sh:NodeShape ;
sh:targetNode s-c:activity1 ;
rdfs:label "to run sc:activity1" ;
sh: rule[

a sh:SPARQLRule ;
sh: construct """
CONSTRUCT {
?outdata DUL: hasDataValue ?value.}
WHERE {
?outdata s-c: out ?this.
BIND (<http://semantic-computing/#dynamicFunc>()

AS ?value).
}

""" ;
] .
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Figure 5 below shows the process and the result.

Figure 5. The process and method of creating the new triple.

In Figure 5, after interference a new triple is generated,
the content of which is “s-c: lift-coefficient DUL:
hasDataValue 1.51”.

VI. CONCLUSION

With the abundance in Information Technology (IT)
infrastructure today, the number of RESTful APIs is growing
and applications of ontologies for computational domain
should be constructed by fully taking advantage of this
situation. This paper discusses that usefulness and feasibility
of using SHACL and RESTful API to invoke executable
semantics. It can be said that the paper's achievement is
useful in the development of ontology-based knowledge
system.

In our opinion, the study of this paper can make the
Semantic Web models, here Core Software Ontology, have
powerful computing capacity. Of course, the coordinating
asynchronous requests, latency, availability and security
must be taken into account. These problems should be solved
effectively (at least in part) as the technologies for RESTful
API, exemplified by SPRING BOOT, have made much
effort to solve them from birth.

REFERENCES

[1] A. Gangemi et al., ”Sweetening Ontologies with DOLCE”,
EKAW 2002, pp. 166-181, 2002.

[2] A. Gangemi and P. Mika, “Understanding the Semantic Web
through Descriptions and Situations”, ODBASE 2003, pp.
689-706, 2003.

[3] A. Gangemi, ”Task taxonomies for knowledge content.
Metokis Deliverable D07”, 2004.

[4] D. Oberle et al.,"Towards Ontologies for Formalizing
Modularization and Communication in Large Software
Systems" , Journal of Applied Ontology, vol. 1, no. 2, pp.
163–202, 2006.

[5] https://www.w3.org/2005/Incubator/ssn/wiki/DUL_ssn
[retrieved: November, 2020]

[6] https://www.w3.org/TR/shacl/.[retrieved: November, 2020]

[7] J. Corman et al.,” Semantics and validation of recursive
SHAC”, ISWC 2018, pp. 318– 336, 2018.

[8] https://w3c.github.io/data-shapes/shacl-js/#introduction
[retrieved: September, 2020]

[9] https://searchapparchitecture.techtarget.com/definition/RESTf
ul-API. [retrieved: November, 2020]

[10] https://www.w3.org/TR/sparql11-query [retrieved: November,
2020]

[11] S. Borgo and C. Masolo,” chapter Foundational choices in
DOLCE”, Handbook on Ontologies, 2009.

[12] X. Zhang, ”An approach to enabling RDF data in querying to
invoke REST API for complex calculating”,International
Conference on Dublin Core and Metadata Applications 2018,
pp. 34-42, 2018.

[13] http://www.w3.org/Submission/SWRL. [retrieved: September,
2020]

[14] J. Carroll et al., ”The Jena Semantic Web Platform:
Architecture and Design”, HP Laboratories Technical Report
HPL-2003-146,2003.

[15] https://github.com/dotnetrdf/dotnetrdf/wiki/DeveloperGuide-
SPARQL-XPath-Functions. [retrieved: November, 2020]

[16] http://jena.apache.org/documentation/query/library-
function.html. [retrieved: November, 2020]

[17] https://www.topquadrant.com/technology/sparql-rules-spin.
[retrieved: November, 2020]

[18] http://spinrdf.org/spinx.html. [retrieved: September, 2020]

[19] https://www.spinrdf.org/spin-shacl.html. [retrieved:
September, 2020]

61Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-813-6

SEMAPRO 2020 : The Fourteenth International Conference on Advances in Semantic Processing

                            69 / 80



Toward a Semantic Representation of the Joconde Database

Jean-Claude Moissinac

LTCI, Télécom Paris
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Abstract—The Joconde database is a French database, which
describes about 600,000 works from French art collections. In
the Data&Musée project, we process data from museums and
monuments. We have chosen to model the data using a knowledge
graph approach. We enrich the data of the project partners with
data from other sources. In this article, we present the semantic
representation that we have adopted for the Joconde database
and the methods used to obtain this representation. Our semantic
representation of the Joconde database is available as Open data
as the SemJoconde dataset. We believe that the SemJoconde data
can become useful references for work on the use of semantic
techniques in the cultural field.
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I. INTRODUCTION

This paper introduces a novel dataset named SemJoconde
that contains a large number of artworks. This dataset is
published as Open Data. This dataset is produced from the
Joconde database, of which we have generated an enriched
semantic version. We present the dataset and the methods used
to obtain this representation. We define a semantic model based
on CIDOC-CRM -Conceptual Reference Model- and interlink
as many entities as possible to Wikidata [1]. Wikidata is a
large semantic dataset about world things, linked to Wikipedia
pages. Links with Wikidata are created for creators, domains,
places, etc.

This work is part of the Data&Musée project [2], in which
we process data from museums and monuments. The goal
is to reply to questions like: is not a visitor to the Louvre
also a visitor to the Eiffel Tower? Better still, a visitor who
is satisfied with his Middle Ages journey at the Louvre,
isn’t he a future visitor to the ramparts and the old town
of Carcassonne? So, beside collecting data about the visitors,
we are collecting knowledges about the artworks and cultural
institutions in France. Building the SemJoconde dataset is part
of this process.

This paper follows some works related to semantic rep-
resentation of data in the cultural heritage domain [3][4],
which are generally limited to represent the collection of an
unique collection, except Europeana [5]. Our contribution is
the dataset itself rather than novel methods, which are mainly
simples ways to get entity linking [6][7]. In this article, we
present the model, and the process to translate from the JSON
version of the database to the semantic interlinked version.

We think that it will be useful for communities in the graph
technologies domain -graph embedding, reasoning, etc.- and in
the cultural heritage domain. Section II presents related works.
Section III presents sources used to build SemJoconde. Section
V presents the methods used to build SemJoconde and some
insight to evaluate the quality of the results. Section VI gives
an idea of the technical structure of the dataset. Section II-C
presents related datasets. Section VII concludes and suggests
future works.

II. RELATED WORKS

A. Entity Matching and Entity Linking
Several part of our work deal with entity matching: we

search for entities in text [6][7]. The problem is composed
of entity recognition, entity disambiguation and entity linking.
In our case, the searched entity is known by its label (e.g.,
Claude Monet) and, sometimes, some complementary data
(e.g., period of the work) and we expect to produce a link/URI
- Uniform Resource Identifier- in some Linked Data dataset. It
is a well-known problem with different approaches proposed
depending on each context.

In our work, the problem is simplified by the fact that we
do not need to recognize the entities and the entities types in
a text: we need only to search for identifiers corresponding
to labels for which we know the type. We tried different
approaches to produce the links and the simple approach
presented in this article gives good results.

B. Production and applications of Cultural Heritage datasets
In this section, we will present previous works about the

build process of semantically structured datasets in the cultural
heritage domain.

The Getty Foundation has a knowledge graph about its
collections. The Foundation described in detail the choices
about vocabularies and ontologies used by the Knowledge
graph and the process of building it [3]. The Getty Foundation
proposes a list of vocabularies and entities using these vocabu-
laries [3]: specifically Art Architecture Thesaurus (AAT) and
Union List of Artist Names (ULAN). Both AAT and ULAN are
thesauri containing structured terminology for art, architecture,
decorative arts, archival materials, visual surrogates, conserva-
tion, and bibliographic materials. A very interesting document
explains how the foundation build the vocabularies (see below).
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The foundation uses the Open Data Commons Attribution Li-
cense. These vocabularies comply with thesaurus construction
standards (NISO- National Information Standards Organization
and ISO-International Organization for Standardization), and
are developed through contributions from the user community,
complied and disseminated by the Getty Vocabulary Program
and Getty Digital, and released finally in XML, JSON,RDF
N-Triples and via a Sparql endpoint.

In 2012, the Amsterdam Museum published a work on the
use of linked data. They start from XML data and present the
process of converting the data to linked data with ”man in the
middle” [8].

In [9], the authors present their approach to build a service
for converting legacy data into linked data. They focus on the
problems resulting from heterogeneity of the sources, which
is not a problem for SemJoconde: we have only one source.

Rijks Museum is one of the first major museums to publish
data about its collections according to the principles of Linked
Open Data [4]. The Rijks Museum has published a Linked
Open Data -LOD- dataset with more than 350000 objects in
the version of March 2016. In [4], the authors explain their
approach, which is the result of several successive projects.
So, the result benefits from a progressive consolidation.

JocondeLab [10] is a French project, which worked on a
semantic model to get semantic representation of the Joconde
database. To our knowledge, the representation obtained by
JocondeLab is not available in Open Data, nor based on
CIDOC-CRM.

Globally, we observe that more and more cultural insti-
tutions are considering Linked Open Data as a value for the
future of their collections and their visitors.

C. Other related datasets
In this section, we present some significant datasets for our

projects. As SemJoconde, several are based on CIDOC-CRM.
Others are sources of inspiration or candidates for useful links,
in the spirit of Linked Open Data.

The Europeana project [5] produces an aggregation of
different sources of European cultural content - librairies,
archives; audiovisual collections, theme-based content, as well
as regional and national aggregators. Europeana follows the
rules of Linked Open Data (LOD). As for SemJoconde,
the schema is largely layered over the CIDOC-CRM model
and includes concepts from ORE and Dublin core as well.
The EDM -Europeana Data Model- is a flexible data model
that combines object-centric, contextual and event-centric ap-
proaches to data representation. It uses URIs for addressing
accessible resources.

The British Museum dataset [11] is organised using the
CIDOC-CRM model, with the objective of harmonising with
other international cultural heritage data. Although based on
a linked data service, dataset licensing combines Creative
Commons, and BM Licensing for 3D and HD content. Linked
data is available in RDF and via a SPARQL Endpoint.

Paris Musées Collections [12] is a dataset of artworks
curated by the members of the Paris Musées consortium. The
dataset enrichment was an OpenData project executed in 2019-
2020, but no Linked Data enrichment is available. Most data
is open access (Creative Commons CC0), there is licensed HD

and 3D content, as well as some specific licensed content. Data
is available through an API, and dissemination on Wikimedia
commons and Europeana is in the process. This dataset, as
Joconde, is a source for our project Data&Musée. We have
modeled part of these works with the CIDOC-CRM model.

DataTourisme [13] is a French LOD project regarding
touristic offer and points of interest. The ontology supports
Schema and Dublin Core vocabularies amongst others. It is a
source of useful links, mainly for practical data about museums
and monuments, but also about point of interest around them.

Geonames [14] proposes a massive list of geographical
entities with their coordinates using the WGS84 latitude lon-
gitude system (World Geodetic System, 1984) and some other
data about these entities: administrative links, country, etc. The
dataset is collaborative and allows contributions using a wiki
interface. It is available under a Creative commons licence.
The data is accessible in a zip file and through webservices.

DBPedia [15] is a large dataset of entities based on
Wikipedia data. It is a community effort to extract structured
information from Wikipedia and to make this information
available on the Web. DBpedia allows you to ask sophisticated
queries. DBPedia is interlinked with a lot of other datasets. A
RDF dump is available, and queries can be send to a SPARQL
endpoint. DBpedia-Fr is similar and build from the french
Wikipedia.

Wikidata [1] is a large dataset of world things linked
to Wikipedia pages. Wikidata is a project of the Wikimedia
foundation. As Wikidata offered the best coverage of the
museums and monuments partners in the Data&Musée project,
we privilege links with Wikidata. Wikidata allows you to ask
sophisticated queries and to link other datasets on the Web and
to Wikipedia. Similar to Wikipedia (creative commons) RDF,
SPARQL as well as semantic web sitemaps are available to
obtain the data. The RDF data is structured in N-Triples.

Yago [16] is a semantic knowledge base derived from
Wikipedia, WordNet and GeoNames. Its specificity comes
from the accuracy scores that have been manually attached to
the data. The data and resources are available in many formats
including RDF and TSV.

III. SOURCES

In this section, we describe the data sources that allowed
us to build SemJoconde.

A. Joconde database
The Joconde database describes 589,278 works of art from

French collections. It is established by the French Ministry of
Culture. An extraction was made available in Open Data via
the Open platform for French public data [17]. It is available
in several formats including JSON. It is the extraction in this
format that we used. An open license allowing free reuse is
associated with this data.

Each Joconde database record has 14 fields

• ’STAT’: status of the work: owner, place, etc.; for
example: ”propriété de la commune ; achat ; Château-
Thierry ; musée Jean de La Fontaine”,

• ’EPOQ’: eras associated with the work; for example:
”Paléolithique” or ”Qing (1644-1911)”,

63Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-813-6

SEMAPRO 2020 : The Fourteenth International Conference on Advances in Semantic Processing

                            71 / 80



• ’DOMN’: fields associated with the work; for exam-
ple: ”dinanderie” or ”Néolithique” or ”photographie”,

• ’INV’ : an inventory number,

• ’TECH’: techniques used by the work; for exam-
ple: ”matière plastique (moulé, imprimé)” (plastic
(molded, printed)),

• ’DIMS’: dimensions of the work; for example: ”H. 27
; l. 6.1 ; P. 4.2”,

• ’LOCA’: place of conservation and / or exhibition of
the work; for example: ”Grenoble ; musée Stendhal”,

• ’DENO’: object types; for example: ”silex” (flint) or
”tombeau” (tomb),

• ’TITR’: title associated with the work (a simple
string),

• ’AUTR’: creators of the work; for example: ”RODIN
Auguste”

• ’DECV’: elements concerning the discovery of the
work; not used in this article,

• ’COPY’: always ’ c© Direction des musées de France’,

• ’REF’ : a unique identifier for the work; for example:
’AE037477’,

• ’PERI’: periods associated with the work; for example:
2e quart 20e siècle

B. Analysis

For some fields, we analyze the dataset. The goal is to
find the values used for these fields and the count of works
associated with each value of each field. Table I shows in the
’Dataset’ column the count of values for the fields: AUTR,
DOMN, DENO, LOCA, EPOQ, PERI.

C. Wikidata alignment and ground truth

In this work, we favor a mapping between Joconde vocab-
ulary and Wikidata.

Thanks to the project WikiProject Vocabulaires Joconde
[18], we have a ground truth. In this project, volunteers try
to link manually the Joconde vocabulary with Wikidata. They
use some tools to help humans to produce and validate such
links. Links are notably available for creators, domains, places,
epochs, periods, techniques.

TABLE I. GROUND TRUTH (14/7/2020).

Category (field) Validated Dataset %
Creators (AUTR) 2560 37828 6.7
Domains (DOMN) 168 168 100.
Object types (DENO) 77 5766 1.3
Places (LOCA) 35 3593 0.9
Epochs (EPOQ) 500 831 60.1
Periods (PERI) 60 346 17.3

Table I shows the state of the ground truth at 14/7/2020.
Corresponding files are available on github (and other files
related to this article) [19].

IV. SEMANTIC MODEL

We have chosen to rely on the CIDOC-CRM model for our
different representations. The CIDOC Conceptual Reference
Model (CRM) [20] is a theoretical and practical tool for
information integration in the field of cultural heritage. This
model is massively used in the cultural heritage domain [21].
For example, Europeana (see Section II-C) uses CIDOC-CRM
as a base for its Europeana Data Model (EDM).

Figure 1 shows the model used to represent the works.
Properties starting with P and concepts starting with E fol-
lowed by a number and text, such as P65 is shown by and
E65 Creation, are properties or concepts defined by CIDOC-
CRM. Properties starting with DMP -for Data Musée Property-
followed by a number and text, like DMP2 has description,
are defined in our vocabulary. Entities starting with ”dmgs:”
have a defined URI in our domain where dmgs: is a prefix
whose expanded value is ”http://datamusee.givingsense.eu/”.

As shown in Figure 1 and Section V-C, we need several
linked entities to represent a work. An entity A represents the
act of creating the work; this entity A is linked by the property
P108 has produced to the physical object P result of the act
of creation; entity A is also linked to a conceptual object C
by the property P94 has created. The object P is linked by
the property P43 has dimension to an entity describing the
dimensions of the physical object.

V. SEMANTIC TRANSLATION METHOD

Each field of the original data requires interpretation to
enter the proposed semantic model. In this section, we present
the process used to obtain a semantic representation from these
fields.

A. General approach
As each field contains one or more labels for a specific type

of data, we have no need for entity recognition, but just parsing
each field to split the values for the field. Then, we need to
undertake entity linking with a level of disambiguation. The
main method for disambiguation is based on prior knowledge:
we know that the field LOCA contains a place and the place
is in France, the field AUTR contains one or several persons
or organizations, etc.

Our strategy is the same for each field:

• we analyze the Joconde dataset to produce a list of
possible values (strings) for each field,

• we count the number of works associated with each
value (some works have several values),

• for some field, we need to parse the value to produce
more useful data (see below in each field)

• we can use any algorithm to match a value against an
entity of Wikidata; a simple algorithm is presented in
Section V-B,

• humans check the link for the most used values (values
covering the most works); in this way, we are able to
guarantee good links for the most used values,

• when available, we check the obtained links against
a ground truth; so, we have an idea of the quality of
our data beyond the human checked links.

We will now see how this strategy is applied for some fields.

64Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-813-6

SEMAPRO 2020 : The Fourteenth International Conference on Advances in Semantic Processing

                            72 / 80



Figure 1. Artwork modeling.

B. Entity matching and simple algorithm
Several algorithms have been tried, like using DBpedia

Spotlight [22] to get links with DBpedia or Aı̈da to get links
with Yago [23]. The results presented here are obtained with a
very simple algorithm based on the search service of Wikidata
to get links with Wikidata. The search service gives us some
entities corresponding to a label and some variants:

Algorithm:

• produce variants of the label: the label, the label in
lowercase, the label in uppercase, the label in title
case (each word with the first char in uppercase), and
finally, if the label has several words, we attempt to
move the first word to the last position,

• check the Wikidata search service for each variant,
• filter the results by some types,
• if only one entity is found, we keep that one; if

several entities are found, we keep only the one which
matches the label in lower case or none (a better
disambiguation must be used in a future release)

For example, the Wikidata query template used to get the
creators is in the github repository, file wikidataQueryTem-
plateForWord2UrisCreators.rq. The search service of Wikidata
is combined with the knowledge that we search for some types
of creators:

• painter ”http://www.wikidata.org/entity/Q1028181”
• sculptor ”http://www.wikidata.org/entity/Q1281618”
• drawer ”http://www.wikidata.org/entity/Q15296811”
• artist ”http://www.wikidata.org/entity/Q483501”

• visualartist ”http://www.wikidata.org/entity/Q3391743”
• photographer ”http://www.wikidata.org/entity/Q33231”
• engraver ”http://www.wikidata.org/entity/Q329439”
• ceramicist ”http://www.wikidata.org/entity/Q7541856”
See Section /refcreators for results.
Similar strategies are used for the other fields.

C. URIs and REF field
The original data presents a unique identifier for each work.

We will use this identifier to build several URIs needed for
our model. Each work gives rise to the creation of at least
4 entities: the creative act, at least one physical object, a
conceptual object, several URIs for the dimensions of the
physical object.

Here are the rules to build each URI, where {REF} must
be replaced by the value of the REF field in the source:
• URI for the creative act:

http://datamusee.givingsense.eu/event/creation/{REF}
• URI for the physical object:

http://datamusee.givingsense.eu/work/physical/{REF}
• URI for the conceptual object:

http://datamusee.givingsense.eu/work/concept/{REF}
• URI for the dimensions of the physical object:

http://datamusee.givingsense.eu/dimension/{REF} X,
where X is a number generated for each dimension

D. Domains: field DOMN
As this field is completely covered by the ground truth, we

use directly the proposed links.
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E. Object types: field TECH
9697 terms are used for the ’TECH’ field. The hun-

dred most used cover more than 88% of the works. Many
values used for this field are artistic techniques - drawing,
painting, mosaic, etc- in particular in the most used val-
ues. We searched for corresponding entities in Wikidata. A
useful class is ”http://www.wikidata.org/entity/Q11177771”,
with the label ”artsistic technique”. So, with the property
P31 (instance of) or P279 (subclass of), we were able
to find all the artistic techniques known by Wikidata. We
found 306 of them (result obtained on July 13, 2020).
Then, we search for corresponding techniques values in Jo-
conde. We did the same with the instances and subclass
of ”http://www.wikidata.org/entity/Q3300034”, with the label
”painting material”. We found 116 of them. Then, we found
45 exact match in the Joconde data for one class or the other;
we checked all of them. These 45 techniques covers 254630
works (43% of the works). Note: the SPARQL queries used to
do it on Wikidata Query Service are available on the github
repository referenced above.

In the ground truth, there is no association for the TECH
field. So, some more work must be done to complete and to
assert the quality of our results for this field.

F. Object types: field AUTR
The field AUTR gives a string naming the creator of a

work. Some works have no known creator (99194 works;
16.83%). Many (63199; 10.72%) have the creator named
’anonymous’. But for the others (426885), we will try to
find a matching entity in Wikidata. Creators are persons or
organizations.

We are particularly interested in the most productive cre-
ators. We have chosen a threshold of 10 or more works per
selected creator. There are 5217 creators in this category. They
produced 98.07% of the works attributed to a creator.

We have benefited in particular from the work carried out
by the Wikidata-Joconde project [18]. This project associates
terms used in the Joconde database with Wikidata entities,
with a human validation process. As of 5/30/2020, 2560
associations were validated for creators. 1325 are in our target
of productive creators. They cover 25.04% of the attributed
works.

Our algorithm V-B allows to find 1173 Wikidata entities
associated with the designation of the creator by the AUTR
field in Joconde, of which 1168 correspond to the entities
validated by the Wikidata-Joconde project.

To evaluate our results, we use precision, recall and F1
measures.

Ncw = number of creators validated by the Wikidata
Joconde project and targets of the evaluation

Nct = number of creators for which our algorithm finds
a Wikidata entity

Nce = number of exact links found
Pc = precision relative to creators = Nce/Nct

Rc = recall relative to creators = Nce/Ncw

F1c = 2*Pc*Rc/(Pc+Rc)
We also considered the 100 creators with the greatest

number of works except ’anonymous’. Of these 100 creators,

TABLE II. RESULTS FOR CREATORS

Measure Value
Ncw 1315
Nct 1180
Nce 1177
Pc 99.74
Rc 88.83
F1c 93.97

a Wikidata link was found for 59 of them. Of these 59, 28
were among the links already validated by the ground truth.
We proceeded to a human validation of the other 31 links: all
of them were exact. On these 59 links, an accuracy of 100%
was therefore obtained. The recall cannot be evaluated, since
for creators not found, we do not have a method to tell if the
creator is not in Wikidata or if our algorithm failed to find
it. Assuming that all creators are listed in Wikidata, we get a
lower bound of the recall: 59%; and a lower bound for the F1
measure: 74.21.

We have manually checked 10 links for creators among
the most productive, covering 47029 works (11.01% of at-
tributed works). The list is: RODIN Auguste (13231 works),
MOREAU Gustave (6816), CHASSERIAU Théodore (5010),
DELACROIX Eugène (4136), COROT Jean-Baptiste Camille
(4114), INGRES Jean Auguste Dominique (3202), STEINLEN
Théophile Alexandre (2916), LE BRUN Charles (2882), PI-
CASSO Pablo (2496), HEBERT Ernest (2226). Ten correct
links are found by our algorithm for these 10 creators.

For the 5127 productive creators, we found 2199 links by
our algorithm. A simple extrapolation from the results obtained
on the ground truth, with Pc = 99.74, suggests a result of
around 2199*Pc/100 = 2193 correct links, which is 878 new
links beyond the ground truth.

G. Localisation: fields LOCA and STAT
The LOCA is generally composed of a city name, followed

by an institution or organization name, separated by a semi-
colon.

We will skip the entity linking of the city, because it is a
very classical problem with good results using a lot of available
tools. So, our focus will be the organization or institution.
Each institution has the same city coupled with her in each
occurrence of the institution in a LOCA field value. So, the
count of institutions is the count of different values in the
LOCA field: 3593. No link to Wikidata is available in the
ground truth.

For our algorithm, we selected the following types:

• museum ”www.wikidata.org/entity/Q33506”
• glam ”.../entity/Q1030034”
• cultural institution ”.../entity/Q5193377”
• cultural organization ”.../entity/Q29918292”

And we add a filter against the city: the institution found
must be in the good city.

We selected institutions with more than 100 works in
Joconde, the ’richest’ institutions. So, 304 institutions were
selected. They are covering 580035 works (98.43%). For these
institutions, we found 155 links. We undertook manual check
on the first quarter of the list (first 76 museums). We found 42
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TABLE III. RESULTS FOR A SELECTION OF LOCALIZATION

Measure Value
Searched museums 76
Found links 42
Exact links 42
Precision 100
Recall 55.26
F1c 71.18

links for these museums; all found links have been checked
manually: all are exact. So, on this sample, we have:

The STAT field is similar to the LOCA field in the sense
that it contains mainly a city and an organization/institution.
So, the STAT field is processed similarly to the LOCA field.

VI. SEMJOCONDE DATASET

In our triple store, Fuseki, we have a dataset named
SemJoconde. The main components of this dataset are the
following RDF graphs:

• one graph contains the works,
• one graph contains the creators,
• one graph contains the institutions and organizations,
• one graph contains the cities.

These graphs are linked together and are linked with
Wikidata. These graphs are available with a Creative Commons
licence in the github repository [19]. It is evolving on daily
basis and will soon have a description with VOID triples [24].

For entities not found in Wikidata by the previously
described methods, we produce our own URIs and, in the
future, expect to complete these URIs by owl:sameAs links to
other Knowledge Graphs, like Getty, BNF, Europeana, British
Museum, Wikidata, DBpedia, Yago (see Section II-C), etc.

In addition, the github repository includes JSON files
which list the domains, the authors and the techniques encoun-
tered in the database, with their frequency of use. It includes
queries to Wikidata Query Service, which contributes to the
process of building this dataset.

VII. CONCLUSION AND FUTURE WORKS

In this paper, we introduce a new LOD dataset. With
close to 600000 artistic works described by triples. A work
to produce links over Wikidata entities is presented. A good
coverage of works interlinked with Wikidata by at least one
property is our goal and we see some preliminary results as
links for 59% of the creators with a precision of more than
99% and similar results for the institutions.

In the future, we expect to improve the coverage and con-
solidate our results by exploiting the context more intensively.
For example, we can use the PERI field (period) to improve
the selection of a creator or improve the links with institutions
by knowing the creators presented in them.

Also, we intend to use the SemJoconde graph in recom-
mendation projects using graph embedding methods.
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Abstract—The semantic interoperability of data, models, sys-
tems, and knowledge in general is a core element of the Internet
of Production, i.e., a cross-life cycle and interdisciplinary net-
working of all levels in manufacturing technology. Semantic Web
technologies are a good choice for the implementation of such
applications, but, despite numerous academic research projects,
its true potential is still rarely used in practice. One reason is the
lack of knowledge among practitioners about both the technology
itself and possible application areas, as manufacturing engineers
usually are no Semantic Web experts and vice versa. In this paper,
we present five essential application areas for Semantic Web
technologies in production engineering, and give five examples
of how we use these in practice in the Internet of Production.
Our two-folded presentation intends to clarify potentials within
application areas, and at the same time support the ramp-up of
practical applications based on our examples.

Keywords—Semantic Web; Internet of Production; Use-Cases.

I. INTRODUCTION

The Semantic Web [1] and its community proposed multiple
recommendations and standards to improve semantic interop-
erability in the interconnected World Wide Web. It addresses,
among others, the tasks of knowledge sharing, validation, and
reasoning. Users can tackle these tasks via combinations of
a broad range of solutions, including Persistent IDentifiers
(PIDs), ontologies, data shapes, and reasoning rules. Semantic
Web solutions in general do not intend to replace other
solutions like relational databases or machine learning, but
aim to cooperate closely with them.

In the field of production technology, the idea of the
Semantic Web got attention in various, mostly academic,
research projects. Unfortunately, these technologies have not
yet reached a broad acceptance or implementation in in-
dustry. This is mainly due to lacking ontology knowledge
among employees, missing tool support, imprecise problem
statements in industry use-cases, and unclear benefits like
the return on invest for the extensive modeling effort. These
issues in industry range among multiple levels and domains,
and effect engineers, domain experts, ontology engineers,
and C-level managers. For these reasons, even though some
interesting concepts and the technical feasibility were analyzed
in demo implementations, hardly any application was properly

realized in a productive system or product. Most applications
in production did never leave an experimental stage.

There indeed are strong reasons to continue the research
on Semantic Web technologies for production engineering.
Following the achievements in the vision of ”Industry 4.0” in
the recent years, a proper infrastructure – a basic prerequisite
for a networked production – has been created. Nowadays,
the latest generation of products in automation technology are
equipped with the necessary interfaces and communication
protocols to enable distributed, data-driven applications. In
particular, this means that ”data” is now available outside
the devices and applications with low effort. Availability and
accessibility of data alone however are not sufficient to match
the vision of the Internet of Production [2], which requires
the networking of all systems and data-based optimization
along in the entire production process. For example, with a
higher level of maturity for knowledge-based applications like
artificial intelligence, lifting simple data to proper knowledge
is a crucial factor. This need for semantic technologies is
supported by the increased attention for protocols like OPC
Unified Architecture (OPC UA) [3] as they add semantics to
data interactions and also support interoperability. We argue
that the development of these solutions did not fully take into
account the previous achievements by the Semantic Web and
thus tend to partially re-invent the wheel.

Both aspects, the better availability of data through an ad-
vanced infrastructure of production systems, and the increasing
demand for semantically described data for new applications,
show that a Semantic Web in action is required by the Internet
of Production. In this paper, a state of the art overview is in
Section II, before, in Section III, we demonstrate the benefits
of the Semantic Web for both ontology experts and non-experts
in order to convince all above-mentioned users in a handy way.
We subsequently in Section IV present concrete use-cases that
we observed in the research project Internet of Production and
thus support industry and institutes in planning their use-cases,
before we conclude our work in Section V.
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sameAs

What's up there? A

Uhh, that‘s bullshit!D

Integrating Domains
While collaborating among multiple 
domains, you need a translator. You 

can integrate information from different 
domains via semantic linking.

Dude, what do you mean?B

Data Aggregation
The characterization of a system is composed 

of heterogeneous data and models that are 
related to each other and thus reflect the 

system’s situation and environment.

The situation? Well, it’s complex…E

Let me ask you something…C

Semantic Web Application Areas in Production

viafind dbis:Internet
OfProductionwzl-wm:IoP

Data / Service Catalog
In order to find something, you need a directory, 

similar to a library’s catalogue for literature.

failed experiments

SELECT DISTINCT id, timestamp FROM 
Experiments WHERE Pressure<240 OR NOT 
Temperature BETWEEN 240 AND 275 OR ...

Database Access
Querying complex data requires much 
time and knowledge. Ontology-based 

data access offers queries in the 
language of the engineer.

Consistency and Reasoning
In a dynamic system, where various models come 
together, nonsense happens quite easily! Logical 

deductions can be used to detect such errors.

“42 experiments today, but the 
final report contains 39.
 We lost information!”

“-550.34° does not 
look like a valid 
Celsius value…”

Datasets

Services
Specific Details
Measurement methods, 
simulation parameters, …

General Details
Title, category, format, …

Context

ctx:location

ctx:machine 
state

ctx:user

wzm:FeedRate
wzm:FuncCode

foaf:Person
foaf:Member

locn:Address

Fig. 1. Illustration of the main application areas for the Semantic Web in the context of production. This figure supports demonstrate the benefits to both
experts and non-experts. These include, but are not limited to, the five areas data/service catalog, integrating domains, database access, consistency and

reasoning, and data aggregation.

II. STATE OF THE ART

The potential of the Semantic Web idea in the context of
production technology has been discussed in research projects.
Upper ontologies for manufacturing, such as DOLCE [4],
Cyc [5], SUMO [6] or MASON [7], as well as specific domain
ontologies, were developed. An overview and comparison can
be found in [8]. In particular, the challenge of breaking up
silos and linking information across value chains is essential in
the ”Industry 4.0”; the concept of the administration shell is a
concrete example [9]. It is still difficult to find these ontologies
and reuse that work.

Semantic Web technologies have also been applied to solve
a wide range of concrete research questions: From dynamic
processor orchestration [10], over worker assistance [11], up
to visualization via augmented reality [12], just to name a few
examples. Furthermore, initiatives such as the Open Services
for Lifecycle Collaboration (OSLC) try to establish the appli-
cation in (engineering) tools through industry cooperations.

Unfortunately, all this knowledge and experience is still not
well known outside these participating disciplines. Especially
classical engineering disciplines, which have had little contact
with software engineering and information modeling, often
face difficulties in transferring the often abstract paradigms
to problems in their own domain. Our goal is not to replace
any established or advanced technologies of these experts with
Semantic Web technologies. Rather, the intention is to support
the use of Semantic Web technologies as a ”glue” to connect
the specific technologies and expert domains by providing a
descriptive set of application areas.

III. APPLICATION AREAS IN PRODUCTION

This section presents possible application areas for the
Semantic Web in production and it is intended to give a
high-level overview for all relevant people. The following
explanations refer to the graphical overview shown in Figure 1
and which we use as a one-page flyer to advertise this at
partners.

A Data / Service Catalog (A) probably is the mostly used
application and is well-known among most people. It is a
directory of any data sources of interest, such as datasets,
services, programs, people, projects, or sensors. Such a catalog
enables people to find information based on given search
details. Prominent examples are open data portals such as [13]
or [14], where users typically can apply a wide range of pa-
rameters to their search, including keywords, usage rules, and
both spatial and temporal ranges. Another frequently applied
example is the dynamic management of semantically described
functions for a service-oriented / skill-based management of
production processes, described in [10], [15].

A catalog usually is deployed independent from the data
itself, which means that it can be easily applied to any existing
data management system. Note that, as depicted in Figure 1, it
supports searching for general filters as well as specific details.
The former represents domain-independent information that
can be applied to most catalogs and thus can and should
be shared among these. Concretely, this means that catalog
developers should reuse existing (de-facto) standards such as
the Data CATalog Vocabulary (DCAT) [16] to enable smooth
interoperability on this level between different catalogs. The
latter, namely specific details, stands for information that is
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particular for a certain domain. Defining these requires much
communication between both disciplines Semantic Web and
the domain, as only the annotated pieces of information can
be included in search requests afterwards.

The area Integrating Domains (B) supports human under-
standing as well as interoperability on machine level. Since
it is not useful to re-invent the wheel for each small area
one works on, people tie together knowledge from different
domains in order to represent their particular use-case best.
Combining pieces of different knowledge sources such as on-
tologies usually leads to intersections or overlaps, which often
are not clear for humans and machines. With methods from
the Semantic Web, we can solve these issues by introducing
relations like sameAs, broader, or narrower between
concepts from different domains.

Ontology Based Data Access (OBDA) provides the potential
of simple Database Access (C) on a semantic level. By
defining basic concepts such as ”failed experiments” for a spe-
cific scenario, the domain expert (without extensive database
knowledge) is enabled to easily articulate even complicated
queries. The goal is to separate a user-friendly wording of the
queries from the concrete database structure.

The potential to check semantically described data for
Consistency and to derive insights through Reasoning (D)
is beneficial in the complex ecosystem of production technol-
ogy: Errors can rapidly occur during the transition between
different applications, systems from multiple manufacturers,
and various standards along the product’s life cycle. But even
logical conflicts within the data sets can be identified.

The Aggregation of Data and models (E) enables the map-
ping of complex situations and environmental conditions based
on heterogeneous information sources. Semantic relationships
of potentially very different aspects characterizing a situation
allow an abstraction of concepts (such as location, states,
persons) with their individual representation, even if they are
represented in different structures.

IV. APPLICATION EXAMPLES IN THE INTERNET OF
PRODUCTION

This section presents five use-case examples we identified
in the research project Internet of Production and which we
will fully implement in the near future. They all originate from
open research questions in different domains, and aim to im-
prove existent processes in terms of usability, stability, speed,
or precision. These concrete examples are intended to be used
by researchers as models for any application area in the future,
and might even be translated into archetypes. Figure 2 clearly
illustrates which application areas from Figure 1 are covered
by the five example applications. All examples cover one or
two areas, and all areas are covered by at least one example.

Example 1: An example of an application for area (A) is
the creation of a cross-disciplinary catalogue that provides
a searchable overview of the various research activities and
the data generated in the project. The catalogue makes it
easier for researchers in computer science, mechanical engi-
neering, economics and social sciences to find links between

Fig. 2. Allocation of the use-case examples presented in Section IV to the
application areas from Section III. Note that some examples cover multiple

areas, and that all areas are covered.

(sub-) projects, solutions for similar problems or potential
research partners. A concrete implementation plan includes
both a distributed file system that stores the data, and Apache
Jena Fuseki [17] metadata system that provides metadata
management and a convenient query interface via the SPARQL
Protocol and RDF Query Language (SPARQL) [18]. The
catalogued information includes, but is not limited to, a vast
amount of datasets consisting of sensor values collected from
production machines or simulations. Required annotations and
search filter in this example include responsible person, tempo-
ral characteristics, accrual periodicity, domain and file format.
Note that providing data to others requires the data steward
to add most of the above-mentioned annotations manually, as
only some fields can be filled automatically. It is not a trivial
task to motivate data providers to execute this step properly.

Example 2: The second application is the integration of
different engineering models and to relate these with each
other, which combines areas (A) and (B). In the product
development process, a wide variety of models is created
and their relations are mostly implicit knowledge only. Our
partners asked for techniques to explicitly annotate important
relations between models and query these afterwards. Please
note that the models are very heterogeneous in terms of
domain, file format, and level of detail. The file format, for
instance, ranges from simulation scripts over 3D sketches
to rich Computer-Aided Design (CAD) models. We tackle
area (B) in this use-case by introducing a minimal ontology,
which is depicted in Figure 3 and is aligned with DCAT. This
ontology is used to properly relate models with each other,
which includes to tell that (i) two models represent the same
thing, (ii) an element in one model represents the same thing
than one from another, or (iii) an element in a model or a
complete model is more specific or general than another. The
first realized concrete axioms state that a particular engine
within a CAD model of a Audi A4 car represents the same
as a blender 3D visualization’s part that depicts the engine of
a Volkswagen Amarok. Since we did not only link models to
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each other via these properties, but also catalogize them in a
model catalog, this use-case combines areas (A) and (B) and
enables a holistic integration of individual (sub-)models along
the life cycle.

Fig. 3. The minimal ontology we created for the model catalog use-case. It
is aligned with DCAT and represents any model as a distribution that has a
file format (dark blue above). In this WebVOWL [19] screenshot, the light

blue properties below show possible relations between models and elements
within these, which are linked via the property has part.

Example 3: Another promising use-case is an implemen-
tation of the OBDA approach (C) for Ultrashort Pulse Laser
Processing (USP). In this process, we record time series of
a laser’s three-dimensional position as well as temperature
data of four locations, and store it in a relational database.
Analyzing the data requires the USP domain experts to design
complex Structured Query Language (SQL) queries, which
however is not part of their expertise. We avoid the time-
consuming and error-prone individual process via OBDA
mappings and a minimal ontology, which are both designed
cooperatively by the USP domain experts and ourselves. The
current demonstrator can be queried locally via the Ontop
plugin for Protégé and allows the engineers in particular query
failed experiments, crucial temperature developments, stable
runs etc. in their own wording via SPARQL. A full imple-
mentation of this use-case includes to identify and understand
all existing SQL queries, create new ones where required, and
specify proper OBDA mappings that are easy to understand
for the end users.

Example 4: An example for the data aggregation (E) as
well as the integration of domains (B) is a context-sensitive
user interface that adapts the user’s position to show relevant
information regarding the nearest, dynamic environment. For
this purpose, a predefined information object is labeled with
contextual tags (e.g., a location, device category, user role,
machine state). Depending on the user’s devices (e.g., tablet or
glasses) the localization can be determined in different ways:
An indoor tracking system such as Bluetooth Low Energy
beacons refers to the referencing anchors; image recognition
enables tracking based on visual significant features in the
environment; augmented reality frameworks (e.g., Google
ARCore) combine multiple technologies and define virtual
anchors. A semantic description of the spatial references links
them to the concrete information object via the concept of

localization. This is applied in the same way to other tags
such as machine state or the user role.

Example 5: The last use-case we present models production
planning, logistics, and control for injection molding in plas-
tics processing. It combines areas (D) and (A), as we construct
and manage both reasoning rules and instances, respectively.
In this example, we together with the experts from plastics
processing fully model the required complexity of production
planning in this domain. That are in particular dependencies
and consequences between possible choices, and support to
infer new knowledge from given the input in form of annotated
instances. Possible outcomes of this use-case include the
ability to produce optimal production plans from given inputs,
as well as to derive new knowledge in that area, which can
be shared among humans and machines. In order to complete
this, all necessary information on the machines’ availability,
incoming orders, and matching rules need to be extracted in
a semi-automatic way from an Enterprise Resource Planning
(ERP) system.

This section presented five exemplary use-cases that we
observed, and which are intended to support future researchers
in their tasks to leverage the Semantic Web in their projects.
As shown in Figure 2, these examples cover one or two
application areas from Figure 1 each, and all areas are covered.
The presented examples tackle practical problems occurring in
different domains, ranging from data access and management
to analysis and reasoning. In the concrete implementation,
domain experts work together with Semantic Web experts to
build target-oriented solutions for practical use.

V. CONCLUSION AND FUTURE WORK

In this paper we argued that, especially in the recent years,
the push of the Semantic Web matches well with the pull from
the ever growing amount of networked information sources in
the Internet of Production. This leads to an increased need for
an actual application of Semantic Web technologies within
various domains including production. We grouped the major
strengths of the Semantic Web in the production domain into
five areas that are intended to support motivating these to
different people in research and industry.

With five exemplary use-cases that we observed in the
project Internet of Production, we demonstrate possible solu-
tions and their effectiveness to future researchers. These use-
cases show that a strong collaboration of experts from both the
Semantic Web and the application domain is essential indeed.
Our paper is a good step towards bridging these domains, as
we showed important matches between possibilities on the one
side and requirements in use-cases on the other side.

Future work includes to further design, implement, and
document these five use-cases. Further leveraging the strengths
of the Semantic Web and its community in production will
enable a semantically interconnected Internet of Production.
The importance of collaboration between experts from both
fields remains, and is crucial to drive both domains semantics
and production.
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