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SEMAPRO 2019

Forward

The Thirteenth International Conference on Advances in Semantic Processing (SEMAPRO
2019), held between September 22-26, 2019 in Porto, Portugal, continued a series of events
that were initiated considering the complexity of understanding and processing information.
Semantic processing considers contextual dependencies and adds to the individually acquired
knowledge emergent properties and understanding. Hardware and software support and
platforms were developed for semantically enhanced information retrieval and interpretation.
Searching for video, voice and speech [VVS] raises additional problems to specialized engines
with respect to text search. Contextual searching and special patterns-based techniques are
current solutions.

With the progress on ontology, web services, semantic social media, semantic web, deep
web search /deep semantic web/, semantic deep web, semantic networking and semantic
reasoning, SEMAPRO 2019 constituted the stage for the state-of-the-art on the most recent
advances.

The conference had the following tracks:

 Basics on semantics

 Domain-oriented semantic applications

 Semantic applications/platforms/tools

We take here the opportunity to warmly thank all the members of the SEMAPRO 2019
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to SEMAPRO
2019. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

We also gratefully thank the members of the SEMAPRO 2019 organizing committee for their
help in handling the logistics and for their work that made this professional meeting a success.

We hope that SEMAPRO 2019 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the field
of semantic processing. We also hope that Porto provided a pleasant environment during the
conference and everyone saved some time to enjoy the historic charm of the city.
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Example Sentence Selection for Feedback on Preposition Usage

John Lee

Department of Linguistics and Translation, City University of Hong Kong
Email: jsylee@cityu.edu.hk

Abstract—While many writing assistance systems can automati-
cally correct grammatical errors, most do not provide any expla-
nation about their suggested corrections. This paper proposes an
algorithm that selects example sentences to serve as feedback
on preposition usage correction. This algorithm exploits the
argument/adjunct distinction to select the most relevant exam-
ple sentences. Evaluation shows that the use of argumenthood
information improves the quality of the selected sentences.

Keywords–computer-assisted language learning; example sen-
tence selection; grammatical error correction feedback; preposition.

I. INTRODUCTION

A Grammatical Error Correction (GEC) system detects and
corrects grammatical errors in a learner text [1]. Given the
input sentence “... go shopping *to a store” [2], for example,
the system may flag the preposition “to” and propose to replace
it with “at”. Studies in second language acquisition have shown
that feedback from language teachers can be beneficial to
foreign language pedagogy [3]. Most GEC systems, however,
do not provide any feedback or explanation to complement
their proposed corrections.

Research on automatic feedback generation has mostly
focused on explanatory feedback, imitating the kind of com-
ments traditionally composed by teachers (Section II-A). For
the input sentence above, the system may elaborate on its
correction with a feedback message such as “To mean traveling
to a place in order to take part in an activity, go takes at, in or
on depending on the activity ...” [2]. To date, most algorithms
generate explanatory feedback by compiling comments from
experts for different error types, and assigning them to unseen
learner errors [2], [4]. Significant manual effort is required to
cover the large variety of learner errors.

In contrast, example-based feedback, which presents exam-
ple sentences to illustrate correct usage for the user, requires no
manual composition (Section II-B). This approach can provide
wider coverage, because it can address virtually any kind of us-
age issues, however idiosyncratic, as long as relevant examples
can be found in the corpus. In addition, it supports data-driven
learning by encouraging users to discover language patterns
through observation of real-world example sentences, rather
than through direct comments from the system or teacher [5].
Some existing systems can already provide example-based
feedback by searching for similar sentences on the web [6] or
in text corpora [7]. However, we are not aware of any reported
evaluation on the quality or effectiveness of the retrieved
example sentences.

This paper proposes an algorithm for generating example-
based feedback aimed at preposition usage errors, a common
error type for students of English as a Foreign Language [8].
This algorithm exploits the argument/adjunct distinction in

prepositional phrases to help determine the most relevant
example sentences. Evaluation shows that argumenthood in-
formation can help select higher-quality example sentences.

The rest of the paper is organized as follows. The next
section presents previous work in feedback generation and
argumenthood prediction. Section III presents our approach.
Section IV describes our evaluation dataset and Section V
discusses the results. Finally, Section VI concludes.

II. PREVIOUS WORK

The feedback generated by existing writing assistance sys-
tems tends to fall into one of two types, explanatory feedback
(Section II-A) and example-based feedback (Section II-B).
After summarizing current approaches for generating these
two types of feedback, we describe the argument/adjunct
distinction in prepositional phrases (Section II-C), which will
be exploited by our algorithm.

A. Generation of Explanatory Feedback
Among GEC systems that provide explanatory feedback,

most rely on experts to manually compose the feedback
or explanation for each error category. In the more coarse-
grained approach, a “comment bank” [9] provides generic
comments for broad error types such as “wrong preposition”
or “wrong article”. After correcting an error in the input text,
the system delivers the comments associated with that error
type to the user. While these hand-crafted comments can be
comprehensive, they also tend to be generic and do not directly
address the specific word usage in the input sentence.

In the more fine-grained approach, the feedback is as-
sociated not to broad error types, but rather to parse tree
patterns [4], [10] or error case frames [2], which facilitate more
in-context feedback. Case frames for preposition errors, for
example, can be specific to the particular subject, verb, direct
object, preposition and prepositional object in the sentence [2].
This approach still requires a significant amount of manual
annotation, since error coverage is proportional to the number
of frames for which comments are available.

B. Generation of Example-based Feedback
A GEC system can also offer example sentences as feed-

back to illustrate correct usage, either as an alternative or a
supplement to explanatory feedback. This approach requires no
hand-crafted messages. Further, given the size of contemporary
text corpora, it can potentially cover a wider range of errors
with corpus examples that more closely address the user’s
errors. The ESL Assistant, for example, automatically performs
web search to retrieve sentences containing the original and
corrected phrases [6]. A CALL tool for prepositions offers
a review function, where users can request fill-in-the-blank

1Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-738-2
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items that are similar to those with which they previously
experienced difficulties [7]. A sentence is considered “similar”
if it contains the same preposition, prepositional object and
lexical head, which can be identified in a parse tree such as
the one in Figure 1.

Example sentence selection has primarily been investigated
in the context of dictionary entries [11], [12], test item gener-
ation [13] and general language learning [14], typically using
heuristics-based approaches. The kinds of example sentences
required in these contexts share many similar characteris-
tics with those for example-based feedback, such as well-
formedness, simplicity of vocabulary, and ease of understand-
ing. However, they target a larger variety of sentences, in order
to provide a comprehensive portrait of the various aspects
of the word’s usage and collocational behavior. In contrast,
example-based feedback aims at a narrower set of sentences
that can precisely address the user’s specific problem. Sen-
tence selection for this purpose, therefore, often requires more
syntactic and semantic analysis to determine the nature of
the usage error. For preposition usage, this entails analyzing
whether the preposition is used as an argument or adjunct.

C. Argumenthood
Arguments and adjuncts are linguistic concepts that have

been intensively studied. In principle, “arguments depend on
their lexical heads because they form an integral part of the
phrase. Adjuncts do not.” [15] An argument prepositional
phrase (PP) is thus more closely related to the lexical head
than an adjunct PP. For example, the phrase “to our topic” in
sentence (1) in Table I is an argument PP, namely an argument
of the lexical head “relevant”. In contrast, “to some extent” in
sentence (2) is an adjunct, serving as an adverbial to the lexical
head “relevant”. Argumenthood information has been shown to
benefit a variety of natural language processing tasks, including
PP attachment [15] and semantic role labeling [16]. It has not,
however, been applied to sentence selection for feedback on
grammatical errors.

There are a number of language resources that encode ar-
gument constructions, such as the verb subcategorization forms
in VerbNet [17] and the grammar patterns in COBUILD [18].
Past work has attempted to distinguish between PP arguments
and adjuncts with these resources, logical forms and formal
grammars [19], as well as statistical models based on word
embeddings and a variety of linguistic features [20].

III. APPROACH

Assuming that a grammatical error correction (GEC) sys-
tem has corrected a preposition error in the input sentence,
our task is to select the best example sentences from a corpus
to explain and clarify the preposition usage. Similar to [21],
we characterize preposition usage with three features: the
corrected preposition (p′); the prepositional object (obj); and
the lexical head (h). These features can be identified from a
dependency parse tree. Figure 1 shows the tree for sentence
(1) in Table I. Based on the dependency relations, we extract
p′ =“to”, obj =“topic”, and h =“relevant”.

After defining the objective of the feedback (Section III-A),
we discuss the types of example sentences to be considered
(Section III-B), and the algorithms to be used for predicting
the most suitable type (Section III-C).

... relevant ... to our topic

lexical head (h) prep (p′) prep. object (obj)

nmod

case

Figure 1. Extraction of the preposition, prepositional object and lexical head
from a dependency parse tree, as derived by the Stanford parser [22].

A. Feedback Objective

When a GEC system corrects a preposition p to p′, the user
may not be able to discern the underlying reason:

Is p′ better than p because of (a) the lexical head,
regardless of the choice of prepositional object? or
because of (b) the prepositional object, regardless of
the choice of lexical head?

For sentence (1), the answer is (a) because its PP is an
argument. The ideal example sentence should make the point
that the preposition “to” is required by the word “relevant”,
even when using other prepositional objects. In contrast, for
sentence (2), the answer is (b) because its PP is an adjunct.
A useful example should emphasize that “to ... extent” is
the expected expression, even for lexical heads other than
“relevant”.

B. Types of example sentences

Table I lists some possible types of example sentences to
provide feedback. An Identical Example is a sentence with the
same p′, obj and h as the input sentence. Sentences (3) and (4),
for example, would serve as Identical Examples for sentences
(1) and (2), respectively. An Identical Example seems useful
in reinforcing the correction, since its content most closely
matches the input sentence. However, by merely repeating the
correction with the same h and obj, it gives no new insight and
does not resolve the ambiguity noted in Section III-A: the user
still would not be able to tell whether h or obj triggered the
correction. We will therefore not give further considerations to
Identical Examples. Instead, we focus on two kinds of example
sentences:

1) Argument Example: We use the term “Argument Ex-
ample” to refer to a sentence with the same p′ and h as the
input sentence. In Table I, sentence (5) serves as an Argument
Example for (1) and (2). It gives useful feedback for sentence
(1), where the to-PP is an argument. By using a different obj
(“her”), it makes clear that the use of “to” is linked to the
lexical head “relevant”. In other words, it highlights the fact
that to is an argument PP for the adjective “relevant”.

In contrast, this example is less optimal for sentence (2).
In reusing the lexical head “relevant”, it fails to make the
point that the expected expression is “to ... extent”, and may
even give the false impression that “*in some extent” could be
appropriate with other lexical heads.
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TABLE I. TYPES OF EXAMPLE SENTENCES AS FEEDBACK ON PREPOSITION USAGE.

Type Sentence Lexical head (h) Prep (p′) Prep. object (obj) Remarks
(Corrected) input (1) This book is relevant with to our topic. relevant to topic to-PP is an argument

(2) This book is relevant in to some extent. relevant to extent to-PP is an adjunct
Identical Example (3) This movie is relevant to the current topic relevant to topic Same h, p′ and obj as (1)

(4) This movie is relevant to a large extent. relevant to extent Same h, p′ and obj as (2)
Argument Example (5) This movie is relevant to her. relevant to her Same h and p′ as (1), (2)
Adjunct Example (6) This movie is outdated to a large extent. outdated to extent Same p′ and obj as (2)

2) Adjunct Example: We use the term “Adjunct Example”
to refer to a sentence with the same p′ and obj as the input
sentence. In Table I, sentence (6) serves as an Adjunct Example
for (2). It gives useful feedback for sentence (2), where the to-
PP is an adjunct. By using a different lexical head, “outdated”,
it clarifies that the choice of “to” as preposition is not tied to
“relevant”; rather, it is required for the PP “to ... extent”, even
when under another lexical head.

C. Algorithm for Example Sentence Selection
To evaluate the effect of the argument/adjunct distinction

on the quality of example-based feedback, we implemented the
following algorithms for selecting example sentences. Given h,
p′ and obj, the algorithm is to determine whether Argument
Examples or Adjunct Examples are more suitable as example
sentences.

1) Majority Baseline: Ignoring the argument/adjunct dis-
tinction, this baseline always chooses the majority type in the
evaluation dataset (Section IV).

2) COBUILD Grammar Patterns Baseline: These grammar
patterns consist of phrases or clauses that are used with a
verb [18], adjective or noun [23]. One pattern for the adjective
relevant, for example, is the PP “to n”. This baseline opts
for Argument Examples as feedback if p′ is listed among the
patterns for h. Otherwise, it chooses Adjunct Examples.

3) Association Score Difference: Recent research sug-
gested that the phenomenon of argumenthood is not binary,
but gradient [20]. The grammar patterns define a boundary
between argument and adjunct, but this boundary may not be
the one at which Argument Examples become more useful
than Adjunct Examples, or vice versa. This algorithm uses the
logDice score [24], which measures word collocation strength
based on the Dice Coefficient, as a proxy to learn this boundary
from user data.

Let logDice(h, p) represent the logDice score for the
lexical head and the preposition, and let logDice(obj, p)
represent the score for the prepositional object and the prepo-
sition. We compute the difference between these scores, i.e.,
∆logDice = logDice(h, p) − logDice(obj, p). We choose
Argument Examples if ∆logDice > θ and Adjunct Examples
otherwise, with θ to be optimized on user data.

While there are many other approaches for predicting
argumenthood (Section II-C), most concentrate on verbs as
lexical heads and would have required non-trivial extension
for nouns and adjectives. Since our goal is not to investigate
the state-of-the-art in argumenthood prediction, we chose to
use the logDice score for its simplicity and availability via
Sketch Engine.

IV. EVALUATION DATASET

We extracted sentences containing preposition usage errors
from Release 3.3 of the National University of Singapore

(NUS) Corpus of Learner English (NUCLE) [25]. To construct
an evaluation dataset that is balanced in terms of the part-of-
speech (POS) of the lexical head and the argument/adjunct
distinction, we randomly selected 24 sentences within the
following constraints:

• Lexical head POS: 10 sentences have verbs as lexical
head, 10 have nouns, and 4 have adjectives;

• Argument vs. Adjunct: Among sentences with lexi-
cal heads of each POS, one half have argument PPs
and the other half have adjunct PPs, according to the
COBUILD Grammar Patterns (Section III-C).

Since our research focus is on example sentence selection
rather than grammatical error correction (GEC), we used the
gold preposition in NUCLE to ensure that GEC accuracy
would not be a confounding variable. A total of 8 prepositions
(“at”, “for”, “from”, “in”, “of”, “on”, “through”, “to”, and
“within”) are represented in the dataset.

We retrieved example sentences in Sketch Engine with
the collocation (h, p) to serve as Argument Examples, and
sentences with the collocation (obj, p) to serve as Adjunct
Examples. For each of the 24 input sentences, we collected the
first three sentences returned by Good Dictionary EXamples
(GDEX) [11] to create an Argument Example Set and an
Adjunct Example Set. Table II shows an example item in the
evaluation dataset.

For each item, we asked five human raters to decide
whether the Argument or Adjunct Example Set was more
useful. All five raters were advanced non-native speakers
of English with a postgraduate degree in linguistics. The
argument/adjunct distinction of the sets was not disclosed to
the raters.

TABLE II. EXAMPLE ITEM IN EVALUATION DATASET

(Corrected) The only way to satisfy the increasing demands of for space
Input is by achieving a better usage ...
Adjunct Canisters aren’t the best option for big spaces.
Example It’s the perfect accent lamp for a small space.
Set So that is a very practical use for space.
Argument The demand for processed food items have increased ...
Example They show no sign of scaling back their demands for human rights.
Set Thus, demand for base metals will remain very strong.

V. EVALUATION RESULTS

We applied each algorithm in Section III-C to select either
the Argument or Adjunct Example Set for each item in
the evaluation dataset. For the Association Score Difference
algorithm (Section III-C), we obtained the logDice scores in
the English Web 2015 corpus on Sketch Engine, and tuned
the value of θ using leave-one-out cross-validation in the
evaluation dataset (Section IV).
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TABLE III. ACCURACY IN SELECTING EXAMPLE SENTENCES FOR
FEEDBACK ON PREPOSITION USAGE

Algorithm Accuracy
COBUILD Grammar Patterns baseline 67.50%
Majority baseline 72.50%
Association Score Difference 76.67%

Table III shows the algorithms’ accuracy in selecting the
example set preferred by the rater. The Majority baseline
achieved an accuracy of 72.50% by always choosing the
Argument Example Set. Recall that only 50% of the items in
the dataset have p′ listed in the COBUILD Grammar Patterns
as an argument marker (Section IV). This suggests a general
preference among raters for example sentences illustrating
argument usage. This preference holds regardless of the POS
of the lexical head. For the rater with the strongest such
preference, the Argument Example Set was deemed more
useful in 8 out of the 12 adjunct items.

The COBUILD Grammar Patterns yielded an accuracy of
67.50%, below the Majority baseline. When it chose Argu-
ment Examples, the raters almost always agreed. Most errors
occurred when it opted for Adjunct Examples, when the raters
often preferred the Argument ones. This may reflect incom-
plete coverage in the grammar patterns, or could be the result
of the gradient effect of the argumenthood phenomenon [20].

The Association Score Difference algorithm produced the
best performance, at 76.67% accuracy. The improvement over
the Majority baseline, at p < 0.074 by McNemar’s Test,
approaches statistical significance. The logDice score turned
out to be a close proxy of the COBUILD Grammar Patterns,
generally giving higher scores to (h, p′) collocations where p′
is listed in the patterns. Reflecting the raters’ general prefer-
ence for Argument Examples, the threshold θ was tuned to a
relatively large negative value. This means that the algorithm
selected Adjunct Example Sets only when the logDice score
for (obj, p′) enjoyed a large margin over the score for (h,
p′). Experimental results thus show that the Dice Coefficient
was effective in making more judicious selections for Adjunct
Example Sets to cater to user preference on the argument-
adjunct gradient for example sentences for preposition usage.

VI. CONCLUSION

We have presented a novel approach to select example
sentences as feedback on preposition usage. This algorithm
exploits the argument/adjunct distinction to determine the most
useful examples. Evaluation shows that it can learn user
preference on the argument-adjunct gradient to improve the
quality of the selected example sentences.
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Abstract—Customer segmentation is an important task for mar-
keteers. It is a prerequisite for precise and successful marketing
campaigns. The traditional way of conducting it is by clustering
based on demographic, geographic and psychographic variables
like sex, age, city, or profession. Such an approach has several
drawbacks. First, some of these variables might be hard to obtain
in practice. Second, deducing from them actual interests for
certain products is very hard in practice. In this paper, we present
a different approach, in which we use short text snippets provided
by users in an online contest to come up with a much more
precise user interest profile. In particular, these text snippets are
matched to keyword lists representing several marketing target
groups like Freestyle Action Sportsmen, Young Performer, etc. For
that, we employed the cosine measure on outlier robust centroids
of GloVe word embeddings. These centroids are determined in
an iterative fashion that gives most focus on non-outlier vectors
and tends to disregard vectors, which are far off from the
others. The evaluation showed that we obtained superior results
with our method than several baseline approaches including one
alternative method of noise reduction based on tf-idf weights.

Keywords–GloVe; Targeted marketing; Outlier robust centroid

I. INTRODUCTION

Market segmentation is one of the key tasks of a marketer.
Usually, it is accomplished by clustering over demographic
variables, geographic variables, psychographic variables, and
behaviors [1]. In this paper, we will describe an alternative
approach based on unsupervised natural language processing.
In particular, our business partner operates a commercial youth
platform for the Swiss market, where registered members get
access to third-party offers such as discounts and special events
like concerts or castings. Actually, several hundred online
contests per year are launched over this platform sponsored
by other firms. An increasing number of them require the
members to write short free-text snippets, e.g., to elaborate
on a perfect holiday at a destination of their choice in case
of a contest sponsored by a travel agency. Based on the
results of a broad survey, the platform provider’s marketers
assume five different target groups called youth milieus. A
sixth milieu called Special groups comprises all those who
cannot be assigned to one of the upper five milieus. For
each milieu (with the exception of special groups) a keyword
list was manually created to describe its main characteristics.
For triggering marketing campaigns, an algorithm shall be
developed that automatically assigns each contest answer to the
most likely target group: we propose the youth milieu as best

match for a contest answer, for which the estimated semantic
similarity between the associated keyword list and user answer
is maximal.

The semantic similarity of the two documents is then esti-
mated by computing the cosine measure on the two centroids.
One typical issue in this approach is that text can contain noise
in form of words irrelevant for the actual topic. Such words are
often either function words or have a very general meaning and
can partly be filtered out using stop word lists. Additionally,
one can mitigate this problem by weighting the word vectors
according to their associated tf-idf value. We follow in this
paper an alternative method to tf-idf word vector weighting,
which is the use of an outlier robust centroid. This centroid
reduces the influence of outliers by an iterative approach that
weights the individual word vectors by their distance to the
current centroid.

The remainder of this paper is structured as follows. In
Section II, we summarize existing work on semantic similarity
estimation. In Section III we describe the process of obtaining
the outlier robust centroid in detail. Section IV describes
the application to targeted marketing. Section V contains
the evaluation results obtained on two manually annotated
contests including a discussion. Finally, the paper concludes
with Section VI, which summarizes the obtained results and
gives an outlook to possible future work.

II. RELATED WORK IN SEMANTIC SIMILARITY
ESTIMATION

Semantic similarity estimation is usually based on word
or sentence vectors that are first aggregated document-wise to
centroid vectors, which are afterwards compared by the cosine
similarity. The most popular method to come up with word
vectors is Word2Vec [2], which is based on a 3 layer neural
network architecture in which the word vectors are obtained
as the weights of the hidden layer. Alternatives to Word2Vec
are GloVe [3], which is based on aggregated global word co-
occurrence statistics and the Explicit Semantic Analysis (or
shortly ESA) [4], in which each word is represented by the
column vector in the tf-idf matrix over Wikipedia.

The idea of Word2Vec can be transferred to the level of
sentences as well. In particular, the so-called Skip Thought
Vector model (STV) [5] derives a vector representation of the
current sentence by predicting the surrounding sentences.
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Sond and Roth [6] propose an alternative approach to
applying the cosine measure to the two word vector centroids
for ESA word embeddings called Dense-ESA. In particular,
they establish a bipartite graph consisting of the best matching
vector components by solving a linear optimization problem.
The similarity estimate for the documents is then given by
the global optimum of the objective function. However, this
method is only useful for sparse vector representations. In case
of dense vectors, Mijangos et al. [7] suggested to apply the
Frobenius kernel to the embedding matrices, which contain
the embedding vectors for all document components (usually
either sentences or words) (cf. also [8]). However, crucial
limitations are that the Frobenius kernel is only applicable if
the number of words (sentences respectively) in the compared
documents coincide and that a word from the first document is
only compared with its counterpart from the second document.
Thus, an optimal matching has to be established already
beforehand.

Another similarity estimate that employs the entire em-
bedding matrix is the word mover‘s distance [9], which is
a special case of the earth mover‘s distance, a well studied
transportation problem. Basically, this approach determines the
minimum effort (with respect to embedding vector changes)
to transform the words of one text into the words of another
text. The word mover‘s distance requires a linear optimization
problem to be solved. Linear optimization is usually tackled
by the simplex method, which has in the worst case, which
rarely occurs however, exponential runtime complexity.

In two former papers we proposed for the task of customer
segmentation two additional text similarity estimates, one
based on an ontology [10] and the other on matrix norms [11]
applied on the word similarity matrix over the two texts to
compare.

A drawback of most conventional similarity estimates as
described above is that slightly related word pairs can have in
aggregate a considerable influence on their values, i.e., these
estimates are sensitive to noise in the data.

III. OUTLIER ROBUST CENTROIDS

The outlier robust centroid is illustrated in Figure 1. We
basically use a variant of the Huber centroid but applied on
ordinary vectors instead of covariance matrices [12]. The red
dot denotes the ordinary centroid of the black dots, the blue
dot is the outlier robust centroid. As one can perceive from the
figure, the ordinary centroid is much more drawn in direction
of the outlier (the black dot on the very bottom) than its outlier
robust counterpart.

The procedure to obtain the latter is given in pseudo-
code (see algorithm 1). First, the word vector weights are
initialized with 1 divided by the number of word vectors.
In this way, each word vector is weighted identically at the
beginning. Afterward (step 2), our initial centroid is computed
as the weighted sum of all word vectors. Now we update
the weight, where each vector is weighted by the reciprocal
of its distance to the centroid. In bid to avoid weights of
infinity, we add a tiny positive amount to the distance prior to
building the reciprocal. Using this weighting procedure, very
distant vectors, typical outliers, are weighted less than closeby
ones. Now we repeat this process returning to step 2 until the

Algorithm 1 Outlier Robust Centroid

1: procedure ROBUST OUTIER(vec)
2: numit = size(vec)
3: w ← [1/numit , . . . , 1/numit ]
4: for ever:
5: C := [0, . . . , 0]
6: w sum := 0
7: i := 0
8: for vec in vecs:
9: C+ = w[i++] · vec

10: i := 0
11: for vec in vecs :
12: w [i] = 1/(dist(vec,C ) + 0.00001)
13: w sum+ = w [i++]
14: for wi in w :
15: wi := wi/w sum
16: if dist(C , last C ) < threshold then
17: break
18: last C := C
19: return C

Figure 1. Outlier robust centroid (blue dot) vs ordinary centroid (red dot).

coordinates of the centroid have sufficiently converged and
remain basically unchanged.

IV. APPLICATION TO TARGETED MARKETING

Market segmentation is one of the key tasks of a marketer.
Usually, it is accomplished by clustering over demographic
variables, geographic variables, psychographic variables and
behaviors [1]. In this paper, we will describe an alternative
approach based on unsupervised natural language processing.
In particular, our business partner Jaywalker GmbH operates
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a commercial youth platform for the Swiss market, where
registered members get access to third-party offers such as
discounts and special events like concerts or castings. Actually,
several hundred online contests per year are launched over
this platform sponsored by other firms. Some of them require
the participants to write short free-text snippets. For instance,
in one of our contests, the participants should specify their
three preferred travel destination countries and elaborate on
how a perfect holiday there would look like. An example of a
participant’s answer is given below:

1) Jordanien: Ritt durch die Wüste und Petra im Morgen-
grauen bestaunen bevor die Touristenbusse kommen

2) Cook Island: Schnorcheln mit Walhaien und die Seele
baumeln lassen

3) USA: Eine abgespaceste Woche am Burning Man Festival
erleben

English translation:

1) Jordan: Ride through the desert and marveling Petra
during sunrise before the arrival of tourist buses

2) Cook Island: Snorkeling with whale sharks and relaxing
3) USA: Experience an awesome week at the Burning Man

Festival

Based on the results of a broad survey, the platform
provider’s marketers assume five different target groups (called
milieus) being present among the platform members: Pro-
gressive Postmodern Youth (people primarily interested in
culture and arts), Young Performers (people striving for a
high salary with a strong affinity to luxury goods), Freestyle
Action Sportsmen, Hedonists (rather poorly educated people
who enjoy partying and disco music) and conservative youth
(traditional people with a strong concern for security). A
sixth milieu called Special Groups comprises all those who
cannot be assigned to one of the upper five milieus. For
each milieu (with the exception of Special Groups) a keyword
list was manually created to describe its main characteristics.
For triggering marketing campaigns, an algorithm shall be
developed that automatically assigns each contest answer to
the most likely target group: we propose the youth milieu
as best match for a contest answer, for which the estimated
semantic similarity between the associated keyword list and
user answer is maximal. In case the highest similarity estimate
falls below the 10 percent quantile for the distribution of
highest estimates, the special groups’ milieu is selected. Since
the keyword list typically consists of nouns (in the German
language capitalized) and the user contest answers might con-
tain a lot of adjectives and verbs as well, which do not match
very well to nouns in the Word2Vec vector representation, we
actually conduct two comparisons for our Word2Vec based
measures, one with the unchanged user contest answers and
one by capitalizing every word beforehand. The final similarity
estimate is then given as the maximum value of both individual
estimates.

Note that we apply the outlier robust centroid only to the
word vectors derived from the user snippets since the keyword
list is manually defined and should usually be free of noise.

V. EVALUATION

For evaluation, we selected three online contests (language:
German), where people elaborated on their favorite travel des-

TABLE I. OBTAINED ACCURACY VALUES FOR SEVERAL SIMILARITY
MEASURES AND FOR SEVERAL BASELINE METHODS.

(W)W2VC=(TF-IDF-WEIGHTED) WORD2VEC EMBEDDING CENTROIDS.
GLOVE,R.=GLOVE USING OUTLIER ROBUST CENTROIDS.

Method Contest
1 2 3 All

Random 0.167 0.167 0.167 0.167
ESA 0.357 0.254 0.288 0.335
ESA2 0.355 0.284 0.227 0.330
W2VC 0.347 0.328 0.227 0.330
WW2VC 0.347 0.299 0.197 0.322
GloVe 0.350 0.269 0.258 0.328
GloVe,R. 0.365 0.239 0.303 0.342
STV 0.157 0.313 0.258 0.189

TABLE II. MINIMUM AND MAXIMUM AVERAGE INTER-ANNOTATOR
AGREEMENTS (COHEN’S KAPPA) / AVERAGE INTER-ANNOTATOR

AGREEMENT VALUES FOR OUR AUTOMATED MATCHING METHOD.

Method Contest
1 2 3

Min kap. 0.123 0.295/0.030 0.110/0.101
Max. kap. 0.178 0.345/0.149 0.114/0.209

# Entr. 1544 100 100

TABLE III. CORPUS SIZES MEASURED BY NUMBER OF WORDS.

Corpus # Words

German Wikipedia 651 880 623
Frankfurter Rundschau 34 325 073
News journal 20 Minutes 8 629 955

tination, speculated about potential experiences with a pair of
fancy sneakers (contest 2) and explained why they emotionally
prefer a certain product out of four available candidates. We
experimented with different keyword list sizes (see Table IV)
but obtained the best results with rather few, and therefore
precise keywords (see Table V).

In bid to provide a gold standard, three professional mar-
keters from different youth marketing companies annotated
independently the best matching youth milieus for every con-
test answer. We determined for each annotator individually
his/her average inter-annotator agreement with the others (Co-
hen’s kappa). The minimum and maximum of these average
agreement values are given in Table II. Since for contest 2
and contest 3, some of the annotators annotated only the first
50 entries (last 50 entries respectively), we specified min/max
average kappa values for both parts. We further compared
the youth milieus proposed by our unsupervised matching
algorithm with the majority votes over the human experts’
answers (see Table I).

The Word2Vec and GloVe word embeddings were trained
on the German Wikipedia (dump originating from 20 February
2017) merged with a Frankfurter Rundschau newspaper Corpus
and 34 249 articles of the news journal 20 minutes (see
http://www.20min.ch), where the latter is targeted to the Swiss
market and freely available at various Swiss train stations (see
Table III for a comparison of corpus sizes). By employing
articles from 20 minutes, we want to ensure the reliability
of word vectors for certain Switzerland specific expressions
like Velo or Glace, which are underrepresented in the German
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TABLE IV. ORIGINAL KEYWORD LISTS (TRANSLATED FROM GERMAN).

Youth Millieu Keywords

Progressive Postmodern Youth Trend, Trendsetter, Opinion Maker, Opinion Maker, Opinion, Opinion Leader, Individual-
ity, Individual, Self-realization, Urban, Urbanity, City, Urban, Forward Thinker, Academic,
Academic, Conscious, Design, Culture, Cultural, Choice, Freedom, Flexibility, Unbound,
Progressive, Ecology, sustainability, new, discover, discovery, postmodern, hip, future,
cultural journey, history, buildings, architecture, theatre, language travel, ipster, acting,
instrument, musical, vegan, vegetarian, vegetarian, vegetarian, arthouse, independent,
beard, criticism, rehearsal, band, books, literature, language, green, secondhand, fair,
human right, human rights

Young Performer Mobility, mobile, flexible, flexibility, performance, performance, performance-oriented,
elite, elitist, risk, risk-averse, luxury, luxurious, income, self-realization, self-management,
career, spontaneous consumption, education, educated, student, Status, bespoke, Brands,
individual, Individuality, excessive, Success, materialistic, materialistic, possession, wealth,
enjoyment, Enjoy, Wellness, City break, Gourmet, First class, Business, Opera, Metropole,
Money, Account, MBA, CAS, MAS, business, Tailored, Individual

Freestyle Action Sportsman Apprentice, Music, Sports, Sporty, New, New, Action, Action, Joy, Joy, Experience,
Freestyle, Social, Joy, Just, Justice, Adventure, Adventurous, Optimism, Optimist, Extreme,
Casual, Sportmania, Improvisation, Improvise, Freestyle, Freedom, Unbound, free, posi-
tive, celebrate, party, party, yolo, rap, rhythm, freeride, adventure, snow, mountains, bladen,
skating, board, authenticity, interculturality, self-determination, left-liberal, curiosity, sea,
nature, natural, video, film, nature, chill, group, homies, style, cool, go-pro

Hedonist Mainstream, enjoy, enjoyment, intense, casual, unectritical, mass, communicative, enter-
tainment, variety, inconspicuous, carefree, consumption, hedonist, materialistic, material-
istic, joy, pleasure, lust, desire, painless, selfish, momentary, present, decadence, decadent,
egoism, celebrate, party, party, lazy, lazy, all-inclusive, discount, cheap, last minute, beach,
rock, pop, hits, new, current, charts, cinema, stadium, exit, club, drink, event, weed, grass,
smoking, street parade, carnival, television, sofa, playstation, xbox

Conservative Youth conservative, bourgeois, bourgeois, tradition, traditional, modest, modesty, community,
common, down-to-earth, down-to-earth, associations, considered, orderly, Switzerland,
future, middle class, virtue, virtuous, preserve, Existing, Stable, Stability, Preserve, Protect,
Protection, Social, Craft, Democracy, Democratic, People, Hiking, Mountains, History,
Homeland, Folklore, Popular, Carnival, Guugen, SVP, Work, Former, Quarter, Closing
time, Stammtisch, Beiz

TABLE V. REDUCED KEYWORD LIST (TRANSLATED FROM GERMAN).

Youth milleu Keywords

Progressive Postmodern
Youth

clothing, music, art, freedom, culture,
educated

Young Performer rich, elite, luxury, luxurious
Freestyle Action Sportsmen Sports, Fitness, Music
Hedonist poor, communication, self-fulfilment,

entertainment, party, music, disco
Conservative Youth conservation of value, conservativity,

citizenship, Switzerland

Wikipedia and the Frankfurter Rundschau corpus. ESA is
usually trained on Wikipedia, since the authors of the original
ESA paper suggest that the articles of the training corpus
should represent disjoint concepts, which is only guaranteed
for encyclopedias. However, Stein and Anerka [13] challenged
this hypothesis and demonstrated that promising results can
be obtained by applying ESA on other types of corpora
like the popular Reuters newspaper corpus as well. Unfor-
tunately, the implementation we use (Wikiprep-ESA, URL:
https://github.com/faraday/wikiprep-esa) expects its training
data to be a Wikipedia Dump. Furthermore, Wikiprep-ESA
only indexes words that are connected by hyperlinks, which
are usually lacking in ordinary newspaper articles. So we
could train Wikiprep-ESA on Wikipedia only but additionally
have developed a version of ESA that can be applied on
arbitrary corpora (in the following referred to as ESA2) and
which was trained on the full corpus (Wikipedia+Frankfurter
Rundschau+20 minutes). The STVs were also trained on the
same corpus as GloVe and Word2Vec embedding centroids.
The actual document similarity estimation is accomplished by

the usual centroid approach. An issue we were faced with
is that STVs are not bag of word models but actually take
the sequence of the words into account and therefore the
obtained similarity estimate between milieu keyword list and
contest answer would be dependent on the keyword ordering.
However, this order could have arbitrarily been chosen by
the marketers and might be completely random. A possible
solution is to compare the contest answers with all possible
permutation of keywords and determine the maximum value
over all those comparisons. However, such an approach would
be infeasible already for medium keyword list sizes. Therefore,
we use a beam search approach instead, which extends the
keyword list iteratively and keeps only the n-best performing
permutations.

Finally, to verify the general applicability of our approach,
we conducted a second experiment, where a novel by Edgar
Allen Poe (The purloined letter) was independently translated
by two different translators into German. We aim to match a
sentence from the first translation to the associated sentence
of the second by looking for the assignment with the highest
semantic relatedness disregarding the sentence order. The
obtained accuracy values based on the first 200 sentences of
both translations are given in Table VI. To guarantee an 1:1
sentence mapping, periods were partly replaced by semicolons.

The evaluation showed that the use of outlier robust
centroids leads to superior results on our evaluation set in
terms of classification accuracy in comparison with its non-
robust counterpart on 2 of the three contests and also for
the overall comparison, for which all entries of the three
contests are merged by concatenation as well as for the second
task of translation matching. Furthermore, our method also
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TABLE VI. ACCURACY VALUE OTBAINED FOR MATCHING A SENTENCE OF
THE FIRST TO THE ASSOCIATED SENTENCE OF THE SECOND TRANSLATION.

Method Accuracy

ESA 0.672
GloVe 0.706

GloVe,R. 0.726
STV 0.716

W2VC 0.726

clearly outperforms the use of centroids of tf-idf weighted
embeddings, which is an alternative method for noise reduction
in the data.

VI. CONCLUSION

We proposed a similarity measure to compare GloVe
embeddings from different documents based on outlier ro-
bust centroids. This measure was evaluated on the task to
assign users to the best matching marketing target groups. We
obtained superior results compared to the usual non-robust
centroid / cosine measure similarity estimation for contests
1 and 2 as well as overall (just appending the individual
contests to form one large contest). As future work, we plan
to evaluate additional similarity measures like Dense ESA or
novel sentence embedding approaches on our dataset.
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I. INTRODUCTION 

The access of DeafBlind (DB) people to information is 
generally limited to communication with other human 
beings through various, often non-standard, languages. 
Therefore, they require a human intermediary to query a 
database, or to be able to understand database reports 
expressed in some readable string form. Attempts to 
facilitate such communication have been described [1][2], 
including based on ontologies [16], sign languages [10], the 
Semantic Web [17], and even neural networks [9]. 
However, the formal aspect of data referencing has not been 
addressed in the literature in great depth. In this paper, 
based on a categorizing feature of natural languages [11], a 
formalism will be proposed that should make it possible to 
establish syntax correspondences between natural language 
expressions and databases.  

In Section II, the concept of data aggregate will be 
introduced, to be subsequently endowed, in Section III, with 

a simple structure based on the logical connectives , .In  
Section IV, a string syntax will be derived from the 
resulting expressions and shown to be consistent with both 
natural language and databases. In Section V, the scope of 
the connectives will be enlarged to include categories of 
data items, and the resulting n-tuple structure will be seen to 
be, in Section VI, a particular case of more complex two-
dimensional structures. Based on such general structures, a 
referencing and updating language will be developed in 
Section VII, and used in Section VIII to establish 
equivalences with simple database operations, including a 
few examples showing the structures’ potential for semantic 
representation. Finally, Section IX will assess the potential 
of the proposed approach for communication with deafblind 
users. 

II. DATA AGGREGATES 

Databases have been around for a number of decades 
now. They are just a particular way to organize data [12]. 

From an abstract standpoint, databases could be described as 
symbol aggregates endowed with a particular structure, 
usually in the form of tables, but sometimes as graphs, 
objects or other ways of organization [6]. Natural Language 
(NL), being a means to deliver information, could also be 
argued to use data but, except in specific, explicitly 
structured subject areas, its users are usually unaware of the 
structure of such data. Describing a data structure consistent 
with NLs would therefore be a first step to establish a 
working correspondence between NLs and databases. This 
paper formally describes one such structure, based on a 
categorizing feature of NLs. 

For a general approach to a diversity of data structures, 
the term ‘data aggregate’ will be adopted here. A data 
aggregate is defined as a number of data items that could be 
represented as points on a surface. This is arguably the 
minimal structure that can be conceived of, and it does not 
exclude other additional structures. Thus, a number of 
colors could be considered as a data aggregate, irrespective 
of whether they are located within a rainbow or on a 
painter’s palette. In a data aggregate, items can be pointed to 
but do not have to be distinctly labelled —you may know 
nearly everything about a wood and not have a name for any 
of its trees. An item in a data aggregate could also be 
identified through a number of instructions on how to locate 
it. Also, a data aggregate could be indefinitely updated, as 
long as any new item could be represented as an additional 
point on the same surface. Goats in a herd, or data in a form, 
are simple examples of data aggregates. 

III. INTENSION AND EXTENSION IN A DATA AGGREGATE 

Items in a data aggregate could be discriminated by 
applying criteria to them. A criterion is a notion more 
general than a property, because it encompasses properties 
as well as fancy choices and algorithms. Two of the simplest 
criteria that could be applied to a data aggregate are the ones 
associated to intension and extension. Aggregations of items 
in a data aggregate do not have any extension or intension 
connotation per se, and are therefore objects more general 
than sets. Extension and intension could be implemented on 

them by means of resp. the connectives  , , e.g., 

blue  red  yellow  ...           extension [colors] 
blue  red  yellow  ...           intension [color] 

10Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-738-2

SEMAPRO 2019 : The Thirteenth International Conference on Advances in Semantic Processing

                            20 / 64



In general, therefore, a number of items u1, u2, u3, ... in a 
data aggregate could be discriminated in two alternate ways, 
i.e., 

u1  u2  u3  ... (1) 
u1  u2  u3  ...  (2) 

Because mathematical sets are said to be describable 
both in extensional and intensional terms, we shall rather 
not mix things up and separately discern either description 
instead. Hence, any expression in the form (1) will be 
referred to as a combination, while any expression in the 
form (2) will be referred to as a category. This difference 
reflects the use of plural resp. singular in human language. 
Thus, ‘colors’ could be associated to a combination, while 
‘color’ could be associated to a category. When the scope of 
the criteria is not specified, the expressions (1) and (2) could 
also be interpreted as reflecting the difference between resp. 
‘every’ and ‘any’.  

Any item u encompassed by a category C —i.e., 
complying with the criteria that define C—  will be referred 
to as an instance of C. A category C encompassing the 
instances u1, u2, u3, ... will therefore be expressed as  

C ≡ u1  u2 u3  ... 

The definitions of category and instance could be used 
as a means to locally refer to an item in a data aggregate. 
Indeed, in a data aggregate E where a category C has been 
identified, any instance of C could be expressed as a 
disambiguation of C. That is, if we denote a category as C() 
and an instance u of that category as C(u), we could refer to 
u as 

C()  →  C(u) 

The expression above may be interpreted as a path in E, 
i.e., “select C, then select the instance u of C”, where u 
could be identified by means of either a label or a number of 
instructions. In the following sections, an enlarged notion of 
disambiguation will be shown to be a powerful device to 
refer to data items in a data aggregate —arguably, the basic 
addressing device used by natural language users. 

A data item in a data aggregate could also be referred to 
through a disambiguation of categories. For example, the 
word ‘green‘ may denote either a color or a political 
affiliation. In the absence of additional cues, they could be 
disambiguated resp. as either color(green) or 
political_affiliation(green). In formal terms, if H is a 
category having the category C as an instance, then the 
instance C(u) could be referred to as 

H(u)  →  C(u) 

IV. SYMBOL SYNTAX AND STRING SYNTAX 

The notation used thus far, based on symbols such as 
connectives or arrows, will be referred to as symbol syntax. 
An alternative syntax, which shall be referred to as string 

syntax, will express categories and instances as single 
words, and disambiguations as strings, as follows: 

symbol syntax string syntax 
C() C 
C()  →  C(u) C [δ u] 

where the symbol  denotes the fact that u complies with 
the criterion that defines C. The correspondence  between 
symbol expressions and string expressions will be denoted 
as >>, e.g., 

color()  >>  color 
color()  →  color(blue)  >>  color [ blue] 

Note that, in practice, if we deem it obvious that, e.g., 
the word ‘blue‘ refers to a color, we will not precede it with 
the word ‘color’, which will have to be guessed by the 
receiver. This data compression feature hinges on an 
implicit operation that pervades human language —and 
arguably also human thought—, i.e., spontaneous 
categorization. 

V. COMBINED CATEGORIES 

The connective   could also be used to discriminate 
combinations of categories in a data aggregate. For 
example, from the categories 

mass, electric charge, spin 

a combined category could be derived, which in turn 
would give rise to a number of objects, e.g., 

mass  electric_charge  spin >> particle 
mass  electric charge  spin >> observable 
mass(9.1×10−31 kg)  electric_charge(−1.6×10−19 C)  spin(1/2) >> 

particle [ electron] 

As the latter example shows, a combination of categories 
is itself a category, having as instances combinations of 
instances of its component categories. The latter example is 
a full disambiguation of the category ‘particle’. However, 
combined categories could also be partially disambiguated 
by specifying just some instances of its component 
categories, e.g., 

bearing()  altitude(7000 ft)  No._of_passengers(80) 

Component categories in a combined category could 

also be discriminated by means of the connective . The 
resulting object could be used to identify a path within the 
data aggregate leading to any of such component categories. 
For example, the category ‘color’ could also be construed as 
an attribute, i.e., an instance of the category  

color  shape  size  ... 
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Categories pervade language, a fact which is obscured 
by the spontaneous categorization mechanism, of which 
language users are usually unaware. In human languages, 
spontaneous categorization is a run-of-the-mill feature, 
associated not only to adjectives such as ‘blue’ or ‘big’, but 
to virtually any kind of meaningful component. Thus, the 
sentence ‘birds fly’ could be inaccurately categorized as 
implying that hens fly, or meaningfully categorized by 
instead interpreting ‘birds’ as an instance of some category, 

e.g., birds  mosquitos  bats  ... having ‘fly’ as an 
attribute. Similarly, the meaning of ‘a through person’ could 
only be captured by evoking a category of concepts having 
‘through’ as an instance. 

In general, therefore, a combined category G

 will be 

defined as the general expression 

G

 = O1  O2  O3  ... (3) 

where O1, O2, O3, ... are categories, whether they have 

been disambiguated or not, and  uniquely identifies that 
particular combination of categories. The definition (3) is 
consistent with a number of concept theories [13][14], that 
describe concepts as n-tuples of symbols representing 
attributes. 

VI. CATEGORY CLUSTERS 

An n-tuple is just a one-dimensional combination of 
categories, and therefore a particular case of the more 
general concept of category cluster, where complex spatial 
relations could be incorporated as additional discrimination 
criteria in a data aggregate. A data form is a familiar 
example of data cluster. In general terms, therefore, a 
representation can now be defined as a data aggregate 
together with any number of category clusters. Now, given a 
category cluster G and one of its component categories C, 
any set of instructions r to uniquely identify C within G will 
be referred to as a relation r(G, C). 

As in the one-dimensional case, specific category 
clusters could also be referred to by specifying one or more 
of its component categories. For example, an employee’s 
record might be uniquely identified by specifying just the 
employee’s name, or his age and height. This will be 
formally described as follows. Let G be a category cluster, r 
a set of instructions to identify C within G, and Gk a copy of 
G where the data item u has been specified for the category 
C. The cluster Gk could therefore be referred to as 

Gk = G | r(G, C(u)) (4) 

i.e., Gk can be interpreted as a partial disambiguation of 
G. In string syntax, this will be expressed as  

G | r(G, C(u)) >> G [r u] 

For example,  

ball = shape(round)  color()  size() 

ballk = shape(round)  color(red)  size(big) >> ball 
[r2 red] [r3 big] 

where r1, r2, r3 would represent resp. the sets of 
instructions to locally identify each of the component 
categories ‘shape’, ‘color’, ‘size’. In the general case, the 
disambiguation of a category cluster G will be expressed in 
string syntax as 

G rj uj] (5) 

where  denotes a string made up of [rj uj] pairs, uj 
denotes an instance of the component category Cj, and rj 
denotes the relation rj(G, Cj). The possibility to uniquely 
identify a category cluster even when only some of its 
component categories have been specified is a feature 
heavily used by natural language users as a data 
compression device. Indeed, if there is only one red ball in 
the room, you would hardly want to refer to it as “the big 
red expensive air-filled ball on the sofa”. 

Any set of rules to convert string syntax expressions into 
different strings will be referred to as a conventional 
syntax. For example,  

String syntax Conventional syntax 

ball [r2 red] [r3 big] big red ball (English) 
boule [r2 rouge] boule rouge (French) 
bam [r ug] bugam (imaginary)
 [r2 ] [r3 ]     (non-word) 

The notion of category cluster, plus the relations it 
entails, endow data aggregates with powerful structures that 
could be used to semantically represent a vast number of 
concepts, e.g., ontologies, verbs, or semantic representations 
of space-time concepts, together with a local mechanism to 
refer to them [8][11]. An example of semantic cluster is 
described in Section VIII, A. 

VII. REFERENCE AND UPDATING 

The definition of the cluster-category relation implies 
that categories could also be referred to in terms of the 
cluster or clusters they are part of. This stems from the 
definition of the converse relation. Given a relation r(G, C), 
the expression 

C → C | r(G, C)   (6) 

describes the constriction of the general category C to 
the range of instances allowed in G. In string syntax, (6) will 
be expressed as 

C [r’ G] 

and r’ will be referred to as the converse relation of r. 
Example: 

color | r2(ball, color) >> color [r’2 ball] (7) 
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If we now incorporate (5) into the definition (6), the 
general expression will be 

C [r’ G rj uj]] (8) 

When G rj uj] describes a full disambiguation, the 
expression (8) will point to the unique content of C in G, 
i.e., it could be used to indirectly refer to a specific 
component instance in a category cluster.  

The expressions (5) and (8), used to refer to resp. 
category clusters and component categories, could therefore 
be used by a sender to update the receiver’s presumed 
representation. For example, if the receiver is believed to 
ignore that there is a ball on the sofa, then that information 
could be sent by means of (5), i.e., 

!ball [r4 sofa] 

where the symbol ! denotes a new category cluster to be 
included in the receiver’s representation. Such updating is a 
commonplace device used in natural language exchanges, to 
indicate, e.g., that a new character has appeared in a film, or 
a new guest has arrived at a party. If the receiver were 
presumed to know that there is a ball on the sofa but not its 
size, then that fact could be conveyed by means of the 
expression 

ball [r4 sofa] [r3 big!] 

where ! now denotes an instance intended to be included 
in a category presumed to be empty at the receiver. In a 
converse situation, where the sender ignores some 
information item supposedly known by the receiver, the 
expressions (5) and (8) could also be used for querying 
purposes, by pointing to the required item by means of a 
different symbol, e.g., 

? [r4 sofa] 
? size [r’3 ball [r4 sofa]] 

where the symbol ? points to resp. an category or 
instance unknown by the sender. The referencing and 
updating uses of (5) and (8) could be summed up as follows 

reference G [r u], C [r’ G] (9) 
updating !G [r u], G [r !u] (10) 
querying ? [r u], ? C [r’ G] (11) 

VIII. DATABASES AS CATEGORY CLUSTERS 

The expressions (10) and (11) provide a means to resp. 
update and query a communicating party, provided that the 
latter’s representation is consistent with the sender’s. 
Therefore, whatever the spatial configuration of a database 
and the language used by it to refer to its items, string 
syntax communication will be possible if the database’s 
content could be interpreted in terms of categories and 
category clusters. In order to explicitly formalize how that 
could be done, we shall use two different conceptual frames 

for the same data, i.e., a database D, configured in the form 
of tables, and an associated representation R, configured in 
terms of category clusters. 

In a database D, an empty table T consisting of the 
columns C1, C2, ... could be interpreted as a combination of 
the associated categories C1, C2, ..., and any instantiation of 
that combined category would describe a row (or potential 

row) in T. For example, let the table Tk consist of the 
columns ‘name’, ‘age’, and ‘address’. Because each of these 
can take any value within its respective scope, they can also 
be construed as categories, i.e., 

name()  age()  address()  >>  G 

where G would be a category cluster associated to T. 
By specifying values for those columns, a number of rows 
would be obtained, e.g., 

name(Oz)  age(39)  address(7th Av.) >> row1 
name(John)  age(54)  address(97 St.) >> row2 
name()  age(33)  address(221B St.)  >>  row3 

Now, if we use the connective  to link the rows above, 

then the table T  could be interpreted as a category 
ambiguously referring to any of its rows. If we use the 

connective  instead, then T could  be interpreted as a 
combination of rows, i.e., 

row1  row2  row3  ...  >>  employee 
row1  row2  row3  ...  >>  employees 

In string syntax, both rows and cells within a row could 
be referred to by means of (5) and (8), e.g., 

employee [r2 age(33)]  
age [r’2 employee [r3 221B St.]] 

where the relations r2, r’2, r3 would be defined according 
to (4) and (6). In the general case, communication between a 
database and a user could be established in either direction 
as follows: 

A. User to database  

By reversing the rules used to derive conventional 
syntaxes, messages sent by users to a database D for 
updating or querying purposes could be expressed in string 
syntax by means of resp. (10) or (11). Such messages could 
be processed at D insofar as its tables could be interpreted as 
category clusters and those clusters would be consistent 
with the sender’s. When that is the case, updating and 
querying could be interpreted in D as follows 

String syntax Database operation 
G [rm !u] N1(u1)  ...  Nm(u ←) (12a) 
!G [rm u] N1(u1)  ...  Nm(u) ← Nm(u) (12b) 
?G [rm u] Nm(u) → N1(u1)  ...  Nm(u) (12c) 
?Cm [r’m G] N1(u1)  ...  Nm(→ u) (12d) 
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where the symbols ← and → denote resp. the 
incorporation of a new item and the identification of an 
extant item. The updating operation would add resp. a value 
or a row to D, while the query would prompt D to identify 
resp. an item or a table, and then send the result to the 
querying party. Therefore, to be able to process string 
syntax expressions, a database should be configured so that 
either (a) the column headers in its tables reflect categories 
potentially referred to by the user, or (b) a sub-table could 
be identified in D for each category cluster that might be 
referred to by a user.  

This is not uncommon. Meteorological and geolocation 
databases usually record data expected to be of interest for 
the general user, and databases containing spatial/temporal 
data most often lend themselves to semantic interpretation. 
As an example, let us define the category cluster G as 
follows: 

... h1 h1 H h2 ... 

... T t1 T t2 ... 

which could be interpreted as describing a stay at the 
location h1 for an indefinite time T until the time t1, then 
some movement along some distance H during an indefinite 
time span T, and then the presence on a fixed location h2 at 
the time t2. From that cluster, the subclusters  

h1 H  H h2 

t1 T T t2 

could be denoted resp. as Gdepart, Garrive, implying the 
relations 

from(Gdepart, loc) 
at(Garrive, time) 

The above relations could be used to construct a number 
of useful string syntax expressions, e.g.,  

Gdepart [from Rome] 
Garrive [at 09:23] 

and therefore also updating and querying expressions, 
e.g., 

?time [r’2 Garrive [to Rome]] 

For a database to be able to interpret such expressions, 
the adjacency relations in the sub-table  

origin destination departure arrival 

Bonn Rome 20:15 22:30 

should be reconfigured so as to reflect the semantic 
relations in G, e.g., 

[origin] H [destination] 

[departure] T [arrival] 

so that, e.g., the sub-table 

H h2 

T t2 

could be associated to the category cluster 

Garrive(loc, time) 

The reconfigured table in D is actually a three-
dimensional table, where the original columns are now 
arranged differently, i.e., only the topology of the table has 
been changed. 

B. Database to user 

The correspondences (12a-b) could reciprocally be used 
by D to derive reports expressed in string syntax, i.e., 

Database operation String syntax 
N1(u1)  ...  Nm(→u) G [rm !u]  
Nm(u)→N1(u1)  ...  Nm(u) !G [rm u] 

that would prompt the receiver to update her 
representation in response to the query previously sent, or 
by, e.g., a geolocation algorithm intended to keep a user 
updated about his surroundings. An example would 
hopefully illustrate the reporting process. In a 
meteorological database M, the column headers ‘temp’, 
‘humidity’, ‘loc’, and ‘time’ could be associated a combined 
category that a user would interpret as a number of variables 
describing different weather states, i.e., 

Column headers  Combined category  
temp humidity loc time  temp  humidity  loc  time  

A query intended to find out, e.g., the temperature in 
Paris at 22:05 would be expressed in string syntax as 

?temp [r1 Paris] [r2 22:05] 

In response to that query, the database would locate the 
row R having ‘Paris’ under the header ‘loc’ and ‘22:05’ 
under the header ‘time’. It would then retrieve from that row 
the cell under the header ‘temp‘, and express the resulting 
value in string syntax as 

R [r3 !33ºC] [r1 Paris] [r2 22:05] (13) 

If we use English words for the subindices, then we can 
write 

r1 rin 
R Ra_row_in_this_database  
r2 rat  
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A few translation rules, together with (8), would convert 
(13) into the conventional syntax expression 

the temperature from a row in this database in Paris 
at 22:05 is 33ºC 

However, the receivers need not even know that the data 
has been retrieved from some table in the source database. 
They have chosen to ask the source because they trust it to 
output reliable data. Therefore, the source might safely 
decide to just translate  

the temperature in Paris at 22:05 is 33ºC 

This omission might seem like a trick shrewdly devised 
to get the desired result. On the contrary, it is an information 
compression device routinely used by natural language 
speakers. Consider just a few examples. 

- the kitchen [of our house] is in the ground floor 
- I can see the airport [of Beijing] now 
- the book [you expressed an interest to buy three 

minutes ago] is Finnegan’s Wake 

IX. COMMUNICATION WITH DEAFBLIND USERS 

By applying or reversing the rules that define a 
conventional syntax (cf. Section IV), communications with 
a database could be established in any conventional syntax, 
including haptic languages such as the ones used by DB 
people [10]. As to the possible implementations, a portable 
device, that could physically change hands to send and 
receive messages by other human parties, would arguably 
provide a higher degree of autonomy than garments or other 
wearable devices. At the same time, it could be programmed 
to cope with the wide variety of languages and dialects used 
by DB people, due to local learning environments and 
different degrees of sensory impairment. But it could also be 
a means, or at least provide a stimulus, for the users to 
simply learn the rules of string syntax as a universal 
language. Its three basic elements, i.e., categories, instances 
and relations, could be readily expressed by means of tactile 
icons, and its syntax rules are simplest and intuitive, and 
might help DB users to enhance their knowledge of the 
world [4][15]. The author has devised an interface that 
demonstrates this. However, such an interface is sufficiently 
specific and detailed to be reported in a separate paper. 

X. CONCLUSION 

The categorizing feature of natural languages provides a 
means to refer to items in a data aggregate that is consistent 
with both conventional languages and databases. This could 
be the basis for a communication interface connecting DB 
people to (a) databases, either through actively querying or 
updating the database or by passively receiving reports from 
it, or (b) other human partners, by providing a portable 
means to send and receive messages without the help of an 
assistant. Additionally, a portable interface could also 

provide a starting point for both DB and non-DB people to 
use string syntax as a universal language. 
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Abstract—Based on the ontology developed in the ongoing 
SUITCEYES EU-funded project to bridge visual analytics for 
situational awareness and navigation with semantic labelling of 
environmental cues, we designed a set of static and dynamic 
haptograms to represent concepts for two-way communication 
between deafblind and non-deafblind users. A haptogram cor-
responds to a tactile symbol drawn over a touchscreen, its dy-
namic nature referring to the act of writing or drawing, where 
the touchscreen can take several forms, including a smart tex-
tile screen designated for specific areas on the body. In its cur-
rent version, our haptogram set is generated over a 4 x 4 ma-
trix of cells and is displayed on the back of the user, tested for 
robustness at the receiving end. The concepts and concept se-
quences simulating simple questions and answers represented 
by haptograms are focused on ontology content for now but 
can be scaled up.  

Keywords-deafblind communication; conceptual hapto-
grams; word and sentence semantics; ontology. 

I. INTRODUCTION

Communication with and between users with deafblind-
ness is constrained by the medical nature of this disability, 
ranging from congenital to acquired deafblindness, including 
worsening sight or worsening hearing or both over time, 
plus, ultimately, symptoms of ageing as well. This renders 
parties with and without this condition in a difficult position. 
Below we focus on the severest case, congenital deafblind-
ness, and propose a novel solution for improving the com-
munication between user and trainer, but with the hope in 
mind that it can be used in the future between two such users 
too. In this use case, a new model of mutual understanding 
between the partners must be developed practically from 
scratch. 

To this end we took inspiration from Lahtinen [1] and 
Lahtinen et al. [2], whose approach, while being expanded 
over the decades, basically reproduces ideograms on differ-
ent regions of the body by a combination of hand strokes, 
gestures, pressure, etc. Branded as the social-haptic mode of 
communication, by default this is a rich tactile language with 
its own syntax and vocabulary of so-called haptemes, built 
from phoneme-like haptices, and tailored to a range of situa-
tions and topics of high practical importance including envi-
ronmental descriptions, different situations, behaviour, the 
arts and advertisements to sum up a quick sampling. At the 

same time, due to its consensual nature, it is idiosyncratic 
and in need of being applicable in distance mode as well. 
This constraint makes it an ideal candidate for testing within 
the framework of the SUITCEYES EU-funded project [3], 
which is aimed at improving the quality of life for people 
with deafblindness through intelligent haptic technologies 
[4]. 

Another important parallel is McDaniel’s PhD thesis [5], 
where he describes a different approach. As in a situation of 
sensory overload, touch is a promising candidate for messag-
ing given that it is our largest sensory organ with impressive 
spatial and temporal acuity, there is need for a theory that 
addresses the design of touch-based building blocks for ex-
pandable, efficient, rich and robust touch languages that are 
easy to learn and use; moreover, beyond design, there is a 
lack of implementation and evaluation theories for such lan-
guages. To overcome these limitations, he proposed a uni-
fied, theoretical framework, inspired by natural, spoken lan-
guage, called Somatic ABC’s for Articulating (designing), 
Building (developing) and Confirming (evaluating) touch-
based languages. To evaluate the usefulness of Somatic 
ABC’s, its design, implementation and evaluation theories 
were applied to create communication languages for two 
very unique application areas: audio-described movies and 
motor learning. It was found that Somatic ABC’s aided the 
design, development and evaluation of rich somatic lan-
guages with distinct and natural communication units. 

Because the mission of SUITCEYES is to deploy a pro-
totype which is wearable, combines situational awareness, 
visual analytics and face-to-face communication by the same 
ontology, and works in distance mode by default, our below 
approach is conceptual. Instead of haptemes to reproduce 
phonemes by graphemes by a combination of consecutive 
dots, dashes and strokes as in [2], we propose to use hapto-
grams where the limited size and resolution of a body part as 
screen is counterbalanced by evolving patterns, i.e., the dy-
namics of signs. Our effort is in line with the approach by 
Israr and Poupyrev [6], building on their Tactile Brush ap-
proach, but focusing on language design by means of an on-
tology-compliant vocabulary vs. grammar, where the latter 
implements relational contextualization and sign sequencing. 
Thus, it belongs to the category of a priori defined spatial-
temporal patterns in the semiotic vein. 

The rest of the paper is structured as follows: Section 2 
starts with an account of related research approaches, fol-
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lowed by Section 3 that provides a background on hapto-
grams. Section 4 then introduces the SUITCEYES ontology 
that will play the role of the unified model for semantic inte-
gration of information from the environment, while Section 5 
presents our approach for designing the haptogram vocabu-
lary. Finally, Section 6 concludes the paper and gives insight 
into our future work directions. 

II. RELATED RESEARCH

The phonemic approach to a haptic language by Lahtinen 
et al. [2] finds support from the study by Chen et al. [7], 
where they investigated that decomposing spoken or written 
language into phonemes and transcribing each phoneme into 
a unique vibrotactile pattern enables people to receive lexical 
messages on the arm. A potential barrier to adopting this new 
communication system is the time and effort required to 
learn the association between phonemes and vibrotactile 
patterns. However, their study was limited to the learning of 
100 patterns by different methodologies, displayed on the 
arm, and the concepts were not connected to an ontology.  

On the other hand, Reed et al. [8] experimented with a 
new tactile speech device based on the presentation of pho-
nemic-based tactile codes. The device consisted of 24 tactors 
under independent control for stimulation at the elbow to 
wrist area. Using properties that included frequency and 
waveform of stimulation, amplitude, spatial location, and 
movement characteristics, unique tactile codes were de-
signed for 39 consonant and vowel phonemes of the English 
language. The participants, 10 young adults, were then 
trained to identify sets of consonants and vowels, before be-
ing tested on the full set of 39 tactile codes. 

Walker and Reed [9] investigated several haptic interfac-
es designed to reduce mistakes in Morse code reception of 
12 characters. Results concluded that a bimanual setup, dis-
criminating dots/dashes by left/right location, reduced the 
amount of errors to only 56.6% of the errors compared to a 
unimanual setup that used temporal discrimination to distin-
guish dots and dashes. 

Very much in line with what we would like to achieve, 
Israr and Poupyrev in [6] proposed Tactile Brush, an algo-
rithm that produces smooth, two-dimensional tactile moving 
strokes with varying frequency, intensity, velocity and direc-
tion of motion. The design of the algorithm was derived from 
the results of psychophysical investigations of two tactile 
illusions, apparent tactile motion and phantom sensations. 
Combined together they allowed for the design of high-
density two-dimensional tactile displays using sparse vi-
brotactile arrays. In a series of experiments and evaluations, 
they demonstrated that Tactile Brush is robust and can relia-
bly generate a wide variety of moving tactile sensations for a 
broad range of applications.

III. BACKGROUND ON HAPTOGRAMS

Haptograms as a concept were introduced by Korres and 
Eid [10]. In their approach, “Haptogram” is a system de-
signed to provide point-cloud tactile display via acoustic 
radiation pressure. A tiled 2-D array of ultrasound transduc-
ers is used to produce a focal point that is animated to pro-
duce arbitrary 2-D and 3-D tactile shapes. The switching 

speed is very high, so that humans feel the distributed points 
simultaneously. The Haptogram system comprises a software 
component and a hardware component; the software compo-
nent enables users to author and/or select a tactile object, 
create a point-cloud representation, and generate a sequence 
of focal points to drive the hardware.  

Our haptograms, on the other hand, are conceptual, and 
correspond to ideograms and logograms in the tactile do-
main, using evolving dot patterns instead of tactile shapes. 
Further, we distinguish between stable vs. changing patterns 
and call them static vs. dynamic haptograms in a communi-
cation context. Their purpose in our framework is to imple-
ment an ontology-constrained messaging language to convey 
visual analytics results, situation awareness assessments, and 
everyday conversation raw material outside of the scope of 
the above two areas. As these haptograms are to be mapped 
to the back of a vest made of smart textile, i.e., use that body 
area to display semantic content, the resolution of this screen 
places a limit on the conceptual vocabulary. Since screen 
resolution goes back to the number of actuators in a rectan-
gular grid, as a proof of concept, in the current arrangement 
we designed a test vocabulary of both static and dynamic dot 
patterns conveyed to the body by vibration, pressure, heat, 
stimulated position, their combinations, and combination 
sequences to map  short messages from an external sender. 
This approach can be scaled up either by increasing actuator 
density, or by generating virtual actuators [6]. 

IV. THE SUITCEYES ONTOLOGY

The key aim of the SUITCEYES ontology is to semanti-
cally integrate information coming from the environment 
(via sensors), and from the system’s analysis components 
(e.g., visual analysis of camera feed). In this sense, the on-
tology is primarily focused on semantically representing 
aspects relevant to the users’ context, in order to provide 
them with enhanced situational awareness and augment their 
navigation and communication capabilities. More important-
ly, the proposed ontology also serves as the bridge between 
environmental cues and content communicated to the user 
via the haptograms described in the next section. 

In ontology engineering, it is common practice to reuse 
existing third-party models and vocabularies during the de-
velopment of a custom ontology. We also followed this ap-
proach, in order to rely on previously used and validated 
ontologies. We, thus, adopted the semantic representation of 
objects and activities from the Dem@Care ontology [11], 
[12], which contains a set of descriptions of every-day activi-
ties and common objects used in an every-day context that 
are highly relevant to our goals. Moreover, we are relying on 
SOSA/SSN [13] for representing sensors and the respective 
observations, and on the Friend-Of-A-Friend (FOAF) speci-
fication [14] for representing persons and social associations. 
Finally, we integrated the SEAS (Smart Energy Aware Sys-
tems) Building Ontology [15], which is a schema for de-
scribing the core topological concepts of a building, such as 
buildings, building spaces and rooms. 
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A. Ontology Conceptualisation 

Figure 1 displays an overview of the core ontology clas-
ses based on the Grafoo ontology visualization notation [16]: 
the yellow rectangles represent classes, while the green ones 
represent data properties (i.e., properties that take a raw data 
value, like, e.g., integers and strings). The prefixes in front of 
some of the class names indicate the namespace of the re-
spective third-party ontologies, as mentioned above. Classes 
and properties that have no prefix belong to the core 
SUITCEYES ontology.  

Figure 1. Overview of the core classes of the SUITCEYES ontology. 

As indicated in the figure, class Detection is fundamen-
tal and refers to environmental cues (detected by the sensors) 
that have been instantiated in the ontology. A Detection
instance may be associated with persons, objects, activities, 
and semantic spaces (more details on the latter follow next). 
The respective information is communicated to the user via 
class Output and its specializations: Alert, Message, Warn-
ing. 

Figure 2. Semantic spaces and spatial contexts in the SUITCEYES 
ontology. 

An entity that occupies space (e.g., persons, objects) is 
considered a Spatial Entity and the occupied space (e.g., 
a room or a location) belongs to the Semantic Space repre-
sentation. These two aspects formulate the respective entity’s
Spatial Context, which provides information regarding the 
entity’s relationship to the semantic space it is located in. 

Examples include: in, on, left, right, far, close, etc. The 
aforementioned concepts are depicted in Figure 2. 

B. Sample Usage 

Based on the ontological concepts presented above, Fig-
ure 3 illustrates a sample instantiation resembling an activity 
detected by the system’s camera. The activity involves two 
people speaking to each other, one of them is known to the 
user (i.e., john) and the other is unknown. Moreover, these 
two people are currently located in the kitchen (i.e., 
in_room_spatial_context), and the respective message is 
communicated to the user via a textual description, which is 
then converted to haptograms as described in the next sec-
tion. 

Figure 3. Sample instantiation of an activity involving two people 
discussing in the kitchen. 

This flexible ontology-based representation described 
thus far allows the system to convey various types of infor-
mation to the user. Below is an indicative list: 

 Who is involved in an activity? 
 Where is my mobile phone located? 
 In which room am I now located? 
 What objects are on the table? 
 Which objects are observed on my left side? 
 Which are the objects I am closer to/farther from? 
 Alert! An obstacle (e.g., stairs) is in front of you!  

V. HAPTOGRAM VOCABULARY DESIGN

Although in the next phase two-way communication will 
be our goal, in the current stage of the project our hapto-
gramic vocabulary was designed for in-principle receiver 
testing over a 4 x 4 actuator grid. We were interested in find-
ing out if the ontology and such a haptic conceptual vocabu-
lary can be aligned, and how pattern sequences reminiscent 
of sentences can implement the transmission of more com-
plex semantic content. 

A. Examples 

In our approach, haptograms can be static or dynamic, 
and can represent both word meaning and sentence meaning. 
Figure 4 illustrates the basic idea of the former version which 
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was derived from the ASCII code table, where in our matrix 
cells, instead of characters, concepts are encoded. 

Figure 4. Sample static haptograms over a 4 x 4 actuator grid. 

In Figure 5, we illustrate two sample dynamic hapto-
grams. Above, in the matrix cells, the numbers indicate the 
firing sequence of the actuators for concepts (a) and (b), 
meaning “stand” and “door”. Below the completed shape of 
the dynamic haptograms is indicated. 

Figure 5. Unfolding sequences of two patterns over a 4 x 4 actuator grid, 
yielding different dynamic haptograms: (a) “stand”; (b) “door”. 

Moving over to sentence meaning, in Figure 6 we show 
how a simple statement, “An unknown person is standing 
by/at the door”, can be made by concatenating static and 
dynamic haptograms. The statement begins with a single- 
blink sign, indicating the start of a new message, and finishes 
with a double-blink meaning end of transmission. It can be 
accompanied by a separate alert sign to add weight to the 
communicated content. Apart from this example, our test 
included questions and exclamations to enable a future dia-
logue between two users with deafblindness or a user with 
deafblindness and her/his trainer, family member, etc. Fur-
ther, the vocabulary is both aligned with the ontology, and is 
including concepts and parts of speech not covered by the 
current version, i.e., indicates expansion opportunities. 
Likewise, e.g., logical operators, numbers, signs for opera-
tions etc. can be added following the same line of thought. 

VI. CONCLUSION AND FUTURE WORK

We plan to update the current pattern generator to a max-
imum of 9 x 9 actuator size matrices, subject to feasibility 
evaluation by psychophysics to make sure users are able to 
easily and consequently distinguish between the communi-

cated haptograms, a prerequisite of noise-free or low-noise 
communication. This could include adding numbers and 
ways of calculation to the haptogram kit for example. Paral-
lel to this, new concepts and relations from ongoing ontology 
development will be mapped to a more systematically de-
signed, structured set of static and dynamic haptograms so 
that their semantics, including statements and limited argu-
mentation, can be easier to follow by users. A mobile sender 
unit will be added to the receiving kit to enable two-way 
communication, and we aim to extend the framework to 
sending messages over a distance as well. 

Figure 6. Sample statement constructed from static and dynamic 
haptograms over a 4 x 4 actuator grid: “Unknown person stand(ing) at/by 

(the) door”. 

In more detail, the current approach has its constraints by 
design, limiting incoming sensations and pattern recognition 
to the back of the individual. Given that this area is one of 
the less sensitive body interfaces for pattern recognition, an 
obvious way ahead will be to add more parts of the body as a 
screen, and combine pattern construction with diverse recep-
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tion areas to extend the grammatical functionality of hapto-
grams, while increasing the richness of the conceptual vo-
cabulary. According to Lemmens et al. [17], for the torso, up 
to 62 sensors and actuators can be considered. This, com-
bined with a more granular pattern generator, opens up new 
opportunities for a more systematic next effort, adding scala-
bility to the approach, inviting knowledge graphs to replace 
ontologies, and increasing the number and complexity of 
situations to be described. One of the subsequent new chal-
lenges will be to match haptogram drawing on a mobile de-
vice by the sender over a much more sensitive surface, and 
its translation to the body. 

ACKNOWLEDGMENTS

The authors are grateful to Sarah Woodin (University of 
Leeds) and Astrid Kappers (Eindhoven University of Tech-
nology) for helpful suggestions. This work has been partially 
funded by the European Union’s Horizon 2020 research and 
innovation programme under grant agreement No 780814 
SUITCEYES. 

REFERENCES

[1] R. M. Lahtinen, Haptices and Haptemes: A Case Study of 
Developmental Process in Social-haptic Communication 
of Acquired Deafblind People. PhD dissertation, 
University of Helsinki, 2008. 

[2] R. M. Lahtinen, R. Palmer, and M. Lahtinen, 
Environmental Description: For Visually and Dual 
Sensory Impaired People. A1 Management UK, 2010. 

[3] http://suitceyes.eu/. 

[4] O. Korn, R. Holt, E. Kontopoulos, A. M. Kappers, N. K. 
Persson, and N. Olson, “Empowering Persons with 
Deafblindness: Designing an Intelligent Assistive 
Wearable in the SUITCEYES Project,” Proc. 11th

PErvasive Technologies Related to Assistive 
Environments Conference, ACM, 2018, pp. 545-551. 

[5] T. L. McDaniel, Somatic ABC’s: A Theoretical 
Framework for Designing, Developing and Evaluating the 
Building Blocks of Touch-based Information Delivery. 
PhD dissertation, Arizona State University, 2012. 

[6] A. Israr, and I. Poupyrev, “Tactile Brush: Drawing on 
Skin with a Tactile Grid Display,” Proc. SIGCHI 
Conference on Human Factors in Computing Systems, 
ACM, 2011, pp. 2019-2028. 

[7] J. Chen, R. Turcott, P. Castillo, W. Setiawan, F. Lau, and 
A. Israr, “Learning to Feel Words: A Comparison of 
Learning Approaches to Acquire Haptic Words,” Proc. 
15th ACM Symposium on Applied Perception, ACM, 
2018, p. 11. 

[8] C. M. Reed et al., “A Phonemic-Based Tactile Display for 
Speech Communication,” IEEE Transactions on 
Haptics, 12(1), pp. 2-17, 2018. 

[9] M. Walker, and K. B. Reed, “Tactile Morse Code Using 
Locational Stimulus Identification,” IEEE Transactions 
on Haptics, 11(1), pp. 151-155, 2017. 

[10] G. Korres, and M. Eid, “Haptogram: Ultrasonic Point-
cloud Tactile Stimulation,” IEEE Access, Vol 4, pp. 
7758-7769, 2016. 

[11] G. Meditskos, S. Dasiopoulou, and I. Kompatsiaris, 
“MetaQ: A Knowledge-driven Framework for Context-
aware Activity Recognition Combining SPARQL and 
OWL 2 Activity Patterns,” Pervasive and Mobile 
Computing, Vol 25, pp. 104-124, 2016. 

[12] G. Meditskos, and I. Kompatsiaris, “iKnow: Ontology-
driven Situational Awareness for the Recognition of 
Activities of Daily Living,” Pervasive and Mobile 
Computing, Vol 40, pp. 17-41, 2017. 

[13] K. Janowicz, A. Haller, S. J. Cox, D. Le Phuoc, and M. 
Lefrançois, “SOSA: A Lightweight Ontology for Sensors, 
Observations, Samples, and Actuators,” Journal of Web 
Semantics, Vol 56, pp. 1-10, 2019. 

[14] D. Brickley, and L. Miller. FOAF Vocabulary 
Specification 0.99. Namespace Document. [Online]. 
Available from: http://xmlns. com/foaf/spec/ 2019.08.13. 

[15] M. Lefranois, “Planned ETSI SAREF Extensions based 
on the W3C&OGC SOSA/SSN-compatible SEAS 
Ontology Patterns,” Workshop on Semantic 
Interoperability and Standardization in the IoT, SIS-IoT, 
Amsterdam, Netherlands, 2017. 

[16] R. Falco, A. Gangemi, S. Peroni, D. Shotton, and F. 
Vitali, “Modelling OWL Ontologies with Graffoo,” Proc. 
European Semantic Web Conference, Springer, Cham, 
2014, pp. 320-325). 

[17] P. Lemmens, F. Crompvoets, D. Brokken, J. van den 
Eerenbeemd, and G. J. de Vries, “A body-conforming 
Tactile Jacket to Enrich Movie Viewing,” Proc. 3rd Joint 
EuroHaptics Conference and Symposium on Haptic 
Interfaces for Virtual Environment and Teleoperator 
Systems, 2009, p. 7. 

20Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-738-2

SEMAPRO 2019 : The Thirteenth International Conference on Advances in Semantic Processing

                            30 / 64



A State of the Art Survey: Business Cases Based on Semantic Web 
Technologies in Healthcare 

 

Vivi Ntrigkogia, Thanos G. Stavropoulos,  
Ioannis Kompatsiaris 

email: {vividrig, athstavr, ikom}@iti.gr 
Centre for Research & Technology Hellas,  

Information Technologies Institute 
Thessaloniki, Greece 

Maro Vlachopoulou 
email: mavla@uom.gr  

University of Macedonia,  
Department of Applied Informatics 

Thessaloniki, Greece 

 
 

Abstract— Semantic web technologies promise to facilitate a 
long-awaited paradigm shift in the healthcare industry 
towards more efficiency, extended interoperability and 
intelligent analysis capabilities. This paper presents a critical 
review of current healthcare businesses incorporating semantic 
web technologies. Initially, it presents the potential of semantic 
web technologies in general and the challenges to apply them 
in business. State of the art businesses that use semantics to 
provide innovative healthcare services are pinpointed and 
critically reviewed. Through an analysis of their aspects, their 
semantic component, business models, target audience and 
value propositions, the competitive advantage and tangible 
business value of semantics in healthcare is revealed, serving as 
a reference for the growing number of emerging solutions in 
the near future. 

Keywords-semantics; semantic web; ontologies; eHealth; 
healthtech; business models; healthcare;  

I.  INTRODUCTION  
Healthcare can largely benefit from technology 

throughout its lifecycle: from diagnosis, to hospitalization, 
prescription, treatment and prevention. However, complex 
governance structures, heterogeneity and lack of 
convergence in the healthcare industry are few of the 
reasons that such benefits of technological applications are 
slowly emerging. While data mining techniques can aid in 
certain sectors, such as diagnosis and prevention, it is the 
semantic web technologies that show great potential to 
resolve the interoperability problem, which, in turn, would 
benefit healthcare throughout its lifecycle.  

The semantic web technologies [1] provide methods and 
tools to define the semantics, i.e., hierarchical models and 
relations between data of any particular domain in an 
interoperable, machine-interpretable format. The former 
property, interoperability, allows communications between 
disperse and vendor-agnostic systems on the basis of 
commonly established and agreed upon models, referred to 
as ontologies. Interoperability use case scenarios include 
patient data exchange between hospital and medical practice 
systems, exchange of clinical trial data and much more. The 
latter property, machine-interpretability, gives intelligent 
software applications the potential not only to read, but also 

to understand information in a way that humans do. The so-
called reasoning process can utilize ontologies to deduce 
new information. The technology can be applied to any 
sector by domain experts designing a domain ontology, i.e., 
the taxonomy particular to the problems, peculiarities and 
terminology of the pertinent domain. This includes 
healthcare [2], where semantic web technologies have the 
potential to lift ailments in data sharing, Electronic Health 
Record exchange [3], reasoning on epidemic and patient 
record and drug database information [4] for prescription, 
prevention, care, etc. achieving cross-provider and even 
cross-border healthcare. 

This paper presents an overview of semantic web 
technology applications in the healthcare industry so far, 
giving valuable insights, highlighting the benefits and 
paving the way to future achievements towards more 
interoperable healthcare with great clinical, economical and 
societal impact. 

The next Section presents technological challenges and 
trends of semantic web technologies in several applications, 
including healthcare. Section 3 presents current business 
challenges for tech innovation and their relation to 
semantics. Section 4 presents a critical analysis of several 
concurrent businesses that offer healthcare services based on 
semantics. Section 5 presents conclusions from this analysis 
and future work. 

II. TECHNOLOGICAL CHALLENGES AND TRENDS 
A recent report by Gartner [5] highlights how semantic-

based technologies add critical context to data. According to 
it, the proliferation of data poses huge challenges for 
businesses that want to leverage their data assets. Data 
scientists and business managers are advised to opt for a 
semantic approach in order to gain competitive advantage. 
Semantic technologies and knowledge graphs provide (a) 
the toolbox to facilitate decision making by actually making 
sense of rapidly growing pools of data, (b) the basis for 
artificial intelligence and machine learning applications (c) 
the possibility to make relationships and interconnections of 
this data with evident benefits on developing new tools and 
synergies [6]. 
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Thus, Knowledge Management and semantic web 
technologies can be greatly beneficial to the knowledge 
society, i.e., a society in which the creation, dissemination, 
and utilization of information and knowledge has become 
the most important factor of production. In such an 
environment, knowledge assets are the most powerful 
producer of wealth, sidelining the importance of land, the 
volume of labour, and physical or financial capital. This 
vision requires an extensive analysis of factors and actions 
that promote the value of knowledge and specify critical 
prerequisites for the design and implementation of human 
centric information systems and services. However, this still 
pertains several challenges. Lytras et al. [5] state that as 
extensive communication and networking infrastructures are 
now implemented, a critical shift is required from the 
relevant verbalism to applied strategies and technologies. As 
literature supports “a key question within the context of the 
knowledge society is how we can redesign the basic 
structural models of the information provision to target 
effective models of support. Personalisation and Adaptation 
are only a few terms aiming to promote the need of 
multidimensional and non-monolithic approaches” [7]. 

Several trends emerge around technology to represent 
the semantics of data. Knowledge Graphs have gotten a lot 
of attention as a backbone for Machine Learning, Deep 
Learning, and AI business use cases a trend that is expected 
to evolve. From a business perspective, it looks like more 
and more industries (agriculture, healthcare, smart cities, 
finance, etc.) are pursuing Semantic Technologies, often 
relying on Knowledge Graphs. Among the semantic-driven 
AI ventures those related to the healthcare space are 
forecasted to blossom. Using semantics to drive chatbots is 
also emerging [8]. Nature Language Processing (NLP) is 
increasingly based on ontologies to represent the semantics 
and understanding of speech and dialogue [9]. Data 
governance procedures, finally, also pertain ontologies and 
structured semantics. 

The digitisation of many industry sectors requires 
information models describing assets and information 
sources to enable the semantic integration and interoperable 
exchange of data. Although this vision has gained much 
traction lately in many sectors, e.g., creative industry, 
healthcare industry, manufacturing, etc., it is still not clear 
how it can actually be implemented in an interoperable way 
using concrete standards and technologies. 

Initiatives for content representation and linking can be 
exploited in various domains where there is a need to 
aggregate and fuse information in different levels of 
abstraction.  

A prominent example is the Healthcare domain, where 
there is a need to coupling profile, behavioural and health 
knowledge to achieve human awareness and assist clinical 
experts in assessing the health condition of patients and help 
adjust and update the care plan and interventions. Another 
example are intelligent virtual agents, where there is a need 
to fuse verbal and non-verbal information, e.g., utterances, 

gestures and emotions, to achieve conversational awareness 
and provide meaningful responses to the users.  

Pervasive environments, often met in healthcare-at-
home technological solutions, such as Active and Healthy 
Ageing (AHA) and Ambient Assisted Living (AAL), 
present the need to deploy, manage, collect and analyse 
multimodal sensor observations from the Internet of Things 
(IoT) [10]. Semantic integration and reasoning solutions 
have been implemented in home care, in systems such as the 
AAL solutions of Dem@Care [11], i-PROGNOSIS in 
occupational health, such as in Healthy@Work [12] 
Active@Work [13] and Fit4Work [14] smart environments, 
such as MARIO [15] and the AHA solutions of 
ACTIVAGE [16]. 

III. BUSINESS CHALLENGES AND SEMANTICS 
Marketing technology-based, innovative products and 

services is a far more complicated and challenging task 
compared to more conventional business cases. Even the 
launch of new high-tech products is challenging, as usually 
consumers are more skeptical. Moreover, high tech startups 
often find it very difficult to define target market and often 
focus solely on R&D and expect that their super product 
will sell by itself. To be a successful global brand in the 21st 
century, a hi-tech firm needs to be market oriented, agile 
and locally relevant. The proliferation of smart mobile 
devices and the mass adoption of social media have created 
an utterly new marketplace where a new consumer has 
emerged. Spurring innovation adoption can be hard. The 
high tech sector that is constantly evolving and rapidly 
changing may cause a multitude of complications. 

The central benefit of the semantic web is that it enables 
the extraction of knowledge patterns and useful information 
from unstructured content. It further empowers 
interoperability, integration of multiple and differentiated 
data sources. It appears that by integrating semantic 
technologies in the business pipeline, business performance 
is likely to be improved while new business models emerge. 
Literature suggests that the impact of semantic web on 
business performance is related to: a) Less labour hours (20-
80%); b) Less cycle time (20-90%); c) Less set up (25-
80%); d) Quality gain (50-500%); e) Productivity gain (2-
50X; f) Increased return of assets (2-25X; g) Revenue 
growth (2-30X); h) Reduction of total cost of ownership 
(20-80%); and i) positive ROI (Return On Investment) over 
3 Year (2-300X) [17] [18]. 

Although the benefits are clear, creating business value 
using semantic technology is in many ways no different 
from creating business value with any type of new 
technology. Literature suggests that there are three 
important aspects to take into account [19]: 

Customers: companies need to understand their 
customers, their target group and their specific needs. In 
today’s knowledge based economies, corporations cannot 
rely only on themselves to deliver innovation. Co-creation is 
the tool to open innovation.      An emerging cross-sector 
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model is to bring the outside in and bridge the gap between 
the consumers and the brand. If not the most, it is definitely 
one of the best ways to engage consumers in the company, 
increase brand recognition and have tangible results: an 
increase in sales. Co–creation is the path to have increased 
flow of quality ideas and concepts into a firm’s 
development pipeline.  

Business models: High-Tech organizations should 
carefully consider business models. Companies that succeed 
in coupling cost-reducing technologies with innovative 
business models to deliver increasingly affordable and 
accessible products and services will gain competitive 
advantage [17] [18]. 

Technology: it is important to have a differentiated 
product or service that actually adds value to the end 
consumer. To this end, the product offering must not be 
easily replicated and IPR (Intellectual Property Rights) 
should be carefully managed. 

There are, however, additional challenges to the market 
adoption of semantic technologies. Although significant 
amounts of money have been invested in the development of 
novel semantic technologies, industry uptake appears to 
have not reached its full potential. This is partly due to the 
fact that enterprises are unaware of the benefits that 
semantics can bring about to their offerings. There are 
specific aspects of Semantic Technologies that may explain 
why it is hard for these technologies to be adopted by 
enterprises in the mainstream market [2]:  

(1) Semantic technologies are hard to explain  
(2) It is not easy to describe how Semantic 

Technologies might fit within a business  
(3) There is a lack of innovation in semantic business 

models. These challenges impose obstacles to the 
market adoption of semantic technologies.  

The next Section presents instances of how those 
challenges are met in real applications of semantic web 
technologies for healthcare technology. 

IV. BUSINESS CASES BASED ON SEMANTIC WEB 
TECHNOLOGIES FOR HEALTHCARE 

Recent advances in pervasive computing and sensor 
technologies have enabled the contextualised enrichment of 
business processes capitalising on the ability to sense, 
process, combine and interpret data of different modalities. 
Nowadays, it is getting harder to extract useful information 
from the enormous amount of data that is being collected in 
the medical information systems or eHealth systems due to 
the distributed and very complex nature of this data [20].  

A common question is why - given the advent of IoT, AI 
and multiple sophisticated medical technologies introduced 
each year - healthcare has not been disrupted to a significant 
degree up to now. A reason is that healthcare remains 
expensive and inaccessible to many because of the lack of 
business model innovation. In healthcare, most 
technological enablers have failed to bring about lower 
costs, higher quality and greater accessibility. It is believed 

that semantic technologies can play a pivotal role in guiding 
growth among healthcare businesses [19]. 

This Section initially presents prominent examples of 
semantic web technology applications in the healthcare 
industry, along with their pertinent value propositions, 
business models and target audience. It then presents an 
analysis over them, regarding the competitive advantage and 
tangible business value of semantics for a healthcare 
business. 

A. Healthcare Businesses using Semantics 
This Section presents companies or startups whose core 

component and business model relies on semantic 
technologies. These business cases, prominent to the best of 
our knowledge, have been identified via searching the web 
and specialized startup databases. Our objective is to create 
a listing of existing “semantic” healthtech companies and 
identify their value proposition, their business model, as 
well as the means of how semantic technologies add value 
to the corporation and the end consumer. Table 1 provides 
an overview of the aforementioned listing, while each 
business case is examined in detail below. 

In-JeT [21] is a research company and service provider 
in the area of internet-based healthcare services such as 
telemedicine. The company offers LinkSmart® a set of 
middleware telemonitoring applications able to 
interconnect devices, people, terminals, buildings, etc. The 
Service-Oriented Architecture (SOA) and its related 
standards provide interoperability at a syntactic level. On 
top of it, the LinkSmart® middleware provides 
interoperability also at the semantic level. This is achieved 
through a semantic model-driven infrastructure, whereby 
services exposed by devices can be described and consumed 
by various applications in Ambient Intelligence, Pervasive 
Computing, Ubiquitous Computing, Mobile Computing and 
Cloud Technologies. The company’s various software and 
hardware assets are sold together with consultancy services. 

Life Semantics Corp [22], a Korean health-tech startup, 
has developed a platform that integrates health record data 
scattered among hospitals, governments, and corporations 
to create a Personalized Health Management (PHM) 
platform that can prepare itself for the upcoming diseases 
based on a disease prognosis prediction algorithm. Life 
Semantics developed the first commercial PHR-based data 
platform called LifeRecord. It develops Hospital 
Information Systems (HIS) and semantic web technology 
for application in the area of life sciences. 

Hi3 Solutions [23] provides HIT products, education, 
and consulting services that enable clients to engage 
effectively in health information exchange, health data 
integration, and health care quality measurement required 
to establish and comply with evidence-based best practices 
in health care. The mission of Hi3 Solutions is to accelerate 
widespread adoption and compliance with emerging HIT 
standards by offering the information integration 
infrastructure necessary to enable the use of health 
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information exchange standards, meaningful health care 
quality and performance measures, and standardized clinical 
decision support capabilities.  

Intrepid Analytics [24] is using text analytics and 
custom medical ontologies, to be able to analyze online 
posts and reports to anonymously track disease spread in 
near real-time, as well as attributes, such as the medicines 
reported to be taken and subsequent reactions. This helps 
healthcare and regulatory bodies to stay on top of the 
quickly changing healthcare landscape. 

Ontoforce [25] developed Disqover, a semantic search 
platform that integrates various life-sciences data. The 
platform uses semantic web technologies including 
ontologies in RDF and LinkedData, additionally supported 
by an indexing engine. The platform integrates private, 
public, and third-party data resources, all searchable via a 
single interface. Search results are enhanced by predefined 
data types. Ontoforce provides an integrated search of 80+ 
databases. The company also provides customizable 
visualizations: graphics, plots, tables, charts and maps. 

Mendelian’s [26] online technology addresses the needs 
of patients, physicians, providers, payers, and pharma. They 
provide for the best tools to get the right diagnosis with 
speed and accuracy. By continuously adding, curating and 
analysing conditions, symptoms, and genes along with 
clinical tests they aim to build the most comprehensive Rare 
Disease Knowledge Base. The patient can fill in a 
questionnaire with their signs and symptoms via an online 
form. The Mendelian engine processes then the information 
and provides a link to a detailed report to share with the 
doctor. The process is similar for physicians. Doctors enter 
patient’s symptoms and clinical features. The input is 
processed semantically and provides an output with likely 
causative diseases genes and mutations. 

SemanticMD [27] enables customers to find, connect 
and license medical imaging data with expert annotations. 
Customers can automate their data collection as well as use 
NLP to annotate radiological and clinical reports for search 
and analysis. SemanticMD Annotate enables teams to 
organize medical image annotation projects in a fun, flexible 
way and output the results for easy analysis by machine 
learning algorithms. 

Teamarrayo [28] leverages the value of existing data 
sources, both internal and external, to transform them into 
ontologies and appropriate data models. In turn, it enables 
data management and added value from data processing 
tools. They provide bioinformatics services that include data 

curation, informatics ontologies (i.e., Gene Ontology, 
ChEBI, etc.). Their know-how also pertains to loading and 
utilizing large public data sources such as 1000 Genomes, 
TCGA, CCLE, and others. 

Ontotext [29] is a company that utilizes semantic 
medical coding of patient records to help transform the raw 
patient data into structured knowledge. Its pipelines are 
designed to process large volumes of patient records and to 
extract and semantically index data about patient 
diagnoses, treatments, medications and events timing. All 
extracted medical data is normalized to resolvable instances 
from the medical Knowledge Graph. Thus, the extracted 
information is ready to be semantically fused with the 
LinkedData generated from multiple references public 
dataset (covering disease and symptoms, anatomical 
structures, generic drugs and products and much more). 

Pangaea [30] is a domain expert in bioinformatics, 
molecular biology, data engineering and machine learning. 
The company aspires to help life science companies 
determine 'what data exists' and organize it in specific 
scientific or clinical contexts. Thereby, they are able to 
analyze and interpret it effectively, making the most from 
their investment in such data. 

Seminte [31] provides assistance in preparing products 
for new markets by the use of international terminologies. 
SemInte assists in mapping an existing product's interface 
language to international terminology or in the development 
of a new product. The process ensures that products are 
compliant to standards, data can be reused, compared and 
exchanged across third-party systems, e.g., for EHR. 
SemInte identifies data required in specific documentation, 
creating datasets based on terminology e.g., SNOMED-CT, 
ICD-10, etc. needed, facilitates quality review process and 
helps with the technical dialogue with the vendors who shall 
implement the exchange standards (HL7-CDA and IHE-
XDS) and data sets.  

Healx [31] is a biotechnology company integrating 
artificial intelligence with expert pharmacology to discover 
treatments for rare diseases, to share assets and to 
accelerate their uptake by clinical trials [32] within as soon 
as two-years time. To achieve this, Healx has developed a 
comprehensive AI-based drug discovery platform for rare 
diseases, named HealNet. Their revenue model is asset 
sharing (e.g., clinical trial databases) across individuals and 
groups. 

B. Discussion 
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After examining real-world business cases of healthcare 
and technology, the benefits of semantic web technologies 
to them are clear. We may conclude that the findings from 
this state-of-the-art survey regarding those benefits are in 
line with previous studies in literature [17] [20], outlining 
the advantages and performance boosts in business due to 
semantic web technologies. Specifically, our review 

pinpoints the following benefits and advantages to the 
respective business cases examined: 

● The maximization of the value of information: 
data online and offline is in abundance. As proved 
by the cases of Interpid Analytics, Teamarrayo, 
Mendelian, Pangaea and Healx semantic 
technologies can assist in making sense of these 
data, extracting knowledge patterns or detecting 

TABLE I.  HEALTHCAE AND TECHNOLOGY COMPANIES BASED IN SEMANTIC WEB TECHNOLOGIES AND THEIR PERTAINING ATTRIBUTES. 

Company 
BUSINESS MODEL 

Semantic Component Value Proposition Domain Revenue 
Model 

Target 
Customer 

In-JeT Ontologies, 
Semantic Annotation, 
Semantic Middleware 

Support patients in managing their chronic diseases 
efficiently and help healthcare professionals provide 
better care with more frequent, reliable and relevant 
data about health status.  

Health Management, 
Telemedicine/AAL 

Asset Sale, 
Consultancy  

B2C, 
B2B 

Life 
Semantics 

Corp 

HL7 FHIR Offer a total health management solution through a 
platform by utilising collaboration models with 
various healthcare related industries like insurance, 
finance, food and fitness. 

Health Management, 
EHR 

Asset Sale B2B 

Hi3 
Solutions 

HL7/v2/CDA/FHIR,  
HIT Standards 

Health Information Technology vendor. They provide 
HIT products, education, and consulting services that 
enable their clients to engage effectively in health 
information exchange, health data integration, and 
health care quality measurement 

Health Information 
Exchange, 
Healthcare Quality 
Measurement 

Asset Sale, 
Consultancy  

B2B 

Intrepid 
Analytics 

Data Mining, 
Medical Ontologies 

Offer an AI platform focused on the healthcare 
industry- specifically for the biotech industry and 
patients. The platform supports the ingestion and 
organization of molecular and drug information. 
Home-grown medical ontologies support the 
integration and classification of data sets.  

Health Information 
Exchange, 
Disease Tracking 

Asset Sale, 
Consultancy 

 

Ontoforce Semantic Search, 
Ongologies, 
LinkedData 

Effortlessly extract “information” from public, third 
party and private big data and present them in a way 
they can be easily interpreted and used to support 
smart decisions. 

Health Data 
Discovery, Health 
Data Visualization 

License-
based 

B2B 

Mendelian Rare Disease 
Knowledge Base 

Rare Disease Diagnosis, Faster - A 
search engine for rare diseases. 

Health Data 
Discovery, Rare 
Disease Diagnosis  

Freemium B2B, 
B2C 

Semantic 
MD 

Semantic Annotation, 
Semantic Search, NLP, 
Ontologies (SNOMED, 
ICD-9/10) 

SemanticMD provides a SaaS-based platform that 
enables the rapid training of medical image analysis 
applications and classifiers.  

Health Data 
Discovery, EHR 

SaaS B2B 

Teamarrayo Data Mining, 
Ontologies (Gene 
Ontology, ChEBI)  

Accelerate scientific research by providing solutions 
for data consolidation, management and visualization 
to scientists and clinicians. 

Health Data 
Discovery, Health 
Data Visualization 

Data as a 
Service 

B2B 

Ontotext Data Mining, Semantic 
Annotation, 
LinkedData 

To transform how organizations identify meaning 
across diverse databases and massive amounts of 
unstructured data by combining a semantic graph 
database with text mining, and machine learning. 

Health Data 
Discovery, EHR 

License-
based  

B2B 

Pangaea Data Mining, 
Ontologies 

  

Pangaea’s value proposition is that it helps end users 
such as scientists, clinicians and researchers with little 
or no IT experience to find 'what data exists' and 
execute their analysis from a single web portal 
regardless of underlying tools and applications.   

Health Data 
Discovery 

Asset Sale B2B 

Seminte Ontologies (SNOMED-
CT, ICD-10), HL7-
CDA, IHE-XDS 

Making Healthdata sharable and compareable Health Information 
Exchange, 
EHR 

Asset Sale, 
Consultancy 

B2B, 
B2G 

Healx Data Mining, 
Ontologies 

Healx’s value proposition is about asset sharing (for 
example, making available clinical-trial databases that 
record the effectiveness of most drugs across 
therapeutic areas and diseases, including rare ones). 
Healx promises more personalization by revealing 
drugs with high potential for treating the rare diseases 
covered.  

Health Data 
Discovery, Rare 
Disease Diagnosis  

Asset 
Sharing 

B2B  
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previously unknown trends or details, that could be 
leveraged for disease management, new clinical 
trials and rare disease diagnosis. Health 
management solutions like In-Jet and Life 
Semantics Corp further prove how a researcher, 
medical practitioner or patient can maximize the 
value of information (for example coming from a 
variety of sensors that monitor activity, bio-signals 
etc) for effective self-monitoring. 

● Facilitated information diffusion: Semantic 
search bridges the gap between humans and 
machines, and takes us further on a quest for 
meaningful information and knowledge discovery. 
The business cases of Hi3 Solutions, Ontoforce, 
SemanticMD, Ontotext that all constitute 
successful corporate examples that add value 
through knowledge modeling and flexible 
information sharing. When data is released from 
individual applications the diffusion of knowledge 
is empowered. 

● Greater level of future-proofing and re-use: to 
illustrate how business performance is strengthened 
by utilizing semantics for future-proofing and re-
use, we will utilize the example of rare diseases. 
Rare diseases can take many years to diagnose. 
This represents an odyssey for patients, a challenge 
for physicians, a headache for care providers, a 
waste of resources for payers and missed 
opportunities for pharma. Diagnosing Rare 
Diseases is no small feat. Indeed, according to 
Mendelian, it takes on average 8 years and 4 
specialists, often involving misdiagnoses. The fact 
is that there are over 8,000 rare conditions, the 
information on them is scattered across multiple 
sources and new research is published every day. 
By leveraging knowledge graphs and proprietary 
semantic web technologies, healthcare technology 
providers like Mendelian and Healx have the 
opportunity to extract new phenotypes from recent 
publications, access results from past studies so as 
to guide clinical investigations and assist in 
diagnosis. Such a knowledge structure can have 
another side effect. It is not rare in clinical trials 
that researchers discover that a drug is more 
effective on treating a completely different 
symptom (the case of Viagra constitutes a well-
known example in this respect). Providing medical 
researchers and clinicians the ability to search and 
identify such cases easily and in a meaningful 
context by leveraging knowledge graphs and 
ontologies can evidently facilitate decision support, 
re-use of knowledge and clinical interventions. 

From a business perspective, semantic adoption is still in 
its infancy, though the potential is huge. Most of the 
companies in our study are startups, which means that they 
are still developing their business models and their viability 

depends on funding. However, the fact that many of them, 
such as Healx, have raised millions of euros to scale up 
shows that investors and industry experts are eager to invest 
in such initiatives and believe in their sustainability.  

As in healthcare technology knowledge extraction and 
information integration is pivotal for success, startups 
should consider adding a semantic component to their 
product suite and develop a business model based on a 
strong competitive advantage. Business models from the 
domain of e-retailers and electronic stores are the most 
common among high tech market providers. However, new 
semantic business models need to be different so as to 
address new customer needs and add value across the 
buyer’s journey. 

V. CONCLUSION AND FUTURE WORK 
To meet the challenge for high quality and efficient care, 

highly specialized and distributed healthcare establishments 
have to communicate and co-operate in a semantically 
interoperable way. Despite the complexity of current 
semantic web technologies, several businesses have realized 
the vision of bringing research to the industry and applied 
these technologies for profit. After examining real business 
cases and their pertaining technological and business aspects 
the benefits of this practice are clear. Technologies such as 
Data Mining, Semantic Annotation and Search, Ontologies 
and LinkedData already provide tangible solutions to 
problems such as Health Management, Telemedicine, 
Health Information Exchange, EHR and Health Data 
Discovery, servicing not only healthcare but also the life 
science research. 

As for future research directions, we consider expanding 
the survey but also diving deeper into categorizations and 
analysis of criteria. Many more business cases are emerging 
and have to be added to future more in-depth reviews. In 
parallel, this review has only scratched the surface it terms 
of criteria, categories and clustering of the various semantic 
components and domains, i.e., problems the companies 
solve, from a technological perspective, as well as the value 
propositions, revenue models and customer bases from a 
business perspective. Finding the pertaining groups and 
strategies of companies in a more in-depth analysis survey 
can reveal significant trends and methods for applied 
semantic web technologies in healthcare in the coming 
future, with real, tangible business value. 
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Abstract—This paper introduces a virtual assistant framework
that combines knowledge-based and statistical techniques to pro-
duce meaningful task-oriented conversations that are enhanced by
”chatty” style dialogues in order to increase system’s naturalness
and user engagement. The paper describes how appropriate
ontologies, semantic reasoning, dialogue management and policy
learning techniques can be linked together and integrated through
the dialogue process to enable a) the internal representation of the
conversational state, b) the conversational awareness that drives
the retrieval of appropriate information from the Knowledge
Base (KB) and the inference of unrelated system actions with
the current conversational state, and c) the dynamic selection of
the most appropriate strategy at each dialogue turn, tackling both
informational and social-related needs of individuals. The frame-
work is exemplified by a use case from the healthcare domain
where companionship and supportive care-related services are
prerequisites for an efficient human-system interaction through
a conversational agent.

Keywords–Dialogue management; Knowledge representations;
Reasoning; Strategy learning; Virtual assistance.

I. INTRODUCTION

Nowadays, there is an increasing demand for intelligent
agents. A challenging domain includes personalised virtual
assistants that carry out human-like conversations taking into
account the latest user’s utterance, the dialogue history, as well
as the background knowledge about the user. The development
of such personalised systems requires a knowledge represen-
tation model for describing the semantics of various contexts
and structuring the background knowledge about individuals.

Current task-oriented dialogue systems focus on one task at
a time using frame-based [1] or agenda-based [2] mechanisms,
while it was only recently, when some ontology-based dialogue
systems (such as [3] and [4]) have been proposed using
semantic models for the representation of user’s utterance
and the generation of the system’s response. Access to a
rich domain model and the conversation memory can deal
with complex task-oriented dialogues. However, the typical
problem of task-oriented dialogue solutions remains that is the
difficulty of tackling user utterances that go beyond the agent’s
representational model and the smooth transition between task-
oriented and ”chatty” style dialogues.

To succeed this, we propose a hybrid dialogue framework
that can be placed at the heart of any personalised virtual
assistant to enhance its model-driven operation by ”chatty”
style responses. The proposed approach, which is an on-going
work, combines knowledge representation and reasoning with

statistical learning for the smooth transition between strategies,
discussion topics and available knowledge with the aim to
impose social skills in the personalised virtual assistants in
order to efficiently realise meaningful task-oriented conversa-
tions, recover breakdowns in a natural way, and increase user
engagement.

Our major contributions are summarised as follows:

1) a domain and a dialogue representation model are
proposed and populated with local semantics coming
from the language analysis of the user’s utterance
by means of semantic similarity and disambiguation
techniques,

2) a dialogue history representation model is pro-
posed and populated with global semantics of the
entire dialogue session at each dialogue turn,

3) semantic reasoning techniques are applied on top
of the semantically structured data with the aim to
generate dynamically-inferred insights and actions,

4) a dialogue management technique analyses the
system’s confidence regarding the task-oriented re-
sponse and produces a set of social-oriented action
candidates, and

5) a strategy selection technique is used to select the
appropriate strategy, i.e., action.

Such personalised virtual assistants can have many appli-
cations in the healthcare domain and provide a mixture of
companionship and supportive care-related services, improving
the quality of life of individuals. We selected to apply our
framework in a rehabilitation setting, which involves people
with motor, cognitive and behavioural disorders being in a
clinical environment or after returning home.

The rest of the paper is structured as follows: Section
II presents related work on dialogue systems. Section III
describes the specifics of the proposed framework, elaborating
on the representation, reasoning and dialogue management
capabilities. Section IV presents an example use case in the
rehabilitation domain, where the framework is currently being
used. Finally, Section V concludes our work, mentioning future
research directions.

II. RELATED WORK

First conversational systems were mainly task-oriented
(e.g., [5] realises restaurant reservations) lacking social compe-
tences. More recent personal assistants, such as the commercial
platforms of Alexa, Siri, Google Assistant and Contana, have
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started to incorporate social features and support non-task-
oriented dialogues as well, where users do not have a clear
goal or intention. However, these systems are usually model-
less, constrained to accessing the parameters of the last users
utterance and thus, they are acceptable only for simple tasks
that do not need to sustain the whole conversation memory.

On the other hand, non-task-oriented dialogue systems do
not have a specific goal and are capable of addressing a wide
range of topics. To succeed this, they are based on data-driven
methods, such as the retrieval-based response selection [6]
and the sequence-to-sequence recurrent neural networks [7].
Like most data-driven systems, they produce utterances that
are incoherent or inappropriate from time to time and they
require a big volume of data that may not be always available.

The combination of the two types of dialogue systems has
only recently studied. Zu et al. [8] address the problems of
task-oriented dialogue systems when the user’s intention is
not clear with a framework that incorporates non-task-oriented
strategies to keep users interest in the conversation. Similarly,
Papaioannou et al. [9] propose a system that combines task-
oriented and chat-style dialogues. Both systems apply a re-
inforcement learning mechanism for selecting the appropriate
strategy at each dialogue turn. Coronado et al. [10] propose a
hybrid dialogue system that combines a Question Answering
system with a conversational agent dealing with rest (small
talk) phrases giving a social aspect to the system.

Although current works introduce social aspects through
non-task-oriented strategies, we noticed that they mainly use
retrieval-based methods with only exception the [11], which
incorporates an extension of OwlSpeak dialogue manager [12]
and decides whether to consult a knowledge-based module
or react on its own. To the best of our knowledge, this is
the first approach to combine knowledge-based and statistical
techniques to produce task-oriented dialogues that will be used
interchangeably with chatty style dialogues exploiting a rich
domain model and sustaining the whole conversation memory.

III. FRAMEWORK OVERVIEW

Our framework has four major components: (a) a Con-
textual Modelling and Representation (CMR) module, (b) a
Semantic Intelligence (SI) module, (c) a Dialogue Management
(DM) module and (d) a Strategy Selection (SS) module. Figure
1 shows the information flow among these components.

A user utterance is sent to the language understanding
module that extracts useful information to help the CMR
represent the parsed key entities and identify the discussion
topic. Based on the CMR outcome, the SI updates the system’s
conversational picture, correlates it with background knowl-
edge (e.g., the dialogue history) and infer unrelated insights
and actions. Simultaneously, the DM accesses the discussion
topic and produces topic-oriented action(s) along with a set
of social-oriented actions. Finally, the SS selects among all
the actions the most appropriate one and forwards it (along
with relevant information from KB, if needed) to the language
generation module to produce a system response.

A. Contextual Modelling and Representation
The module semantically represents and interlinks the user

utterance against the system’s cognitive models considering the
information passed from the language understanding module.

To achieve this, the module employs existing ontologies
and vocabularies. Existing ontologies form the basis of our
domain model extended with application-specific aspects. Al-
though there is a significant number of ontologies representing
the domain knowledge, we found only few examples of
respective ontologies for capturing the different features of
the dialogue process. From these, we selected to reuse the
well-established OwlSpeak ontology [12] extending it with
domain-retrieved knowledge communicated within the user’s
utterance, exploiting the framework proposed in [4]. The
dialogue turn, which is modelled by the Move concept, was
extended with two new subclasses, the UserMove and the
SystemMove, and each of them is broken down into a set
of ”generic” actions, which are common for both edges. For
these actions, we used the list of typical actions for multi-
agent dialogues presented in [13], including: Open/Greeting,
Close/Goodbye, Pause, Resume, Ask, Inform, Affirm, Assert,
Remind, and Alert, and extended them with ”Repeat” and the
”Recommend” action.

Each action is further specialised by a set of topic-oriented
actions, which constitute the ”discussion topics” that can be
covered by the agent. Each topic might be associated with
domain knowledge by means of a dialogue entity (dialogueEn-
tity) which consist the target entity of each discussion topic.
Additional entities extracted from the user’s utterance might
be associated with the dialogueEntity to further specify the
requested entity.

The module semantically represents a user utterance using
state-of-the-art disambiguation tools (e.g., UKB [14] or Ba-
belfy [15]) that assign key entities extracted from the language
understanding module to resource categories (i.e., synsets).
These resource categories are then used to identify entities
(synonyms) and topics against the domain and the dialogue
ontology, respectively.

With respect to domain-driven mapping, we assume that
label(r), is the label of resource rεKB, syn(k) is the synset
of key entity kεK and σ is a similarity function, the set S(k)
of all the relevant resources to k is defined as:

S(k) = argmaxkεKσ(k, label(r)) (1)

The UMBC Semantic Similarity Service [16] is used to
calculate the semantic similarity σ between k and label(r)
combining Latent Semantic Analysis (LSA) word similarity
and WordNet knowledge.

With respect to dialogue-driven mapping, a simple clas-
sification algorithm calculates the conditional probability of
each discussion topic for all parsed resources, given that each
discussion topic is described by means of a set of similar
resources:

P (Topici | tx) =
P (Topici ∩ tx)

P (tx)
(2)

where Topici is a topic defined by a set of resources
t1, t2, ...tk, while tx is assumed to be a parsed resource
from user utterance. This probability is then multiplied with
respective probabilities for all parsed resources.

When a discussion topic is identified, the dialogue session
is informed with the dialogue details including the dialogue
topic, the dialogueEntity and associated entities populated with
knowledge coming from the analysis of user utterance.
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Figure 1. Framework Architecture.

B. Semantic Intelligence
The module utilises pattern-based models [17] to update

domain models with new information communicated through
the human-system interaction and inform the dialogue his-
tory with identified entities and topics at each dialogue turn.
Moreover, it translates the system actions into actionable rules
(SPARQL queries), which are then used to retrieve pertinent
information from the underlying KB.

SPARQL Inferencing Notation (SPIN) are also applied to
generate alerts, reminders and recommendations, which are
triggered by the knowledge of the preceding discourse and the
specific user profile. By this way, motivational or interventional
actions are forwarded to the SS module, which might interrupt
the usual flow and impose situation-oriented system responses.
These actions consists of: (1) alert, (2) remind, (3) recommend
and (4) repeat action.

C. Dialogue Management
The module processes the outcome of topic identification

and decides the topic-oriented action to follow, selecting
among: (5) predefined topic-based (re-)action, when the match-
ing score of a topic exceeds a specific threshold, (6) clarifi-
cation action, in case of partial topic identification with more
than one topics receiving a significant matching score, and (7)
say-again action, in case of incomplete topic identification.

Simultaneously, the module formulates a set of social-
oriented action candidates considering the information received
from the CMR and supportive information extracted from the
KB. The social-oriented actions include (8) switch topic (a new
topic is suggested based on user’s preferences), (9) initiate
a relevant topic, (10) end current topic and make an open
question, (11) suggest to provide more info about the current
topic, and (12) elicit more information.

D. Strategy Selection
This module chooses among all action candidates the most

appropriate one with the aim to optimise the conversational
flow towards natural and meaningful interaction. Different
learning algorithms can be applied to train the strategy se-
lection, such as Q-learning [8] and policy gradient [18]. Our
strategy selection was implemented based on a simplified
version of the reinforcement learning algorithm presented in
[8]. The algorithm has a function that calculates the quantity
of a state-action combination Q : SxA− > R, called Q table.

Qt+1 (st, at)← Qt (st, at) + at (st, at) ·
(Rt+1 + γmaxQt (st+1, a)Qt (st, at))

For the reward function, we used domain experts’ knowl-
edge provided in [19] and [8]. According to them, the reward
is calculated based on: turn index, number of times each
strategy executed, sentiment polarity of previous utterances,
most recently used strategy and coherence confidence of the
response.

IV. A USE CASE EXAMPLE IN REHABILITATION

As depicted in Figure 2, the system starts a conversation
saying ”Hello, what can I do for you?”. Let us assume that
the user replying ”Can you tell me my workout exercises for
today?”.

For domain modelling, we reused COPDology [20], an
ontology which was designed to facilitate the systematic mon-
itoring of Chronic Obstructive Pulmonary Disease (COPD) pa-
tients, containing concepts pertinent to an individual’s profile,
the conditions they suffer from, and the medications/workout
exercises they receive. We extended it with new properties,
such as the hasExecutionDay, hasExecutionSets and hasExe-
cutionRepetitions, to describe the execution guidelines for the
scheduled workout exercises. Moreover, we assume that there
is a AskActivityForSpecificDay topic, with the Activity being
the target entity and the Day specifying the topic receiving a
specific value, e.g., Monday.

The CMR annotates the key entities parsed from the
language understanding module and identifies the ”discussion
topic”. The incoming information ”workout exercises” and ”to-
day” are associated with the Activity concept and the Monday
instance of Day concept, while the AskActivityForSpecificDay
topic is identified with a matching score of 0.8.

The SI module updates the dialogue history and enforces
predefined rules. Emergency situations can be detected, for
example, if the user asks more than a couple of times about
the same topic, the system initially conceives it as repetition
but if it happens more than a predefined amount of times (e.g.,
three times) the system enforces an emergency situation.

The DM evaluates the matching score of identified dis-
cussion topic and decides that a ”predefined topic-based (re-
)action” will be followed. This means that the InformActivity-
ForSpecificDay system action, which is one-by-one associated
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Figure 2. Use case example.

with the user’s action, will be enforced. In the meantime,
the SI (upon DM’s request) translates the system action and
dialogue entities into SPARQL queries to retrieve instances
of the ”Activity” concept for Monday. Simultaneously, the
module formulates a set of social-oriented action candidates.

Based on the learned Q table, the SS selects the most
appropriate action and forwards it to language generation to
produce the system response content.

V. CONCLUSION

The proposed framework combines dynamic knowledge-
based features with social competences which are orchestrated
by the means of a statistical policy learning that selects
among action candidates the most appropriate one to opti-
mise conversational effectiveness. The framework is currently
validated in a running project involving clinicians and staff
of a rehabilitation clinic. Our next steps is to establish an
experimental set-up and evaluate it with real data. In addition,
we plan to enrich the context understanding capabilities of
the agent by integrating and fusing multimodal information,
such as home activities and gestures, increasing the situational
awareness of the agent.
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Abstract—Chip-enabled passport (ePassport) data is secured 
by Public Key Infrastructure (PKI) Digital Certificates to 
validate that the digitally signed data has not been tampered 
with, thus creating trust. Border ePassport verification 
processes in place are diverse; each country defines its own 
rules taking into account the International Civil Aviation 
Organization (ICAO) published recommendations. This 
project attempted to represent the ePassport PKI domain and 
its related policies using semantic technologies based on the 
Resources Description Framework (RDF) and the Web 
Ontology Language (OWL). The objective is to help border 
authorities rely on a standardised and unified trust 
classification process. The ontology was built using Protege 
following the Ontology Development 101 Methodology. The 
results show that not only can the PKI certificate chain be 
represented, but also the related certificate policy and practice 
statement. Semantic Web Rule Language (SWRL) rules 
successfully managed to represent essential aspects of the 
borders validation policy. The pilot demonstrates that a 
reliable implementation to automate the trust level 
classification process is achievable. 

Keywords-ePassport; PKI; Border Control; Semantic 
Technologies. 

I. INTRODUCTION  

The introduction of chip technology into the 
identification document domain enabled passport and 
national ID documents with increased security features. The 
chip contains all the information printed on the document 
data page, and the relevant data is stored on the chip using 
encryption, making the document tamper-proof. The 
encryption methods applied to use Public Key Infrastructure 
(PKI) digital certificates, assuring that the document is not 
forged. 

When travelers pass through a border checkpoint, a 
personal information and identification process takes place to 
verify that the passport holder information matches the data 
on the chip. This matching or authentication process utilises 
the biometric information stored on the chip, such as 
fingerprints or iris scans. Biometric authentication, however, 
is outside the scope of this paper. The validation process 
being considered here is the application of decryption 
mechanisms to read the data from the chip, something that 
includes managing a complex PKI system. 

This border control validation process also has a political 
aspect to it as it depends on the general practice of a 
country’s Certification Authority (CA) sharing the 

distributing digital certificates with the relevant authority in 
another country. The Country Signer Certificate Authority 
(CSCA) and the Document Signer (DS) certificates are 
crucial as they form a chain of trust. ICAO plays an 
important advisory role through its suggested roadmap and 
Public Key Directory (PKD) [1]. To date, the validation 
policies still vary from a country to a country despite the 
various recommendations and technical reports that aim to 
regulate how to trust a chip-enabled document, using 
protocols like passive authentication [1] [2]. However, the 
actual implementation on the ground will vary because 
verifying an electronic document involves not only checking 
the data on the chip against the real documents, but it also 
includes the verification of the trust level of the PKI system 
behind it. Therefore, a comprehensive solution must have a 
check of personal information and validate the trust level of 
the country’s digital certificate. Also, it must automatically 
process both the Certificate Policy (CP) and Certificate 
Practice Statement (CPS) of the relevant CA. The CP and 
CPS will indicate how the CA is performing its duties.  

We propose a solution that will use semantic 
technologies to create a system that can process both the 
digital certificates as well as the PKI policies relating to a 
travel document. The resulting decision support system will 
enhance the ability of the border control officer to determine 
the trust level of a travel document.  

The rest of the paper is organised as follows. Section II 
reviews the literature on Machine Readable Travel 
Document (MRTD) and policies that govern the validation 
process with proposed solutions. Section III describes the 
objectives, requirements, and validation methods for the 
project. Section IV introduces the model, the design process, 
and discusses system capability. Implementation details are 
included in Section V, and the results are discussed in 
Section VI, followed by the conclusion and future work. 

II. RELATED WORK 

The ICAO recommendations are published in document 
9303 [1], and several other regulators like The German 
Federal Office for Information Security (BSI) publish related 
technical reports [2]. Such publications advocate a general 
framework for the validation process and policies that 
include guidelines for trusting PKI certificates issued by 
other countries. These certificates should be distributed 
through verification means on the ICAO own PKD portal, or 
through bilateral exchange agreements between countries. 
Currently, the details of checking a travel document depend 
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on the practices in place in each state as well as existing 
collaborations between countries. Several studies tried to 
address the gap between the validation result and the trust 
decision of a travel document, by proposing a centralised 
service with frameworks that utilise the certificate path 
validation as a tool to achieve trust, along with other PKI 
elements like the CP, the CPS and the Certificate Revocation 
List (CRL). However, CP and CPS documents are written in 
a natural language like English or German, which means the 
involvement of a human interpreter is an essential part of the 
validation process.  

We start by discussing the attempts to include the quality 
of the CP and the commitment through CPS during the PKI 
certificate validation process. We then review the work 
related to the semantic representation of the policies which is 
needed for an automated system.  

Sato and Kubo [3] in their patent application classified 
CA policies based on their level of assurance, and the paper 
proposes a dynamic chain or trust validation using a single 
certificate policy service provider. It manages the CP 
lifecycle independent of its corresponding CA, by pre-
registering CA based on their compliance with a regularly 
published CP/CPS and classifying the trust level based on 
their CP/CPS level of assurance. In a multi-country situation, 
this will require all countries to share their CP/CPS with the 
single certificate policy provider. Currently, this ideal 
scenario of all countries around the globe sharing this 
information is not in place and unlikely to be in place in the 
foreseeable future. 

Roh et al. [4] provide a solution that involves a server 
which upon receipt of the object certificate to be validated, 
the certificate of a trusted certification authority and the 
certificate policy proceeds to create a certification path for 
the object certificate as a first stage. If it is valid, it continues 
to the next step of validating the certificate path itself. This 
method was applied for as a patent in 2004.  

Another ongoing research track investigates how to 
represent PKI CP and CPS in a machine-readable format. As 
described earlier, the CP defines the applicability of the CA 
certificate and the rules that govern it. The CPS describes in 
detail how the CA certificate has been managed and includes 
specifics of the issuing, the distribution and the revocation of 
a CA certificate [12]. The representation of the underlying 
rules is an essential step towards an automated system that 
can process both the PKI certificates as well as their policies. 

Smith [5] worked on a Computational Framework for 
Certificate Policy Operations, using a machine-readable 
language to represent the CP elements as an object identifier. 
It based the CP representation on an encoding technique 
called “Canonical Text Services Uniform Resource Name 
(CTS-URN)", which provides the advantage of a validation 
system to read a semi-machine-readable CP without human 
interaction. 

Grill [6] modelled X.509 Certificate Policies using 
Description Logics, his paper divided their approach, which 
used an ontology to represent policies into three stages. 

1) Defining the domain schema classification or the 
taxonomy. 

2) Having a reference ontology for usability purposes. 

3) Working on the specific policy elements with an 
approach to compare CPs rather than to infer from 
them.  

However, there were no proposals to include 
functionality that supports both the processing of the PKI 
certificate and their respective policies. Grill’s use of 
descriptive logic shows the potential role that semantic 
technologies can play in representing the PKI domain. The 
fact that the semantic technologies stack is built with security 
in mind and uses digital certificates as a means of trust can 
be leveraged to that end.  

In our proposed solution, the RDF representation gives us 
the advantage to keep writing CP/CPS in a natural language 
while having rich metadata about the document that can be 
used by machines to evaluate the policy. Furthermore, OWL, 
coupled with rule-based reasoners, can provide a decision to 
trust or not to trust an MRTD based on predefined rules that 
reflect the actual practice in the real world.  

The first step towards such a system is to build a 
knowledge-base that incorporates all the must-have elements 
of MRTD, PKI components, as well as the CP/CPS 
definition, and the border validation policy. Once the 
ontology that is comprehensive in nature is defined, it can be 
coupled with valuable inference rules and applied to specific 
instances. To do so, we followed the Ontology Development 
101 Methodology [7] which enables the building of 
ontologies based on existing ones and uses the Certificate 
Ontology specification as outlined in the W3C standard as a 
baseline [8]. The domain knowledge is taken from MRTD 
regulator’s publications such as the ICAO Machine Readable 
Travel Documents Doc 9303 -part-11 [9] and Part-12 [1], as 
well as the BSI Technical Guideline BSI TR-03135 Machine 
Authentication of MRTDs for Public Sector Applications  
[10]. 

III. THE MODEL REQUIREMENTS AND DESIGN 

The primary objective of the proposed system is to 
answer questions related to how countries can develop an 
MRTD local border verification policy. The solution will 
have to incorporate the root certificate CSCA, document 
signers, together with their policies and practices statement. 
This can be achieved by building an ontology-based model 
that captures elements of the border validation process based 
on the current recommendation and best practice of border 
control validation policies and procedures. 

The knowledge-base will represent the CSCA certificate 
policy along with DS certificates and ePassport chip 
Document Security Object (SOD) elements using OWL 
coupled with SWRL rules, a combination that provides rich 
vocabulary and a full inference capability  [11]. The Protégé 
reasoner will be used to verify the ability of the rules in 
creating a model that can deliver a reliable trust decision 
capability.  

In the design phase, we recap what we highlighted in 
Section II, the need for a system that is capable of processing 
PKI certificates and their respective policies. Figure 1 
depicts the general framework design. In the first stage, the 
passport document Security Object SOD that contains a hash 
of all the data groups and the associated DS is processed. In 
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the second stage, the data is prepared in a format that is 
compatible with the knowledge base. The preparation 
process is not within the scope of this paper. However, we 
assume that the data is RDF/OWL compatible. The third 
stage consists of applying an inference engine like Protégé 
DRool with the capability to run SWRL rules that will 
deliver the decision.  

In Figure 2, we identify the concepts, properties, and 
relationships using the 101 Methodology. In that structure, 
the properties of the MRTD, CA, DS, and Policies were 
defined. For example, the main properties of the CP and CPS 
were listed based on Request for Comment (RFC) 3647  
[12].  

 
Figure 1. The Framework Design 

In our work, the ontology is focused on answering the 
following four questions: 

 
1) What is the type of the Document: is it an ID or 

passport? 
2) Does the passport have a valid certificate chain or 

trusted path? 
3) Does the passport root CA or CSCA have a trusted 

Policy? 
4) Is the root CA or DS Trusted? 

IV. ONTOLOGY IMPLEMENTATION 

We used Protégé [13] as a primary tool to develop and 
validate the ontology. The tool provides a framework that 
has many add-on tabs that serve different functions such as 
the Entities tab where classes and their corresponding 
properties and individuals can be defined. In addition, 
Protégé provides integrated SWRL rules processing using 
the DRool extension as well as the option of using different 
reasoners. 

 
Figure 2. Concepts and Terms 

For the system to answer the questions mentioned above, 
the knowledge base must include a sufficiently rich 
representation of concepts and their relationships to infer the 
required result correctly. A top-down approach is used to 
define the classes, object properties, and individuals. Figure 
3 shows the main classes which are identified. An object 
property captures the relationship between classes and 
individuals [14] and can be used to specify the domain and 
the range [15]. In Table 1, the main pillars of the PKI are 
described and linked. 

A. Use Cases Scenarios and SWRL Rules 

We build the use cases to show that the ontology can 
simulate the current border validation scenario summarised 
below  [10]: 

 
1) The reader captures EMRTD information and uses 

BAC or PEAC protocols to access the chip. 
2) Based on the document type information, it 

determines if it is a passport or ID. 
3) Using the Passive Authentication protocol, it checks 

the digital signature of the DS. 
4) The path validation checks if the DS has a valid 

CSCA signer or not. 
When we add a new individual eMTRD instance to the 

system, the reasoner will be able to identify and classify it.  
For example, the first primary use case will answer 

Question 1 above. Figure 4 shows the introduction of an 
individual with name Pass124 and has datatype property 
“hasPassportType” with value 3. The reasoner was able to 
identify that this individual is of class passport. 

A more advanced use case is one where the reasoner had 
to process more than two classes with their various 
properties, to infer a result. In this complicated case, the 
system was able to answer Question 2 above.  
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Figure 3. Main Classes 

Here, an additional instance and its properties were 
identified as follow: 

1) Add the instances Pass124 of class Passport, SOD1 
of class SOD, DS1 of class DS, and CSCA01 of class 
CSCA to the knowledge base. 

TABLE.1 OBJECT PROPERTIES 

Object Properties 

Domain 
Class   

Object Property Range Class 

Passport  AssociatedwithA  SOD 

Digital 
Signature  

CreatedBy Private Key 

Certificate HasAKey Private Key and Private Key and 
Public Key 

CSCA OR 
DS 

HasCertificateType  X.509Certificate 

CSCA  RootCertificateType X.509Certificate 

DS  SignerCertificateType X.509Certificate 

SOD  HasSodIn  TrustPath 

TrustPath  HasValidPathfrom 
SCATo 

Policy 

Domain 
Class   

Object Property Range Class 

TrustPath  HasValidPathfrom 
DSTo  

CSCA 

TrustPath  HasValidPathfromSODTo  DS 

SDO OR 
Certificate 

Holds Digital Signature 

DS IsKindOf PKI 
SignerAuthoriy 

CSCA  IsTypeOf  PKI 
RootAuthority 

CSCA  Sign  DS 

SOD  SignedBy  DS 

2) Determine the instance to have general object 
properties CSCA01 Sign DS1, and SOD1 is Signed by DS1, 
and Pass124 AssociatedWith SOD1. 

3) Define the main class called Trust, and a Subclass 
called Trusted path with Axiom: 

(HasValidPathfromCSCATo Some Policy, and 
HasValidPathfromDSTo Only CSCA, and 
HasValidPathFromSodTo DS). 

 
In Figure 5, the reasoner inferred that only the individuals 

SOD1, DS1, CSCA1 are part of the trusted path, although 
there were other individuals within the same domain. 

The result of this use case as an example to prove that 
normal Protégé reasoner like HermiT and Pellet can give 
valuable outcome. Nevertheless, they were limited in that 
they cannot infer further results based on previously inferred 
results. Any result that is needed for further processing must 
be added as a new assertion to the knowledge base first. 

B. SWRL Rules 

The results obtained by the reasoned can also be reached 
using SWRL Rules. The SWRLAPI uses the DRool rule 
engine for inference purposes based on OWL 2 RL [13]. It 
uses the ontology as input, applies the rules, and returns 
inferred and asserted results. 

Four rules have been developed using assumptions based 
on industry best practice. In a fully mature system, it is 
expected to have a much larger number of rules based on a 
formal written border validation policy. 

1) Rule 1: 
If a Document Signer signs a passport SOD, and a CSCA 
signs that Document Signer, then this passport component 
belongs to a Trusted Path class. Rule (1) shows the SWRL 
representation. 

 

 
                                (1) 

2) Rule 2 
If a CSCA certificate was distributed through a 

mechanism such as ICAO PKD and found to have some 
properties like a Trusted Policy, a signature algorithm of type 
ECDSA, and a signature hash algorithm of type SHA 256, 
then this CSCA certificate can be classified as Trusted 
CSCA.  

Figure 6 shows the SWRL representation and result of 
Rule (2). 

 

 
 

 
 

                                                       (2) 
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Figure 4.  Inference class of use case one 

 
Figure 5.  Inferred Trusted Path Class members 

 
3) Rule 3 

If a policy CP or CPS is found to have a CRL Issuing 
Frequency of 2 weeks, and a rigorous Certificate Rekey 
process, as well as a publication frequency of 3 months, then 
it can be classified as a Trusted Policy. 
Rule (3) shows the SWRL representation. 
 

 
 

 
                                                  (3) 

 
4) Rule 4 

This rule depends on the result of previous rules. The aim 
here is to classify the CSCA of a country based on their trust 
level. If a CSCA certificate is a member of a Trusted path 
class, and a Trusted CSCA class, in addition to having a 
Trusted Policy class and a trusted SOD class, then this 
CSCA belongs to a Trust level 1 class. 
Rule (4) shows the SWRL representation. 
 

 
 

 TrustLevel1(?C)                       (4) 

V. RESULTS AND DISCUSSION  

The evaluation of the work is based on cross-checking the 
ontology against the most important criteria such as 
consistency and coherence, clarity and modularity and 
reusability. These are defined by the Ontology Quality 
Evaluation and Requirements Framework (OQuaRE) [16].  

A) Consistency and Coherence 
1) Protégé has set of reasoners and Debugger tools, 

which run through the Ontology axioms, object properties, 
and data properties to infer result. The Debugger run over 
837 axiom and the result is “The ontology is consistent and 
coherent”. 

2) We used The Ontology Pitfall Scanner developed by 
the Ontology Engineering group [17], as a comprehensive 
online tool that checks the consistency. The result showed 
the existence of critical cases related to using multiple 
domains or ranges in properties, and some crucial cases due 
to the use of recursive definitions, which refer to the use of a 
class name within its equivalent class axiom.  As this was 
only detectable after the DRool inference result, we believe 
that it is due to Protégé internal ontology processes, and it 
should not harm the original ontology structure. 

 

 
Figure 6. Inference of trusted CSCA 

B) Clarity 

The OntOlogy Pitfall Scanner result for clarity shows 
only minor remarks, suggesting more annotation and a 
unified naming convention should be used. Further 
clarification of the annotation definition can be discussed 
with the domain experts. 

C) Modularity and Reusability 

The extendibility or modulatory criteria check depicts the 
level of change in the ontology that can be introduced 
without affecting the overall function. We used the following 
OQuaRE metrics: 
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The Weighted Count Method (WMCOnto) is a metric, 
which can be measured by calculating the average number of 
properties and relationship per class. 

 
Our ontology scored 0.45, which is considered very low 

comparing to well-defined Ontologies that scores between 5-
11 [16]. 

The DITOnto is a reusability metric, which counts the 
maximum length of the path from the leaf to the ontology 
root point “Thing”. 

 
The NOMOnto is another reusability metric that considers 
the number of properties per class  

 
The result of the DITOnto is 5. Moreover, NOMOnto is 

0.36. 
Comparing to the result of other well-defined ontologies 

that score between 2-8 on DITOnto and NOMOnto, the 
above result is an indication that the Ontology has its 
limitations concerning reusability. 

VI. CONCLUSION AND FUTURE WORK  

With the model that we proposed and the ontology 
described, we were able to demonstrate that that ePassport 
PKI elements can be semantically represented, linked to 
relevant policies and classified based on Trust rules. Thus, a 
precise border control ontology-based validation procedure 
can be achieved. The ontology within the model can be 
considered as a core to an industry-ready solution, 
customizable to suit each border control authority rules and 
procedures. The initial knowledge base will need to be 
expanded with other countries’ certificates. Combined with 
the semantic representation of the CP and CPS we believe it 
will make border classification process more transparent, in 
addition to helping border control authorities build an ICAO 
recommended Master List [1] through the PKD portal. 

Although the ontology did not score highly in the 
technical evaluation process, however, we were able to 
answer all key four questions and reach the goal of having a 
decision to trust or not to trust a given eMRTD. The 
taxonomies captured were modest, and the border validation 
elements and rules were not comprehensive. Nevertheless, 
within the defined scope, the ontology was able to 
demonstrate the validity of the concept of CP and CPS 
representation using ontologies. 

Finally, this approach closes a severe gap in providing a 
meaningful border control solution. The issue of how 
countries are maintaining their PKI CA and the issuing of 
DS certificates needs to be addressed in a structured way as 
proposed by this project.  

This project can be considered as a base for the following 
future work: 

1) The semantic representation of the CP and CPS 
elements, having both Policies entirely written in 
RDF/OWL means they can be processed by a system 
without the need of a human expert and can make ePassport 
PKI classification an automated process. 

2) The current model using SWRL rules is only 
intended as a proof of concept. In a real-world situation, we 
expect a comperhensive list of rules that covers the 
ePassport border validation process and procedures. 
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Abstract—In crisis management, it is crucial to have up-to-date
data available to assess an ongoing situation correctly. This
information originates from different sources, such as human
observations, various sensors or simulation algorithms with
heterogeneous geographic scope. The aggregation of such data is
conducted by decision support systems to disburden the end-users
from automatable tasks. By using semantic technologies for the
integration, these systems can benefit from the expressional power
of semantic queries. Therefore, all data that is available in the
system should also be accessible for these queries. In the following,
we present an approach how sensor data can be accessed through
semantic queries and how geospatial knowledge can be integrated
in a Decision Support System.

Keywords–decision support; semantic access to sensor observa-
tions; GeoSPARQL; geospatial semantic queries.

I. INTRODUCTION

Being a specialized sub-category of a Decision Support
System (DSS), crisis management systems are designed to
support authorities in handling a crisis by providing collected
and analyzed information as well as simulation results. While
in the past the lack of information was one of the biggest
challenges, the situation has changed now. Since the advent
of the Internet of Things (IoT) placing great numbers of
connected sensors the amount of available data has increased
[1]. This results in new challenges: The decision makers have
to be protected from information overflow [2] and the input
from different heterogeneous sources has to be integrated and
automatically analyzed.

Why is geospatial knowledge important in crisis manage-
ment? A crisis situation usually will be limited to a certain area
in most cases. When a high level of water in a river causes
flooding of the land along the riverbanks, this flooding will be
limited to a certain area surrounding the river. The knowledge
about this area allows reducing the amount of data which has to
be considered in the crisis management workflows. Thus, the
location of a sensor or its observation can be used for filtering
data that is of no value for the current crisis; the location of
a human observer can be used to estimate the validity of a
given statement; the geometry of an urban district can be used
to determine if the district is affected by some event.

Our approach is to use semantic technologies to integrate
information from different sources and then apply reasoning
to draw conclusions from the gathered information focusing
on the semantics of geospatial data. While Kontopoulos et
al. presented the overall approach in [3] and [4], this paper
concentrates on two parts of the approach: firstly, accessing

of time series data, e.g. sensor observations and, secondly,
exploiting geospatial knowledge.

The paper is structured as follows: Related Work introduces
preliminaries and gives a brief overview of recent work. In
Section 3 - Using geospatial knowledge, the motivation for
the semantic integration of geospatial information in a crisis
situation given. It is described how geospatial semantics can
be integrated in a machine-understandable manner. Further,
geoSPARQL [5] with possible applications is introduced.
Section 4 - Semantic Access to Sensor Data - gives different
approaches how sensors and their geospatial semantics can be
integrated into a DSS. We present our approach for the integra-
tion and retrieval of such data with the standard SensorThings
API [6] and ONT-D2RQ [7]. Section 5 - Use-Case Applica-
tion describes the application of the developed functionalities
within the project beAWARE [8]. We give an exemplaric query
and analyze its architecture. Section 6 evaluates the approach
on a qualitative base. Section 7 concludes our findings and
gives an outlook on future tasks.

II. RELATED WORK

Parts of the work presented here are based on the
Open Geospatial Consortium (OGC) standard GeoSPARQL
[5]. Battle and Kolas [9] provide a good introduction
into GeoSPARQL. Zhang et al. [10] have already consid-
ered GeoSPARQL useful in the area of crisis management.
While they concentrated on performance improvements of
the GeoSPARQL implementations, our focus is how to bring
all parts together. Nishanbaev et al. provided a survey of
geospatial semantic web for cultural heritage [11]. While the
survey focused on cultural heritage, major parts of it are also
valid for the topic of crisis management.

The integration of databases into semantic systems has
been adressed by Bizer and Seaborne [12] in their descrip-
tion of the D2RQ project. Hert et al. [13] also provided a
comparison of several relational database to RDF mapping
languages. Santipantakis et al. [14] also described the use
of database to ontology mapping systems for the maritime
domain. A discussion on the integration of sensors into a crisis
management system can be found in [15]. The beAWARE
ontology, which was used for the evaluation of our approach
has been presented in [3]. The ontology integrates aspects
of the domain sensors and observations, as well as metadata
for geospatial information. Hence, we continue using this
ontology.
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III. USING GEOSPATIAL KNOWLEDGE

As already stated in the introduction, locations of events,
places, buildings, creatures, etc., play an important role in crisis
management. Locations can be expressed in different ways:
Technical documentation will most likely provide coordinates
of objects like sensors or buildings. In contrast, people tend
to use symbolic locations, e.g. ”The fire at the cathedral in
Paris” or ”the traffic accident at the crossing of St. James Street
and Independance Avenue”. Sometimes, these symbolic loca-
tions are also called well-known places. Therefore, all those
different types of location descriptions should be supported
and there should be some automatic mapping between them.
The resolving of symbolic locations is done with the help of
gazetteers. A gazetteer is a geographical dictionary providing
several information about the recorded well-known places,
e.g. the location or geometry, the population, etc. A popular
example available on the internet is GeoNames [16]. Some
of those gazetteers can even be accessed via SPARQL and
therefore can be integrated into a semantic crisis management
system.

In some use-cases, the amount of data can be further
restricted to increase the usability of the system. If some events
are visualized on a map, only the events that are located
inside the visual part of the map are of interest. Therefore,
the semantic query used for populating the map should utilize
the information about the map’s viewport. In this case, we
have two geospatial restrictions for the data: process only data
which is located inside the area which is affected by the crisis
situation, process only data which is located inside the area
visualized by the current viewport.

There are two preconditions for the use of such geospatial
knowledge as part of semantic queries: First, the collected
data has to be in relation with a location or geometry. This
can either be explicit, e.g. the documented location of a
sensor, or the geospatial information can be inferred, e.g.
some textual statement mentions a well-known place. The
second requirement is geospatial support of the semantic query
engine. The GeoSPARQL extension from the OGC addresses
this requirement. It provides SPARQL extension functions for
geographic information. According to the standard document
[5], GeoSPARQL provides the following features:

• An RDF/OWL vocabulary for representing spatial
information consistent with the Simple Features model
[17]

• A set of SPARQL extension functions for spatial
computations

• A set of RIF (Rule Interchange Format [18]) rules for
query transformation (not in the scope of this paper)

The vocabulary defines top-level spatial vocabulary compo-
nents, as well as geometry vocabulary and topological relation
vocabulary. Since the definition of relations can follow differ-
ent approaches, GeoSPARQL supports three of these relation
families: The Simple Features family follows the OpenGIS
Simple Features specification [17], the Egenhofer family fol-
lows the formal definition of binary topological relationships
by Egenhofer [19] and the RCC8 family follows the Region
Connection Calculus by Randell et al. [20]. The SPARQL
extension functions can be divided into topological and non-
topological query functions. The topological functions contain
relations like equals, intersects, touches, contains, overlaps,

etc. and are defined for each of the different relation fami-
lies mentioned above. The non-topological functions contain
relations like distance, buffer, convexHull, etc.

Geometries can have different numbers of dimensions:
points (0-dimensional), lines (1-dimensional) and areas (2-
dimensional). The function equals can be applied to all geome-
try types and expresses that two instances of SpatialObject are
topologically equal, i.e. their interiors intersect and no part
of the interior or boundary of one geometry intersects the
exterior of the other. The function intersects can be also be
applied to all geometries and states that both geometries have
at least one point in common. The function touches can be
applied to all geometries with a dimension greater than zero
and expresses that both geometries have at least one boundary
point in common, but no interior points. The function overlaps
can be applied only to geometries with the same dimension.
It states that they have some but not all points in common
and the intersection of their interiors has the same dimension
as the geometries themselves. The function distance returns
the shortest distance in units between any two points in the
two geometries as calculated in the spatial reference system
of the first geometry. The function buffer returns a geometric
object that represents all points whose distances from the given
geometry are less than or equal to the given radius value
measured in the given units. The calculations are made within
the spatial reference system of the given geometry. Finally, the
function convexHull returns a geometric object that represents
all points in the convex hull of the given geometry.

The following enumeration lists examples of competency
questions from a crisis management system, which could
benefit from the integration of geospatial knowledge:

1) Which is the area with most people involved in an
incident?

2) Which is the area with the highest density of inci-
dents?

3) Will the playground be affected by the estimated
flood zone?

4) Is there enough shelter capacity for all people affected
by a specific incident type within a certain radius?

5) Where are the nearest sensors for a specific incident?

How can GeoSPARQL be used for answering those questions?
In the following examples, the functions from the Simple
Features relation family are used. The snippets are simplified
to show only the GeoSPARQL part of the whole query to keep
it short. For the first question, the locations of all incidents
have to be collected and then the number of persons involved
has to be aggregated for the different areas. In this case, the
contains respectively the sfContains function determines which
locations belong to which area as shown in the following
SPARQL snippet.

SELECT ? a r e a ? i n c i d e n t L o c a t i o n
WHERE {
? a r e a a geo : w k t L i t e r a l ;
geo : s f C o n t a i n s ? l o c L i t e r a l .
? i n c i d e n t L o c a t i o n geo : asWKT ? l o c L i t e r a l .
}

The second question is similar to the first one. If the
geometries of the playground and the estimated flood zone are
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known, the intersects or overlaps functions will help answering
question three.

SELECT ? p l a y g r o u n d ? e s t F l o o d Z o n e
WHERE {
? playGround geo : hasGeometry ? playGeom .
? e s t F l o o d Z o n e geo : hasGeometry

? estFloodGeom .
? playGeom geo : asWKT ? playWkt .
? estFloodGeom geo : asWKT ? es tF loodWkt .
FILTER ( geo f : o v e r l a p s ( ? playWkt ,

? es tF loodWkt )
}

Question four is more complex. At first, the affected area
has to be determined. With the help of the buffer function
the area for potential shelters is calculated. After that, the
matching shelters can be associated with those areas by using
the contains function and their capacity can be summed up per
area.

SELECT ? a f f e c t e d Z o n e ? i n c i d e n t L o c a t i o n
WHERE {
? i n c i d e n t L o c a t i o n geo : asWKT ? w k t I n c i d e n t .
BIND ( geo f : b u f f e r ( ? w k t I n c i d e n t ,

uom : met re ) AS ? a f f e c t e d Z o n e )
}

SELECT ? a f f e c t e d Z o n e ? s h e l t e r L o c a t i o n
WHERE {
? s h e l t e r L o c a t i o n geo : asWKT ? w k t S h e l t e r .
? a f f e c t e d Z o n e geo : s f C o n t a i n s ? w k t S h e l t e r .
}

The distance function will help answering the last question
if the location of the sensors and the incident location is
known.

SELECT ? s e n s o r L o c a t i o n ? i n c i d e n t L o c a t i o n
? d i s t a n c e

WHERE {
? s e n s o r L o c a t i o n geo : asWKT ? wktSensor .
? i n c i d e n t L o c a t i o n geo : asWKT ? w k t I n c i d e n t .
BIND ( geo f : d i s t a n c e ( ? wktSensor ,

? w k t I n c i d e n t , uom : me t re ) a s ? d i s t a n c e )
}
ORDER BY DESC( ? d i s t a n c e )

By using the functions mentioned above together with the
standard SPARQL features, queries that are more complex
can be built for the given questions. If some locations are
provided as well-known places, they will have to be mapped to
coordinates by some gazetteer services before they can be used
together with the GeoSPARQL functions. If those gazetteers
provide a SPARQL interface, the mapping can be done as part
of a federated query, meaning that some parts of a query are
sent to remote SPARQL endpoints and will be executed there.

IV. SEMANTIC ACCESS TO SENSOR DATA

Changes in the environment can be observed by sensors
through a large number of parameters. Since these sensors
are usually connected to the internet, a large amount of

information is generated, which can be used as possible input
for decision support systems. Since we focus on the semantics
of the available data, the information should be semantically
integrated to make it accessible through semantic queries.

This integration could be done in several ways (in the
following sections, the term sensor management system is used
with the following meaning: A system that manages sensor
measurements and provides standardized access to the data
measured by them.):

• Sensors store their data directly into an ontology or
use some generic adapter for this task

• An existing sensor management system is enhanced
by a SPARQL interface

• The SPARQL queries are mapped to some query
interface of an existing sensor management system

• The database of an existing sensor management sys-
tem is accessed via some adaption layer which pro-
vides a SPARQL interface

The first option is enhancing each sensor in a way it stores
its data as described by the used ontology. However, since
this approach would require changes to each sensor it would
counteract the idea to use existing sensors as input. Even
if there were some generic adapters available for this task,
another problem would still exist: While some raw observation
data might not be suitable for the user of a Decision Support
System, the results of some simulations or forecasts based on
these observations are of greater value. Adding such simulation
and processing functionality to these adapters also would make
them less generic and increase their complexity. Furthermore,
it could lead to massive concurrent write access to the ontol-
ogy, causing a permanent index rebuild according to Pan et. al
[21]. Therefore, this approach was not continued any further.

Another solution would be to integrate a SPARQL inter-
face into an existing sensor management system. This would
leave the task of collecting and storing the sensor data to
an existing software, which follows a popular standard and
therefore enables the use of a great number of already existing
sensors. The OGC SensorThings API [6] is such a standard
from the OGC, which provides a unified way to interconnect
Internet of Things devices, data, and applications over the web.
From the list of available implementations, the FROST-Server
[22] is used for the current research. It uses a PostgreSQL
relational database for the actual storage of the sensor data.
Since the FROST-Server is an open-source implementation,
integrating an additional SPARQL interface should be feasible.
The second part of the SensorThings API standard already
specifies how simulation and processing tasks can interact with
an implementation of the standard.

Some small changes to this second solution leads to the
third possibility: While the SPARQL interface of the previous
solution would have direct access to the internals of the
FROST-Server, in this approach it would be decoupled by
only using the existing query interface of the server. This
approach would not require changes to the implementation of
the FROST-Server, but the mapping between SPARQL and the
query interface would have to be implemented from scratch.

A fourth approach would be to access the underlying
database of the FROST-Server via some adaption layer instead
of enhancing the server itself. This would keep the server
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Figure 1. SensorThings Datamodel (from the OGC SensorThings API standard)

implementation simple by keeping out functionality, which
is only used in some use cases. By using this approach, the
original problem Semantic access to sensor data is transformed
into the problem Semantic access to relational databases. For
the transformed problem, there are already multiple solutions
available: one of them, the D2RQ project [23] provides a
generic implementation for accessing relational databases as
virtual, read-only RDF graphs [12] [13]. The original project
has been extended in the meantime by the community as part
of the project ONT-D2RQ [7] to support OWL in addition to
RDF.

Since the fourth approach promises to reach the goal with
only a minimum of software development, it has been chosen
and the idea of integrating a SPARQL interface directly into
a sensor management system has been postponed.

The D2RQ-Server requires a mapping between the
database tables and an ontology. As a first attempt, a sim-
ple ontology is created, representing the data model of the
SensorThings API (see Figure 1). Parts of this ontology are
integrated into the beAWARE Ontology, presented in [3]. The
entities of this model are directly mapped to tables in the im-
plementation of the FROST-Server. Therefore, table mapping
means entity-mapping in our case. Each of the main entities is
represented by an OWL class. The relations between entities

are modeled as ObjectProperties. Finally, DatatypeProperties
are used for the attributes of an entity. Since the relations of
the SensorThings data model are not directed, there has to be
an inverse ObjectProperty defined for each ObjectProperty. The
actual mapping for ONT-D2RQ is defined in a configuration
file.

Using the new modular Semantic Sensor Network Ontol-
ogy (SSN, [24] would have been an alternative to the creation
of an own simple ontology, but the complexity of the mapping
would have been higher and some aspects of the SensorThings
API which are not covered by the SSN would have required
some additional extensions as well.

V. USE-CASE APPLICATION

The integration of geospatial knowledge and sensor ob-
servation data with the help of ontologies (as introduced in
Section 3 and 4) has been evaluated as part of the research
project beAWARE: “Enhancing decision support and manage-
ment services in extreme weather climate events” [8]. The
goal is to develop an integrated solution to manage climate-
related crises in all phases, starting with early warning before,
managing during and recovery after the event.

A great number of sensors has been connected to the
system for the surveillance of water levels, temperatures,
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1 PREFIX w e b g e n e s i s : <h t t p : / / a r q e x t . w e b g e n e s i s . de />
2 PREFIX beaw : <h t t p : / / beaware−p r o j e c t . eu /beAWARE/ #>
3 PREFIX s t h : <h t t p : / / www. i o s b . f r a u n h o f e r . de / f r o s t #>
4 PREFIX geo f : <h t t p : / / www. o p e n g i s . n e t / d e f / f u n c t i o n / g e o s p a r q l />
5 PREFIX uom : <h t t p : / / www. o p e n g i s . n e t / d e f / uom /OGC/ 1 . 0 / >
6

7 SELECT ? l o c a t i o n ? j sonLoc ? wktLocInc ? wktLoc ? d i s t a n c e
8 WHERE {
9 {SELECT ? l o c a t i o n ? j sonLoc ? wktLocInc WHERE {

10 SERVICE <h t t p : / / l o c a l h o s t : 2 0 2 0 / s p a r q l /> {
11 ? l o c a t i o n a s t h : L o c a t i o n ;
12 s t h : LOCATIONS LOCATION ? j sonLoc .
13 }
14 ? wktLocInc w e b g e n e s i s : convertGeoJSON2WKT ? j sonLoc .
15 }}
16 {{
17 ? i n c i d e n t R e p o r t L o c a t i o n beaw : l a t i t u d e : l a t ;
18 beaw : l o n g i t u d e : l o n .
19 ? wktLoc w e b g e n e s i s : convertLatLon2WKT ( : l a t : l o n ) .
20 }}
21 BIND ( geo f : d i s t a n c e ( ? wktLoc , ? wktLocInc , uom : met re ) AS ? d i s t a n c e ) .
22 }

Figure 2. A geoSPARQL-enhanced SPARQL query retrieving geospatial information

humidity, etc. The sensor observation data is stored inside
the FROST-Server via the SensorThingsAPI interface. For the
SPARQL access to these observations, the D2RServer from
ONT-D2RQ has been chosen. It also supports OWL, whereas
the original D2RQ implementation only supported RDF.

Since the different sources for crisis management system
do not necessarily use the same representation for geospa-
tial location data, we have implemented additional custom
SPARQL extensions for converting between those repre-
sentations, e.g. the webgenesis:convertGeoJSON2WKT prop-
erty function converts the GeoJSON geometries delivered
by the FROST-Server to a WKT representation required by
GeoSPARQL.

Figure 2 shows a SPARQL query combining GeoSPARQL
with information from within the FROST-Server. This example
is constructed from several subqueries and uses the federated
queries feature of SPARQL:

1) The subquery shown in lines 10 to 13 is sent to
the SPARQL-endpoint of the ONT-D2RQ Server
and processed there. This endpoint will then re-
turn all locations which have the DatatypeProperty
sth:LOCATIONS LOCATION set.

2) In the next step, those results are converted from Geo-
JSON to WKTLiterals by the use of custom property
functions. This is the purpose of the subquery shown
in lines 9 to 15.

3) For the incident locations, there is also a previous
conversion step to have the data available as WK-
TLiterals. This conversation step is shown in lines
16 to 20.

4) Finally, the converted locations are used as part
of a GeoSPARQL query to determine the distance
between those observation locations and incident lo-

cations from the beAWARE ontology.

Similar SPARQL queries have been developed for the com-
petency questions of the beAWARE decision support system.
The query results are presented to the decision maker by
means of different visualizations ranging from a simple list
to geographical maps. The applicability of the approach used
for the beAWARE decision support system was validated by
two large-scale trials up to now an in one up-coming third trial.
The evaluation report [25] of the first trial is publicly available
on the project website [8].

VI. EVALUATION

The feasibility of our approach could be shown, but also
some problems were identified which have to be addressed
before the implementation can be used in production: The
performance of the mapping between the relational database
and the semantic representation is not fast enough. This causes
network timeouts of the SPARQL requests and degrades the
usability of the system, if the user has to wait several minutes
for the results of queries which were expected to be simple
queries. Since the author of the SPARQL queries does not
know how these queries will be mapped to SQL queries by
the D2RQ implementation, the mapping may produce non-
optimal SQL statements. The original D2RQ implementation
already provided some optimizations to address this deficiency
when handling large datasets, but it seems that not all of them
are still present in the ONT-D2RQ implementation. Since both
implementations provide different feature sets and the common
features of both are not sufficient for our system, a direct
comparison with a defined dataset was not possible.

The use of federated queries has been identified as another
bottleneck: Since the variable bindings of such a query have to
be transferred to the remote endpoint via the network and after
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the execution, the results will traverse the network again, some
delay caused by the network has to be considered. In particular,
the missing support of LIMIT and OFFSET restrictions for the
federated queries makes the situation even more badly. Even
in the cases where only a few results are needed from the
remote SPARQL endpoint, that endpoint has to process the
whole dataset and return a possibly large number of results,
despite the fact that most of these results will then be thrown
away by some LIMIT or OFFSET clause of the surrounding
query.

In November 2019, the last beAWARE pilot will be con-
ducted. Here, a quantitative benchmark will be performed.
With these results, measures to improve the performance will
be developed.

VII. CONCLUSION

In this paper, we presented the usage of GeoSPARQL
for the integration of geospatial knowledge into a Decision
Support System for crisis management based on semantic tech-
nologies. Competency questions that are of interest for such
DSS were introduced, as well as their formal representations as
geoSPARQL enhanced SPARQL queries. To access sensor data
on a semantic base, the data must be semantically integrated.
We introduced four possible ways how this could be achieved
and how sensor observation data could be accessed from within
such a system. In the Use-Case Application section, we dis-
cussed how these parts were combined within the EU-funded
project beAWARE. As further task, performance optimization
has been identified. In November, the last beAWARE pilot
will take place in Valencia, where quantitative measures will
be implemented to evaluate the systems performance. Finally,
the evaluation of the approach within the project has been
presented.
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Abstract—Knowledge base completion refers to the task of adding
new, missing, links between entities. In this work we are interested
in the problem of knowledge Graph (KG) incompleteness in
general purpose knowledge bases like DBpedia and Wikidata.
We propose an approach for discovering implicit triples using
observed ones in the incomplete graph leveraging analogy struc-
tures deducted from a KG embedding model. We use a language
modelling approach where semantic regularities between words
are preserved which we adapt to entities and relations. We
consider excerpts from large input graphs as a reduced and
meaningful context for a set of entities of a given domain. The
first results show that analogical inferences in the projected vector
space is relevant to a link prediction task.

Keywords–Knowledge Base; Context graph; Language embed-
ding model; Analogy structure; Link discovery.

I. INTRODUCTION

General purpose knowledge Bases (KB), such as Yago,
Wikidata and DBpedia, are valuable background resources
for various AI tasks, for example recommendation [1], web
search [2] and question answering [3]. However, using these
resources bring to light several problems which are mainly due
to their substantial size and high incompleteness [4] due to
the extremely big amount of real world facts to be encoded.
Recently, vector-space embedding models for KB completion
have been extensively studied for their efficiency and scalability
and proven to achieve state-of-the-art link prediction perfor-
mance [5], [6], [7], [8]. Numerous KB completion approaches
have also been employed which aim at predicting whether or
not a relationship not in the KG is likely to be correct. An
overview of these models with the results for link prediction
and triple classification is given in [9]. KG embedding models
learn distributed representations for entities and relations, which
are represented as low-dimensional dense vectors, or matrices,
in continuous vector spaces. These representations are intended
to preserve the information in the KG namely interactions
between entities like similarity, relatedness and neighbourhood
for different domains.

In this work, we are particularly interested in adapting
the language modelling approach proposed by [10] where
relational similarities or linguistic regularities between pairs
of words are captured. They are represented as translations in
the projected vector space where similar words appear close
to each other and allow for arithmetic operations on vectors of
relations between word pairs. For instance, the vector translation
v(Germany) − v(Berlin) ≈ v(France) − v(Paris) shows

relational similarity between countries and capital cities. It high-
lights clear-cut the analogical properties between the embedded
words expressed by the analogy "Berlin is to Germany as
Paris is to France". We propose to apply this property to
entities and relations in KGs as represented by diagrams (a)
and (b) in Figure 1. The vector translation example is likely
to capture the capital relationship that we could represent
by a translation vector v(capital) verifying the following
compositionality [10]: v(France)+v(capital)−v(Paris) ≈ 0.
We use the analogical property for KB completion and show
that it is particularly relevant for this task. Our intuition is
illustrated by diagrams (b) and (c) in Figure 1 where an
unobserved triple can be inferred by mirroring its counterpart
in the parallelogram. To the best of our knowledge, leveraging
analogy structure of linguistic regularities for KB completion
has never been investigated prior to this work. We consider
to apply such properties on excerpts from large KGs, we call
context graphs, guided by representative entities of a given
domain where interactions between entities are more significant.
Context graphs show to be bearer of meaning for the considered
domain and easier to handle because of their reduced size
compared to source graphs.

In the following, Section II gives an overview of related
work, Section III describes our approach to build context graphs
and learn features for link prediction and Section IV gives the
initial results.

Germany France

Berlin Paris

r r

r'

r'

Germany France

Berlin Paris

capital

Country

City

is-a is-a

is-a is-a

Germany France

Berlin Paris

capital

Country

City

capital

is-a is-a

is-a is-a

(a) (b) (c)

Figure 1. (a) Analogy relation diagram (parallelogram) between countries and
capital cities. In KGs (b) and (c), r corresponds to the relation capital and r′

is decomposed into two type relations (is-a) to concepts Country and City.

II. RELATED WORK

A closely related approach to our work is described in [11].
The RDF2vec approach uses the neural language model to
generate embeddings on entities from walks on two general
knowledge bases namely DBpedia and Wikidata. Short random
walks are created for the whole set of entities in an image of
the KB at a given date. Walks using RDF graph kernels are
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also used on small test datasets due to scalability limitation.
The trained models are made available for reuse. The approach
we propose here differs in several aspects. First, we consider
undirected labelled edges in the RDF graph to adapt the neural
language model, compared to directed graph. Second, we use
biased walks guided by the application domain to generate
sequences compared to random walks. Third, beside using
object properties to build the sequences, we consider DataType
properties and literals because we assume that they hold useful
information for our application domain (e.g., dates, textual
descriptions). Last, we propose to handle scalability issues by
contextualizing the input graphs assuming that more relevant
information is centralized within a perimeter of α hops around
our main entities (α is defined later).

A more general technique called Node2vec is proposed in
[12]. It aims to create embeddings for nodes in a (un)directed
(a)cyclic (un)weighted graph G(V,E,W ) where V is the set of
vertices, E the set of edges with weights W . The embeddings
are learnt using the Skip-Gram model [10] trained on a corpus of
sequences of nodes generated using the sampling strategy. The
input graph is turned into a set of directed acyclic sub-graphs
with a maximum out degree of 1 using two hyper-parameters
for sampling: Return R (probability to go back to the previous
node) and Inout Q (probability to explore new parts of the
graph).

III. APPROACH

Here, we define a context graph and show how to build it,
then we present how to create a model from our context graph.

A. Building Context Graphs

We define a Context Graph (CG) as a sub-graph of a general
KG (e.g. DBpedia) representative of a domain D. The first step
to build CG is to identify a list of seeds defining the domain.
A seed is an entity from KG corresponding to a concept which
is considered relevant for D. For example, if the concept is
‘Musée du Louvre’, the corresponding entity in DBpedia is
<http://dbpedia.org/resource/Louvre>. In some domains this list
is obvious as for museums, hotels or restaurants. In general
case, the common practice is to rely on a reference dataset
(such as IMDB for cinema).

The second step extracts from KG the neighbourhood for
each seed within a given depth filtering useless entities (not
informative for D) and returns the final CG as the union of
elementary contexts. We use CG in the following as basis for
the embedding model.

We create the algorithm CONTEXT BUILDER (Algorithm
1) to build a context graph context from a knowledge graph
KG for a given domain D. For a set of seeds (seedsEntities),
findNeighbors(s) extracts a neighbouring context Cv from
a knowledge graph KG for each seed s. The final context,
context, is updated adding Cv . A list of new seeds, newSeeds,
is updated with the new collected entities after filtering
the terminal nodes with the EntityFilter method. The
exploration depth level is incremented by 1 at each step
up to the desired radius limit. At the end of process, the
resulting context context is expanded with the classes of
entities extracted from KG by the methods AddClasses and
Entities.

Algorithm 1: CONTEXT BUILDER

1 Function ContextBuilder(KG, seedsEntities,
radius, filteredEntities)

Input : A knowledge graph KG
A neighbourhood depth to reach radius
A set of entities which are used as seeds
seedsEntities
A set of entities which are excluded from the seeds
filteredEntities
Output : Context Graph context

2 level ← 0
3 context ← ∅
4 while level < radius do
5 newSeeds ← ∅
6 foreach s ∈ seedsEntities do
7 Cv ← FindNeighbors(KG, s)
8 context ← context ∪ Cv

9 newSeeds ← newSeeds ∪
EntityFilter(Cv ,filteredEntities)

10 end
11 level ← level +1
12 seedsEntities ← newSeeds
13 end
14 context ← context ∪ AddClasses(KG,

Entities(context))
15 return context

B. Feature Learning
First, we adapt the language modelling approach to KG

embedding. We transform the entities and relations in the CG
as paths that are considered as sequences of words in natural
language. To extract RDF graph sub-structures, we use the
breadth-first algorithm to get all the graph walks or random
walks for a limited number N . Let G = (V,E) be an RDF
graph where V is the set of vertices and E is the set of directed
edges. For each vertex v, we generate all or N graph walks Pv

of depth d rooted in the vertex v by exploring direct outgoing
and incoming edges of v and iteratively direct edges of its
neighbours vi until depth d is reached. The paths after the first
iteration follow this pattern v → ei → vi where ei ∈ E. The
final set of sequences for G is the union of the sequences of
all the vertices

⋃
v∈V Pv .

Next, we train a neural language model which estimates
the likelihood of a sequence of entities and relations appearing
in the graph and represents them as vectors of latent numerical
features. To do this, we use the continuous bag of words
(CBOW) and Skip-Gram models as described in [10]. CBOW
predicts target words wt from context words within a context
window c while Skip-Gram does the inverse and attempts to
predict the context words from the target word. The probability
p(wt|wt−c...wt+c) is calculated using the softmax function.

Finally, we extract analogical properties from the feature
space to estimate the existence of new relationships between
entities. We use the following arithmetic operation on the feature
vectors (entities of Figure 1): v(Berlin) − v(Germany) +
v(France) = v(x) which we consider is solved correctly if
v(x) is most similar to v(Paris). On the left-hand side of
the equation, entities contribute positively or negatively to
the similarity according to the corresponding sign. For exam-
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ple, Germany and France having the same type Country
contribute with different signs, Berlin, of a different City
type, contribute with the opposite sign of the corresponding
Country. The right-hand side of the equation contains the
missing corner of the diagram which remains to be predicted.
We then use cosine similarity measures between the resulting
vector v(x) and vectors of all other entities of the same type
in the embedding space (discarding the original ones of the
equation) in order to rank the results.

IV. EXPERIMENTAL EVALUATION

A. Case Study
We test our approach on a sub-graph of DBpedia repre-

senting a target domain: here we chose museums of Paris.
We propose to address the scalability issue by contextualizing
the input graphs assuming that more relevant information is
centralized within a perimeter of α hops around main entities
of this domain (we used α = 2 as suggested by [13]). We build
our KG as the union of individual contextual graphs of all
entities representing the input data from the cultural institution
Paris Musées (12 sites). We identify each site by its URI on
DBpedia-fr after an entity resolution task (in the following,
we denote the URI http://fr.dbpedia.org/resource/entity shortly
as dbr:entity). The final graph contains 448309 entities, 2285
relations and 5122879 triples. To generate sequences of entities
and relations we use random graph walks with N = 1000 for
depth d = {4, 8}. We also consider for each entity all walks
of depth d = 2 (direct neighbours).

We then train the Skip-Gram word2vec model on the corpus
of sequences with the following parameters: window size = 5,
number of iterations = 10, negative samples = 25 (for the
purpose of optimisation) and dimension of the entities’ vectors
= 200. We use gensim implementation of word2vec [14]. We
also trained our model with CBOW method and with larger
vector dimension (500). We notice in general better performance
with Skip-Gram method, but cannot do any assertion about
vector dimension. Our method can’t be evaluated against other
ones using standard datasets such as FB15K, WN18 [6], [7].
It requires to define a context and extracts a subgraph from it,
none of the other methods uses such a context in the available
evaluations.

B. Evaluation Protocol
Existing benchmarks for testing analogy task in the literature

are designed for words from text corpora. To the best of our
knowledge, using language model driven analogy for link
prediction in knowledge graphs has not been investigated
yet. To evaluate our approach, we build a ground-truth for
analogy between entities in the KG. Each entry corresponds to
a parallelogram as described in Figure 1 with one unobserved
triple in the KG. For each entity, corresponding to a museum
site in our application, we collect a list of well-known artists
for this site as follows: find in DBpedia-fr the list of artists
(dbo:Artist) or otherwise, individuals (dbo: Person) who are
associated with the site. For some sites, we manually create
the list, for example by searching for well-known artists for a
museum on the website [15].

The evaluation test aims at discovering artista for
museuma considering a known triple <museumb, artistb>
while varying b and measuring the mean of the returned results.

We use conventional metrics: Mean Reciprocal Rank (MRR)
and the number of correct responses at a fixed rate (Hits@).

The evaluation protocol is as follows: for each Murii,
URI of a museum, let Aurii be the URI of the first artist
identified for Murii, consider all Murij | j 6= i, find the top
most similar entities of the predicted vectors with positives =
[Aurii,Murij] and negative =[Murii]. In the list of results,
we filter by type Artist, we then examine the intersection with
artists Auril associated with Murij . It is worth noticing that
we frequently find loosely defined links between museums and
artists; such links are very common in DBpedia and use the
property wikiPageWikiLink representing an untyped link.
Subsequent work is required to qualify them.

C. Results
Table I shows results of MRR and Hits@{3, 5, 10} (%) for

d = {4, 8} and N = 1000. The final row of the table with
columns d = 8 shows the impact of considering longer paths
on the performances of the approach. In fact, longer paths
capture richer contexts for entities and results in better vectors
estimation by the neural language model.

We compared our approach with the one presented in [11]
which creates a model, modelDB, for all entities in DBpedia.
For each entity in our ground-truth built on DBpedia-fr, we
look for its equivalent in DBpedia and verify that it is contained
in the vocabulary of modelDB built with d = 4. Only 7 out
of 12 museum entities are in modelDB, as well as their first
associated artist among others. The analogy tests return globally
poor results. ModelDB were unable to retrieve relevant entities
in top 100 returned answers, as for our model trained on the CG,
without any improvement even if extended to top 5000. This is
not a surprising result if we look at the following table which
shows that our CG has a better coverage of the ground-truth
domain entities, mainly artists, compared to DBpedia.

TABLE II. GROUND-TRUTH ENTITIES IN DBPEDIA AND DDBPEDIA-FR.

dbo:Person dbo:Artist No type dbo:Museum
DBpedia 272 190 44 7

DBpedia-fr 272 327 6 12

The first row of Table II shows that not all dbo:Artist
are linked to dbo:Person (ex: dbr:Sonia_Delaunay). With 12
museums and 334 artists in the reference list, 97.90% can
be identified as an artist in our context graph vs. 56.88% in
DBPedia, which partly explains the poor results. As we filter the
returned results by type Artist (or more generally by Person),
several relevant answers are filtered.

We also compared our approach with a random selection
of entities of type dbo:Artist in the vocabulary of the model.
The results, given in columns d = 4R of table I, show a great
benefit of leveraging the regularities in the vocabulary space
to extract relationships between entities.

While analysing values on Table I, we noticed wide
discrepancies between results of different museums. For ex-
ample, Hits@10 values for dbr:Musée_d’art_moderne and
dbr:Musée_de_Grenoble are respectively: 0.83 and 0.33. This
impacts the global performance of all museums (last row
of table I). The result means for the second value that the
system was not able to retrieve the corresponding artist for
dbr:Musée_de_Grenoble in top returned results. We argue this
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TABLE I. MRR AND HITS@{3, 5, 10} (%) OF A SUBSET OF REPRESENTATIVE EXAMPLES OF Paris Musées DATA FOR d = {4, 8} AND N = 1000 WITH
ANALOGY AND RANDOM FOR d = 4 (D=4R).

MRR Hits@3 Hits@5 Hits@10
Entity d=4R d=4 d=8 d=4R d=4 d=8 d=4R d=4 d=8 d=4R d=4 d=8
dbr:Musée_Bourdelle 0,05 0,39 0,43 0,09 0,50 0,42 0,18 0,50 0,42 0,18 0,66 0,50
dbr:Musée_Carnavalet 0,01 0,43 0,59 0,00 0,58 0,67 0,09 0,66 0,75 0,09 0,83 0,75
dbr:Musée_Zadkine 0,00 0,43 0,44 0,00 0,41 0,42 0,00 0,50 0,50 0,00 0,50 0,50
dbr:Musée_Cernuschi 0,01 0,42 0,50 0,00 0,50 0,58 0,00 0,58 0,67 0,09 0,75 0,67
dbr:Petit_Palais 0,04 0,38 0,63 0,09 0,50 0,75 0,09 0,66 0,75 0,09 0,66 0,75
dbr:Maison_de_Balzac 0,03 0,23 0,44 0,09 0,25 0,58 0,09 0,41 0,58 0,09 0,41 0,58
dbr:Musée_Cognacq-Jay 0,09 0,33 0,49 0,09 0,33 0,58 0,09 0,33 0,58 0,09 0,33 0,58
dbr:Musée_d’art_moderne 0,04 0,36 0,71 0,09 0,41 0,75 0,09 0,50 0,83 0,09 0,58 0,83
dbr:Musée_Romantique 0,03 0,34 0,48 0,09 0,41 0,50 0,09 0,41 0,58 0,09 0,50 0,58
dbr:Palais_Galliera 0,00 0,36 0,48 0,00 0,50 0,50 0,00 0,50 0,58 0,00 0,50 0,58
dbr:Maison_de_Victor_Hugo 0,01 0,38 0,55 0,00 0,50 0,58 0,00 0,58 0,58 0,18 0,58 0,67
dbr:Musée_de_Grenoble 0,00 0,34 0,33 0,00 0,41 0,33 0,00 0,50 0,33 0,00 0,50 0,33
All entities in Paris Musées 0,02 0,37 0,52 0,04 0,44 0,58 0,06 0,51 0,62 0,09 0,57 0,64

is mostly related to the representativeness of this artist’s entity
in the KG and how it is linked to the museum’s entity; less
interlinked entities (directly or indirectly through neighbours)
have less chance to be related with the analogy structure in the
embedding space. To explain this, we run another evaluation as
follows: for each Aurii, URI of an artist, consider all known
triples <Murij , Aurij > | j 6= i, find the top most similar
entities of the predicted vectors ranked by similarity. In the list
of results, we filter by type Museum, we then examine the
intersection with museums Muril associated with Aurii.

Table III shows results of MRR and Hits@{3, 5, 10} (%)
for d = 4 and N = 1000. The wide differences between
artists’ results in the last column of the table (Hits@10) (ex.
dbr:Victor_Hugo and dbr:Geer_Van_Velde) reveals the impact
of the triple interlinkage in the graph on the analogy prediction
test. Thus, good prediction performance of new triples could
be achieved with a good representativeness of known triples
by the context graph.

TABLE III. MRR AND HITS@{3, 5, 10} (%) OF REPRESENTATIVE
EXAMPLES OF ARTISTS EXHIBITED IN MUSEUMS OF Paris Musées FOR d = 4

AND N = 1000

Entity MRR Hits@3 Hits@5 Hits@10
dbr:Antoine_Bourdelle 0,61 0,72 0,81 0,81
dbr:Israël_Silvestre 0,08 0,09 0,13 0,13
dbr:Gustave_Courbet 0,38 0,45 0,45 0,72
dbr:Ossip_Zadkine 0,67 0,81 0,90 0,91
dbr:Xu_Beihong 0,74 1,0 1,0 1,0
dbr:Honoré_de_Balzac 0,53 0,72 0,81 0,81
dbr:François_Boucher 0,65 0,72 0,81 0,81
dbr:Geer_Van_Velde 0,09 0,09 0,09 0,09
dbr:Ary_Scheffer 0,62 0,72 0,81 0,91
dbr:Jacques_Heim 0,18 0,18 0,45 0,72
dbr:Victor_Hugo 0,53 0,63 0,72 0,91

V. CONCLUSION

In this paper, we presented an approach for link discovery in
KBs based on the neural language embedding of contextualized
RDF graphs and leveraging analogical structures extracted
from relational similarities which could be used to infer new
unobserved triples from the observed ones. The test of our
approach on a domain-specific ground-truth shows promising
results. We will continue to expand upon the research and
compare it with state-of-the-art approaches for KB completion
on the standard baselines.
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Abstract—Managing technical terms proper to specialized lan-
guages, represents one of the main tasks of Knowledge Organiza-
tion Systems (KOSs). Cybersercurity domain contains a plethora
of such terms, with a constant growth of new terms , which
still need to be structured and organized from a semantic point
of view. This paper aims at providing a presentation of KOSs
for organizing specialized terminologies, specifically related to
Cybersecurity, starting from a comparison between semantic
resources presenting a higher level of semantic representation,
i.e., thesauri and ontologies. To show their potentiality in the
management of the Cybersecurity technical terminology, an
outline of their application within a project carried out at the
Institute of Informatics and Telematics of the National Research
Council is described, and the distinction between them detailed
in the conclusive discussion. A specific focus will be given to the
more accurate description that ontologies are able to provide
due to the way semantic relationships existing among terms and
concepts belonging to a specific field of knowledge are formalized.

Keywords- Cybersecurity; KOS; Thesauri; Ontologies; Special-
ized language; Knowledge Representation.

I. INTRODUCTION

Managing technical terms proper to specialized languages,
represents one of the main tasks of Knowledge Organization
Systems (KOSs). In the context of KOSs, semantic resources,
such as thesauri and ontologies, are useful to index documents
and to help people during the information searching and
retrieval from all types of information resources related to
specialized domains, where semantic ambiguity between terms
should be avoided. In this scenario, the paper is focused
on presenting some of the main differences existing in the
way of organizing and representing the information related to
highly technical domains, in particular that of Cybersecurity.
Amongst the KOSs [1] the comparison will focus on the
two mentioned means of semantic knowledge configuration:
thesauri and ontologies. The reason why these two types
of resources have been selected among the others basically
relies on one of the objectives of the OCS Project Cyber
Security Observatory of the CNR Institute of Informatics and
Telematics (IIT-CNR) [2], that will be presented in detail in
Section IV. The project concerns the development of an Italian
controlled vocabulary, in other words a thesaurus, for the
Cybersecurity domain, and the enhancement of semantic con-
nections and representation by exploiting a more interoperable

and formal language, i.e., the Web Ontology Language (OWL)
[3] the recommended Semantic Web language for authoring
ontologies.
Thesauri’s main scope is that of structuring information and

organizing it in a layered network of semantic connections, and
its management and usability is piloted by KOSs functional-
ities [4][5]. As Soergel affirms in his work, ”A thesaurus is
a structured collection of concepts and terms for the purpose
of improving the retrieval of information.A thesaurus should
help the searcher to find good search terms, whether they be
descriptors from a controlled vocabulary or the manifold terms
needed for a comprehensive free-text search all the various
terms that are used in texts to express the search concept”
[6]. In managing information represented by terms proper to
specialized language, a thesaurus should provide a reliable and
a well structured semantic means to guide the understanding of
technical terms representing concepts belonging to a specific
field of knowledge. Its indexing function proves to be helpful
in the way the users are able to analyze documents according
to an informative organization of descriptors. In other words,
the abstraction of knowledge occurs indirectly by exploiting
terminological units that take on the status of descriptor or
indexing unit. The latter is the element that language uses to
describe, synthesize and extract information from documents
[7].
Another relevant work to understand the aims and the meth-

ods for building a thesaurus is that of Broughton [8]. In
this work, the author gives light to the main guidelines to
develop a semantic tool through which technical concepts
can be organized by means of hierarchical, equivalence and
associative relations between the terms that represent them
[9][10].
The way thesauri are structured follows standardized rules

that should be respected, as the ones included in the ISO
standards [11][12]. The interoperability of semantic resources,
such as thesauri and ontologies, is given by the principle of
linked open data [13][14][15], which guarantees a shareable
knowledge organization system that can facilitate the coordi-
nation among several users for different terminological tasks.
On the basis of the idea of generating a language that can
guarantee a higher form of interaction between informative
systems, without losing the exact meaning of the shared
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information, the ontology seems to route towards a constant
reuse of the managed information by providing conceptual
representations of a domain [16][17]. The methods followed
for building ontologies observe basic principles that can be
found in the guidelines published by Noy and Mcguinness
[18] or Bourigault [19].
The paper is structured as follows: Section II shortly gives

an overview of main existing resources for Cybersecurity
information management, both in English and Italian language.
Section III includes related works focused on the construction
of KOSs and on Cybersecurity. Section IV describes the
construction of the Italian thesaurus for Cybersecurity and its
enhancement through an ontological representation. Section V
will provide a discussion about the main advantages derived
from exploiting thesauri and the ontologies. Finally, Section
VI sums up the key issues underlined in the paper giving some
conclusions and providing some future perspectives.

II. STATE OF THE ART

One of the main purposes of this research activity is related
to the creation of a semantic resource, a thesaurus, that can
be considered as a reliable knowledge organization system
that structures the information related to Cybersecurity in
Italian language. Indeed, the basis from which the activity
has taken inspiration was connected to the absence in Italian
language of a highly semantically structured way to manage
the terminology of this field of study. Some of the resources
that have been taken into account to build a source corpus
to be processed in order to obtain a list of representative
terms are hereafter summarized.These terms synthesize the
concepts belonging to a specific domain and they represented
the starting model to realize the ontology for Cybersecurity
based on the structure created for the Italian thesaurus. The
ontology has been developed with the goal of representing the
classes linked to each other through more precise properties
that could, at times, specify the interconnections between them
better than a flat visualization that belongs to a thesaural
organization of terms.
Among the examples of Cybersecurity glossaries and vocabu-

laries, of great importance are: for English, the ones contained
in the NIST 7298 [20] and ISO 27000:2016 [21] standards for
Information and Communication Technologies (ICT) security,
and, for Italian, the Italian book ”Libro Bianco” (White Book
for Cybersecurity) realized by the National Laboratory of
Cybersecurity of the Consorzio Interuniversitario Nazionale
per l’Informatica (CINI) [22], which thoroughly sheds light on
the key issues related to Cybersecurity guidelines and on the
latest related episodes that have changed the mode of conduct
to defend informative systems and to conceive some specific
concepts proper to Cybersecurity. Another relevant existing
resource for Italian is the Italian ”Glossario Intelligence” [23],
a technical glossary published by the Presidency of the Council
of Ministers, which contains several terms belonging to the
Cybersecurity domain and which has been used as basis for
the creation of the Italian thesaurus and the ontology for
Cybersecurity under investigation.

With respect to ontologies, it is worth mentioning the works
targeted at the creation of ontology models for Cybersecu-
rity, i.e., [24][25][26][27], and the studies focused on the
approaches for developing an architecture for Cybesecurity
standards [28] and enterprise’s Cybersecurity metrics [29]. In
particular, in [25] an ontology has been presented, which has
been designed to integrate data from different heterogeneous
sources, in the absence of a common terminology, offering
a sufficiently complete knowledge on the possible threats,
thus allowing Organizations to perform reasoning and support
decision-making processes related to security.

III. RELATED WORKS

Processing the information belonging to specific domains
of interest involves the analysis of those documents which
semantically tend to represent concepts through a technical
language [30]. The creation of terminological databases [30]
follows some given criteria linked to gathering the related
documents that have to constitute the reference corpus from
which terms can be retrieved. To achieve this first informative
structure, the corpus firstly aims at including documents that
can represent the domain in an official way [31], i.e., the
gold standards, [32] collecting a terminological standardized
repository made up of terms that are meant to be closely
specific to the technical field of knowledge under review [33].
To obtain a matching system between the terminology shared
by a community of experts from a particular domain and
the terms contained in a list derived from the processing
of a reference corpus, the documents gathered in the corpus
undergo a process of terminology extraction, which shall
compare the equivalence between the representative terms of
a domain with the ones of the gold standards [34].
This last step is usually implemented by exploiting semi-

automatic term extraction tools. Nazarenko et al.. [35] and
Loginova [36] gave in their works detailed lists of several tools
for extracting terminologies from texts. With regards to the
Cybersecurity domain and the research activity treated in this
paper, various existing sources, both in English and in Italian,
have been analyzed in order to retrieve an accurate terminolog-
ical basis from which to build a more sophisticated semantic
resource to guide the knowledge representation process. The
intent of this project task, as aforementioned, is to provide an
Italian structure, firstly conceived as a thesaurus, to configure
the terminology of Cybersecurity in a network of semantic
relations that can better orientate to a lexical understanding
of specialized concepts represented by terms belonging to this
field. The goal of this research activity is also based on the
reuse of the terms contained in the thesaurus to realize in
a consequential way an ontology system that could support
the inclusion of customized properties between classes and
more comprehensively clarify the associative relationships of
the thesaurus. This represents the reason why ontologies can
be usually considered as resources that can provide a more
exhaustive and explicit frame for knowledge representation.
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IV. THE OCS PROJECT

In this Section the project case will be presented. The activity
regarded the creation of a thesaurus in Italian language as a
semantic tool to organize the terminology on the Cybersecurity
domain. The thesaurus has been inserted amongst the services
of the online platform Cyber Security Observatory (OCS) [37].

A. The Cybersecurity context

As previously mentioned, the Cybersecurity domain is mainly
characterized by a technical terminology. Given that Cyberse-
curity is a synergy of different sub-fields, the schematising of
this specialized field reflected this high level of heterogeneity.
Cybersecurity is permeated by its multidisciplinary nature that
involves Information and Communication Technologies (ICT)
and its sub-areas, such as, audiovisual techniques, computer
software, electronics, by its specificity with respect to technical
and standardized terms, and by its cross-fielding thematic
coverage, i.e., computer science field, legislative systems,
regulations. Given these premises, the treatment of its internal
language, that derives from the textual content extracted from
the source corpus documents, is meant to be managed by for-
mal semantic systems in order to obtain shareable standardized
lists of the domain’s representative terms organized according
to their semantic relations, which, in turn, will orientate the
understanding of the conceptual model of the domain [38].

B. The Italian thesaurus for Cybersecurity

The main focus of this paper is the creation of a semantic tool
for the Italian project Cyber Security Observatory (OCS) [37],
carried out in collaboration with the Institute of Informatics
and Telematics of the National Research Council. During
this task, while seeking a resource that could represent the
Cybersecurity terminological framework and could be used as
a service for experts and common users, some of the key dif-
ferences between thesauri and ontologies in the management
and organization of highly technical information and language
arose.
Firstly, the choice to privilege a thesaurus structure instead

of other semantic resources, such as glossaries or taxonomies,
relies on its peculiarity of managing the representative terms
of a specific domain as an entangled network of semantic
relations that guide the comprehension of a conceptual model
proper of a field of knowledge to be studied [8]. In order
to obtain the knowledge organization with respect to a struc-
turing system as provided by a controlled vocabulary, i.e., a
thesaurus, several guidelines need to be observed [11][12].
These aforementioned standards depict the way the terms, that
represent the concepts of a specialized domain, should indicate
a unique and an unambiguous meaning (through the use of
scope note, SN) and should be connected to each other. As
mentioned in Section I, three main basic forms of connections
are generated for structuring the information under the basis
of thesaurus’s modelling [39]:

1) Equivalence relation, marked with the tags Used (USE)
and Used For (UF)

2) Hierarchical relation, marked with the tags Broader Term
(BT) and Narrower Term (NT);

3) Associative relation, marked with the tag Related Term
(RT).

The methodology followed for the realization of the Italian
thesaurus for Cybersecurity covered classical sequences. As
primary step, the terminology contained in the thesaurus has
been extracted from reliable sources which made up the corpus
characterized by documents distinctively selected for their
content oriented to Cybersecuritity issues [31]. This collection
of texts made the information retrieval highly oriented to the
domain to be represented [40], and covered different types of
documents, such as standards and laws [41], Cybersecurity-
related magazines or guidelines and certifications. The concep-
tual content of these documents was meant to be processed to
obtain lists of terms (a glossary) sorted according to statistical
measurements able to provide a first semantic schematization
[42]. Indeed, the second phase concerned the semi-automatic
processing of the information included in the source corpus by
exploiting a term extractor software [36] (more specifically
the Italian native tool, Text to Knowledge (T2K)) [43] that
provided, as outputs, lists of terms ranked according to their
occurrence’s value in the texts.
Only once having received the validation by the experts of

the domain, i.e., the third phase of the methodology, the terms
have been selected as candidate terms to be integrated in
the thesaurus and their semantic relations with other terms
belonging to the domain and deriving from the corpus have
been created. The current thesaurus in Italian language con-
tains 245 candidate terms, already validated and mapped to
the taxonomies contained in the main gold standards for
Cybersecurity, i.e., NIST 7298 [20] and ISO 27000:2016 [21]
together with domain experts collaborating on the project. The
alignment with the terms contained in the standards for ICT
security granted a coordination between the knowledge shared
by an international Cybersecurity community of experts and
the one represented in the structured thesaurus, which are pre-
ferred terms selected amongst those extracted by T2K as the
most frequent. In order to carry out a matching configuration
with the standards as predictable and stable as possible, the
terms included in the standards, and selected with the support
of domain experts as key elements representing the domain,
have been translated using the Interactive Terminology for
Europe (IATE) term banks [44]. This is considered an im-
portant step given the instructive purposes of the application
that the thesaurus would have had in the web portal of the
Cybersecurity Observatory. The first main entries in the Italian
thesaurus for Cybersecurity are four categories finely selected
from the glossary including the frequency of terms and from
the mapping with the standards alongside the approval by the
domain experts. These macro categories are:

• Cybersecurity;
• Cyberdefence;
• Cyberbullism;
• Cybercriminality.
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Almost each of the candidate terms included in the thesaurus
network, generated by the semantic relations among the terms,
are accompanied by their definitions, i.e., Scope Note (SN),
which helps in understanding the terms in their specific con-
texts giving their definition taken from the source documents
[45].
For a better understanding of the terms in the Italian The-

saurus for Cybersecurity, Table I gives a metrics of the
numbers of terms, as well as of the semantic relations:

TABLE I. FEATURES OF THE ITALIAN THESAURUS FOR
CYBESECURITY

Terms Semantic
Rela-
tions

Non-preferred Terms Scope
Notes

Total 246 280 33 74

C. Ontology enhancement

Another activity of the OCS project has also been focused
on the migration of the thesaurus into a more formal semantic
resource, i.e., an ontology, to better organize and represent
the information about Cybesecurity and addressed to users
who want to get closer to this field of knowledge. The
formalization of a thesaurus into an ontology is a task that
in the last ten years has attracted much interest. In fact, in
the literature different approaches are proposed for reusing
thesaurus semantic content to build ontology meta-models and
to populate knowledge bases in different domains, see for
example [46][47][48].
The need for migrating the content included in the thesaurus

to an ontology lies in the decision to better clarify the
associative relationships between the terms of the thesaurus. In
particular, the flat modality in which associative relationship
between terms is represented in the thesaurus, i.e., via the RT
relation, turned out to be not fully satisfactory in the seek of
getting a complete terminological outline for Cybersecurity.
As shown in Figure 1 and Figure 2, there is a clear distinction

between the two systems used to organize and represent
the terminology belonging to the Cybersecurity domain. The
example taken into account to represent the differences is
referred to the semantic relationship linked to the idea of
opposition, i.e., Spoof and Antispoof : in the thesaurus, even
though a definition is present (within the black square), which
corresponds to the SN, proper to thesauri, giving many details
on the context from which terms come from, the ”opposition”
is not so well represented because it is only shown through the
associative relation (RT) between these aforementioned terms
without giving other explications on the way the two terms
are related as the OWL language does.
the other hand, in the ontology, these two concepts are
connected through the ObjectProperty ”HasAsContrary” that
helps in considering the Domain and the Range as linked by
a precise relationship. 38304480
Another representative case is depicted by Figure 3 and

Figure 4 that show how a thesaurus sometimes gives a weak

Fig. 1. Thesaurus representation of the semantic relationship that describes
opposition

Fig. 2. Protégé representation of the semantic relationship that describes
opposition

visualization of some attributes associated to a concept.

In the following case, the relation that had to be provided
was related to several attributes that security properties proper
to informative systems own. For this specific purpose, the
ontology resource gives more advantages in the visualization
of the informative structure allowing a higher accurate
organization and representation of the attributes related to the
concepts. In detail, the main difference that makes ontologies
a good semantic means to represent the conceptual model
connected to certain semantic classes is related to the fact that,
in this case, the security properties, i.e., integrity, authenticity,
confidentiality, availability, reliability, non-repudiation, and
privacy, are represented as Data Properties and are conceived
as attributes. In the thesaurus, as shown in Figure 4, they are
related to the BT ”Data” and are represented as its specific
terms, i.e., the NT [11].
To give an idea of the content of the ontology derived from

the Italian Cybersecuirty Thesaurus, Table II above shows
some metrics and highlights the changes in the number of
the relationships and concepts and the number of axioms with
respect to the results shown for the thesaurus in Table I.

V. DISCUSSION

Although thesauri and ontologies belong to the same family
of knowledge organization systems and some of their function-
alities are the same (e.g., their use for improving information
retrieval, indexing, and knowledge organization) they are built
for different purposes. In fact, it has been demonstrated in
this contribution that ontologies allow for a more formal
representation of knowledge for a given domain, by providing
explicit relationships between concepts, disjunctions, applying
data properties for each concept or instance and by providing
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Fig. 3. WebVOWL representation of Security properties as Data Properties

Fig. 4. Thesaurus representation of Security properties as hierarchical
relations

restrictions that avoid ambiguity in the representation of the
meaning and the context of use of a concept and their terms
in the domain of reference. Nevertheless, the two semantic
resources can be used together or, as widely demonstrated
both in this paper and in the literature, one can be reused to
build or populate the other, thus they complement each other,
improving the end user’s search experience.
The natural structural rigidity of thesauri, given by the use of

a priori defined semantic relationships (hierarchical, associa-
tive and equivalence), seems to be a point against these type
of controlled vocabularies; by contrast, such weakness seems
to be overcome by the flexibility, scalability and reusability
of ontologies that, as stressed by the semantic staircase of
Blumauer and Pellegrini [49], compared to other KOSs, bring
to a highest level of semantic richness thanks to an internal
formal description of concepts. This latter combines a system
of relations and properties of the concepts themselves.
Despite this, one of the strengths of the thesaurus compared

to the ontology, when used in a specialized domain, is its
greater capacity to eliminate ambiguity between the terms
through the use of synonymy control [1] and the choice of pre-

TABLE II. CYBERSECURITY ONTOLOGY METRICS

Metric Total

Axiom 640
Logical axiom count 316
Declaration axioms count 233
Class count 157
Object property count 37
Data property count 7
Individual count 31
Annotation Property count 5

CLASS AXIOMS

SubClassOf 58
EquivalentClasses 0
DisjointClasses 24

OBJECT PROPERTY AXIOMS

SubObjectPropertyOf 7
InverseObjectProperties 1
FunctionalObjectProperty 1
TransitiveObjectProperty 0
SymmetricObjectProperty 1
AsymmetricObjectProperty 0
ObjectPropertyDomain 40
ObjectPropertyRange 39

DATA PROPERTY AXIOMS

SubDataPropertyOf 1
DataPropertyDomain 8
DataPropertyRange 5

INDIVIDUAL AND ANNOTATION AXIOMS

ClassAssertion 31
AnnotationAssertion 89

ferred terms, compared to non-preferred terms for representing
the concepts. This guarantees a standardization of technical
terms in specialized domains, which can help in the process
of unifying, and thus sharing, a specific field of knowledge’s
terminology.

VI. CONCLUSION

This paper aimed at presenting two different types of KOSs,
i.e., thesauri and ontologies, exploiting their use and feasibility
to organize and manage the specialized terminology proper to
the Cybersecurity domain. Beginning from a general overview
of Knowledge organization and representation systems, the
analysis focused on the way the thesaurus, in particular, has
proved to be a reliable system to structure the information
derived from heterogenous sources belonging to the Cyberse-
curity domain, which is full of technical terms. Concurrently,
attention has also been given to the comparison between
the modality of representing in the thesaurus some of the
relationships existing among terms, that represent the relevant
concepts of the domain, with the ones proper to ontologies
and the OWL language. The perspective has been oriented
to provide a demonstrative outline of ontology peculiarities
and advantages when using an existing thesaurus, like the one
created in the Italian OCS project framework, as a basis for
building the meta-model and populating the knowledge base.
Being the presented activity a work in progress, in the near
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future both the thesaurus and the knowledge base in OWL
will be extended with more terms, relationships and restric-
tions where needed, and a new evaluation will be executed.
Among the future works there will be a translation in another
language (firstly English) to allow, within the OCS project
team, the recognition of threats even from non-Italian sources
and improve the thesaurus/ontology usability and sharing also
at an international level. Moreover, the remainder of this work
targets also at taking into account the insertion of several
other types of documents to be part of the source corpus. In
particular, following the perspective of getting updated on the
changes related to the Cybersecurity domain, documents shall
be taken from the social media world, adjusting all the analysis
related to the processing of information to the treatment of
texts written in a specialized form.
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