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The Ninth International Conference on Advances in Semantic Processing (SEMAPRO 2015),
held between July 19-24, 2015 in Nice, France, considered the complexity of understanding and
processing information. Semantic processing considers contextual dependencies and adds to
the individually acquired knowledge emergent properties and understanding. Hardware and
software support and platforms were developed for semantically enhanced information
retrieval and interpretation. Searching for video, voice and speech [VVS] raises additional
problems to specialized engines with respect to text search. Contextual searching and special
patterns-based techniques are current solutions.

With the progress on ontology, web services, semantic social media, semantic web, deep
web search /deep semantic web/, semantic deep web, semantic networking and semantic
reasoning, SEMAPRO 2015 constituted the stage for the state-of-the-art for the most recent
advances.

The conference had the following tracks:

 Ontology fundamentals

 Semantic applications/platforms/tools

 Semantic Technologies

 Basics on semantics

 Models and ontology-based design of protocols, architectures and services

Similar to previous editions, this event attracted excellent contributions and active
participation from all over the world. We were very pleased to receive top quality
contributions.

We take here the opportunity to warmly thank all the members of the SEMAPRO 2015
technical program committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and effort to contribute to
SEMAPRO 2015. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the SEMAPRO 2015
organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope that SEMAPRO 2015 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the area
of semantic processing. We also hope that Nice, France, provided a pleasant environment
during the conference and everyone saved some time to enjoy the charm of the city.
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Assessing Legislative Alignment – An Ontological Approach 

Work in progress 

Rosetta Romano  

Faculty of Government Business and Law 

University of Canberra 

Canberra, Australia 

rosetta.romano@canberra.edu.au 

 

 
Abstract—An ontology provides the agreed definitions and 

describes how the terms in a subject area or domain, are 

related.  It is a model that can be read by humans and coded 

for use by computers.  Across the globe, governments are using 

ontologies in innovative ways to solve long-standing 

government problems.  The problem is that there is no single 

approach used by government agencies to assess whether their 

systems are aligned to the legislation.  In a social welfare 

setting, if there is any misalignment between the legislation and 

the systems, then, it may result in an unintentional 

disadvantage to those most in need. This paper outlines the 

research design using a case study to detect and to compare the 

ontological patterns existing in legislation and an online claim 

form relating to a family tax benefit in Australia.  

Keywords-Ontology; Ontology alignment; Legislation; 

Government claim forms; Online claim forms. 

I. INTRODUCTION 

Around the globe, different governments are using 
ontologies in innovative ways to solve long-standing 
government problems.  An ontology is an artefact that 
provides a community with the agreed definitions and 
describes how the terms in a subject area or domain, are 
related.  As a model, it can be read by humans, and coded for 
computers. Besides being useful as an agreed dictionary, its 
strength lies in the way that technology can consume it.  
Ontologies allow sophisticated machine manipulation, 
aggregation of information, pattern analysis and inferences 
from vast quantities of data that ordinary humans would not 
be able to handle [1]. It is for this capability that 
governments are using ontologies to contribute to the 
development of e-government.  E-government is a way for 
government to use new technologies to provide people with 
more convenient access to government information and 
services, to improve the quality of services and to provide 
greater opportunities to participate in the democratic 
institutions and processes [2]. 

In Australia, e-government is supporting the move away 

from traditional service delivery.  Historically, a single 

agency would have sole responsibility to deliver all 

components of a service to consumers.  Connected 

government, and increased partnership with the private 

sector, now requires the responsibility for the delivery of 

services to be shared, and new ways of using technology to 

manage the complexity need to be found. 
The literature has reported many different ways that 

governments are using ontologies to solve long-standing 
government problems.  For example, in Greece, Italy, 
Denmark and Germany, ontologies have been used to 
enhance public participation in the development of 
legislation [3].  In the Netherlands, ontologies have been 
used to compare legislation across jurisdictions [4], while in 
Spain, ontologies have been used to improve the retrieval of 
legal documents for citizens [5], and in the UK, the 
government has used ontology to model the notification of 
multiple agencies of a change of circumstance and replace it 
with a single local authority [6]. 

This paper reports on research-in-progress to address 

another long-standing problem for government responding to 

frequent and complex legislative change.  In Australia, 

ministers must establish audit committees and provide an 

annual compliance report that the effectiveness of review for 

monitoring compliance with laws, regulations and associated 

government policies [7].  This requires processes to ensure 

that information systems evolve in line with the law. An 

information system is the application of people, technologies 

and procedures to solve a business problem and government 

information systems are used to solve government problems 

[8]. 

Many government information systems involve decision 

making.  Decision making is big business for many 

government agencies [9].  For the recipients of welfare, any 

misalignment between the legislation and the systems may 

result in unintentional disadvantage.  There is no single 

approach used by government agencies to assess whether the 

government information systems and legislation are 

conceptually aligned.  This paper outlines the design of novel 

research using the ontology patterns existing in legislation to 

assess the alignment between legislation and government 

information systems.   
There has been work to explore how administrative 

organisations can use ontologies to manage the complex 
policy change management [10].  This research-in-progress 
explores the comparison of ontological patterns existing in 
different artefacts within a single domain to assure ministers 
and service consumers that systems and legislation are 
aligned. The artefacts being compared are the legislation and 

1Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-420-6
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the claim form for an Australian Government Family Tax 
Benefit (FTB) payment.  These artefacts are key components 
of the government information systems used to administer 
the law. 

The FTB claim form is completed by service consumers 
and used as evidence by the service providing agencies that 
are responsible for the administration of the payment.  It is a 
record of the claimant’s application for the payment.  The 
evidence being collected in the form should be aligned to the 
regulatory requirements [10].  For the FTB payment in 
Australia, the legislation supports two consecutive legislative 
processes: (1) assess the eligibility of the applicant, and (2) if 
the applicant is eligible, then, assess the payment value.   

The FTB claim form should therefore be designed to 
collect the data that is necessary for the government 
information systems to assess (1) the eligibility in 
accordance with the ‘A New Tax System (Family Assistance) 
Act 1999’, and (2) to determine the value of the payment in 
accordance with A New Tax System (Family Assistance) 
(Administration) Act 1999.  No more, and no less.  If the 
claim form seeks more data, or less data, then this may 
indicate misalignment. 

The online claim form for a FTB payment is very 
complex.  An applicant seeking the payment must provide no 
less than 946 data items about themselves, 145 about their 
partner, and 52 items about each of their children.  Perhaps 
the complex legislation requires all this data.  In that case, 
we would expect that the investigation will determine that 
alignment exists.  

Government information systems are developed by 
experts who have a deep understanding of the legislation and 
the government information systems that enact it.  Rather 
than relying on a few key experts perhaps there is a way to 
model the information so that the knowledge can be shared 
by government agencies and service consumers alike.  
Meeting the greater expectation from citizens is made 
possible with modern information technologies [12].  With a 
model of the knowledge that is currently hidden behind 
complex legislation, more opportunities to streamline 
payments and processes, reduce duplication and enhance the 
online experience are expected to emerge.  

By comparing a conceptual model of the legislation to 
the conceptual model of the claim form, it should be possible 
to identify any misalignment between them.  A conceptual 
model is an abstract and simplified description of the reality 
that is being represented [2].  

The conceptual structure in the legislation and the online 
claim form will each be modelled as ontologies.  An 
ontology is defined as “an explicit specification of a 
conceptualisation” [13].  An ontology specifies and organises 
the concepts in a domain [14] in a model as an abstract and 
simplified view of the domain [15].  It is a shared 
understanding accomplished by agreeing on an appropriate 
way to conceptualize the domain, and then to make it explicit 
in some language [16].  An ontology can be used by humans 
and formalised for computers. 

Like an ontology, legislation provides definitions of 

terms in a domain and describes the relations between these 

terms. It is a primary source for government agencies to 

harvest terms to build an ontology. While it is a rich source, 

legislation is difficult to understand because: not all terms 

are defined; the relations between terms are not always clear; 

and the context can sometimes only be understood by 

accessing all cross-referenced sections or legislation. 
This paper describes the research design that will be used 

to develop a conceptual model of the legislation and the 
claim form related to the FTB payment domain.  The 
research in progress will contribute a strategy and method of 
conducting ontological analysis, and a novel means of using 
ontology to determine alignment.  It will apply an 
instrumental case study to gain a broader appreciation of 
how legislation is being translated in the claim form.  It is 
expected that the processes used to detect, extract and 
analyse the concepts from legislation will be generalizable. 

The remainder of the paper is organised as follows: in 
Section II, the research setting is described. In Section III, 
the research strategy is outlined.  In Section IV, the research 
limitations and risks are presented.  Finally the research 
contributions are discussed in Section V. 

II. RESEARCH SETTING 

In Australia, the government has the powers to pass laws.  
There are three arms of government: the parliament, the 
executive and the judiciary (see Figure 1).  The parliament 
makes the law; the executive operationalises the law, and the 
the judiciary interprets the law. The interpretation of the law 
is not a focus of this paper.  In Figure 1 the research setting, 
overview and scope are modelled.  This research in progress 
will apply a case study using the FTB payment to 
demonstrate how the conceptual structure of the legislation 
drafted by the parliament, i.e., the government agency 
making the law, has been operationalised in the claim form 
by the executive, i.e., the service delivery agency 
Department of Human Services, on behalf of the APS policy 
agency, the Department of Social Services.  While the 
minister for the policy department is responsible for the 
legislation, (2) the minister for the service delivery 
department is responsible for delivering the services i.e., to 
determine the eligibility for the payment, and to assess the 
value of the payment. 
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Figure 1.  Research setting, overview and scope. 
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III. RESEARCH STRATEGY 

This section outlines the proposed research strategy in three 

sections.  Section A identifies the research methodology to 

be used.  Section B provides an overview of case study 

methodology, and Section C describes the research methods 

that will be used to undertake the data collection and 

analysis. 

A. Research methodology 

This research will use a case study methodology.  The 
case study has two phases the build and the appraisal (see 
Figure 2).  This work-in-progress paper describes the 
research design for the first build phase only.  In the build 
phase, an ontological investigation will be undertaken to 
identify the concepts as they exist in the two pieces of 
legislation and the claim form.  Then, in the appraisal phase, 
the domain ontology developed by the researcher will be 
reviewed by key informants to appraise its appropriateness to 
confirm whether it as an objective representation of the FTB 
domain.  The assessors will include representatives from 
candidate legal, ICT, Business and policy departmental 
groups. 

 

B. Case study methodology 

Case study is a research strategy that has been used in both 
policy and public administration research [17]. The research 
in progress will apply an instrumental case study that is 
defined as a study that uses a particular case to gain a 
broader appreciation of an issue or phenomenon [17].  The 
research will use the legislation and the claim form relating 
to the payment of FTB in normal circumstances to gain a 
broader and deeper appreciation of alignment issues that may 
exist.  The reason for concentrating on the normal 
circumstances is to constrain the study, and ensure it is 
completed within a reasonable timeframe. 

Regulation includes any laws or other rules that govern 
the conduct of people or businesses (service consumers) and 
affect them either directly or indirectly, sometimes in ways 
that are more apparent than others [11]. For example, it is 
apparent that the payment of FTB is covered by Division 1 
‘Family tax benefit’, of Part 3 ‘Payment of family 
assistance’, in the ‘A New Tax System (Family Assistance) 

 
 
 
 
 
 
 
 
 
 

Figure 2.  Research setting, overview and scope. 

FTB

Eligibility 
legislation 

ontology

FTB 

Payment 
legislation 

ontology

FTB 

Claim form 

ontology

 FTB 

Domain 
ontology

Ontology 1

Relationship concepts as they exist in 

‘A New Tax System (Family Assistance), Act 1999’

Ontology 2

Relationship concepts as they exist in  ‘A New Tax 

System (Family Assistance) (Administration) Act, 1999’

Ontology 3 

Relationship concepts as they exist in the Claim for an 

annual lump sum payment of Family Tax Benefit 

Ontology 4

The set of unique relationship concepts as they exist 

in Ontologies 1, 2 and 3 

 
Figure 3.  The ontology outputs from Phase 1 – The Build. 

(Administration) Act, 1999’.  In Australia, the Acts 
Interpretation Act, 1901 is a reference for reading any 
Commonwealth Act.  It provides a dictionary to make 
Commonwealth legislation shorter, less complex and more 
consistent in operation and should be referred to for common 
definitions of such terms as person, individual, and Minister.   

A reader must be more attuned, to less-apparent 
connections existing in legislation.    These legislative 
connections are only possible to identify by tracing all cross-
referencing in the legislation.  For FTB, the two core pieces 
of legislation cross-reference another 13 pieces of legislation.  
These include the Migration Act, 1958; Income Tax 
Assessment Act, 1997; Military Rehabilitation and 
Compensation Act, 2004; and the Social Security Act, 1991.  
The connections are not intuitive, but exist nevertheless. 

C. Research method 

The case study uses two different methods to generate the 
data for the research. The first method requires the researcher 
to undertake a manual exercise to identify the terms in the 
two pieces of legislation and the claim form, and to develop 
three separate models as ontologies as well as a single view, 
or domain model (see Figure 3).  The process used to build 
the ontologies and any observations from the build phase 
will presented for appraisal to key informants from Business, 
ICT, and legal areas of the policy and service delivery 
departments. 

The research will develop a set of assumptions to indicate 
where misalignment may exist, and if found to exist, will 
require some correction.  Although the researcher will 
suggest the possible implication of any misalignment 
identified, it is only by appraisal by key informants that the 
action to correct the misalignment will be made to the 
department responsible for the information system.   

So far, the research in progress has identified the 
following three patterns indicating possible misalignment, 
(1) the legislative terms, or synonyms for these terms in 
Ontologies 1 or 2, are not present in the Claim form 
Ontology 3, (2)   the Claim form ontology 3 introduces terms 
that are not present in the legislation ontologies 2 or 3, and 
(3) relations between terms in the Claim form ontology do 
not maintain the structure used in the legislation ontologies 1 
and 2.   

  

Step 1 - Identify the concepts
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Step 4 - Compare ontologies & assess alignment 

Phase 1 – The Build

Phase 2 – The appraisal 

Step 5 -  Document the  findings
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Where  any of these patterns are identified then a closer 
investigation will be undertaken.   Figure 4 is an example 
where the legislative term ‘Adopted child’ is not used in the 
Claim form.  Further investigation shows that the Claim 
form is using a related term ‘adoptive parent’.  That is, the 
Claim form has introduced a term that is not present in the 
legislation.  If a synonym term is being used, it will be 
necessary to conduct an ontological assessment to confirm 
whether it is a synonym or another term.  A synonymy is a 
relation between terms in a given language representing the 
same concept [19].  For example, in the legislation providing 
for payment of the FTB, two forms of FTB Child ‘of’ are 
used.  (1) FTB Child of the individual, and (2) FTB Child of 
the adult. By analyzing the legislation, the individual and the 
adult are synonyms, therefore, when building the domain 
ontology only one relationship will be modelled, and one 
synonym will be recorded.  This is an example of how logic 
based reasoning is being used to understand the differences 
between similar terms.  The power of ontology is that it can 
return inferences and aggregations provided the information 
has been declared (coded) in a software-processable format. 

These examples demonstrate how a manual process can 
be used to identify misalignment between the legislation and 
the Claim form in the FTB domain.  Rather than supporting 
two views, government can agree to harmonize and use only 
one term in the future.  Alternatively it may be agreed that 
more than one term will be maintained, and this may require 
the development of further guidance material for service 
providers and service consumers.  Whatever the decision, an 
agreed and explicit understanding can be captured in an 
ontology, and this would remove the reliance on a few highly 
skilled legal interpreters. It is likely that the research in 
progress will detect ambiguities existing in the legislation, or 
the claim form.  By removing the ambiguities, a closer 
legislative alignment will be possible. 

Another related method is ontology matching.  The focus 
of matching is to discover the differences between two 
ontology versions.  The challenges for ontology matching 
process, have received recent attention, and include: 
discovering missing background knowledge, selection, user 
involvement, explanation of matching results, and alignment 
management [18]. Once a domain ontology has been created 
it will be important to undertake matching on a regular basis 
to manage the continued alignment.  This is another 
requirement for legislative change management that will be 
considered in future research. 

The representation of the knowledge will be captured in 
Resource Description Framework (RDF), a standardized 
syntax for encoding RDF statements to make them software 
processable [20].  All RDF triples can be developed as a 
distributed graph, and captured as a Uniform Resource 
Identifier (URI) address for location by other resources.  The 
relationships between the service providers and service  

 

 
Figure 4.  Adopted child example. 

subject/predicate/object form statements.   Two examples of 
triples are shown in Figure 5.   The triples describe that (1) 
an applicant must be responsible for a child, and that (2) an 
applicant must apply for the payment to the Secretary.    

The ontological representations will be entered in an 

ontology builder to provide a model of the relationships.  

The output will include a model of the FTB domain and, an 

ontology for each of the separate pieces of legislation, and 

the claim form. 
In the development of the domain ontology, government 

is interested in the relationship of the parent and the child.  
For the FTB, the agencies connected to this payment through 
the legislation are interested in the way the FTB legislation 
describes these terms. For service consumers who are parents 
with children, they too would enjoy a model that described 
the relationship for FTB, as opposed to any other payment.  
Government as a whole would also be interested in 
understanding the ‘parent picture’ in its entirety.  All these 
views can be accommodated using ontologies. 

This section has outlined the proposed research strategy 

for the first phase of this research.  It has described the case 

study methodology and the methods that will be used to 

build the research artefacts and to gather the necessary data 

to conduct the research. 

IV. RESEARCH LIMITATIONS AND RISKS 

This section will describe the limitations and risks of 
undertaking this research using the methods outlined in 
Section III.  Two limitations of the research arise because the   
selection of the legislation is restricted to the FTB payment 
in normal circumstances.  The first limitation is that only 
some of the legislation relating to the FTB payment will be 
modelled as an ontology.  The second limitation is that only 
system end-points will be compared i.e., the current 
legislation and claim form.  The changes to the legislation 
and the form that have occurred since the legislation’s 
commencement date cannot and will not be individually 
analysed.  This point-in time analysis will be useful to 
identify the alignment issues, but it will not be possible to 
understand the reasons for the alignment issues. 

V. CONTRIBUTION 

The manual process used to detect and compare the 
ontological patterns existing in the legislation and the claim 
form are expected to be transferable to other information 
system artefacts used to operationalise the legislation.  If the 
terms and relationships existing in the family tax benefit 
domain can be modeled as an ontology, then, it should be 
possible to model all legislation being administered by 
Government. The contribution is a novel strategy and 
method of conducting ontological analysis, and a novel 
means of conducting alignment assessment. The power of 

 

Child Applicant SecretaryIs_responsible for Makes_application_to

Triple 1 Triple 2

 
Figure 5.  Two examples of relationships captured as RDF triples. 
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ontologies in e-government would mean that a new use of 
technologies will result in more convenient access to 
government information and services, and provide service 
consumers greater opportunities to participate in the 
democratic institutions and processes [2].  

If a domain ontology exists, and a legislation change 
occurs, the ontology could be used by government to identify 
the owners of: systems, processes, activities, guidelines, 
forms, etc., that may be impacted. Evidence-based 
assessments would improve the quality of such assessments 
for policy makers, service providers, and service consumers. 
Policy makers exploring changes to legislation would be 
better informed as an evidence-based estimate of a whole of 
government impact would be possible. Service Delivery 
departments could schedule programs of work anticipating 
the changes to the systems and processes to comply with the 
legislation, and with this knowledge, they will be able to 
improve their engagement through clear messaging to 
service consumers. 

VI. CONCLUSION 

This research develops a new way to reveal important 
aspects of the relationship between legislation and its 
implementation in government information systems, using 
ontologies.  This work-in-progress paper has described the 
research approach that will be used to assure ministers and 
service consumers that systems and legislation are aligned.  
A strategy has been outlined describing the method of 
conducting ontological analysis as a novel way to use 
ontology to determine alignment.  An instrumental case 
study has been described using the FTB legislation applying 
to the payment in normal circumstances.  The reasons for the 
selection of the FTB payment in normal circumstances have 
been outlined. The limitations and the risks of this research 
design and the contributions of the proposed research have 
been discussed. The research offers a new approach using 
technology for all government agencies to assure their 
ministers that information systems are aligned to the 
legislation.  This research attempts to develop a method to 
detect the underlying ontologies existing in legislation that 
can be used more broadly across all legislation being used in 
Australian government service delivery. Future work will 
explore automatic and semi-automatic ways to identify 
relationships existing in legislation. 
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Abstract—Mapping ontologies to relational databases is an 

active research topic in Semantic Web. Therefore, several 

platforms have been developed to enable the storage and 

query of ontologies in relational databases. However, only a 

few studies have empirically measured and compared their 

performances in terms of speed and scalability. In this paper, 

two popular database-based ontologies stores, namely, Jena 

API and Sesame are used to load and query five selected 

ontologies of different sizes into MySQL relational database. 

Various metrics including (1) the loading times of ontologies 

into the relational databases, (2) the response times of 

SPARQL queries executed on the stored ontologies databases 

and (3) the sizes of the ontologies databases are used to 

measure and compare the performance of the two Semantic 

Web platforms. Experiments show that (1) both platforms 

are scalable and could successfully parse, load and query 

ontologies of different formats (OWL/RDF) and sizes into 

relational databases, (2) Jena API performs faster with small 

size ontologies, whereas, Sesame is more efficient with bigger 

size ontologies with regards to loading of ontologies into 

relational databases, (3) Sesame provides quicker responses 

to SPARQL queries compared to Jena API and (4) the disk 

space required to store the resulting ontologies databases in 

both platforms are proportional to the initial sizes of the 

ontologies and is higher in Jena API than in Sesame. 

Keywords-Jena API; Sesame; SPARQL; Ontology Storage; 

Relational Databases . 

I. INTRODUCTION 

The Semantic Web is an improvement of the 
current World Wide Web (WWW) in which web 
contents are represented on the basis of their meaning 
rather than web links as in the current internet. The 
meaning of web content are represented with ontology. 
Ontology as explained in [2] is a knowledge base 
system that contains a vocabulary of basic terms 
concerning a particular domain and semantic 
interconnections between those terms. It is the formal 
representation of data used on the semantic web. 
Several languages are used to represent ontologies in 
Semantic Web; they include Extensible Markup Language 
(XML), DARPA Agent Markup Language (DAML), 
Resource Description Framework (RDF), RDF Schema 
(RDFS) and Web Ontology Language (OWL) [3]. Two 
of those languages are widely used and recommended 
by the World Wide Web Consortium (W3C) including 
RDF/RDFS and OWL languages [1] [2] [4]. Ontology 
generated in these languages need to be persistently 
stored and used within Semantic Web applications. 

 
 
 
 
 

In the Semantic Web domain, 3 techniques are 
used for ontologies storage, namely, (1) In-memory 
storage, (2) File or native storage, and (3) database 
storage. The in-memory storage is efficient only for 
small size ontologies, i.e., when the ontology has less 
instances or statements. It provides quick query 
response times because the ontology is residing in the 
main memory of the computer. When the ontology is 
large in size, persistent storage is appropriate as the 
ontology can no longer be stored in the main 
memory of the computer. Native storage makes use 
of files to store ontologies. The database technology 
has been used for more than 30 years [3]. In Semantic 
Web database storage is useful in many cases where 
storage is required on the web [5]. In fact, 
ontologies used in online systems today are of 
hundreds of Megabytes to thousands of Gigabytes in 
size; they need to be stored in relational databases 
for their efficient and optimal utilization [6] [7] [8]. 

Several platforms have been developed to enable 
the persistent storage and query of ontologies in 
relational databases. Relational databases are mostly used 
over object and object relational databases because, it 
provides performance, maturity, availability and 
reliability [43]; the most commonly used platforms are: 
AllegroGraph, Jena API, Open Anzo, Oracle Semantic 
[8], Minerva [18] [42] and Sesame [12]. Oracle 
semantic and AllegroGraph are currently available only 
in the form of trial versions [8]. Further, Open Anzo, 
AllegroGraph and Minerva do not process ontologies 
written in RDF syntax. Jena API and Sesame support 
both OWL and RDF ontologies as well as MySQL 
which is a widely used Relational Database Management 
System (RDMS) on the web. Further, Sesame and Jena 
API are both open source platforms and are accessible 
free of charge with full functions and supports. To date, 
only a few studies have empirically measured and 
compared their performances in terms of speed and 
scalability. 

In this study, Jena API and Sesame are used to load 
and query five selected ontologies of different sizes 
into MySQL relational databases. Various metrics 
including (1) the loading times of ontologies into the 
relational databases, (2) the response times of SPARQL 
queries executed on the stored ontologies databases and 
(3) the sizes of the ontologies databases are used to 
measure and compare the performance of the two 
Semantic Web platforms. Experiments show that (1) 
both platforms are scalable and could successfully 
parse, load and query ontologies of different formats 
(OWL/RDF)  and  sizes  into  relational databases, (2)  
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Jena API performs faster with small size ontologies, 
whereas, Sesame is more efficient with bigger size 
ontologies with regards to loading ontologies into 
relational databases, (3) Sesame provides quicker 
responses to SPARQL queries when compared to Jena 
API and (4) the disk space required to store the 
resulting ontologies databases in both platforms are 
proportional to the initial sizes of the ontologies and 
higher in Jena API than in Sesame. 

The rest of the paper is organized as follow. Section 
2 discusses existing approaches for storing ontology on 
the Semantic Web. Characteristics of existing platforms 
for ontologies storage and query are presented in Section 
3. Section 4 describes the experimental design of the 
study in terms of the dataset, performance metrics and 
tools employed. The last part of Section 4 presents and 
discusses the experiments and results of the study. 
Related studies are discussed in Section 5 and a 
conclusion ends the paper in Section 6. 

II. ONTOLOGY STORAGE TECHNIQUES 

Ontology storage is based on 3 main models (Figure 1). 

These include: (1) In-memory storage, (2) Native or File-

based storage and (3) Databases-based Storage [9] [11]. 

In-memory or Memory-based storage uses the central 

memory of the computer to store ontologies. It is very 

efficient and fast with small scale ontologies. The 

drawback of this technique is that as the ontology get 

larger, it becomes more difficult to manipulate. In fact, 

ontologies stored using the in-memory storage technique 

need to be loaded in the memory every time a user wants 

to run an application that is using it. The native storage 

technique uses files to store ontologies. Ontologies 

statements are stored in triple store in the form of (S, P, O) 

where S is the Subject, P the Predicate and O the Object. 

The advantages of native storage are that data loading and 

data query are fast [37]. In order to retrieve data easily and 

quickly with fewer errors, index algorithms such as the B-

tree or B+ [10] [37] are used. Structuring and editing of 

ontologies are very efficient as well [39]. The main 

drawback of this technique is that large scale ontologies 

are difficult to process. Furthermore Native storage needs 

to implement functionality such as data recovering, query 

optimization, controlled access and transaction processing 

in order to improve its data processing and management 

[37]. In the database-based storage, the ontology is stored 

in a Relational Database (RDB). Ontology storage in RDB 

needs to provide at least three of the following 

technologies: store and scalability, support for reasoning, 

and SPARQL query facilities [38] [39] [41]. Database-

based storage is usually grouped into 2 main types [39], 

namely, generic and ontology specific (Figure 1). The 

generic schema [11] uses one table to store all triples or 

statements in the ontology. The table contains 3 columns, 

each representing an element of the ontology statement 

including Subject, Predicate and Object. Every row in the 

table is an ABox fact [11]. ABox are statements that 

describe the relationship between instances of the ontology 

[18]. TBox facts are ontology statements that describe 

relationship between classes and properties [18]. Many 

tables are required to store axioms or TBox facts of the 

ontology. The ontology specific format (Figure 1) creates 

tables according to the contents of the ontology. It has 3 

modes of representation: horizontal, vertical and hybrid 

[11] [39]. In the horizontal mode also called one-table-per-

class mode, every class is represented by a table with 2 

columns. The first column represents the instance ID and 

the second column represents the predicate in which the 

instance ID belongs to. Properties are stored as values in 

the second column in the class table. In the vertical 

representation, also called one-table-per-property mode or 

decomposition storage model [11], tables are created for 

all properties of the ontology. Every table contains two 

columns as in the horizontal model including the Subject 

and Object columns to record the subjects and objects of 

ABox and TBox facts of the ontology. The hybrid model 

combines both vertical and horizontal representations in 

which tables are created for classes and properties. 

 
Figure 1. Ontology storage models 

As shown in Figure 1 above, unlike in-memory and native 

storages, only RDBMS storage gives the possibility to 

elaborate further on the storage technics employed. 

III. ONTOLOGY STORAGE AND QUERY PLATFORMS 

As mentioned earlier, several platforms have 

been developed to enable the store and query of ontologies 

in relational databases. The commonly used platforms are: 

AllegroGraph, Jena API, Open Anzo, Oracle Semantic [8], 

Minerva [42] and Sesame [12]. AllegroGaph store 

ontologies as graphs [8]. It is installed as a server 

application and requires client applications such as Java, 

C#, Python, Ruby, Perl or Lips to access it. It supports 

SPARQL as query language but provides API for direct 

access to Subject, Predicates and Objects of ontology 

triples or statements without any use of SPARQL queries. 

Minerva [18] [42] is a component of the Integrated 

Ontology Development Toolkit (IODT). It is used as a 

plugin in Eclipse IDE. It stores OWL ontologies and 

supports the SPARQL query language. It also supports 

IBM DB2 and Derby as backend databases. Open Anzo is 

a Semantic Web platform developed by IBM. It can be 

used in three different modes: (1) embedded in an 

application, (2) installed as a server application and 

accessed remotely by clients or (3) run locally [8]. It 

supports the SPARQL query language. Further, it supports 

persistent storage through its Storage Service Layer which 

interacts with Relational Databases. In order to interact 

with Open Anzo, the client stack layer uses three different 

languages, namely, Java, Java Script or dot Net [8]. Open 

Anzo supports DB2 and Oracle as backend databases. Jena 

API is integrated into Eclipse IDE as a library and uses a 
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variety of DBMS such as Oracle, PostgreSQL and MySQL 

[8] [16]. It enables ontologies to be stored in three storage 

models: in-memory, native or RDB. The query languages 

supported by Jena API are SPARQL and RDQL. The 

Oracle Semantic [8] is a Jena Adapter that works with 

Oracle databases [8]. It is a plugins that implements Jena 

Graph and Jena Model interfaces. It also supports the 

SPARQL query. Sesame is a Software Development Kit 

(SDK) that was developed in the European IST project 

On-to-Knowledge [12]. It enables ontologies to be queried 

or exported. Two languages are used for ontology query in 

Sesame, namely, SPARQL and SeRQL. The Sesame 

architecture [12] has one component called the SAIL API 

which translates an ontology file into its RDB 

representation as well as enables Sesame to interface 2 

DBMS, namely, MySQL and PostgreSQL. A comparative 

of the characteristics of the abovementioned platforms is 

provided in Table 1. The columns OWL and RDF show 

the platforms that support ontologies in these formats. The 

third column indicates those that are open source or not. 

Jena API and Sesame are used in this study as they both 

support RDF and OWL ontologies as well as MySQL 

RDBMS. Furthermore, Sesame and Jena API are both 

open source platforms and are accessible free of charge 

with full functions and support from the Internet. 

TABLE I. CHARACTERISTICS OF ONTOLOGY STORAGE 

PLATFORMS 

Ontology OWL RDF Open Source Availability

Allegrograph

Jena API

Sesame

Open Anzo

Oracle 

Semantic

Minerva

no

yes

yes

no

yes

no

yes

yes

yes

yes

yes

yes

no

yes

yes

yes

no

no

Commercial/free

free

free

free

Commercial/free

free
 

TABLE 1 shows a résumé on different platforms’ 

attributes that guided us to select the two platforms used 

on the experiments. 

IV. EXPERIMENTS 

A. Dataset 

The dataset is constituted of five ontologies, namely, 

Gene Ontology (GO) [20] [21] [24] [26] [27], WordNet 

[29] [30] [31], OntoDPM [32], Biological Top Level 

(BioTop) [33] [34] and Central Government ontology 

(CGOV) [28]; they have all been used intensively in 

related studies. 

The GO ontology describes the biology domain in 

terms of molecular function, cellular components and 

biological process. It contains the vocabulary used in the 

biology field and the relationship between terms [21] [22] 

[23]. The WordNet ontology is an electronic lexical 

database for the English language [36]. It contains verbs, 

nouns, adverbs and adjectives. Written in a machine 

readable format, online dictionaries access it for public 

usage [29]. The OntoDPM ontology is a knowledge-based 

model for e-government monitoring of development 

projects in developing countries [32]. The BioTop 

ontology is an ontology of the life sciences domain which 

focuses on molecular biology [33]. It is used as a top level 

ontology to link the Open Biomedical Ontologies (OBO). 

The CGOV is an ontology of the UK central government; 

it models the structure of the UK central government [28]. 

TABLE II.  CHARACTERISTICS OF ONTOLOGIES IN THE 

DATASET 

Ontologies Format Size (Bytes) No. Classes No. Properties No. Individuals

OntoDPM

CGOV

BioTop

WordNet

GO

OWL

RDF

OWL

RDF

OWL

38,578

68,551

429,989

100,428,111

106,912,638

30

46

389

46

19

92

18

-

-

-

-

- -

- -
 

Table 2 provides some metadata on the abovementioned 

ontologies constituting the dataset in this study in terms of 

their formats (RDF/OWL), sizes, and number of classes, 

properties and individuals. Some cells of Table 2 were not 

filled in due to the fact that the expected values were 

unavailable. In fact, in order to get the metadata in Table 

2, an online ontology documentation tool called parrot is 

used [25]. Ontologies to be analysed are loaded within 

Parrot in three different ways including (1) uploading the 

ontology file, (2) pasting the code of the ontology or (3) 

providing the http address of the ontology. After loading 

the ontology and executing Parrot, ontologies 

characteristics such as the number of classes, properties 

and individuals are displayed. The loading of large 

ontologies such as GO and WordNet resulted in errors and 

therefore no characteristics were retrieved. 

B. Performance Metrics  

Three standard database performance metrics were 

used to measure and compare the performance of Sesame 

and Jena API in storing and querying ontologies in 

relational databases including, 

(1) The loading time which is a common performance 

metric used in RDBMS studies [17] [18] [19]; it represents 

the time taken by a platform to process, parse and load an 

ontology into a relational database, (2) The query response 

time (QRT) [40] which represents the time taken by a 

platform to display the result of a query and (3) The 

repository size [19] which is the space disk needed for the 

storage of the resulting ontologies databases. In this study, 

the query response time is the average response times of 

several consecutive executions of the same query.  

C. Computer and Software Environments 

The experiments were carried out on a computer with 

the following characteristics: 64-bit Genuine Intel 2160 

processor, Windows 8 release preview, 4 GB RAM and 

160 GB hard drive. Protégé version 4.3 was installed in 

the computer and used to create the OWL code of 

OntoDPM ontology. The Apache tomcat server version 
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6.0 was installed in order to deploy the Sesame server. The 

Wamp server was installed as well to enable access to 

MySQL backend DBMS via Sesame and Jena API. 

Finally, Jena API was configured in the Eclipse IDE 

version 4.2. The metadata on the ontologies in the dataset 

such as the numbers of classes, properties, instances, etc. 

were determined with the online Semantic Web ontology 

documentation software, named, Parrot [25].  

D. Experimental Results 

1) Data Loading into RDB 

The ontologies were loaded into MySQL relational 

databases via Sesame and Jena API, respectively. In 

Sesame, ontologies were loaded in command line mode 

[35]. A sample code used to load the ontologies in Jena 

API is provided below. The code shows part of the Jena 

application that reads and loads ontologies into MySQL 

databases. 

1. ModelMaker maker = 

ModelFactory.createModelRDBMaker(conn); 

2. Model loader = maker.createDefaultModel(); 

3. FileInputStream inputStreamfile = null; 

4. File file = new File ("c:\\Devel\\gene.owl"); 

5. inputStreamfile = new FileInputStream(file); 

6. InputStreamReader reader = null; 

7. reader =new InputStreamReader(inputStreamfile, 

"UTF-8"); 

8. loader.read(readed, null); 

9. reader.close(); 

10. loader.commit(); 

 

In the above code, line 1 creates a model, namely, 

maker which will be used to create the link between a 

model and the relational database. Line 2 creates a new 

model which will be used to store the ontology. Lines 3, 4 

and 5 create a FileInputStream and file objects and then 

loads the file into the newly created file object. Line 6 

creates the reader and line 7 loads the ontology into the 

reader. Line 8 reads the file from the reader and loads it 

into the ontology model. Finally line 9 closes the model 

and line 10 commits the model into the database. 

Table 3 shows the loading times of the 5 ontologies 

presented in Sub-Section IV.A into MySQL databases 

with both Sesame and Jena API. It shows that Jena loads 

smaller ontologies (in the range of Kilobytes) (Table 2) 

faster than Sesame. But, for bigger ontologies (in the range 

of Megabytes) Sesame performs better with regards to 

loading ontologies into MySQL RDBMS. 

The reason is the fact that Sesame opens an ontology file 

(OWL in this case), reads and loads it straight into 

MySQL database, whereas, Jena needs to first load the 

ontology into a RDF graph in the main memory before 

transferring it into MySQL database. 

 

 

 

 

TABLE III.   LOADING TIMES OF ONTOLOGIES INTO MYSQL 

DATABASES 

Ontologies
Sesame Time

(hh:mm:ss.000)

Jena API Time

(hh:mm:ss:000)

OntoDPM

CGOV

BioTop

WordNet

GO

00:02:27.0

00:05:15.776

00:11:35.95

14:27:34.387

15:50:51.910

00:00:32.325

00:00:45.318

00:04:23.858

17:44:10.365

16:20:48.830

 

The data in Table 3 is represented graphically in Figure 2 

in which the blue and red bars represent the loading times 

of ontologies into MySQL databases with Sesame and 

Jena API, respectively. The blue bars show that in Sesame 

the loading time is proportional to the size of the ontology, 

whereas, the red bars suggest that the loading time in Jena 

is disproportional to ontology sizes. In fact, the Gene 

Ontology which is bigger than WordNet (Table 2) took 

less time to be loaded into MySQL database. Figure 2 also 

shows that Jena loads small ontologies faster (less than a 

minute) and is slower in loading big ontologies compared 

to Sesame. 

 

 
Figure 2. Chart of Loading Times of Ontologies into MySQL 

Databases 

 

2) Queries Response Times 

The query response time (QRT) [40] is the 

average time taken by a query to return a result. A sample 

SPARQL [13] query that searches for classes and their 

subclasses in the MySQL ontologies databases is given in 

the code below. 

PREFIX rdf:http://www.w3.org/1999/02/22-rdf-syntax-

ns# 

PREFIX rdfs:<http://www.w3.org/2000/01/rdf-schema#> 

SELECT ?subject ?object 

WHERE {?subject rdfs:subClassOf ?object} LIMIT 10. 

The sample SPARQL query above was executed five 
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consecutive times on each MySQL ontology database and 

the average response/execution times were recorded in 

Table 4. 

TABLE IV.   AVERAGE QUERIES RESPONSE TIMES ON 

ONTOLOGY DATABASES 

Ontologies  
Average Time in 

Jena API (ms)

OntoDPM

CGOV

BioTop

WordNet

GO

616.2

732.4

824.4

91.2

4135

Average Time in 

Sesame (ms)

2393

2321.6

2369.4

2428.2

2424

 

Table 4 represents the chart in Figure 3. It shows that the 

average queries response times are generally lower in 

Sesame (blue bars) than in Jena API (red bars). Further, 

the average queries response times in Jean API are almost 

constant on all ontology databases (red bars). 

 

 
Figure 3. Chart of Average Queries Response Times on Ontologies 

Databases in Sesame and Jena API 

 

3) Disk Space for Storing Ontologies Databases 

Figure 4 is a comparison of the disk space used to store the 

resulting 5 ontologies databases into MySQL RDBMS via 

Sesame and Jena. The orange bars represent the initial 

sizes of the ontologies; it can be observed that OntoDPM 

and CGOV ontologies are very small as described in Table 

2. The blue bars show the space required to store the 

ontologies in the Sesame repository; WordNet and GO 

required more space due their initial sizes. The red bars 

show the space required to store the ontologies into 

MySQL databases via Jena; the spaces used to store the 

ontology databases for WordNet and GO, are almost 

double of the space used in Sesame. The ontology 

databases for OntoDPM, CGOV and BioTop occupied less 

disk space due to their initial small sizes (Table 2). 

 

 
 
Figure 4. Disk Space Occupied by Ontologies Databases in Sesame and 

Jena API 

 

As represented above, the graph in Figure 4 clearly shows 

that the required space is proportional to the ontologies 

independently of their format. 

V. RELATED WORK 

Mapping ontology to relational database is an 

active research topic in Semantic Web. Various techniques 

for mapping ontology features to that of relational 

database to enable the persistent storage of ontologies into 

RDB are presented in [14] [15] [16]. Three ontologies 

were stored and queried in MySQL databases via Jena API 

in [17]; the authors drew a similar conclusion as that of 

this study with regards to the scalability of Jena API. In 

[44] system properties of Jena Against sesame are 

provided. The authors describe the main difference 

between Jena and Sesame in terms of the properties that 

they are sharing and those which are different. [45] 

Provides similar analysis as in [44] but both do not 

provide an empirical analysis of the two platforms in terms 

of the performance.  Several RDF databases solutions are 

reviewed in [8] and [10]. In [8], an evaluation of selected 

platforms including Sesame and Jena was carried out. 

However, not only was the study limited to RDF 

ontologies, but, the evaluation also was limited to the 

query response times only. In [10], ontology storage 

models such as generic and ontology specific schema as 

well as the functionalities of an RDF middleware and RDF 

query languages are discussed in detail. 

VI. CONCLUSION AND FUTURE WORK 

In this research, five ontologies were loaded into 

MySQL relational databases using two popular Semantic 

Web platforms, namely, Sesame and Jena API. Three 

metrics were used to measure and compare the 

performances of both platforms in terms of speed and 

scalability. The experiments showed that both platforms 

are scalable and could successfully parse and load 

ontologies of different sizes into relational database and 

that Sesame loads bigger ontologies faster than Jena API 
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into relational databases. Experiments also show that 

Sesame provides quicker responses to SPARQL queries 

compared to Jena API. 

The future direction of the research would be to 

extend the study with more platforms so as to provide a 

more comprehensive performance evaluation of existing 

Semantic Web platforms for storing and querying 

ontologies in relational databases. 
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Abstract—Matching ontologies which utilize significantly hetero-
geneous terminologies is a challenging task for existing matching
techniques. These techniques typically exploit lexical resources in
order to enrich the ontologies with additional terminology such
that more terminological matches can be found. However, they are
limited by the availability of an appropriate lexical resource for
each matching task. For this scenario, we propose a new technique
exploiting partial alignments. We evaluate our technique on
a dataset which is characterized by matching problems with
significant terminological heterogeneities. Further, we compare
our technique with the performance of matching systems utilizing
lexical resources to establish whether a partial-alignment-based
matcher can perform similarly to a lexical-based matcher. Lastly,
we provide a performance indication of a system utilizing both
partial alignments and lexical resources.

Keywords–Ontologies; Semantic Interoperability; Ontology
Alignment; Partial Alignments.

I. INTRODUCTION

Semantically structured data facilitates many services
which are used in a modern society, ranging from agent
communication [1] to semantic querying systems [2]. An
important criterion for the functionality of such systems is their
ability to access multiple sources of semantically structured
data. The structure of this data is determined by an ontology,
which can be defined using expressive languages, such as the
Resource Description Framework Schema (RDFS) or the Web-
Ontology-Language (OWL). Information exchange between
two sources is possible if both are based on the same ontology.

A common issue is that two sources of semantic data are
based on two different ontologies modelling the same domain.
The ontologies can differ with regard to their terminology,
structure, scope or granularity [3]. In order to transfer data
between different ontologies, the data has to be transformed
such that it complies with the ontology of the receiving
knowledge system. For this to happen, a mapping between
the two ontologies is needed. This mapping specifies for every
concept in the first ontology whether there is an concept in the
second ontology modelling the same information. The process
of creating such a mapping is known as ontology mapping.

Ontologies can differ by their applied terminologies. If two
ontologies are created by different domain experts then it may
happen that the experts prefer different terms in order to refer
to the same concepts. This problem can be exacerbated if the
two ontologies conform to different design principles, thus
varying with regard to their naming formats. Alternatively, the
ontologies may simply differ with regard to the used natural
language, which can occur in international data-exchange
situations. In these scenarios, the two given ontologies have
very little overlap with regard to their terminologies, a prob-
lem which we refer to as a terminological gap. Name-based
approaches for ontology mapping are thus unlikely to produce
satisfying mapping results in such scenarios.

Terminological gaps between ontologies are typically over-
come by exploiting additional resources. Existing techniques
exploit lexical resources in order to identify additional names
for ontology concepts [4], thus increasing the chance that cor-
responding concepts are associated with similar names. These
techniques however require the presence of an appropriate
lexical resource which is modelled with in such detail that
alternative labels can be extracted for all concepts of both
ontologies. Thus, it is not always the case that a suitable
lexical resource is available. However, it might be that there is
a different type of resource available for this scenario, being
a partial alignment [5]. A partial alignment is an incomplete
mapping between the given ontologies stemming from previ-
ous matching efforts. An example of such an effort is a domain
expert being unable to complete the mapping due to time
constraints. The main problem is how a partial alignment can
be exploited to aid the matching between ontologies between
which exists a terminological gap.

In this paper, we tackle this problem by proposing a profile-
based similarity which exploits the correspondences of the
given partial alignment. A typical profile similarity creates a
virtual document of each concept by gathering the encoded
terminology of related concepts and itself. The core intuition
is that two concepts are considered similar if their documents
are similar. A key component here is that information of
related concepts is exploited as well. Our approach is based on
enriching the given ontologies by extracting the encoded se-
mantic relations of each correspondence of a partial alignment,
also known as anchors. We define an extension of a given
profile similarity which utilizes the added relations in order to
identify additional terminology for each concept. We evaluate
our approach on a dataset consisting of matching problems
with distinct terminological gaps. Further, we compare our
approach to the performance of existing systems utilizing lexi-
cal resources. Lastly, we provide a performance indication for
systems utilizing both lexical resources and partial alignments.

The remainder of this paper is structured as follows. We
discuss relevant work in Section II. We introduce profile
similarities and their ability to deal with terminological hetero-
geneous ontologies in Section III. The proposed approach is
detailed in Section IV. The experimental results are presented
in Section V. We present the conclusions and future research
topics in Section VI.

II. RELATED WORK
Profile similarities have seen a rise in use since their

inception. Initially developed for the Falcon-AO system [6],
this type of similarity has seen use in ontology mapping
systems, such as AML [7] and RiMoM [8]. These systems
typically apply the same scope when gathering information
for a concept profile, being the parent concepts and children
concepts. Some systems, such as YAM++ [9], limit the scope
to the information of the concept annotations and labels.
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There exist some works that aim to extend the scope of
exploited profile information in order to improve the effec-
tiveness of the similarity. The deployed profile similarity in the
mapping system PRIOR [10] extends the scope of exploited
information to the grand-parent concepts and grand-children
concepts, providing a larger scope of exploitable context.

The combination of profile similarities with a set of pro-
vided anchors has been tackled in [11]. However, [11] has
some fundamental differences compared to this paper. In [11],
ontology concepts are compared to the given anchors using
a selection of similarity metrics, e.g., a string, instance, and
lexical metric. Instead of extracting terminology, the concept
profiles are created using the results of these similarity cal-
culations. Concepts are matched if they exhibit comparable
degrees of similarities towards the provides anchors. Therefore,
this technique can only match terminological ontologies if
appropriate similarity metrics are applied and both ontologies
contain the exploited meta-data for these similarities.

A. Semantic Enrichment
One way in which additional information can be ex-

ploited is through semantic enrichment. Semantic enrichment
describes any process which takes any ontology O as input
and produces as output the enhanced ontology E(O), such that
E(O) expresses more semantic information than O. Typically,
a semantic enrichment process exploits resources such as stop
word lists or lexical resources for this purpose. Semantic
enrichment has been applied in ontology mapping systems in
a non-profile context. Examples are the addition of synonyms
to the concept descriptions by exploiting lexical resources.
LogMap [4] is capable of adding information from WordNet or
UMLS to the ontologies prior to mapping. YAM++ [9] uses a
machine translator to generate English translations of labels
prior to mapping. Multilingual ontology mapping has been
specifically addressed in [12]. Ontologies are enriched with
multilingual labels using a machine translator. A feature vector
for each match candidate is constructed using a combination
of similarities and aggregation techniques. Match candidates
are then classified using a support vector machine.

A noteworthy application of semantic enrichment for a
profile similarity is the work by Su et al. [13]. Here, the se-
mantic enrichment process exploits a set of documents. Using
a linguistic classifier and optional user input the documents are
assigned to the ontology concepts, such that each assignment
asserts that the ontology concept is discussed in its associated
document. The concept profiles are then created by gathering
terminological information from the assigned documents.

III. PROFILE SIMILARITIES AND TERMINOLOGICAL GAPS

Profile similarities are a robust and effective type of
similarity metric and deployed in a range of state-of-the-art
ontology matching systems [6][7][8]. They rely on techniques
pioneered in the field of information retrieval [14], where the
core problem is the retrieval of relevant documents when given
an example document or query. Thus, the stored documents
need to be compared to the example document or query
in order to determine which stored document is the most
relevant to the user. A profile similarity adapts the document
comparison techniques by constructing a virtual document for
each ontology concept, also referred to as the profile of that
concept, and determines the similarity between two concepts x
and y by comparing their respective profiles. The core intuition
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Figure 1. Illustration of a terminological gap between two ontologies
modelling identical concepts.

of this approach is that x and y can be considered similar if
their corresponding profiles can also be considered similar.

As their origin implies, profile similarities are language-
based techniques [15]. Language-based techniques interpret
their input as an occurrence of some natural language and use
appropriate techniques to determine their overlap based on this
interpretation. A language-based technique might for instance
perform an analysis on the labels of the concept in order to
determine their overlap. For instance, given the two concepts
Plane and Airplane a language-based analysis of their labels
would result in a high score since the label Plane is completely
contained within the label Airplane. Thus, despite the labels
being different, a high similarity score would still be achieved.
However, the degree of surmountable label-difference has a
limit for language-based techniques. The labels of the concepts
Car and Automobile have very little in common with regard
to shared characters, tokens or length. Thus, many language-
based techniques are unlikely to result in a high value.

Profile similarities have the advantage that they draw from
wide range of information per concept. Thus terminological
differences between the labels of two concepts can still be
overcome by comparing additional information. This addi-
tional information typically includes the comments and annota-
tions of the given concept and the information of semantically
related concepts [6][10].

In order for two profiles to be similar, they must contain
some shared terminology. For example, the concepts House
and Home can still be matched if their parents contain the
word Building or if a concept related Home contains the word
“House”. In order for profile similarities to be effective, it is
still required that the two given ontologies O1 and O2 exhibit
some overlap with regard to their terminologies. However,
this is not always the case as two ontologies can model the
same domain using a completely different terminology. This
can be the result of one ontology using synonyms, different
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naming conventions or the usage of acronyms. Furthermore,
two ontologies might even be modelled in a different natural
language. For example, one might need to match two biomed-
ical ontologies where one is modelled in English and one in
Latin. Thus, it is a real possibility that even if there is some
overlap, there can exist corresponding parts of two ontologies
exhibit little to no terminological overlap. The terminological
gap between two ontologies is illustrated in Figure 1.

Figure 1 displays an example Ontology 1 next to a series of
concepts from a different ontology, Ontology 2, modelling the
same entities. The terminological gap is illustrated through the
fact that all information in Ontology 2 is modelled in German
instead of English. As we can see, comparing the concept
House with its equivalent concept Haus using a typical profile
similarity is unlikely to produce a satisfying result since the
neither they nor their related concepts contain any overlapping
terminology. Therefore, additional measures are necessary in
order to ensure the effectiveness of profile similarities when
the given ontologies have little to no shared terminology.

IV. ANCHOR-BASED PROFILE ENRICHMENT

A typical profile similarity is inadequate for ontology
matching problems with significant terminological gaps. One
way of tackling this issue is through semantic enrichment by
exploiting lexical resources such as WordNet [16] or UMLS
[17]. Techniques which fall under this category work by
looking up each concept in the given resource and adding
synonyms, additional descriptions or translations to the concept
definition. However, these techniques rely on several assump-
tions: (1) the availability of an appropriate resource for the
given matching problem, (2) the ability to locate appropriate
lexical entries given the naming formats of the ontologies,
and (3) the ability to disambiguate concept meanings such
that no incorrect labels or comments are added to the concept
definition. We can see that the performance of such techniques
is severely impacted if any of these assumptions fail. If (1) and
(2) fail then it is not possible to add additional information
to the concept definition, thus causing the ontology concepts
to be compared using only their standard profiles. To ensure
the ability of identifying correct lexical entries when dealing
with ambiguous concepts, one needs to apply a disambiguation
technique. State-of-the-art disambiguation systems can achieve
an accuracy of roughly 86% [18], meaning that even if a state-
of-the-art system is applied there is still a significant proportion
of concepts which would be associated with unrepresentative
information based on incorrectly designated lexical entries.

If an appropriate lexical resource is not available, other
measures are necessary to overcome the terminological gap.
These typically are the exploitation of other ontological fea-
tures, for example the ontology structure. However, it may
be the case that instead of a lexical resource a different kind
of resource is available to be exploited. For a given mapping
problem it is possible that an incomplete alignment, also refer-
eed to as partial alignment, is available as additional input. A
partial alignment can stem from efforts such as a domain expert
attempting to create an alignment, but being unable to complete
it due to given circumstances, or from a high-precision system
generating such an alignment. The correspondences of the
given partial alignment can then be exploited in order to
determine the unidentified correspondences.

Our approach aims at adapting profile similarities to be
appropriate for matching problems with significant termino-

logical gaps through the exploitation of partial alignments. It
is based on the insight that an ontology will consistently use its
own terminology. For instance, if an ontology uses the term
Paper to refer to scientific articles, it is unlikely to use the
equivalent term Article in the descriptions of other concepts
instead, especially if the ontology is designed using a design
principle that enforces this property [19]. However, if a partial
alignment contains the correspondence Paper-Article, then one
can use this insight to ones advantage. For instance, given the
concept Accept Paper a profile similarity is more likely to
match it to its appropriate counterpart Approve Article if the
profile of Accept Paper contains the term ‘Article’.

A partial alignment PA is a set of correspondences, with
each correspondence asserting a semantic relation between
two concepts of different ontologies. The types of relations
modelled in a partial alignment, e.g., w, ⊥, u and ≡, are
typically also modelled in an ontology and thus exploited in the
construction of a profile. Thus, by semantically annotating the
given ontologies O1 and O2 with the correspondences of PA
it becomes possible to exploit these newly asserted relations
for the creation of the concept profiles. This enables us to
construct the profiles of O1 using a subset of the terminology
of O2, increasing the probability of a terminological overlap
between the profiles of two corresponding concepts. This idea
is illustrated in Figure 2.
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Figure 2. Two equivalent concepts being compared to a series of anchors.

Before we introduce our approach, we need to define a
series terms and symbols that will be used in the following
sections:

Correspondence A 5-tuple < id, e1, e2, t, c > asserting the
semantic relation t between entity e1 ∈ O1 and e2 ∈ O2

with a confidence of c ∈ [0, 1].
Mapping/Alignment A set of correspondences, each asserting

a relation between e1 ∈ O1 and e2 ∈ O2.
Partial Alignment A subset of an ideal alignment between

ontologies O1 and O2.

15Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-420-6

SEMAPRO 2015 : The Ninth International Conference on Advances in Semantic Processing

                           26 / 142



Anchor A correspondence belonging to a partial alignment.
Collection of words: A list of unique words where each word

has a corresponding weight in the form of a rational
number.

+: Operator denoting the merging of two collections of words.
×: Operator denoting element-wise multiplication of term

frequencies with a weight.
depth(x): The taxonomy depth of concept x within its ontol-

ogy.
D: The maximum taxonomical depth of a given ontology.

Next, it is necessary to provide a definition of a basic profile
similarity upon which we can base our approach. For this, we
provide a definition similar to the work by Mao et al. [10].
Neighbouring concepts are explored using a set of semantic
relations, such as isChildOf or isParentOf. A base function
of a profile similarity is the description of a concept, which
gathers the literal information encoded for that concept. Let x
be a concept of an ontology, the description Des(x) of x is a
collection of words defined as follows:

Des(x) = collection of words in the name of x
+collection of words in the labels of x
+collection of words in the comments of x
+collection of words in the annotations of x

(1)
We define the profile of x as the merger of the description of
x and the descriptions of semantically related concepts:

Profile(x) = Des(x) +
∑
p∈P (x)Des(p)+∑

c∈C(x)Des(c) +
∑
r∈R(x)Des(r)

(2)

where

P (x) = {p|x isChildOf p}
C(x) = {c|c isChildOf x}
R(x) = {r|r isRelatedTo x ∧ r /∈ P (x) ∪ C(x)}

In order to compute the similarity between two profiles, they
are parsed into a vector-space model and compared using the
cosine similarity [20]. To bridge the terminological gap we
aim to exploit the semantic relations provided by a given
partial alignment PA, such that we can enhance the profile
of a concept x ∈ O1 using the terminology of O2. We refer to
this enlarged profile as the anchor-enriched-profile. For this,
we explore the parents, children and properties of a concept
x (or ranges and domains in case x itself is a property). If
during this exploration a concept y is encountered which is
mapped in a correspondence in PA to a concept e ∈ O2, then
Profile(x) is merged with Des(e).

We will define the set that describes the extended collec-
tion of parentally-anchored-descriptions (PAD) with regard to
concept x in three variations. These gather the descriptions of
anchored concepts from the ancestors of x. To measure the
improvement caused by the addition of these sets, we also
define the omission of any such descriptions. They are defined
as follows:

PAD0(x, PA) = ∅
PAD1(x, PA) =

∑
e∈E Des(e); where

E = {e|∃ < id, y, e, t, c >∈ PA; y isAncestorOf x}
PAD2(x, PA) =

∑
e∈E ω ×Des(e); where

E = {e|∃ < id, y, e, t, c >∈ PA; y isAncestorOf x}
∧ω = D−|depth(x)−depth(y)|

D
(3)

An interesting point to note is that PAD2 utilizes the same
set of concepts than PAD1, but weighs their descriptions with
respect to the concept’s relative distance to x, such that the
descriptions of closer concepts receive a higher weight.

Exploring the children of x, we define the merged collec-
tion of child-anchored-descriptions (CAD) in a similar way:

CAD0(x, PA) = ∅
CAD1(x, PA) =

∑
e∈E Des(e); where

E = {e|∃ < id, y, e, t, c >∈ PA; y isDescendantOf x}
CAD2(x, PA) =

∑
e∈E ω ×Des(e); where

E = {e|∃ < id, y, e, t, c >∈ PA; y isDescendantOf x}
∧ω = D−|depth(x)−depth(y)|

D
(4)

Lastly, we can explore the relations defined by the properties
of the ontology, being isDomainOf and isRangeOf. Defining
Oc as the set of concepts defined in ontology O and Op as
the set of properties of O, we define the merged collection
of relation-anchored-descriptions (RAD) in two variations as
follows:
RAD0(x, PA) = ∅
RAD1(x, PA) =

∑
e∈E Des(e); where
E = {e|∃ < id, y, e, t, c >∈ PA;x isDomainOf y}
if x ∈ Oc∑
e∈E Des(e); where
E = {e|∃ < id, y, e, t, c >∈ PA; y isDomainOf x∨
y isRangeOf x} if x ∈ Op

RAD2(x, PA) =

∑
e∈E∪F Des(e); where
E = {e|∃ < id, y, e, t, c >∈ PA;x isDomainOf y}
and F = {f |∃ < id, y, f, t, c >∈ PA ∃z ∈ Op;
x isDomainOf z ∧ y isRangeOf z} if x ∈ Oc∑
e∈E Des(e); where
E = {e|∃ < id, y, e, t, c >∈ PA; y isDomainOf x∨
y isRangeOf x} if x ∈ Op

(5)
The noteworthy difference between RAD1 and RAD2 is that
if x is a concept and the domain of property z, then every
range y of z will be explored as well. As an example, assume
we are given the concepts Car and Driver being linked by the
property ownedBy. Constructing the anchor-enriched-profile of
Car using the set RAD1 would mean that we only investigate
if ownedBy is mapped in PA. Using RAD2 means we also
investigate Driver, which could provide additional context.

Given a partial alignment PA between ontologies O1 and
O2, and given a concept x, we define the anchor-enriched-
profile of x as follows:

ProfileAEκ,λ,µ(x, PA) = Profile(x) + PADκ(x, PA)+
CADλ(x, PA) + RADµ(x, PA)

(6)

V. EXPERIMENTS

In this section, we will detail the performed experiments to
test the effectiveness of our approach and discuss the obtained
results. A widely used way of evaluating a mapping A is
by comparing it to a reference alignment R by calculating
the standard measures of Precision, Recall and F-Measure
[21]. When matching with a partial alignment PA the newly
computed correspondences are typically merged with PA in
order to create a complete mapping. However, this action
creates a bias with respect to the measured alignment quality.
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For instance, if PA contains half the correspondences of R,
then the resulting Recall score cannot go below 0.5. It would
hence be desirable to use a measure which only focuses
on the correspondences that are contributed to PA to get a
better indication of their quality. To achieve this, we will use
adapted variants of Precision, Recall and F-Measure, which
take the presence of a partial alignment into account. Given a
computed alignment A, a reference alignment R and a partial
alignment PA, the adapted measures of Precision and Recall
are computed as follows:

P ∗(A,R, PA) =
| A ∩R ∩ PA |
| A ∩ PA |

(7)

R∗(A,R, PA) =
| A ∩R ∩ PA |
| R ∩ PA |

(8)

The adapted F-Measure can then be computed as follows:

F ∗(A,R, PA) =
2 ∗ P ∗(A,R, PA) ∗R∗(A,R, PA)
P ∗(A,R, PA) +R∗(A,R, PA)

(9)

A. Multi-Farm
In this section we will present the results of our evaluation

on the Multi-Farm-sameOnto dataset. This data-set stems from
the OAEI 2014 [21] competition. The terminologies of the
ontologies in this dataset vary greatly since it is designed to
be a cross-lingual dataset. The set consists of 8 ontologies that
are modelled using 9 languages (including English). For each
pair of ontologies a set of mapping tasks exists consisting of
every possible combination of selecting different languages.
We generate the partial alignments by randomly sampling the
reference alignment with the condition that R(PA,R) = 0.5
and aggregate the results of 100 evaluations for each task. This
evaluation is repeated for every possible combination of κ, λ
and µ. The result of this evaluation is presented in Table I.

Table I. AGGREGATED ADAPTED PRECISION, RECALL AND
F-MEASURE FOR ALL VARIATIONS ON THE MULTI-FARM DATASET.

κ λ µ P∗ R∗ F∗

0 0 0 0.418 0.278 0.326
0 0 1 0.657 0.433 0.510
0 0 2 0.630 0.405 0.481
0 1 0 0.500 0.324 0.381
0 1 1 0.675 0.469 0.543
0 1 2 0.666 0,453 0.529
0 2 0 0.512 0.333 0.393
0 2 1 0.688 0.475 0.552
0 2 2 0.678 0.457 0.535

1 0 0 0.521 0.376 0.423
1 0 1 0.667 0.529 0.583
1 0 2 0.659 0.518 0.574
1 1 0 0.594 0.409 0.470
1 1 1 0.691 0.559 0.611
1 1 2 0.688 0.555 0.609
1 2 0 0.601 0.417 0.478
1 2 1 0.699 0.565 0.619
1 2 2 0.695 0.562 0.615

2 0 0 0.523 0.385 0.433
2 0 1 0.674 0.538 0.592
2 0 2 0.661 0.522 0.577
2 1 0 0.591 0.411 0.471
2 1 1 0.690 0.562 0.614
2 1 2 0.685 0.554 0.607
2 2 0 0.597 0.421 0.481
2 2 1 0.698 0.570 0.622
2 2 2 0.692 0.562 0.614

First, by comparing the performance of the baseline con-
figuration ProfileAE0,0,0 to any configuration of our approach
we can easily see that our approach improves upon the
performance of the baseline. Adding the sets PAD or CAD
using either variation typically resulted in an F-Measure of
0.39-0.43, an improvement of 0.07 to 0.11 when compared
to the baseline. Curiously, enriching the profiles using RAD
alone typically resulted in a F ∗ score of approximately 0.5.
This could indicate that for this dataset the concept annotations
more often contain terms of related concepts than ancestors or
descendants.

Looking at dual-combinations between PAD, CAD and
RAD we can see a consistent increase in performance. Of these
combinations, ProfileAE1,1,0 resulted in the lowest F-Measure
of 0.47, while ProfileAE1,0,1 resulted in the highest F-Measure
of 0.583. We can also observe that combinations which include
a variation of the RAD-set in the enriched profiles typically
performed better than combinations that didn’t.

Lastly, we can observe using all three types of description
sets resulted in the highest measured F ∗ score. We can see
that every combination of PAD, CAD and RAD resulted in an
F ∗ score higher than 0.6. The best performing combination
was ProfileAE2,2,1 with an F ∗ score of 0.622.

Comparing RAD1 with RAD2 reveals that combinations
which utilized RAD1 performed slightly better than combina-
tions which used RAD2 instead. This implies that concepts
which are related through properties are less likely to share
terms, leading to many impact-less terms being added to the
concept profiles.

B. Comparison with Lexical Enrichment Systems
The main goal behind this work is to provide an approach

that allows the enrichment of concept profile by exploiting the
relations of a provided partial alignment. The reason behind
this is that current enrichment methods exploit primarily lexi-
cal resources, which rely on the presence of an appropriate
resource. In the previous sections, we have established the
performance of our approach using different configurations,
datasets, and partial alignment sizes. In this section, we will
provide some interesting context for these results. Specifically,
we aim to compare the results of our approach with the
performances of matching systems tackling the same dataset
while exploiting lexical resources. This allows us to establish
whether an approach exploiting a partial alignment can pro-
duce alignments of similar quality as approaches exploiting
lexical resources. To do this, we will compare the performance
of our approach on the Multi-Farm dataset [21] to the per-
formances of the OAEI participants which competed in the
2014 evaluation. Here we will make the distinction between
approaches utilizing no external resources, lexical resources
and partial alignments. This allows us to see the benefit of
exploiting a given type of external resource.

Furthermore, to provide an upper boundary for the potential
performance on this dataset, we will also evaluate a method
utilizing both lexical resources and partial alignments. To
achieve this, we will re-evaluate the best performing config-
uration from sub-section V-A. However, the profiles of this
re-evaluation will be additionally enriched by translating the
concept labels using the Microsoft Bing translator. This will
provide an indication of how well a system may perform
when utilizing both appropriate lexical resources and partial
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alignments. The comparison can be seen in Table II. Perfor-
mances of approaches utilizing partial alignments are denoted
in adapted precision, recall and F-Measure.

Table II. PERFORMANCE COMPARISON BETWEEN OUR APPROACH
AND THE OAEI 2014 COMPETITORS (MULTI-FARM DATASET).

Lex. P. Align. Matcher Precision Recall F-Measure

yes yes ProfileAE
2,2,1 + Bing 0.849 0.838 0.843

yes no AML 0.95 0.48 0.62
yes no LogMap 0.94 0.27 0.41
yes no XMap 0.76 0.40 0.50

no yes ProfileAE
2,2,1 0.698 0.570 0.622

no no AOT 0.11 0.12 0.12
no no AOTL 0.27 0.01 0.02
no no LogMap-C 0.31 0.01 0.02
no no LogMapLt 0.25 0.01 0.02
no no MaasMatch 0.52 0.06 0.10
no no RSDLWB 0.34 0.01 0.02

From Table II, we can make several observations. First, we
can observe that every system utilizing either lexical resources
or partial alignments performs significantly better than systems
which do not. This is an expected result given the nature of
this dataset. Of the system which do not exploit resources AOT
has the highest performance with an F-Measure of 0.12.

Comparing the performance of ProfileAE2,2,1 to the perfor-
mance of system exploiting only lexical resources reveals an
interesting observation. Specifically, we can see that the perfor-
mance of these systems is comparable. While the performances
of LogMap and XMap were lower than ProfileAE2,2,1, with an
F-Measure of 0.62 the performance of AML is very close to
the performance of ProfileAE2,2,1. However, AML distinguishes
itself from our approach by having a notably higher precision
and a somewhat lower recall. In fact, all systems utilizing only
lexical resources are characterized with a high precision, which
implies that enriching ontologies using these resources only
rarely leads to false-positive matches in terminology.

Lastly, we can observe the performance of our approach
when paired with a lexical resource, specifically Bing Trans-
lator. The produced alignments reached an F ∗ score of 0.843,
which is significantly higher than the OAEI participants. This
implies that the correct correspondences which lexical-based
systems find differ significantly from the correct correspon-
dences of a partial-alignment-based system. From this we can
conclude that the two types of resources are complementary
for matching problems with significant terminological gaps.

VI. CONCLUSION

In this paper, we presented a technique aimed at tackling
ontology mapping problems with significant terminological
heterogeneities between the given ontologies. This technique
exploits an existing partial alignment by enriching the given
ontologies with the relations asserted in the partial alignment.
We establish the performance of the approach on a dataset
characterized by terminological heterogeneous mapping prob-
lems. A comparison with other matching systems reveals that
the approach performs similarly to systems utilizing lexical
resources. Combining our approach with a lexical resource
reveals that a significantly higher performance can be achieved
if both partial alignments and lexical resources are utilized.
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Abstract — Knowledge representation depend on experts, even 
though such professionals do not have skills to provide the 
formalized knowledge needed to build formal ontologies. In 
this paper, we present a case study in which we investigate 
aspects and challenges in formalizing medical knowledge in a 
healthcare organization. Our experiment used two different 
instruments to conceptualize and formalize knowledge: i) for 
conceptualizing knowledge consensual, we used a collaborative 
framework called ConceptMe; ii) for analysing and 
formalizing of the knowledge collaboratively conceptualized, 
we used principles of the Basic Formal Ontology. Even though 
the process of formalizing knowledge is not a novelty, we try to 
explore how this task has been done in the scenario of 
Semantic Web and ontological engineering. We concluded that 
there is a strong and a sound complementarity between the two 
aforementioned frameworks, since the first provides a well-
done approach for collaborative conceptual modelling and the 
second provides a way of establishing rules for carrying semi-
formal knowledge to a formal level in ontologies. As main 
contributions, we emphasize the description of how to use the 
collaborative environment and the organization of a set of 
rules, as well as their application in real situations. 

Keywords - collaborative conceptualization; formal ontology.  

I.  INTRODUCTION  
People create models using their cognitive skills in a 

process of meaning construction, in general, called 
conceptualization [1]. Conceptualization is generally 
conducted by knowledge engineers along with experts 
(doctors, engineers, lawyers, to name a few). In the recent 
field of Semantic Web and ontological engineering, 
conceptualization is considered a cornerstone [2]. However, 
different specialists have different views of the world, which 
may result in different concurrent conceptualizations, all of 
them correct [3]. Thus, the conceptualizing process should 
be collaborative, and carried out in an environment that 
allows for consensual definitions [2], with the aim of 
reaching a reasonable representation of the needs of users.     

A challenge for the general methodologies for building 
ontologies – such as Methontology [4] or NeON [5] – is to 
find the best way to perform the transition of knowledge 
from a conceptual level (informal and semi-formal levels) to 
a level in which constraints are used to reduce ambiguity in 
the meaning of terms (formal ontological level). The 

conceptual level is, in general, comprised of unstructured 
knowledge, obtained from knowledge acquisition from 
experts. While this conceptual level is essential to building a 
shared view of world, one must add constraints if the goal is 
to build formal ontologies.  

In this paper, we present an ongoing research that 
explores how the transition from the conceptual level to the 
formal level occurs in a medical organization. We 
conducted a case study with the aim of verifying flaws and 
proposing improvements to the transition. Studies on 
knowledge formalization are not a novelty, for example, in 
artificial intelligence [6]. However, the new context of 
ontologies in Semantic Web and the increasing participation 
of experts in modelling activities (for example, in standards 
like OpenEHR [7]) suggest the need for new research. 

In our experiment, we adopted approaches that deal with 
both the conceptual and formal ontological levels. The first 
approach is Conceptualization Modelling Environment 
(ConceptMe), an environment that includes a set of 
principles, resources and tools that allows collaborative 
development of a shared, consensual, semi-informal 
conceptual representation [8]. For the second approach, we 
follow principles, methods, criteria and ontological 
restrictions proposed by Munn and Smith [9], which 
represents the foundations of Basic Formal Ontology (BFO) 
[10].  

In order to accomplish the first stage of our experiment, 
we applied the underlying methods of ConceptMe in the 
ontology for blood transfusion called HEMONTO [11], in 
order to check the existing relations between candidate 
terms to the ontology, and then to come up with a shared 
conceptual model. In the second stage, the conceptual 
relations defined by ConceptMe were evaluated through the 
application of a set of ontological restrictions. So, we were 
able to investigate the transition, problems, flaws and 
improvements in the formalization process. Ultimately, 
results obtained indicate that the underlying method of 
ConceptMe is very efficient to work with knowledge in 
conceptual level and very useful for dealing with experts. 
However, the sort of rules embedded in ConceptMe do not 
permit direct construction of formal ontologies. Indeed, 
some conceptual relations could not be transformed into 
ontological relations for several reasons. For example, many 
relations did not include distinctions between specific types, 
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mainly part-of and is-a relations, on which we focused on 
our investigation. On the other hand, the tests with the 
framework ConceptMe associated with the ontological level 
enabled us to reach new alternatives to be considered in the 
formalization processes for ontologies. Our findings 
indicate the need of complementarity between the 
approaches in order to deal with both experts and 
knowledge engineers.    

The remainder of this article is organized as follows: the 
second section presents a research background, which 
highlights both the theory that underlies ConceptMe, as well 
as the essentials and ontological criteria required at the 
formal level. The third section describes our research 
methodology in applying ontological criteria to formalize 
knowledge about human blood, in the context of the blood 
bank. The fourth section presents results obtained with the 
application of ontological criteria to the model developed 
through the ConceptMe, emphasizing the possibility of 
constraining the meaning of terms at the conceptual level. 
Finally, the fifth section presents some remarks, our 
conclusions and suggestions for future works.     

II. BACKGROUND 

The background of this research involves two main parts: 
(i) the approach used in the conceptual viewpoint, which 
includes the theory that based the ConceptMe and (ii) the 
characterization of the relations of the ontological viewpoint 
using principles of the top-level ontology BFO.     

A. Conceptual Level: the theory underlying the ConceptMe  
In this section, we present the approach used in this 

research of the conceptual viewpoint, that corresponds to the 
theory used in the ConceptMe.  

The ConceptMe was developed based on the method 
ColBlend [12], that supports to process of collaborative 
conceptualization in the inter-organizational context and it is 
based in a theory of the cognitive semantic called as 
Conceptual Blending Theory [13]. In this theory, the 
conceptual integration is more than the sum of its 
constituent parts, because it should involve also new 
structures or emergent structures, namely, new information 
deriving from the process of negotiation.   

The process of negotiation of the meaning in the 
ConceptMe follows the method ColBlend and involves the 
following semantic spaces [12]: i) the input spaces - private 
to each party involved in the conceptualization process 
where the knowledge models proposals are built; b) the 
blend space - which contains the proposal resulting from the 
analysis of the input spaces, which is presented for 
discussion. Moreover it proposes new concepts (originally 
not identified) from an overall analysis of the current 
content of the spaces and; c) the generic space - which 
contains the common domain knowledge model composed 
by all parts of the universally accepted proposals that were 
"published" to this shared space. 

The ConceptMe also introduces a multidimensional and 
structured view of the conceptualization process that 
encompasses four main phases: (i) elicitation of concepts, 

(ii) organization of concepts, (iii) sharing of concepts, and 
(iv) negotiation of concepts. It considers two main types of 
processes: (i) terminological processes, and (ii) processes of 
knowledge representation [14]. The conceptual relations are 
treated in the phase of concept organization and as part 
processes of knowledge representation, within a module 
called as Conceptual Relations Reference Model (CRRM), 
which supports domain specialists in the definition of basic 
conceptual relations between objects in that domain. 

The CRRM assists domain specialists in the phase of 
elicitation of conceptual relations, which is considered one 
of the most difficult problems in the conceptualization 
process [15]. Auger and Barrière [14] realized a review of 
the literature about conceptual relations in different 
scientific domains (Artificial Intelligence, Information 
Science, Linguistics, Formal ontology, Cognitive Semantic) 
and from this, it was identified a set of basic conceptual 
relations to be used in the CRRM.  

Obviously, in approaching different knowledge areas, 
the names, definitions and use of the relations mentioned 
vary widely from one application context to the other. In the 
case of the framework ConceptMe, the strategy used to 
approach this diversity of relations was to map them (and 
summarise them), for a set of most basic relations that could 
represent the most common types of relationship between 
the objects of the given domain. The following set of 
relations for the ConceptMe were defined [14]:  

(i) Constitution and containment dependence: part-whole 
conceptual relation;  

(ii) Generic dependence: generic-specific conceptual 
relation;  

(iii) Historical dependence: it was separated into spatial 
conceptual relation and temporal conceptual relation. 

(iv) Participation conceptual relation; 
(v) Causal conceptual relation or cause-effect conceptual 

relation. 
For each relation, the ConceptMe contains a specific 

template of the relation and also a set of competency 
questions that are show to the user of the framework (a 
specialist, for example) for your choice of the relation more 
appropriate within analysed context. The competency 
questions for parthood relation, for example, are [14]: Are A 
and B physically engaged? Is B a component/constituent or 
attached to A? Are A and B nested? 

As previously mentioned, the theory on which 
ConceptMe is based is the approach adopted in this research 
for conceptual viewpoints, however, it is not sufficient for 
the building of formal ontologies. To address the formal 
part, we adopted criteria and ontological restrictions of 
methods regarding development of ontologies. This topic is 
dealt with in the next section of this background. 

  

B. Ontological level: principles and restrictions for the 
characterization of ontological relations 

For dealing the knowledge of a given domain at formal 
level, it is necessary to better characterize such relations. 
We did it, mainly, following the approach presented in 
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[9][16][17]. Like this, the next paragraphs present a 
characterization of ontological relations.  

The first characterization discern the types of ontological 
relations from its related entities (relatas), evaluating if they 
are universals or particulars: universals or types are the 
kinds of things that exist in real world, that is, recurrent 
entities sharing some characteristics that could be 
instantiated or exemplified by more than one particular 
thing; particulars refers to a specific object in the real 
world. Particulars are also called instances or tokens or 
individuals [10]. Considering the types of relation with 
universals and instances, we have: (i) <universal, 
universal>:  for example, subsumption: “whole portion of 
blood is_a portion of body substance”; (ii) <instance, 
universal>: for example, instantiation: “John’s blood 
instance_of whole portion of blood”; (iii) <instance, 
instance>: for example, participation: “John’s blood 
participates_in John’s blood transfusion”). 

A second important aspect is to evaluate if the relation 
can be considered ontological from four essential criteria: (i) 
the relations must be genuine ontological relations, in other 
words, they must be obtained from entities in reality, 
independently of our experience or methods of learning 
about them; (ii) the relations must be domain-neutral 
relations or domain independent; (iii) the relations must be 
obtained universally: a statement of the form A relation B 
must obtain for all instances of A, and not just (for example) 
for some statistically representative selection; (iv) The 
relation must be definable in a simple, yet rigorous way. 
This means that intuitive definitions (for example, 
functionally_related_to or physically_related_to of the 
UMLS) should not be made and also some definition is 
required.  

A third characterization refers to the distinction between 
entities continuants and occurrents: continuants or 
endurants are entities that continue to exist through time 
maintaining their identity and do not have temporal parts; 
occurrents or perdurants are entities that occur in time and 
they unfold themselves through a period of time in such a 
way that they can be divided into temporal parts or phases 
[10]. For each relation, it is required to define the domain 
and range of the relation and to define if the domain and the 
range must contain a continuant or an occurrent. For 
example, the relation participates_in always must involve a 
continuant in the domain and an occurrent in the range. 

The last and fourth characterization corresponds to basic 
logical properties of each relation, analyzing the related 
entities (relata). The basic ontological properties are known 
as meta-properties in the literature of the area [18][19]: (i) 
reflexivity; (ii) transitivity; (iii) symmetry. The relation part-
of, for example, can be characterized as a relation 
irreflexive, anti-symmetric and transitive. 

These four characterizations presented are general and 
applicable to all ontological relations; however, for each 
specific relation, there are set of specific restrictions that 
must be considered. In this research, we focus our work 
around of two relations:  is_a and part_of, because they are 

the most used in the development of ontologies and their use 
occurs, oftentimes, without concern with their real meaning. 
Thus, in the next paragraphs, we explain the different types 
of relations is_a and part_of.  

For the relation is_a, used in the building of taxonomies 
of the ontologies, it is necessary to consider the following 
types of relations[4][9]: Instantiation: is_a used as synonym 
of instance_of; Specification or specialization: is_a used as 
synonym of subclass_of; Synonymy: is_a used as synonym 
of same_as. 

Regarding relation part_of, we used some types of this 
relation from a taxonomy presented in [16], which 
encompasses a set of types of the mereological and 
meronymic viewpoints, studied and addressed in 
[19][20][21].  

The taxonomy proposed by Keet and Artale [16] is fairly 
complete with respect to existing types of relations part-of, 
however, it is necessary to adapt such an approach to treat 
cases of the relation part-of that involve temporality and 
spatial localization simultaneously, in addition to relations 
between non-material and material entities, which are, 
extremely, important in biomedical domains. For dealing 
with these types of relations part-of, we follow the approach 
proposed by Schulz et al. [17], that include, for example, 
relations as: (i) Temporary-Part-Of (A, B, t): Amputated toe 
Temporary-Part-Of Body Human; (ii) Permanent-Part-Of 
(A, B, t): My brain Permanent-Part-Of my head; among 
others. 

III. METHODOLOGY 
This section describes the methodological steps adopted 

to make it possible the conceptual-formal transition of the 
knowledge about the domain addressed. This domain 
corresponds to the process of blood transfusion, which 
encompasses the components extracted from human blood 
for certain therapeutic recommendations and also the 
processes used to obtain blood components for the 
transfusion.    

To better describe the methodological steps performed, 
we divide them in four distinct phases: the phases 1 and 2 
address the knowledge at the conceptual level, using the 
framework ConceptMe; the phase 3 corresponds to the 
conceptual-formal ontological transition and where we 
apply the criteria and ontological restrictions of the 
approach adopted; and the phase 4 presents the results of 
this transition in the domain addressed.  

The ontology about blood transfusion (HEMONTO [11]) 
has been developed within the scope of the Blood Project, 
using the software Protégé 4.2 [22]. For the purposes of this 
paper, parts of the HEMONTO were reconstructed in the   
framework ConceptMe, using its interface of conceptual 
graphs. The objective here is to test the theory underlying 
the ConceptMe, using the knowledge of the blood 
transfusion domain. 

Using this approach, the phase 1 was developed 
encompassing the conceptualization of the domain 
addressed from two distinct semantic spaces, each one with 
a specific perception of the domain: (i) “specialist space”: 

21Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-420-6

SEMAPRO 2015 : The Ninth International Conference on Advances in Semantic Processing

                           32 / 142



 

 

doctors of the Hemominas Foundation developed a 
conceptual model of the domain based on their specialist 
technical knowledge; (ii) “ontologist space”: the own authors 
of this paper, with expertise in ontological engineering and 
having studied the blood domain in the recent years [11], 
developed a conceptual model of the domain based on the 
extraction of information from corpus, using the following 
documents: (a) the guidebook about blood components of 
the Brazilian Health Minister [23]: (b) the international 
standard “ISBT 128: Standard Terminology for Blood, 
Cellular Therapy, and Tissue Product Descriptions” [24]; 
(c) the “Technical Manual about Blood and Cellular 
Therapy” from the international organization AABB [25]; 
and (d) the textbook about clinical hematology: “Wintrobe’s 
Clinical Hematology 12th edition [26]. 

Phase 2 involves negotiation of the semantic meaning of 
the concepts defined in the prior phase. This process is 
realized semi-automatically by ConceptMe based on the 
theory Conceptual Blending Theory [12], as explained 
above; as a result of the negotiation it produces a common 
concept model accepted by the groups involved in the 
conceptualization process, called in the theory of model of 
the generic space.  

Phase 3 corresponds to formalization process, where we 
applied the criteria and ontological restrictions recovered of 
the literature of the area and used at the conceptual-formal 
transition (see Table 1). It represents the main contribution 
of this paper. The strategy adopted here involved the 
selection of criteria and ontological restrictions researched 
that it could be applied in the evaluation of the conceptual 
relations of the type is_a and part_of of the model 
developed, in order to allow its transition to the formal 
level. We created a code and a name for each criterion and 
its description was made based on the literature review, as 
explained below: 

 
• The letter “O” is used to denote a basic ontological 

criterion, for example, O1 to ontological nature or 
O2 to universality. 

• The letter “I” indicates a common criterion for the 
relations is_a, such as its ontological properties, for 
example, I3 to asymmetry.   

• The letter “P” indicates a common criterion for the 
relations part_of, for example, P2 to transitivity.  

• For the specific types (subtypes) of the relations 
is_a and part_of were used abbreviations of the 
names of these subtypes, such as I.IN for 
instance_of and P.ST for structural_part_of.  

• The criteria defined must be used for relations 
under the forms A relation B and B relation C for 
universals, and a relation b and b relation c for 
particulars.  
 

TABLE  I. CRITERIA AND ONTOLOGICAL RESTRICTIONS 

Code Criterion  Description 

O1 Ontological nature  The relation must be identified in the reality, 
independent of human constructions. 

O2 Universality  The relation must be obtained universally. 

O3 Non-intuitiveness The name of the relation must not be 
defined in an intuitive way. 

I1 Is-a Reflexivity The entity A is a type of itself. (A is_a A) 

I2 Is-a Transitivity The relation is transitive between three 
entities of the domain, such as: 
If A is_a B and B is_a C then A is_a C 

I3 Is-a Asymmetry  If entity A is a subtype or instance of other 
entity B, the inverse is not true:  
If A is_a B then not (B is_a A). That 
propriety must only be applied for the 
relations instance_of and subclass_of and 
not for the relation same_as. 

I.IN Type Instance-of  Relation is_a when a particular instantiates 
a universal A. if a is a continuant A must 
also be, if a is a occurrent A also must be. 

I.SC Type Subclass-of  Relation is_a between two universals (an 
entity is kind of the other entity. If A is a 
continuant B must also be, if A is an 
occurrent B must also be. 

I.SY Type Same-as  Relation is_a between two entities that are 
identical, between particulars, universals, 
continuants, occurrents; if a, A are 
continuants b, B must also be; and if a, A 
are occurrents b, B must also be. 

P1 Part-of Reflexivity  The entity A is part of itself. (A part_of A) 

P2 Part-of Transitivity Relation transitive: If A part_of B and B 
part_of C then A part_of C 

P3 Part-of Asymmetry  If entity A is a part of B, the inverse is not 
true: If A part_of B then not (B part_of A).  

P.ST Type  
structural-part-of 

Relation part-of between two continuants in 
which the part composes the structure of the 
whole, functionally or structurally.  

P.CO Type contained-in Relation part-of between two continuants in 
which the part occupies a region 2D inserted 
within the region 3D occupied by the whole. 

P.LO Type located-in Relation part-of between two continuants in 
which the part occupies a portion of the 
space occupied by the whole. 

P.IN Type involved-in Relation part-of between two occurrents in 
which a part represents a step of the whole.   

P.ME Type member-of Relation part-of between continuants such 
that a part is a physical object that composes 
a whole  (a non-physical social object). 

P.CN Type constitutes Relation part-of between continuants such 
that the part is an amount of matter that 
constitutes the whole (a physical object). 

P.SQ Type  
sub-quantity-of 

Relation part-of between continuants that 
are portions of matter and the part is a lower 
portion of the whole portion.  

P.TP Type  
temporary-part-of 

Relation part-of between continuants or 
occurrents, in which the part, only at some 
instant, is located as part of the whole.    

P.FP Type immaterial- Relation part-of between two continuants so 
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part-of that the part is a immaterial object and it is 
connected to the whole (a material entity). 

 
Lastly, we have in the phase 4 the results obtained with 

an application of the criteria and ontological restrictions in 
treated domain, in our case, the blood transfusion. In this 
phase, we extracted conceptual statements from the model 
developed in the ConceptMe that contain the relations is_a 
and part_of. ConceptMe represents such statements in the 
form of a conceptual graph, then, we converted these 
statements in conceptual graph to text format so that they 
could be evaluated according to ontological criteria. The 
statements evaluated positively could be transformed in 
ontological relations and composed the final ontological 
model.  

IV. ANALYSIS OF THE RELATIONS AND DISCUSSION 
In order to test and show the practical applicability of 

the proposal presented, we lead a case study in a healthcare 
organization that works with the blood transfusion domain 
named of the Hemominas Foundation. The results of the 
application of this proposal of conceptual-formal 
ontological transition in the domain addressed are presented 
in this section. 

For the presentation of these results, we used some 
conceptual statements extracted of the model developed in 
the ConceptMe and evaluated them under the criteria and 
ontological restrictions presented in the methodology (Table 
1).   

Each conceptual statement is evaluated from criteria 
used and the result of this evaluation is a short “YES” or 
“NO” answer to inform if the statement meets or no the 
criterion.  The entire sample of all assessment criteria under 
the conceptual statement results in the transition of the 
statement from the conceptual level to ontological (formal) 
level, considering the possibility that in some cases this 
transition is not possible and the statement being classified 
as “non-ontological”.  

Hereafter, we present some examples of analysis of 
conceptual statements extracted from the model developed 
in the ConceptMe. The results of this analysis are presented 
in the Table 2. 

 
1) portion of blood has_quality blue colour 
2) haemoglobin has_format circular 
3) fresh frozen plasma is_a blood component 
4) albumin is_a protein 
5) cryoprecipitate is_a blood component 
6) leukocyte is_a white blood cell 
7) portion of venous blood is_a blood in vein 
8) circulatory system part_of human body 
9) blood in coronary artery part_of heart 
10) blood cells part_of portion of plasma 
11) portion of blood in capillary part_of portion of blood of 
human body 
12) centrifugation part_of process for obtaining erythrocytes 
concentrate 
13) erythrocytes part_of whole portion of blood 

14) nutrients part_of portion of blood 
15) water part_of portion of blood 
16) platelet part_of platelets concentrate 
17) blood component for transfusion part_of portion of 
body substance 
18) portion of blood collected by venipuncture part-of 
portion of body substance 
19) lumen of coronary artery part_of heart 
20) cavity of ventricle part_of heart 
 

TABLE II. RESULTS OF THE ANALYSIS OF THE RELATIONS IN 
THE BLOOD DOMAIN 

Relation O1 O2 O3 I123 P123 Analysis 
1) N - - - - Non-ontological 
2) Y N N - - Non-ontological 
3) Y Y Y YYY - Instance_of 
4) Y Y Y YYY - Instance_of 
5) Y Y Y YYY - SubClass_of 
6) Y Y Y YYY - Same_as 
7) Y Y Y YYY - Same_as 
8) Y Y Y - YYY Structural_part_of 
9) Y Y Y - YYY Contained-in 

10) Y Y Y - YYY Contained-in 
11) Y Y Y - YYY Located-in 
12) Y Y Y - YYY Involved-in 
13) Y Y Y - YYY Member-part-of 
14) Y Y Y - YYY Constitutes 
15) Y Y Y - YYY Constitutes 
16) Y Y Y - YYY Subquantity-part-of 
17) Y Y Y - YYY Temporary-part-of 
18) Y Y Y - YYY Temporary-part-of 
19) Y Y Y - YYY Immaterial-part-of 
20) Y Y Y - YYY Immaterial-part-of 

V. CONCLUSIONS  
In this article, we described the background and 

essentials of two different approaches involved in 
ontologies development in the scope of healthcare 
organizations. The first one deals with the conceptual level 
and second one deal with the formal level. Then, we 
analyzed relations and entities extracted from an ontology 
about blood transfusion under construction, considering the 
principles underlying these two approaches. We 
systematized a set of rules to convey knowledge from the 
conceptual level to the formal level using logical 
constraints. Finally, we presented partial results the 
experience of formalization in the case study.  

In the scope of Semantic Web, studies on ontologies 
many times have often emphasized a relevant question in 
knowledge representation, namely, the balance between 
expressivity and computability. The set of principles 
required for a biomedical ontology to become a member of 
the OBO Foundry [27] repository is a good example of an 
initiative like this, and that can mitigate the so-called data-
silo problem, that is, the situation in which systems can not 
automatically interoperate because of different ways of 
modelling. The use of ontological principles seems to be a 
good bet to improve the quality of information systems. 
These approaches have been researched worldwide, and the 
results obtained are expressive. 
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It is worth observing that these technical-oriented 
approaches, in general, focus on evaluating ontologies and 
their characteristics as software artefacts. We believe that 
when ontologies are developed collaboratively, it is 
essential to consider the way people see the world and to 
understand the social processes that have led to the 
development. In this scenario, we believe that approaches 
like ConceptMe are essential for ontological engineering. 

For future works, we will seek new ways of integrating 
formal and conceptual approaches in organizational 
environments. We believe that, in order to attain sound 
ontologies and ontology-based systems, we should foster the 
complementarity between these approaches. While some 
may claim that this is widely know, we have not observed 
this reality in organizations, which justifies research on 
ontologies oriented to their particular social dynamics.      
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Abstract—In recent years, “News Curation Services” that rec-
ommend news articles on the Internet to users are getting
attention. In this paper, we propose a news curation service
that collects and recommends “news articles” that users feel
interested by using semantic relationships between terms in the
articles. We define “interested” news articles as articles that users
have curiosity and serendipity. The semantic relations between
events terms are represented by Linked Data. We create News
Articles Linked Data (candidates for recommendation to users)
and User’s preferences Linked Data (users’ preferences). In order
to recommend news articles to users, we first search common
subgraphs between two kinds of Linked Data. The experiment
showed that the curiosity score is 3.30 (min:0, max:4), and the
serendipity score is 2.93 in our approach, although a baseline
method showed the curiosity score is 3.03, and the serendipity
score is 2.79. Thus, we confirmed that our approach is more
effective than the baseline method.

Keywords–Semantic Relation; Linked Data; News Recommen-
dation.

I. I NTRODUCTION

Recently, web services, such as paper.li [1] and The
Tweeted Times [2] that automatically gather news articles and
recommend to users have been popular. The users can easily
get interested information by those services called “News
Curation Services”. In this paper, we propose a semantic graph
application for “News Curation Services”, which recommends
interested news articles according to users’ preferences. We
define “interested news articles” as articles that user has
curiosity and serendipity. A lot of content-based recommen-
dation approaches, such as tf-idf use only words or terms
in news articles for features of recommendation. In contrast,
our approach applies semantic relation between the terms as
the features. Thus, our contribution is that we extract users’
preferences more accurately than other approaches, and then
recommend news articles to the users. The semantic relations
between terms are represented in Linked Data.

We create two kinds of Linked Data in this paper. First,
we create News Articles Linked Data, composed of sentences
of news articles, which are candidates for recommendation to
users. Next, we create users’ preferences Linked Data, com-
posed of sentences of news articles that users feel interested.
In order to recommend news articles to users, we search news
articles by finding common subgraphs, that is, triples like term-
relation-term between two kinds of Linked Data. If there is a
common subgraph. we recommend news articles, which are
associated with the subgraph in News Articles Linked Data to
the users.

The remainder of the paper is organized as follows. Section
II describes related works, and Section III describes our
approach. In Section IV, we show experiments and evaluation.
Finally, we conclude this paper with discussion and the future
work in Section V.

II. RELATED WORK

Most of previous studies for recommendation systems
based on contents have applied terms in sentences [3][4].
These recommendation systems need Bag-of-Words vectors as
features. They recommend contents with frequent terms in text
that users feel interested.

Capelle et al. [5] studied content-based recommendation
system, which focused on terms semantics. They developed a
system by applying similar terms for news articles that users
already read or not. The similarity of terms was calculated by
WordNet and a search engine Bing.

There is also a study for constructing Linked Data from
news articles. Radinsky et al. [6] extracted news topics from
sentences in news article titles for 150 years, and then con-
structed News Linked Data with causal relationships. Then,
they tried to expect future events by tracing the Linked Data.

Ohsawa et al. [7] proposed a method for expecting for
the number of “Like” in Facebook pages. They applied the
information in DBpedia and made the expectation model with
words similarities between Facebook pages.

As recommendation systems by using Linked Data, Khrouf
et al. [8] targeted event information. They converted meta
information on the event news sites, such as location, time,
genre and so on to Linked Data, and recommended the
event information to users. The information is searched by
a hybrid approach of similarities of events’ structures and a
collaborative filtering technique.

Moreover, Mirizzi et al. [9] have applied movie information
in DBpedia to Vector-Space-model, and recommended movies,
which users feel interested by similarity of movie information,
such as genre, director and actor, etc.

Elahi et al. [10] proposed a picture recommendation system
with DBpedia infomation.

Passant et al. [11] showed a musician recommendation
system by information about musicians in DBpedia. They
proposed a method for measuring semantic similarity between
Linked Data as Linked Data Semantic Distance (LDSD), and
then this method is applied to a lot of recommendation systems
with Linked Data.

25Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-420-6

SEMAPRO 2015 : The Ninth International Conference on Advances in Semantic Processing

                           36 / 142



Figure 1. FLOW OF OUR APPROACH.

On the other hand, we put specific labels on terms in
the text as Semantic Role Labeling [12] to extract semantic
relations of the text, and then convert them to Linked Data.
WordNet and VerbNet are used in Semantic Role Labeling.

There are many recommendation systems based on con-
tents and Linked Data. However, to the best of our knowledge,
there is no news recommendation system by using semantic
relations in Linked Data.

III. PROPOSEDAPPROACH

We recommend news articles to users by using semantic
relations of terms, since we assume that some news articles
that users prefer, indicates the users’ interest. Thus, we discuss
how to extract the semantic relations and to recommend news
articles to users in this section. Figure 1 indicates a flow of
our approach.

First, we collect news articles, that users indicated obvious
interest from social bookmark sites and others, and then extract
the semantic relations from the articles. The semantic relations
are combinations of terms with their relations in each sentence
of the articles. We assume these semantic relations include
users’ preferences, and we construct User’s Preferences Linked
Data.

Next, we crawl a large amount of news articles on the
Internet, and extract semantic relations as well, and then
construct News Articles Linked Data.

In order to recommend the news articles to the users, we
search common subgraphs between User’s Preferences Linked
Data and News Articles Linked Data. At this time, we also
apply an “Entity Linking technique” for matching the terms
(nodes of graph). Finally, we recommend the news articles
associated with the subgraph in News Articles Linked Data to
the users.

In details, the extraction of semantic relations of news
articles is described in Section III-A. Section III-B describes

how to find common subgraphs between two kinds of Linked
Data. Then, we show the technique of Entity Linking in
Section III-C.

A. Construction of Linked Data

1) Definition of Semantic Relation:Semantic relations are
extracted from each sentence of news articles. In our previous
work, Nguyen et al. [13] extracted behavioral properties from
Web pages and Tweets to acquire users’ behavioral informa-
tion in a specific event like a disaster. They defined event’s
properties as Who, Action, What, When, Where, and so on.
However, we aim to recommend news articles to users, and
thus semantic relations must be simple in order to increase
recommendation results. Therefore, we newly defined six new
properties in this paper as follows.

• Subject (subject of an event)

• Activity (activity of an event)

• Object (object of an activity)

• Date (date an event occurred)

• Time (time an event occurred)

• Location (where an event occurred)

For example, if a news article has a sentence “Keisuke
Honda has been elected to the Worst Eleven in Serie A May
21, 2014”, its semantic relations are represented in Linked
Data like Figure 2. Our semantic relations are composed of
multiple triples, which connect terms in the sentence. The
triple is a meta-deta model, which represents the relationship
between two resources with a property “resource→ (property)
→ resource”. In this case, triples are “elected→ (Object)→
Worst Eleven” and “Keisuke Honda→ (Activity) → elected”.
Note that, a semantic relation between Subject and Activity
is represented as “Subject’s term→ (Activity) → Activity’s
term”, although other relations are represented as “Activity’s
term→ (property)→ term”.
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Figure 2. EXAMPLE OF SEMANTIC RELATION.

Figure 3. EXAMPLE OF MANUAL LABELING.

2) Pre-processing: In this paper, we adopted Japanese
news articles as sources. Then, parentheses frequently appear
in news articles and dazzle someone’s eyes. Also, they make
semantic relations in a sentence more difficult. Therefore, we
removed the parentheses in pre-process steps. We first split a
sentence with the parentheses to string outside the parentheses
and string inside parentheses to simplify the sentence. But, our
previous work showed the string inside parentheses are often
useless, and thus we deleted them all.

Also, we registered 7,572 locations in Japan and
150,90,897 titles of all Japanese Wikipedia articles as of
December, 2014 in our dictionary.

3) Semantic Role Labeling with CRF:In order to extract
the semantic relations from news articles, we apply Condi-
tional Random Field (CRF) [14]. CRF is a machine learning
technique to solve sequential labeling problems. CRF has been
used in morphological analysis, part-of-speech (POS) tagging,
named entity recognition [15], and group activity recognition
[16], etc.

First, we extract dependency information between terms,
and POS information of a sentence, and then convert them
to a feature vector format for CRF. We get the dependency
information from Cabocha [17], and the POS information from
Mecab [18].

As a training dataset for CRF learning phase, we used
sentences manually labeled in advance. Figure 3 shows an
example of training data, “Keisuke Honda has been elected
to the Worst Eleven”. I is internal of a chunk, B shows
beginning of the chunk. In estimation phase, we use a CRF’s
model constructed by the training data, and automatically put
properties to each sentence.

Figure 4. PROCEDURES OF SEMANTIC RELATION EXTRACTION.

As a preliminary experiment, we collected 98 sentences
from 13 news articles in Japanese for our the training dataset.
The articles are collected from Japanese news site, Asahi.co.jp
[19] on Oct. 3, 2014. Details of the dataset are shown in
Table I. We then tried to estimate properties (labels) in test
sentences, but the accuracy by 10-fold cross-validations was
not enough when applying CRF as it is. Especially, Subject,
Time, and Location indicate low accuracies. Hence, we devised
some heuristics for Time and Location. The heuristic rules are
executed on the CRF results based on the dependency and POS
information.

As a result, Table II shows the average accuracies for each
labels become more than 80%. “Weighted Average” means the
average accuracy for all labels.

4) Construction of Semantic Relation:In Figure 4, we
show how to construct the semantic relations from the labeled
sentences. The figure indicates a procedures of semantic re-
lation construction from a sentence“Keisuke Honda has been
elected to the Worst Eleven in Serie A May 21, 201”. First, we
extract the labeled terms in the sentence. Then, we gather the
terms for each semantic relation using dependency informa-
tion. Finally, we connect these terms with semantic relations,
and then convert it to Linked Data in Resource Description
Framework (RDF).

B. Recommendation of News Articles using Common Sub-
graph

In order to recommend news articles to users, we search
“common subgraphs” between News Articles Linked Data and
User’s Preferences Linked Data. We define “subgraphs” in
Linked Data as one or more linked triples. We find common
subgraphs by finding at least a common triple between two
kinds of Linked Data. Common triples need common Subject,
Value and Property between two triples, and thus we first try
to find them for searching common subgraphs. Then, we get
news articles associated with the common subgraphs in News
Articles Linked Data.

We show an example of the common subgraph in Figure
5. The subgraph “Keisuke Honda (Subject)← Activity ←
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TABLE I. SUMMARY OF TRAINING DATA

sentences terms all labels Subject Activity Object Date Time Location
98 2,479 1,888 265 718 754 79 37 35

TABLE II. ACCURACY OF LABELING

Subject Activity Object Date Time Location Weighted Average
Precision 67.80% 91.22% 87.41% 81.23% 82.46% 97.77% 86.48%
Recall 85.61% 87.20% 82.22% 90.03% 87.50% 85.71% 86.59%
F-measure 75.67% 89.16% 84.74% 85.40% 84.90% 91.34% 86.53%

Figure 5. EXAMPLE OF COMMON SUBGRAPH.

elected (Activity)← Object ← Worst Eleven (Object)” in
User’s Preferences Linked Data was extracted from a sentence
“Keisuke Honda has been elected to the Worst Eleven”.
Similarly, the subgraph “Shinji Kagawa (Subject)← Activity
← elected (Activity)← Object← Worst Eleven (Object)”
in News Articles Linked Data was extracted from a sentence
“Keisuke Honda has been elected to the Worst Eleven”. These
subgraphs have a common triple “elected (Activity)← Object
← Worst Eleven (Object)”, and so this corresponds to a
common subgraph. Moreover, each subgraph has a partial
match “x (Subject)← Activity ← elected (Activity)” linked to
the common triple. Therefore, we recommend a news article
associated with the subgraph “Shinji Kagawa (Subject)←
Activity ← elected (Activity)← Object ← Worst Eleven
(Object)” to users.

Figure 6 shows an algorithm for searching common sub-
graphs between two kinds of Linked Data. Inputs areUser-
GraphandNewsGraph. UserGraphis a set of triples in User’s
Preferences Linked Data. Similarly,NewsGraphindicates a
set of triples in News Articles Linked Data. First, we check
whetheruser triple andnews triple have a common triple or
not by usingSIMTRIPLE. Details of SIMTRIPLEare shown
in Figure 7. If these triple are determined as a common triple,
we get other triples include terms (Subject or Value) of each
triple. Then, we search triples that have a common Property
betweenu graph and n graph by PartialMatch. In addition,
we gather them toX. Outputs are common subgraphs in News
Articles Linked Data that are linked ton triple andx. Finally,
we recommend news articles associated with the common
subgraphs.

In our approach, we can collect common subgraphs not
only in the case that we were able to entirely extract semantic

relations in a news articles but also the cases that we par-
tially extracted the semantic relations. We use subgraphs for
matching, which have at least two triples with two properties
and three nodes. Therefore, common subgraph search in our
approach works with news article if the extracted semantic
relations have at least two linked triples.

However, the defined schema for Linked Data has Activity
as a hub as shown in Figure 2. Therefore, the common
subgraph search cannot work if the semantic relations do not
include Activity’s terms.

C. Entity Linking
In order to search common subgraphs between User’s

Preferences Linked Data and News Articles Linked data, the
common subgraphs need the same Subject, Property, and
Value. However, the number of common subgraphs is very lit-
tle if we search the common subgraphs with exact matching of
terms. Also, this causes to miss an opportunity to find similar
subgraphs, and thus leads to a matter of no recommendation.

Therefore, we apply “Entity Linking” for common sub-
graphs search. Entity Linking is a task for searching common
terms by applying synonyms of Entity (terms) in sentences.
Entity Linking usually needs an expression dictionary, and a
similarity measure between terms. For example, if there is
a sentence includes “be elected to the Worst Eleven”, “be
elected” has the same meaning as “be chosen”, and“elected”,
etc. We get much more common subgraphs than the exact
matching by applying such an Entity Linking technique. Study
of Bunnescu et al. [20] is a pioneer of Entity Linking.
Bunnescu has proposed a method for resolving the word-sense
disambiguation by using hyperlink structure between articles
of Wikipedia. Also, Hoffart [21] developed an Entity Linking
framework AIDA for named entity extraction and word-sense
disambiguation. Hoffart’s Entity Linking is similarity calcula-
tion for terms by using contexts in sentences.

In this paper, we applied Jaccard index and Japanese
WordNet for similarity calculation. Jaccard index is a string
matching techniques. Equation (1) indicates a formula for
Jaccard index, which represents a ratio of common elements
of the two sets: A and B. Here, we calculate a similarity score
between the two terms by using their surfaces. Inputs are two
terms and output indicates a similarity score between [0-1]. If
the score is 1, A and B are matched exactly. We a set threshold
score of Jaccard index as 0.5.

Jaccard(A,B) =
A ∩B

A ∪B
(1)
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Figure 6. SEARCH COMMON SUBGRAPH ALGORITHM.

By applying Jaccard index, we can determine that “elected”
and “elect” are identical. However, “elected” and “chosen”
are not solved only by Jaccard index. Therefore, we also
applied WordNet, and search similar terms for covering a string
matching’s weak point.

We show a method for searching common triples with En-
tity Liking in Figure 7 (SIMTRIPLEin Figure 6). Inputs are a
triple in User’s Preferences Linked Datau triple and a triple in
News Articles Linked Datan triple. Note that the triples must
have the same Property. Thus, we calculate terms similarity of
Subject terms (u triple.subjectandn triple.subject) and Value
terms (u triple.valueandn triple.value) in the order of exact
match, WordNet, and Jaccard index.

IV. EXPERIMENT

We recommended “interested” news articles to test users
with our approach. We define “interested” means curiosity and
serendipity. Therefore, we set as metrics “curiosity”, “serendip-
ity”, and “relevance” (similarity) as reference information.

A. Dataset
In order to construct News Articles Linked Data, we

applied 21,105 news articles from Oct. 4, 2014 to Jan. 10,
2015. It took about an hour to construct the Linked Data with

Figure 7. SEARCH TRIPLE ALGORITHM.

the articles. Similarly, we applied 1,471 news articles from Jan.
11, 2015 to Jan. 19, 2015 for User’s Preferences Linked Data,
which was constructed in a few minutes. The news articles that
construct both Linked Data are collected from Japanese news
site, Asahi.co.jp. A summary of our dataset for News Articles
Linked Data is shown in Table III, and a summary for User’s
Preferences Linked Data is shown in Table IV.

B. Experimental Setting

We found 978 common subgraphs from the two datasets.
These subgraphs were found between 142 news articles in
User’s Preferences Linked Data and 578 news articles in News
Articles Linked Data. Thus, 578 news articles associated with
the common subgraphs could be recommended to test users.
The calculation time is about 3,577 sec. However, checking a
large number of articles is almost impractical for test users.
Therefore, in order to reduce the news articles, we excluded
the following common subgraphs.

• Properties in common triples are Date and Time.

• Number of terms in common triples is 2 or less.

• Common triple’s terms indicate tense alone.

• Common triple includes only short length terms.

The number of the reduced common subgraph was 166.
These common subgraphs are composed of 62 news articles in
User’s Preferences Linked Data and 126 news articles in News
Articles Linked Data. Thus, we used 62 news articles in User’s
Preferences Linked Data for evaluation. There were some news
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TABLE III. DATASET FOR NEWS ARTICLES LINKED DATA

Articles Nodes Labels Subject Activity Object Date Time Location
21,105 42,890 44,869 10,892 12,040 17,994 1,761 749 1,433

TABLE IV. DATASET FOR USER’S PREFERENCES LINKED DATA

Articles Nodes Labels Subject Activity Object Date Time Location
1,471 4,526 4,617 1,612 1,612 1,548 172 84 117

TABLE V. EXPERIMENTAL RESULT

relevance curiosity serendipity
Our Approach 3.06 3.30 2.93

Baseline 3.22 3.03 2.79

articles, which can recommend multiple news articles to users.
But we recommended a news article from a news article that
users feel interested. A news article is selected based on the
similarities of triples. If the similarities are the same, we
randomly chose a news article.

C. Experiment Procedure
We asked the test user to determine whether or not the

recommended articles are relevant (similar to), an article that
the user feels interested, and has curiosity, serendipity.

We defined the interesting articles, which users that users
get attracted to and make discovery from. We then regarded
the articles, which users get highly attracted as the curiosity
articles, and the articles, which users make an important
discovery as the serendipity articles. There are 20 test users, in
which 13 test users are our university students. The test users
answered in 4 levels: “I think so”, “I think so a little”, “I don’t
think so a little”, and “I don’t think so”. We also conducted
comparison with a baseline method using tf-idf. The method
is the most famous approach for extracting feature words of
sentences and it has been used for a lot of studies [22][23].
It needs term (word) frequency as tf and inverse Document
Frequency as idf for calculating weights of the words. We
extracted top three weighted words from an article that test
users feel interested. All three words are nouns. The baseline
method searches a news article contains those three words from
dataset for News Articles Linked Data, and then recommends
the news articles to each test user.

D. Evaluation
Table V indicates the average scores of our approach and

the baseline method. Our approach showed relevance:3.06,
curiosity:3.30, and serendipity:2.93 in average. In contrast,
the baseline method showed relevance:3.22, curiosity:3.03,
serendipity:2.79. As a result, the curiosity and the serendipity
score of our approach were higher than the baseline method,
although the relevance is lower than the baseline.

The reason why the baseline had a high relevance score was
that the baseline method recommended news articles, which
include three frequent nouns. However, semantic relations in
our approach include terms of noun, verb and adjective, and so
on. As a result, the baseline method directly retrieved topics
represented in nouns of news articles. Our common subgraphs

TABLE VI. PERFORMANCE OF RECOMMEND NEWS

good excellent
Our Approach 2.55 1.15

Baseline 2.40 0.65

include several terms, which are not directly relevant to the
news articles that users feel interested. However, these terms
have the same semantic relations from a certain topic terms
as in the news articles the users feel interested. In a sense, we
believe that thesevariablescontributed to raise the curiosity
and the serendipity score, decreasing the relevance score.

Finally, we checked how many “interested” news articles
were recommended to the users. If a test user determined that
the curiosity and serendipity score are more than 3, we counted
the news article as “good”. Then, if a test user answered that
both scores are 4 , we counted the new article as “excellent”.
We show the result in Table VI. Our approach and the baseline
method are almost the same in “good”, but our approach
recommended more “excellent” news articles than the baseline
method. We thus confirmed that, our approach is superior to
the conventional content-based method.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a new “News Curation Service”
by using semantic relations in news articles. Semantic relations
are represented as Linked Data. We proposed an approach for
constructing Linked Data from news articles and recommend
news articles to users based on common subgraphs between
User’s Preferences Linked Data and News Articles Linked
Data. Through the experiments, we confirmed our approach
can incorporate more users’ interest than the existing approach.

In the future work, we will improve accuracy of the CRF
labeling and Entity Linking. In addition, we will examine
patterns of common subgraphs for news recommendation.
Also, we reconstruct our Linked Data schema to find more
common subgraphs between two kinds of Linked Data.
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Abstract—Temporal data is a critical component in many ap-
plications. This is especially true in analytical applications for
the smart grid. The analytical process often requires uncovering
and analysing data and complex relationships from heterogeneous
and distributed data sources that change over time. A common
approach for this task is the use of relational databases or even
data warehouses, which unfortunately do not allow reasoning
and inference. Ontologies and semantic technologies are proving
useful to leverage the value already embodied in existing systems
without replacing the enterprise systems. In this paper, we
describe how the usage of a formal representation of knowledge
can support elaborated processes such as storing and extracting
temporal data. The first example uses a semantic approach to
capture and manage time series changes. The second example is
a direct application of the first one. It consists on an efficient
RapidMiner extension that allows end users to transparently
extract temporal data from heterogeneous data sources.

Keywords–Ontology; Heterogeneous data source; Versioning;
Data-Mining tools; Temporal data.

I. INTRODUCTION

As more smart technologies are deployed across the electri-
cal grid, it generates unprecedented data volume. To manage
and use this information, utility companies such as Hydro-
Québec must be capable of high-volume data management
and advanced analytics designed to transform data into ac-
tionable insights. In this context, it is often necessary that
the analysis process spans across multiple heterogeneous data
sources. Ontologies and semantic metadata standards help and
facilitate the aggregation and the integration of this content
[1]. In addition, standard models for metadata representation
on the World Wide Web, such as the Resource Description
Framework (RDF), model relationships as first class objects
making it very natural to query and analyze entities based on
their relationships.

With the advent of semantic technologies and widely
shared ontologies, it becomes possible to build an enterprise
unified information view over heterogeneous and distributed
data sources [2]. In the electric power industry, there exists
the Common Information Model (CIM) [3] ontology that has
been adopted by the International Electrotechnical Commis-
sion (IEC). It is the most complete and widely accepted ontol-
ogy that offers a common language to exchange information
between applications in the electrical field domain. The CIM
is defined through a set of IEC international standards, mainly
61970-301 and 61968-11. The first release was standardized
in 2003 and now contains more than a thousand concepts

covering generation, transmission and distribution of power
utilities.

The use of a common language like the CIM presents
a significant opportunity to overcome the semantic barriers
between existing information islands. The CIM can reap
advantages from a formal representation of knowledge in
order to support complex processes. So far, ontologies like
the CIM and semantic analytics tools have primarily focused
on static data, in the sense that entities represented in these
ontologies do not change over time. However, in real context,
temporal data are often critical to analyze because they refer
to evolving phenomena. As a consequence, managing temporal
data are necessary for an effective application of ontologies and
semantic technologies in the power industry.

In this paper, we investigate the use of ontologies and
semantic technologies to support the storage and the extraction
of temporal data in industrial context. Two significant issues
have been explored: a versioning mechanism for the RDF data
and a method to extract the temporal datasets, successfully
applied to several sources in a transparent way for the end user.
To the best of our knowledge, despite the proposal of different
approaches to support RDF versioning [4], and capture and
monitor changes [5], a real application on large scale problems
was still missing. We describe concrete examples from the
power industry.

This paper is divided as follows: Section 2 presents a non
exhaustive literature review of recent ontology evolution and
versioning techniques. Section 3 describes the context where
our research occurs. Section 4 presents the basis for storing
RDF versions in triple store according to previous work. In
Section 5, we describe our experimental results and we present
an application that combines a semantic triple store and a time
series database. Finally, we end with a conclusion and future
work.

II. BACKGROUND

This section reviews the existing work on ontology evolu-
tion and versioning. Most of the studies on ontology versioning
focus on the validity, interoperability and management of all
versions. OntoView [6] allows ontology engineers to compare
versions of an ontology and to specify how the ontology
concepts in two versions are related. SemVersion [7] is an
RDF-based ontology versioning system that supports query
answering across multiple versions and the differences between
arbitrary versions. PromptDiff [8] compares different versions
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of ontologies using heuristics, and provides the user with
their deltas. However, all these versioning systems store all
snapshots in a repository so that the deltas between ver-
sions must be recomputed on the fly whenever the change
information is required. In other words, they do not consider
the space overhead in supporting versions. That is, if we
redundantly store every version in a separate storage space,
the space requirement would be enormous, especially in a large
scale ontology system. Furthermore, this approach also has a
limitation in that it recalculates the changes between versions
whenever the user queries the ontology.

Tzitzikas et al. [9] focus on the storage space in the RDF
repositories and propose a storage index, called Partial Order
Index (POI), which provides an efficient RDF version insertion
algorithm in main memory. Since this storage scheme is based
on partial orders of triple sets, it is the most efficient for storage
space in which the new version is a subset or superset of
the existing versions. However, the new version cannot be
a subset or superset when it has both added and removed
triples compared to the existing versions. In addition, in order
to construct a specific version, it needs to traverse all the
ancestor elements of the given element in the POI. Thus, it
is not scalable as the data size increases.

Recently, IM et al. [10] proposed a versioning framework
for the RDF data model based on relational databases. This
scheme stores the original RDF version and the deltas between
each two consecutive versions. They store the deltas separately
in a delete and insert tables, and construct a logical version
on the fly using SQL statements that join the version from the
original version and the relevant delta tables. The proposed
framework is promising but needs to be implemented in
a relational database and not in a triple store. Therefore,
inference and reasoning is not directly allowed on all versions.

III. CONTEXT

In this work, our application context is the Hydro-Québec
Distribution network Division (HQD). We used four hetero-
geneous datasets from the HQD systems. These systems are
IRD (French acronym for Inventory of Distribution Network),
GSS (French acronym for Underground Structure Management
System), GIS (Geographic Information System) and SAP-BW
(SAP Business Information Warehouse). The four systems
contain data on the distribution network, such as: connectivity,
equipment, geographical position, electrical characteristics,
etc.

The data of the four systems is not static, but rather changes
as a function of time. For each database, a new data dump
takes place every weekend. Hence, every week, all the four
systems are updated with new datasets. In accordance with
the weekly updates, we map the four relational databases to
the CIM ontology and incrementally export the resulting triples
into Oracle 12c RDF Semantic Graph (OSG) triple store. The
export process is done by using the D2R dump-rdf tool [11].
All the RDF data is bulk loaded into the OSG triple store.
The latter was installed on a HP Xeon E7-2830 (2.13 GHz,
8 cores with hyper-threading) processors with 2TB of RAM
and 4 ioDrive2 flash block devices of 1.2TB each managed
with Oracle ASM. OSG is a secure and scalable platform that
supports large RDF graphs of billions of triples and includes
capabilities for using forward-chaining inference via RDFS,

RDFS++, OWL-SIF, OWL-Prime, OWL2-RL and user-defined
rules. It also supports parallel queries.

The weekly stream of new data generates a huge volume
(more than 200,000,000 triples) of data and leads to an increase
in the complexity of processing. To make valuable business
decisions over changing and evolving databases, we decided
at the research center of Hydro-Québec (IREQ) to build an
architecture capable of dealing efficiently with a vast amount
of heterogeneous time series. We developed a set of tools to
allow non IT experts to extract and process the time series.

In the next section, we will test three versioning mecha-
nisms, and we will share our experiences on effective means of
building a semantic application for heterogeneous time series.

IV. RDF VERSIONING MANAGEMENT IN A TRIPLE STORE

In this section, we do not propose a new RDF versioning
system, but rather the basis for storing RDF versions in a triple
store according to previous work presented in Section II.

In the context of an RDF triple store, there are a number
of ways in which to implement a version control system.
A primary choice and probably the simplest is to store the
different versions in separate spaces. This approach called the
All Snapshots approach [12] is very effective for querying
but requires excessive storage space. A second choice is to
use a Delta-Based approach to overcome the excessive space
requirements of the All Snapshots approach. Two kinds of
delta can be implemented: the Sequential Delta [12] and the
Aggregated Delta [10].

The Sequential Delta approach consists in storing an origi-
nal version and the delta of each subsequent version separately.
Formally, given the original version Vi, let Vi+1 be the logical
version and ∆i,i+1 be the set of change operations between
Vi and Vi+1. Then, Vi+1 can be represented as follow:

[Vi+1 = ∆i,i+1(Vi)] (1)

Thus, in order to access a specific logical version, we must
construct the logical version on the fly by applying the deltas
between the original version and the logical version.

Instead of executing all the in-between deltas in sequence,
the aggregated delta can create a logical version directly by
storing all of the possible deltas in advance. In other words,
given a sequential delta ∆i,i+1,∆i+1,i+2, ...,∆j−1,j between
Vi and Vi+1, an aggregated delta is defined as follow:

[

j−1∑
n=i

∆n,n+1 =

j−1∑
n=i

∆−n,n+1 ∪
j−1∑
n=i

∆+
n,n+1, (i < j)] (2)

[∆g(i,j) =

j−1∑
n=i

∆n,n+1 − Ct] (3)

Where Ct is the set of change operations with overlapped
triples in all stored delta.

V. EXPERIMENTS

A. Experimental settings
We implemented all the version schemes in OSG. Table I

summarizes the characteristics of our real data sets. The
datasets used in the experiments have between 35,000,000 and
125,000,000 triples.
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TABLE I. SIZE OF DATASETS

IRD GSS GIS SAP-BW
#triples 100,000,000 3,560,230 90,155,000 125,236,540

B. Versioning and monitoring temporal data changes
In this section, we compare the performance of three

RDF version management methods for our application context:
the All Snapshots approach (as used in SemVersion [7]),
the Sequential Delta (based on the change detection between
consecutive versions) and the Aggregated Delta.

For this part of the experiment we consider only the power
transformer equipments from the IRD dataset. This category
of equipments represent more than 600,000 equipments in the
distribution network, and the delta, the difference between each
week, is less than 1%.

Figure 1 shows the number of triples required to store
power transformers for each RDF versioning approach. The
number of triples of each scheme includes the total number
of triples in all the versions and, if any, all the deltas schema.
In Sequential Delta and Aggregated Delta, we consider the
first version as the original version. With the All Snapshots
approach, as shown in Figure 1, the number of triples increases
linearly as the number of versions increases, since this scheme
stores all the version snapshots in the triple store. In contrast,
the Sequential Delta and Aggregated Delta approaches require
less triples than the All Snapshots, because they store only
the original version and the deltas. When we compare the
Sequential Delta and the Aggregated Delta to each other, we
notice in Figure 2 that the Aggregated Delta requires more
triples than the Sequential Delta. This is because there are
duplicated triples stored by the aggregated delta procedure.
In terms of number of triples, the Sequential Delta procedure
requires less storage space than the Aggregated Delta.

Figure 1. Number of triples for the version management

Figure 3 shows the construction time of versions in the
Sequential Delta and the Aggregated Delta. The y-axis rep-
resents the construction time of versions in seconds, and the
x-axis denotes the specific versions to be constructed. In order
to generate versions which are not stored physically, we need to
construct logical versions on the fly from the original version.
As shown in Figure 3, while the construction time in the
Sequential Delta is proportional to the number of versions we
need to trace backwards, the Aggregated Delta can compute
any specific version at almost a constant time. This is because

Figure 2. Number of triples for the Sequential Delta vs the Aggregated Delta

the Aggregated Delta recreates any version by applying only a
corresponding aggregated delta to the original version. Since
the relevant version needs to be constructed on the fly for a
given query and it occurs very frequently, the Sequential Delta
performance is very critical.

Figure 3. Construction time for the Delta-Based versioning approaches

We also evaluated the query performance of various version
storage schemes using the queries in Table II. All the queries
are in SPARQL. The SPARQL Query Language is a language
for querying the RDF data [13]. Basically, the queries in Table
II simply count the number of power transformers for a specific
version. Figure 4 shows the average response time of ten
executions of the queries of Table II. We notice that the All
Snapshots approach is superior to both Delta-Based methods
for these queries except for the first version. This can be easily
explained by the fact that the sample queries used here require
the computation in a specific version and the All Snapshots
approach physically stores all the versions. With the Delta-
Based approaches, we first need to construct the version on
the fly and then query against it.

C. Managing heterogeneous time series
With the advent of the smart meters in the distribution

network, power system engineers and utility operators began
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TABLE II. SAMPLE QUERY

Method Query
All Snapshot SELECT (count(?s) as ?total) where {?s a cim:PowerTransformer}

Seq. delta SELECT (count(?s) as ?total) where {
graph <V0>{ ?s a cim:PowerTransformer}
minus {graph <delete v3 v4>{ ?s a cim:PowerTransformer}}
union {graph <insert v3 v4 >{ ?s a cim:PowerTransformer }}
minus {graph <delete v0 v1 >{ ?s a cim:PowerTransformer}}
union {graph <insert v0 v1>{ ?s a cim:Terminal}}
}

Aggre. delta SELECT (count(?s) as ?total) where {
graph <V0 >{?s a cim:PowerTransformer}
minus {graph <delete v0 v4 >{ ?s a cim:PowerTransformer}}
union {graph <insert v0 v4>{ ?s a cim:PowerTransformer}}
}

Figure 4. Computation time for the version management.

to extensively study the electrical measures of smart meters. In
the province of Québec, there will be a total of 4 million smart
meters installed. To make things even more challenging, one
smart meter can produce a dozen measurements per customer
in a short period of time (approximately every 15 minutes). In
fact, it can record dozens of values such as the voltage, the
current and the energy consumption. Thus, the huge amount
of data newly generated has to be computed in order to make
it highly accessible and available for electrical engineers to
conduct electrical studies.

One way to deal with the vast volume of data generated
by smart meters is to store the time series in a specialized
infrastructure. We used the PI historian by OSIsoft for the
management of real-time data and events. The PI system is
widely used in the power industry.

As stated previously, the data related to the power dis-
tribution network, such as the equipment connectivity, the
equipment location and their characteristics is stored in the
OSG semantic database. On the other hand, the measurement
data is stored in the PI historian. The latter is a real-time data
infrastructure solution that can capture, store and analyze real-
time data. It intends to deal with a massive amount of data
while being able to offer a good velocity. At IREQ, we use
the PI historian as the main repository for time series such as
electrical measurements.

To take advantage of PI scalability and OSG flexibility, it
becomes important to bind the two technologies. In fact, OSG
is not optimized to efficiently store time series, and PI has not

Figure 5. OSG and PI application

an evolved inference engine as the semantic data base. Thus,
the data of the distribution network has to remain in OSG and
the measurements in PI.

To bridge the gap between the distribution network data
and measurement values, we have decided to develop an
application that combines the power of both OSG and PI.
In Figure 5, we present a high level view of our application
composed by four modules, as follows.

The Java Code module (1) is responsible for processing
SPARQL user queries. It can read and alter the user queries in
order to detect which data are located in external data sources.
We use the Dublin Core Metadata Initiative (DCMI) [14] and
W3C Provenance meta-ontology [15] to inform where the data
is located and how to extract it from external data sources. The
Oracle Semantic Graph Triplestore (2) maintains the ontology
snapshot and the meta-ontology of the distribution network.
The DLL module (3) is a C# DLL COM service that behaves
as web services. It receives custom queries from the Java code
module and extracts values from the PI module (4). The latter
receives a query from the DLL module with the parameters
of the smart meters identifiers and the time duration of the
measurement values to extract.

To help the reader understand how the two data sources
are binded, we describe step by step the execution trace of
our system. We show how the SPARQL user query is shared
between the data sources and how the results are merged.
Step 1: The Java code receives an initial query from the user
(see Table III).
Step 2: The original user query is altered and optional triples
are added to detect if the data is located within external data
sources via the property cim:UsagePoint (see Table III).
Step 3: The external data sources are described using the
DCMI and W3C-Provenance ontology.
Step 4: A subset of the ontology extracted from OSG contains
part of the user query results and the related metadata.
Step 5: The Java code reads and analyzes the metadata. The
latter describes how to extract the external data and what to
extract (i.e., the PI tag names). As a consequence, the Java
code sends a compact query to the DLL component with
the following parameters: the beginning date, the duration
(in days), the measurement type (the voltage in the current
example) and the PI tag names (see Table III). The PI tag
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names are the unique identifiers for the smart meters and
the time duration represents the beginning and the end-time
markers of the measurement values.
Step 6: The DLL component queries the PI infrastructure and
extracts the related measurement values.
Step 7: The DLL component formats the values and sends them
back to the Java code. The data is sructured in order to reduce
the amount of data transmitted between the DLL component
and the Java code (see Table III).
Final Step 8: The Java code converts the received values into
an RDF ontology and merges it with the resulting ontology of
Step 2. The original user query is applied to the newly merged
ontology and the result is returned to the user.

TABLE III. QUERY EXECUTION TRACES

Step Query
1 SELECT ?c ?v where {

?c cim:MeterReading.IntervalBlocks ?iB.
?iB cim:IntervalBlock.IntervalReadings ?iR;
rdf:label ”Volts”.
?iR cim:IntervalReading.value ?v.}

2 CONSTRUCT { ?c cim:UsagePoint ?p. ?v cim:UsagePoint ?p. }
where { ?c cim:MeterReading.IntervalBlocks ?iB.
?iB cim:IntervalBlock.IntervalReadings ?iR;
rdf:label ”Volts”. ?iR cim:IntervalReading.value ?v.}
OPTIONAL { ?c a cim:IntervalReading; cim:UsagePoint ?p. }
OPTIONAL { ?v a cim:IntervalReading; cim:UsagePoint ?p. }
}

5 query:[2013/01/01 12:00; 1; [V]; [smartMeter1,smartMeter2,...]] {

7 smartMeter1:[V;[2013/01/01 12:00,...,2013/01/02 12:00];[220, 219, ...]]
smartMeter2:[V;[2013/01/01 12:00,...,2013/01/02 12:00];[219, 219, ...]]

We embedded our application with RapidMiner [16], a
code free modern analytics platform that includes machine
learning, data mining, text mining, predictive analytics and
business analytics. According to the 15th annual KDnuggets
Software Poll [17], released in 2014, RapidMiner remains the
most-used free dataming tool. Data mining is the process of
analyzing and turning large collections of data into useful
knowledge. It can be seen as a natural evolution of informa-
tion technology, where huge volumes of data accumulated in
databases are analyzed, classified and characterized over time.

In Figure 6, we can see the visual interface of the Rapid-
Miner extension. The begin date and the end date inform
about the time duration and the query window allows the
user to edit a SPARQL query. We tested our RapidMiner
extension by detecting via a K-Nearest Neighbors (K-NN) all
the outlier voltage measurements for a subset of customers
during one week. The K-NN Global Anomaly Score assigns
an anomaly score to each instance prior to the distance between
the instance and a K number of neighbors. The higher is the
score and the more likely the instance is an outlier. Visually,
we can see in Figure 7 that some voltage measurements were
detected by the K-NN algorithm as outliers; the bubbles size
are proportional to the outlier score.

By combining RapidMiner to a temporal RDF ontology,
our goal is to support advanced analytics process and to
transform data into actionable insights. In fact, data mining
tools offer methods and algorithms that help organizations
analyzing large amount of data in order to extract valuable
knowledge. For Hydro-Québec, analyzing complex situations
and identifying the best solutions for forecasting demand,

Figure 6. RapidMiner extension

Figure 7. Voltage outliers detection

shaping customer usage patterns, preventing outages, optimiz-
ing assets and more is extremely valuable. Transforming a high
volume of data into valuable decisions becomes a reality for
any business that intends to succeed.

VI. CONCLUSION

The obtained results are promising and highlight the po-
tential of using an ontology-based approach in an industrial
context like electric power utilities. In addition to federate
heterogeneous data sources across multiple enterprise systems,
the semantic architecture proposed by IREQ goes well beyond
that. The use of semantic technologies and versioning offers
a new way of analyzing information. It gives a better idea on
how information changes and evolves over the time. In fact,
when heterogeneous data sources are adequately federated and
versioned, it becomes possible to monitor the changes between
the data sources and to take corrective actions when required.

Finally, the use of a common semantic model enables
additional valuable information and knowledge to be inferred
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and extracted. The number of databases and information sys-
tems in use by utilities reveals the importance of a common
language and semantic. This is particularly true for electric
power utilities where information is growing fast and will
continue to increase because of the introduction of smart grid
technologies.

As future work, we are planning to improve the RDF ver-
sioning system in order to be efficient both in time and space
needed for storage. We also plan to include No-SQL (Hadoop,
Cassandra, etc.) data sources in our federated approach.
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Abstract—In this paper, we describe and evaluate DataBearings,
which is a lightweight platform for heterogeneous data integration
from various sources such as databases, Web services, and files.
DataBearings is based on an efficient semantic data virtualization
and federation mechanism. We demonstrate that DataBearings
is as fast as non-semantic data integration solutions such as
Denodo Platform, making it the first practical semantic alter-
native to those, given that the comparable semantic solutions
such as Virtuoso and TopBraid Composer fall well behind in
terms of their run-time performance. We also demonstrate that
DataBearings is very lightweight, as well as provides some unique
functional features allowing easier and cheaper development and
maintenance of data integration systems.

Keywords–semantic web; enterprise information integration;
data virtualization; data federation; internet of things

I. INTRODUCTION

Enterprises own an ever-growing number of databases with
heterogeneous data originating from different business func-
tions or processes. Emerging Internet of Things technologies
(wireless sensors, etc.) enable enterprises to collect a variety
of real-time data from the physical world, pushing the number
of heterogeneous datasets even further. In addition, due to
globalization and the pervasiveness of the Internet, different
supply chains are increasingly integrated with each other and
transforming into supply networks, requiring the information
systems of different enterprises to work together, with this
issue being increasingly significant not only for large scale
enterprises but for companies of all sizes [1]. In other words,
data relevant to an enterprise operation are often found not
only in in-house databases but also in external data sources,
which can be the business partners’ sources (usually exposed
as Web services) or even Open Data sources on the Internet.
In the market, there is a great need for novel applications and
better capability to provide services to customers in order to
differentiate and compete. As a result, enterprises are seeking
possibilities to exploit ever-growing and diverse data efficiently
and dynamically to provide new and better services.

Several approaches to tackling the data integration problem
have been developed, including integrated packages (e.g.,
SAP), messaging (e.g., WS-* services), data warehouses (also
known as Extract-Transform-Load, ETL), and the Enterprise
Information Integration (EII) approach [2, sec.7]. The two
former approaches require implementing a custom software
adapter or wrapper for each constituent data source, while
the two latter approaches aim at providing a generic platform
which can be configured for a particular integration case
without a programming effort.

The vision underlying EII is to provide tools for integrating
data from multiple sources without having to first load all
the data into a central warehouse [2, sec.1]. The two central
problems in EII are data virtualization and data federation. The
former is about accessing data without requiring knowledge
of how they are formatted or where they are physically
located. The latter is about retrieving data from multiple

non-contiguous data sources with a single query, even if
the constituent sources are heterogeneous. EII generalizes on
the principles of federated databases [3], that is, it involves
creating a unified data model that encompasses the schemas
of participating data sources. Users or applications formulate
their queries in terms of this unified model, and each query
is automatically reformulated into one or more queries to the
data sources.

Data virtualization provides the business benefits of reduc-
ing the integration costs by allowing leveraging existing data
sources in new ways without data replication or software devel-
opment expenses, enabling new applications on the intersection
of existing data sources, including external ones, as well as
access to live data. When considering integration with external
data sources, especially when their interfaces constantly and
independently evolve, virtualization may be the only approach
viable. Replicating all external data into own warehouse may
just not be possible, while hard-coded adapters to external
sources are expensive to maintain.

In this paper, we describe and evaluate DataBearings, a
lightweight data integration platform that is based on an effi-
cient semantic data virtualization and federation mechanism.
The evaluation is done comparatively to three commercial
data integration products, non-semantic Denodo Platform by
Denodo Technologies, and semantic Virtuoso by OpenLink
Software and TopBraid Composer by TopQuadrant. This eval-
uation is concerned with the run time performance, memory
footprint, as well as virtualization-related functional features.

Denodo is a leading tool in data virtualization. It is
based around the relational data model. Both Virtuoso and
TopBraid are semantic solutions that enable virtualization of
non-semantic data, in principle. Both realize it via a query-
time ETL, where all source data is transformed into Resource
Description Framework (RDF) and loaded into a temporary
RDF storage, just to be read from there in the next step that is
the execution of a SPARQL query. In contrast, DataBearings
realizes a more pure data virtualization approach. It does not
transform the source data into RDF, but rather searches for the
answer to the target semantic query directly from non-semantic
source data. To the best of our knowledge, DataBearings is the
only semantic data virtualization solution available at present
that is not based on ETL while also being capable of working
with Web data and not only relational databases.

We demonstrate that DataBearings is very fast, running as
fast or even faster than the non-semantic Denodo, and much
faster than the comparable semantic solutions such as Virtuoso
and TopBraid. Moreover, DataBearings is very lightweight,
with a significantly smaller memory footprint than other sys-
tems. Finally, in addition to providing known evolution-related
benefits of the semantic technology, DataBearings enables
even easier and cheaper development and maintenance of data
integration systems through a set of advanced features not
available in Virtuoso, TopBraid, or Denodo.

The comparative evaluation of systems, reported in this

38Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-420-6

SEMAPRO 2015 : The Ninth International Conference on Advances in Semantic Processing

                           49 / 142



paper, uses a very simple and understandable data integration
case. A description of more complex and practical cases that
were realized with DataBearings for the parking domain can
be found in [4], [5].

The rest of the paper is structured as follows. Section II
describes a simple data integration scenario that we use as
a running example, as well as an evaluation case. Section
III analyses the existing data virtualization approaches and
example systems, both non-semantic and semantic, including
how our running example is handled in these. Section IV
describes the DataBearings platform, while Section V provides
a comparative evaluation of DataBearings in terms of its run
time performance. Finally, Section VI concludes the paper.

II. RUNNING EXAMPLE

As a running example, as well as a comparative evaluation
case, we use the following simple data integration scenario
that involves two data sources.

The Finnish state-owned railway monopoly,
VR, publishes data on their trains via a feed at
http://188.117.35.14/TrainRSS/TrainService.svc/AllTrains
?showspeed=true. The content is XML, with a record
about a train found at XPath /rss/channel/item. A record
includes such elements as the train identifier, category,
origin, destination, current location and speed. A specific
complication comes from the fact that a location is given
within a single XML element as a whitespace-separated string
of a latitude and a longitude, e.g., <georss:point>60.91658
26.17051</georss:point>, instead of two separate elements
for the latitude and the longitude. Henceforth, we refer to this
data source as DS1.

The second data source, DS2, contains data, which we
collected ourselves, on all major cities of Finland and the
approximate bounding rectangles of their metro areas. The
data is published in a simple comma-separated-values (CSV)
format, with a row, e.g., Tampere, 61.615563, 23.424657,
61.378988, 24.145634 (name, north, west, south, east).

The data integration task is then to extend the train records
with an additional attribute containing the name of the city, in
the metro area of which the train is currently located. That is,
a join of two data sources is to be performed with the fol-
lowing condition: ds1.lat>=ds2.south & ds1.lat<=ds2.north
& ds1.lng>=ds2.west & ds1.lng<=ds2.east.

III.RELATED WORK

EII industry was born in late 90’s and branded as a market
category in 2002 [2, ch.6]. In the present, a number of big IT
companies provide a data virtualization solution, with notable
examples being IBM Cognos, Cisco Composite Information
Server, and Denodo Platform by Denodo Technologies. Some
products, e.g., IBM Cognos, only support databases but not
Web services, while others, e.g., Denodo, are able to virtualize
data from a variety of sources including relational and NoSQL
databases, Web Services, files including CSV and MS Excel,
and even some semi-structured and non-structured sources.
Due to its rich feature set and the availability of an evaluation
version (Denodo Express), we use in this paper Denodo Plat-
form as a representative example of this category of products.

Denodo, as other traditional EII products mentioned above,
works within the relational data model. This means that every
constituent data source is represented by a relational view (a
virtual relational database table) and all the following oper-
ations including data integration are performed as Structured
Query Language (SQL) commands (Denodo defines an SQL
extension called Virtual Query Language, VQL).

As to our running example, the DS2 CSV data source
on cities, after connecting it to Denodo, is straightforwardly
represented by a virtual table view ds2 with five columns. The
DS2 XML data source on trains is also automatically given a
virtual table view ds1 with seventeen columns, of which twelve
correspond to the elements of a train record and the other five
repeat for each record the values of the elements and attributes
of encompassing rss and channel XML tags. As the current
location of a train is given with a single whitespace-separated
value, we need to define a secondary projection/selection
view p ds1, in which we define two new columns: ’lat’
as cast(’float’, substring(ds1.point, 0, instr(ds1.point, ’ ’)))
and ’lng’ as cast(’float’, substring(ds1.point, instr(ds1.point,
’ ’)+1)), as well as preserve only the columns of in-
terest. Finally, we define a join view p join, with inner
join conditions p ds1.lat>=ds2.south, p ds1.lat<=ds2.north,
p ds1.lng>=ds2.west and p ds1.lng<=ds2.east. An execu-
tion of this view produces the result we seek.

While providing an efficient solution to our integration
problem, the main disadvantage of this approach is low mod-
ifiability. This is due to the fact that the relational model
always requires an explicit schema (even if it is automatically
produced by Denodo) and the links between views are hard-
coded to that schema via SQL constructs. In fact, in Denodo,
after renaming a few output fields in ds1, we were just not
able to fix the case without completely removing and re-doing
p ds1 and then p join.

Several authors in [2] argued for a need to exploit the
benefits of the semantic technologies in EII. One reason for
applying semantics to the data integration problem is a ’softer’
nature of links in semantic models, as links and entities can be
added or removed without breaking the rest of the model. This
enables an agile and interactive evolution of data integration
and integrated data analytics cases, with a faster return on
investment [6].

In [2, ch.6], it was stated that none of the existing at
the time EII tools used formal semantics, but predicted that
EII will adopt the foundational technologies of the Semantic
Web. Efforts towards semantic EII were reviewed later in
[7], referencing, however, only a handful of research projects.
Even at the time of writing this paper, to the best of our
knowledge, the only available practical semantic data virtu-
alization solutions are those that only support working with
relational databases as virtual RDF graphs and cannot be used
for access to Web data, such as D2RQ [8]. All solutions that
support a variety of data source types rely on ETL instead,
that is extraction of non-semantic data from their original data
sources, explicit transformation of those data into RDF, and
loading it into an RDF data warehouse. Notable commercial
products include Data Unleashed Federator by Blue Slate
Solutions, Virtuoso by OpenLink, and TopBraid Composer
by TopQuadrant, with Linked Stream Middleware [9] and the
ontology-based mediator in [10] deserving a mention on the
research side.

We use in this paper Virtuoso and TopBraid as represen-
tative examples of the state-of-art in semantic data integration
of heterogeneous data. Both come the closest to being data
virtualization products as they support query-time ETL. That
is, after a SPARQL query is received, they access relevant data
sources, transform received data into RDF, load RDF into an
in-memory RDF storage, and then execute the query on that
storage. The repetition of the ETL step is avoided for static
sources that did not change since the last query.

Let us use TopBraid to explain the specifics. As to our
running example, the DS2 CSV data source is mapped to
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RDF via SemTables, which is TopBraid’s own simple on-
tology consisting of three properties: sheetIndex, rowIndex,
and columnIndex. With this approach, mapping data onto an
arbitrary semantic structure is not supported, but only onto
the most straightforward one: each data sheet corresponds to a
class, every row to an instance of that class, and every column
to a property of that class. Each data row in DS2 is, thus,
transformed into RDF (Turtle notation) as follows: [a c:City]
c:name ”Tampere”; c:north 61.615563; c:west 23.424657;
c:south 61.378988; c:east 24.145634. DS1 XML data source
is mapped to RDF via SXML, which is also TopBraid’s own
ontology for describing the structure of XML documents.
The resulting semantic structure is rather complex and not
flexible, with train attributes represented as classes rather than
properties, as follows (only the id and the location attributes
included): [] a vr:item; composite:child [a vr:guid; compos-
ite:child [sxml:text ”IC10”]]; composite:child [a vr:point;
composite:child [sxml:text ”60.37992 25.09723”]].

After both data sources are mapped to RDF, the target
integration case is realized via the multi-graph SPARQL query
in Figure 1 (simplified here by selecting only the id and the
location of a train plus omitting the full URIs of the two
graphs). Submitting this query to the TopBraid’s SPARQL
endpoint produces the result we seek.

SELECT *
WHERE {

GRAPH <ds1> {
[ ] a vr:item;

composite:child [a vr:guid; composite:child [sxml:text ?id]];
composite:child [a vr:point; composite:child [sxml:text ?loc]].

}.
BIND (xsd:decimal(strbefore(?loc,’ ’)) as ?lat) .
BIND (xsd:decimal(strafter(?loc,’ ’)) as ?lng).
GRAPH <ds2> {

[ ] c:name ?name; c:north ?n; c:south ?s; c:west ?w; c:east ?e
}.
BIND (xsd:decimal(?n) as ?no). BIND (xsd:decimal(?s) as ?so).
BIND (xsd:decimal(?w) as ?we). BIND (xsd:decimal(?e) as ?ea).
FILTER (?lat<=?no && ?lat>=?so && ?lng>=?we && ?lng<=?ea).

}

Figure 1. SPARQL query for the running example.

The main disadvantages of this approach are low perfor-
mance and scalability (due to the nature of ETL) and a need to
mix all processing and integration steps in a single SPARQL
query. Note the explicit instructions for splitting the location
into the latitude and the longitude, which are now part of the
final query, while in the case of a relational tool like Denodo
hidden into an intermediary projection view. For data statically
residing in the TopBraid RDF storage, one could implement
this step with inference rules, but this option is not available for
data loaded on-demand from external non-semantic sources.
The need to explicitly address the graphs corresponding to
each data source is also a disadvantage as it does not allow
protecting a user from data distribution details.

IV.DATABEARINGS APPROACH

To the best of our knowledge, DataBearings is the only
available at present semantic solution for data integration
which is not based on an explicit extract-transform-load of
data as RDF while also being capable of working with Web
data and not only relational databases. Another distinctive
feature is that, instead of restricting itself to the capabilities
of standard semantic technologies such as RDF and SPARQL,
DataBearings uses a more expressive and powerful data model,
Tim Berners-Lee’s Notation3 (N3) [11]. N3 can be easiest ex-
plained as RDF with nesting. Each N3 statement is necessarily

an RDF triple, but the subject and/or object of it are allowed to
be nested N3 models containing other statements (see Figure
3 for an example of N3 data). An important convention is
that only statements at the top level are treated as facts, while
statements in a nested model are considered only in the context
set by the containing statement.

DataBearings features a fast in-memory N3 data storage,
which can contain RDF or N3 data, data source annotations,
as well as production rules and other imperative constructs in
N3-based Semantic Agent Programming Language (S-APL).
S-APL is developed around the central idea of N3Logic [12],
that is to have N3 as a single data model for all of data, queries,
and rules. However, S-APL drops the monotonicity assumption
of N3Logic and, similarly to SPARQL, includes constructs for
negation, solutions aggregation, as well as for facts removal.
S-APL was introduced in [13] and later formalized in [14].

An overview of the DataBearings’ semantic data virtual-
ization and federation approach is given in Figure 2. In [5],
we provided a detailed description of how this approach is
realized exploiting the capabilities of S-APL. In this paper,
we focus rather on the practical aspects and benefits of using
DataBearings for implementing data integration cases.

Figure 2. Semantic data virtualization in DataBearings.

Not unlike other data virtualization systems, DataBearings
features a central component, we refer to as Universal Adapter,
with dynamically loaded adapter plugins for different types of
data sources. DataBearings currently comes with plugins for
SQL databases, SOAP Web services, XML/JSON/CSV Web
services or local files, as well as MS Excel files, and provides
an API for developing additional plugins. A plugin is instan-
tiated using an explicit N3-based data source annotation, an
example of which, for DS1 from our running example, is given
in Figure 3. Such an annotation specifies the class of the plu-
gin (o:type), class-specific connection parameters (o:service),
class-specific data syntax (d:tree in o:semantics), data mapping
to an ontology (the rest of o:semantics), an applicability-to-
query pattern (o:getPattern) and, optionally, an applicability
precondition (o:precondition). Instantiated adapter plugins that
act as ontological virtualizations of data sources we refer to
as ontonuts, a concept we first introduced in [15].

The data source annotation for DS2 is done in a similar
fashion. It uses sapl.shared.eii.CsvOntonut plugin, describes
the syntax via d:table, d:row, and d:value properties and
maps data to the following semantic structure: [a ex:City]
ex:hasName ?name; ex:hasBounds [ex:north ?n; ex:south ?s;
ex:west ?w; ex:east ?e].

This data source mapping approach alone offers a num-
ber of advantages over the rigidness of mapping in existing
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ex:VR Ontonut a o:Ontonut
; o:type ”sapl.shared.eii.XmlOntonut”
; o:service [ o:uri ”http://%%ip%%/TrainRSS/...” ]
; o:precondition { ex:VR ex:hasIP ?ip }
; o:semantics {
{

* d:tree { * d:row {
[ d:element ”rss”] d:branch {

[ d:element ”channel” ] d:branch {
[ d:element ”item” ] d:branch {

[ d:element ”guid”] d:branch {* d:value ?id}.
[ d:element ”point”] d:branch {* d:value ?loc}.

} } } }.
?lat s:expression ”substring(?loc,0,indexOf(?loc,’ ’))”.
?lng s:expression ”substring(?loc,indexOf(?loc,’ ’)+1)”.

} => {
[a ex:Train] ex:hasID ?id; ex:hasLocation [ex:lat ?lat; ex:lng ?lng]

}
}
; o:getPattern { * a ex:Train } .

Figure 3. A data source annotation for the running example.

products like TopBraid, Virtuoso, or Denodo (see Section III):
• The explicit variable-based mapping allows data to be

mapped to arbitrary semantic structures as dictated by
target ontologies. This is in contrast to being forced to
deal with over-simplified (for DS2) and over-complex
(for DS1) temporary semantic structures, created just
for the integration job, in TopBraid or Virtuoso.

• Transformations like splitting a location into latitude
and longitude can be handled already at the data
source mapping level. Note the two s:expression op-
erations in Figure 3. This, again, allows mapping
data to existing ontologies, as well as in contrast to
having to carry these operations into the final SPARQL
query in TopBraid or handling them in an intermediary
projection view in relational systems like Denodo.

• Data source requests can be parametrized with values
obtained from local data (via a precondition as in Fig-
ure 3 or via a local starter query, see below). This is in
contrast to always having to specify the URIs statically
in all of TopBraid, Virtuoso, and Denodo, even while
most practical cases require parametrization.

After providing the data source annotations, the S-APL
production rule that obtains the result we seek in our running
example is as in Figure 4. As can be seen from Figure 4,
an additional advantage of DataBearings is that, unlike in
TopBraid, a data user is completely insulated from the data
distribution details. A person or system specifying a query or
a production rule as above does not need to know whether all
needed data is found from a single data source or is distributed
among two sources. If the situation changes in this regard (data
sources are combined or split), only the ontonuts’ definitions
have to be updated while the queries and rules are not affected.

{
[a ex:Train] ex:hasID ?id; ex:hasLocation [ex:lat ?lat; ex:lng ?lng].
[a ex:City] ex:hasName ?name; ex:hasBounds

[ ex:north ?n; ex:south ?s; ex:west ?w; ex:east ?e ].
?lat <= ?n. ?lat >= ?s. ?lng >= ?w. ?lat <= ?e.

} => { ... }

Figure 4. S-APL query for the running example.

The Query Decomposer part of the Universal Adapter
analyses a query found in the head of a production rule against
data source annotations, pre-selected using their applicability-
to-query patterns (o:getPattern). Based on this analysis, all
query statements are split into the following groups:

1) Statements covered by one or more ontonuts.
2) Statements which are covered by an ontonut, but

could not be handled by that ontonut (e.g., a filter
on a property value can always be handled by an
SQL source, but by a Web service only if its request
interface includes a corresponding parameter).

3) Inter-ontonut join conditions.
4) Local starters: statements not matching any ontonut’s

semantics that will be run as a query against the
local data at the beginning of the execution. The
obtained solutions may be used by ontonuts for
parametrization.

5) Local join conditions: explicit conditions for perform-
ing join of ontonuts-produced solutions with solutions
obtained at the beginning via local starters.

6) Local finalizers: statements that will be handled at
the end of the execution. These are either solution
aggregators (count/min/max/sum) or selection state-
ments (from local data) that depend on variable values
produced in ontonuts.

The Query Executor part of the Universal Adapter performs
a query evaluation process, in which all the involved statements
are handled in the following order: (1) local starters, (2)
ontonuts’ preconditions, (3) covered statements combined and
translated into ontonut-specific form, e.g., SQL, SOAP, HTTP
GET, (4) ontonuts’ post-processing operations (e.g., splitting
a location into latitude and longitude), (5) covered but not
handled statements, (6) join conditions (also implicit join by
a common variable value is supported, as well as the union
operation), (7) local join conditions (again, including implicit),
(8) local finalizers. Note that, in this process, at no point
external non-semantic data is transformed into RDF. Rather,
a semantic query is answered on the combination of external
non-semantic and local semantic data. The step 3 is based on
a relevant sub-query transformation, not data transformation.
This step outputs directly a set of solutions, i.e., a list of
variable-value mappings. For SQL sources, this step actually
involves translating an S-APL sub-query into SQL. For simple
Web services like in our running example, this step involves
matching the sub-query with the data source syntax, requesting
data, and then picking up relevant values from data and
assigning them to variables as needed.

The simple example in Figure 4 does not include any local
or not-handled statements, but only ontonut-covered selection
statements (group 1) and inter-ontonut join statements (group
3). However, local statements appear in most practical integra-
tion cases. Based on a specific question in hand, or the current
situation, some initial solutions (via local starters) may need
to be obtained and used to determine (via preconditions) what
exactly external data sources have to be contacted. Solutions
from external sources may need to be filtered locally if the
corresponding source cannot do it (covered but not handled
statements). Finally, after solutions from external sources are
obtained and joined or unionized, one may still want to extend
them with extra attributes from the local data or to group
solutions by a value and, e.g., count. An ability to flexibly
combine virtualized and local data, and, thus, handle these
practical cases, is a powerful feature of DataBearings giving it
an advantage over most other data integration solutions, both
semantic and non-semantic.

V. EVALUATION

A. Integration run-time
In this section, we report on an evaluation of the perfor-

mance of DataBearings, in terms of the integration run-time, in
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comparison to related commercial integration products, namely
non-semantic Denodo 5.5 and semantic Virtuoso 7.2, and
TopBraid 4.6 (see Section III).

For this evaluation, we created files with snapshots of data
from DS1 and DS2 data sources of our running scenario (see
Section II). The DS1 snapshot contains 75 train records, while
DS2 snapshot contains 25 city records. This gives 1875 join
pairings to examine and results in 27 solutions (trains currently
in a city area). Then, we created copies of the DS1 snapshot
and, by copy-paste of existing data, increased the number of
records in each by a factor from 2 to 200. The largest file
thus contains 15000 train records encoded in 4.5 megabytes
of XML content, and results in 375000 join pairings and 5400
solutions. The same DS2 snapshot was used in all cases.

Denodo run-times are obtained from its execution trace
view. For TopBraid, the integration SPARQL query was used
as a SPIN framework inference rule, because the execution
times of such rules are reported in TopBraid’s SPIN statistics
view. To check whether SPIN results in a significant additional
overhead, we were also submitting the query directly via the
TopBraid’s SPARQL endpoint and observed the response time
(time to first byte) in Chrome browser’s development tools.
To avoid an overhead created by formatting a large response,
the SPARQL query was modified to return only the number of
results instead of the results themselves. We did not observe
any significant deviation between such a response time and the
corresponding SPIN statistics number for any of the input file
sizes, and report the SPIN statistics numbers here. Virtuoso
does not seem to have performance self-reporting, so we
measured its SPARQL endpoint’s response times, same way
as described above for TopBraid.

Both TopBraid and Virtuoso use query-time ETL, that is,
when receiving a SPARQL query, they access and transform
input data into RDF, load it into temporary RDF storage, and
then run the query. If the files, however, did not change since
the last query, the ETL step is skipped. Therefore, we recorded
separately also the run-time of TopBraid and Virtuoso on
previously loaded data, and report these numbers as ’TopBraid
(QL)’ and ’Virtuoso (QL)’. This case only involves executing
a SPARQL query on the RDF storage, but requires extracting
all trains and all cities and then doing the cross-join.

All experiments were performed on the same Windows
7 PC with 2.3 GHz CPU and 4GB RAM. All the run-time
numbers reported are averages over 10 execution runs. Table
I and Figure 5 provide the results. The columns correspond
to different replication factors of the DS1 snapshot. Run-times
are reported in milliseconds.

TABLE I. INTEGRATION TIME FOR THE RUNNING SCENARIO

1 10 20 50 100 200
DataBearings 14 42 61 140 265 552

Denodo 41 66 78 178 345 555
TopBraid 124 1322 3892 21212 79284 305832

TopBraid (QL) 78 537 1042 2631 5277 10554
Virtuoso 340 1842 2999 7359 16559 35152

Virtuoso (QL) 25 56 80 156 344 708

As can be seen, DataBearings consistently demonstrates
a performance very similar to that of non-semantic Denodo,
with a roughly-linear increase in the run-time with the data
size growth. In fact, DataBearings even outperformed Denodo
in all our test cases, with a bigger gain for smaller data sizes,
up to three times for the smallest (original) data. Note that
this is achieved even given all the overhead in DataBearings
created by flexible query decomposition and match-making to
the data sources.

Figure 5. Integration time for the running scenario.

The biggest of the test jobs (15000 train records) is handled
by both Denodo and DataBearings in just over 0.5 seconds.
On the other hand, Virtuoso needs 35 seconds to do the
same job, while TopBraid is out of hand with 5.1 minutes.
Note the logarithmic scale in the figure. Considering SPARQL
performance on already pre-loaded data, TopBraid still needs
10 seconds with the largest data set, which is surprisingly poor.
Virtuoso, however, needs just 0.7 seconds, which is comparable
to the total performance of DataBearings and Denodo, but can
work only in a static data case.

B. Memory footprint
In addition to measuring the run-time performance, we also

measured the memory footprints of DataBearings, Denodo,
and TopBraid when executing our running example. These
three systems are Java-based, which gives us a possibility to
precisely measure their footprints. Virtuoso was excluded from
this comparison as it is a native Windows application. We can
only say that its total memory footprint, as can be observed in
the Windows resource monitor, was always rather significant
during the tests, with values in the range of 200 to 800 MB.

The total memory footprint includes permanent generation
memory (the program code), which is constant regardless of
the handled data size, as well as allocated memory (the heap)
which grows with the handled data size. Table II and Figure
6 provide the results, in MB. The first column in the Table II
shows the permanent generation footprint alone, while the rest
of columns are sums of permanent generation and allocated
footprints. As before, all the numbers reported are averages
over 10 execution runs.

TABLE II. MEMORY FOOTPRINT FOR THE RUNNING SCENARIO

perm 1 10 20 50 100 200
DataBearings 10 17 26 32 48 84 118

DataBearings (GC) 10 15 20 21 41 60 89
Denodo 68 120 150 183 280 267 280

TopBraid 72 241 648 602 622 674 738

The permanent generation footprint of DataBearings was
measured using Java VisualVM tool, which is a part of
the Java Development Kit. The allocated memory footprint
was measured via calling java.lang.Runtime’s totalMemory()-
freeMemory() from code, for a better precision. Such a reading
was performed in multiple points of the code and the maximum
value was taken. The memory footprints (both permanent gen-
eration and allocated) of Denodo and TopBraid were measured
using Java VisualVM. Note that we left the maximum memory
settings of Denodo and TopBraid as default in these systems,
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which affects the point at which the Java automatic garbage
collection starts (visible in the figure).

Figure 6. Memory footprint for the running scenario.

As can be seen in Table II, the DataBearings’ code (its
permanent generation footprint) is seven times lighter than that
of Denodo or TopBraid. Also, the total memory footprint of
DataBearings was significantly lower than the total footprints
of Denodo and TopBraid, in all our experiments.

To further demonstrate the light weight of DataBearings,
we used it as a library in an Android application and made a
mobile phone to execute the integration job from our running
example. The experiments were conducted on a Nexus 5
phone. Table III presents the results, while comparing them
to the numbers obtained on a PC (as in Table I).

TABLE III. INTEGRATION TIME ON ANDROID PHONE

1 2 5 10 20 50 100 200
PC 14 18 27 42 61 140 265 552

Nexus 5 72 122 283 501 1079 2605 5313 10625

Obviously, data integration jobs are better left to be
performed on servers. Yet, using DataBearings, small data
volumes can be integrated even locally within a smartphone
application. So, 1500 trains (factor of 20) x 25 cities are
handled in just over a second, which appears to be still an
acceptable time for a user to wait.

VI.CONCLUSIONS

Supported by the comparative evaluation presented in this
paper, we claim that, to the best of our knowledge, DataBear-
ings is (1) the only semantic data virtualization solution
available at present, which is not emulating virtualization via
query-time ETL while capable of working with Web data and
not only relational databases, (2) the only semantic solution
to the data integration problem that is as fast as non-semantic
ones, and (3) the only data integration solution, semantic or
not, that is so lightweight that it can be run on a smartphone.

Being a semantic solution, DataBearings offers a possibil-
ity to exploit the evolution-related benefits of the semantic
technology. In addition, DataBearings enables even easier
and cheaper development and maintenance of data integration
systems through a set of advanced features not available in
other semantic systems. These include the ability to map data
to arbitrary semantic structures as dictated by target ontologies,
the ability to perform source data transformations prior to
mapping to an ontology, the ability to parametrize data source
requests, as well as the ability to flexibly combine virtualized
and local data.

In this paper, we did not touch some other advanced
features of DataBearings that go well beyond capabilities of
existing data integration systems. These include a support for
federated data updates (i.e., write not only read), as well
as for abstraction of virtualized data. A discussion of these
DataBearings’ features can be found in [5].

An interesting result in our experiments was that Virtuoso
and TopBraid performed worse than DataBearings even when
running the job on already transformed into RDF and pre-
loaded data. This indicates that, even when dealing with static
data, when it would be possible to transform all data into
semantic form and store as RDF, it may still be not a good
idea if integration (join) operations cannot be also performed
statically, but have to be done upon a request. Thus, even in
such cases, pure virtualization, as in DataBearings, may be the
most efficient and thus recommended choice.
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[15] S. Nikitin, A. Katasonov, and V. Terziyan, “Ontonuts: Reusable seman-
tic components for multi-agent systems,” in Proc. 5th Intl. Conference
on Autonomic and Autonomous Systems. IEEE, 2009, pp. 200–207.

43Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-420-6

SEMAPRO 2015 : The Ninth International Conference on Advances in Semantic Processing

                           54 / 142



Semantic Location Models for Bioenergy and Biofuel Projects

Krishna Sapkota, Pathmeswaran Raju,

Will Byrne, Craig Chapman,
Centre for Knowledge Based Engineering,

Birmingham City University
Birmingham, UK

e-mail: {krishna.sapkota, path.raju, william.byrne,
craig.chapman}@bcu.ac.uk

Lynsey Melville
Centre for Low Carbon Research

Birmingham City University
Birmingham, UK

e-mail: {lynsey.melville}@bcu.ac.uk

Abstract — The five fundamentals for a successful bioenergy
project are feedstock, technology, off-take, finance and help
from experts. In order to realize the essence of these
fundamentals, recently, many governments and organizations
are providing Decision Support Tools (DST) to the experts and
project developers. One of such tools is Location Model, which
helps the developers to identify the prime location for a
project. The model comprises the concepts, relations, logics,
constants and equations related to bioenergy and location. The
model is currently represented in non-semantic means, such as
spreadsheets and programming code. Representing the
knowledge in non-semantic format will make the model less
reusable and extendable. In order to alleviate the issues, in this
paper, we present semantic location models. In particular, we
have leveraged the Semantic Web technologies to represent the
knowledge about the bioenergy and biofuel plant location and
inferred the equations and other values required for location
related calculations. The results, observed in two INTERREG
IVB projects, have been found encouraging.

Keywords- bioenergy ontology; location model; semantic
location model; ontology-based location model; biomass;
bioenergy; renewable energy

I. INTRODUCTION

Bioenergy is one of the most dynamic and the fastest
growing renewable energy and promises sustainable
solutions to the depleting fossils fuels. Biomass, the solar
energy stored in the materials derived from biological
sources, is treated with some conversion technologies, and
bioenergy is generated. Some examples of biomass are wood
fuel, waste wood, energy crops, straw, waste and agricultural
waste. Biomass is used as an input while generating
bioenergy; therefore, in this paper, biomass is also called
feedstock.

Many governments and organizations have recently
shown efforts to realize the principle of five fundamentals in
bioenergy projects. An example of such efforts is the
development of Decision Support Tools (DST), which
provides essential information to plant developers efficiently.
One of such organizations is INTERREG IVB, which has
funded two projects: BioenNW and EnAlgae.

The ongoing North West European projects: BioenNW
[1] and EnAlgae [2] aim to facilitate the project developers
to start a new bioenergy plant in the region and develop
sustainable technologies for algal biomass production
respectively. These projects aspire to increase the global
share of renewable energy sources by 20% within the EU by

2020. In order to achieve this, they have to consider the steps
towards the five fundamentals. One of the crucial step is to
provide the farmers in the region with DSTs, which will help
them make decisions [3]–[11]. The DSTs provide the
answers to various decision-making queries, such as:

1. What is the best place to start a new bioenergy

plant?

2. What kind and how much amount of biomass are

available in a region?

3. What kind of technology is suitable for a plant in a

region?

4. How much investment is needed and how long will

it take to return the investment?

5. What are the logistic and other related costs

involved?

Location Model is one of the DSTs in these two projects,
which helps the developers to identify the prime location for
a project. It is represented by considering various factors,
such as the concepts, relations, logics, constants, and
equations. It helps project developers to analyze the viability
of a project by providing them with location information. In
particular, it will provide a mechanism to calculate the
equations related to the costs, incentives and distance
associated with a project or a cultivation technology in a
location. The equations and the calculations (evaluation of
the equations) in the model are affected by various attributes,
such as capacity of the project, incentives in the region,
bioenergy conversion technologies used and the quality of
the biomass. Providing the necessary information regarding a
location to developers prior to the start of a project will help
them to make an informed and confident decision about
starting the project.

Previous studies have primarily concentrated on
implementing non-semantic models, such as hard-coded
programming languages or Excel spreadsheets. That is to
say, the concepts, relationships, logics, constants and
equations are all embedded in some native programming
language. For example, in the BioenNW project, the model
was represented in MATLAB functions; whereas, in
EnAlgae, the spreadsheets have been equally used to
represent the model. Representing the model in such a way
poses some issues, such as the model being less shareable,
less reusable and less extendable, and the data being
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inconsistent. To alleviate the issues, we propose semantic
models for the location determination.

The semantic location model exploits Semantic Web
technologies. Ontology can be used to represent the domain
knowledge and check the consistency of the model. Since the
vocabularies in the ontologies are reusable, and they are
explicitly defined, this approach makes the model extensible.
In other words, the ontology not only holds the data but also
explicitly defines the concepts used for a particular purpose
[12]. Using the existing definition of the concept in an
ontology, engineers can extend the ontology by creating new
concepts that conform to the existing knowledge. In the
proposed approach, the ontological axioms and rules are
used to define the entities, such as biomass, technology,
incentive, tariff, capacity and project. The following are the
key benefits of using the proposed approach:

1. Explicit concept definition: It defines the key

concepts used in the economic model explicitly,

which will make the ontology re-useable and

extensible.

2. Consistent data: It provides a mechanism to check

the consistency of the data in the model.

3. Inference: It identifies the implicit knowledge in the

model by means of ontological inference

mechanism.

The rest of the paper is organized as follows. Section II
provides the detailed description of the ontology-based
location model in a case study. Section III and IV provide the
ontology based calculation and discussion respectively. The
finding of this research is concluded in Section V.

II. THE ONTLOGY-BASED LOCATION MODEL

One of the objectives of the INTERREG IVB supported
two projects BioenNW and EnAlgae is to provide DSTs to
the developers in the North West of Europe. The BioenNW
project aims to facilitate the farmers in the selected regions
to start a new bioenergy plant. The regions have been
selected in five countries: the United Kingdom, the
Netherlands, Germany, Belgium and France. It has Business
Support Centers (BSC) in each country for the regions in the
country, where farmers get advice from bioenergy experts.
These regions contain a unit of area called a cell, which is a
square area, for example, 1KM square area is a cell. The
DSTs provide the information about each cell, such as

1. how much it yields in a year,
2. what kind of biomass is available,
3. what regulatory guidelines are applicable in the

region,
4. what incentives are being offered in the region.

The EnAlgae project aims to develop sustainable
technologies for algal biomass production. The microalgae
economic models are developed for various cultivation
technologies, such as open pond, flat panel and tubular
reactors while the economics of downstream processing is
calculated for biodiesel, bioethanol dry milling and methane
production.

The DSTs are Web-based tools, which can be accessed
remotely by farmers, and encourage them to start a new
plant. The DSTs in EnAlgae helps in making decisions about
algae biomass production, from understanding the algae
growth, cultivation, economics and life-cycle analysis to
setting up plants and operating procedures. Some of the
DSTs are map-based information tools, while others are
dashboards and conversion pathways. Map-based
information tools allow users to click on a map to see
whether a location is suitable for a particular type of the
bioenergy or algae plant. Dashboards provide calculations
related costs and economics, such as how much investment
is needed and how long it will take to return the investment
back. One of the DSTs is the locations model.

The location model either identifies a best location for a
plant (location unknown) or provides information about a
selected location (location known). The model is presented
in a map based web interface, where users interact with
various input variables and analyze the output. The input
variables in the interface are longitude and latitude of a
geographic location, region in a country, amount of biomass
needed in tons per annum, biomass type and biomass
scenario. Based on these variables, the user is able to see
whether there is sufficient biomass around the location. The
biomass availability is displayed in a list of cells around the
location with different density of the colors. A snapshot and
description of the webpage is provided in Figure 7 in a latter
section.

The location model is now represented in SW
technologies. There are axioms and SWRL rules that define
and infer various knowledge about the model. In particular,
the reusable knowledge is separated from the calculations
and queried with DL-Query and SPARQL in order to make
the implicit facts explicit. Figure 1 shows an overall idea of
the ontology based location model. The ontology represents
the knowledge of the model; the axioms define the concepts
and assert constraints; SWRL rules assert new knowledge in
the ontology. The reasoners, such as Pellet help to deduce the
implicit knowledge and make them explicit. The query
engine with the DL-Query and SPARQL will identify the
entities required for the location related calculations.

Figure 1. Semantic Web technologies used in the location model
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Figure 2. The classes in the location model ontology

Various tools and technologies have been deployed in
order to realize the location model. Some of them are
Protégé 4, Pellet [17], OWLAPI [18] with Pellet, and Jena
[19]with Pellet. Protégé 4 is an ontology editor, and Pellet is
a reasoner and is used as a plug-in in Protégé. OWL API
with Pellet helps us to run DL-Queries in Java. In addition,
Jena API with Pellet reasoner has also been used to run
SPARQL queries.

Some classes of the location model ontology are depicted
in Figure 2. The important constituents of the ontology are
described in the following sections.

A. The Ontology

The location model ontology is created in Protégé 4 and
OWL-DL. The experts in the domain have been consulted in
order to understand the concepts and the relations. The
consultation went through several iteration in order to verify
the understanding and representation. The classes,
properties, axioms, rule and queries involved in the
ontology are described separately in the following sections.

1) Classes
The key classes of the ontology are Feedstock,

BioenergyPlant, Technology, Country, Tariff, and Incentive. The
Feedstock is a biomass that will be used as an input for heat
and power generation. Technology is a process through which
a Feedstock is treated in order to generate bioenergy.
Depending upon BiomassContent, a feedstock can be treated
with different technologies in order to generate energy
efficiently. The Incentive and Tariff in a project are affected
by other concepts, such as Technology, Country and Capacity

of a BioenergyPlant. The other concepts are BiomassContent,
Capacity, Coefficient, Function, HourRemains, and
OperationHours.

2) Properties
The model exploits the properties and the values for the

representation and inference. The important object
properties are relate the classes mentioned above, such as

BioenergyPlant, Capacity, Country and Technology with each
other. For example, a BioenergyPlant is related with Country,
Technology and Feedstock with properties locatedIn,
hasTechnology and hasFeedstock respectfully. Figure 3
displays some properties in the ontology for the location
model.

The values of the data-type properties are mostly double
and play the key role in defining concepts and computing
simple equations. One of the important data-type properties
is hasDataValue, which is associated with many concepts,
such as Capacity, BiomassContent and Coefficient. Some data-
type properties are used to hold the results of the
calculations. For example, hasQaQiValue holds the computed
value of the quality assurance calculation.

Figure 3. Snapshot showing properties in the location model ontology

3) Axioms
The axioms in the ontology are essential to define the

concepts and constraints. In the ontology, most of the
axioms contain data-type properties, particularly with
double. For example, small medium and large capacity are
defined as follows:
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SmallCapacity:
Capacity and hasDataValue some double[<200]

MediumCapacity:
Capacity and hasDataValue some double[>=200.0, <1000.0]

LargeCapacity:
Capacity and hasDataValue some double[>= 1000.0]

In these axioms, the small capacity is defined as a
capacity with value less than 200, the medium capacity is a
capacity with value greater than equal to 200 and less than
1000, and the large capacity is a capacity with value 1000
and more.

4) Rules
In location model ontology, the SWRL rules are used to

assert more knowledge. There are some caveats using the
rules. Since OWL and SWRL both do not support non-
monotonicity, we cannot change the existing value in the
ontology. However, if the value of a property is empty or
not filled, it can assert a new value. If we add a new value to
a property, it will not replace the existing one, but the
property will have two values instead. In this ontology,
most of the data-type properties are functional; therefore,
any attempt to add a new value to a property that already
has a value, will make the ontology inconsistent. Some rules
used in the ontology are depicted in Figure 4.

Figure 4. Some SWRL rules in Protégé to assert new knowledge and
calculate the quality assurance

5) SPARQL Queries
One of the query languages used to query the knowledge

represented in the ontology is SPARQL. It will provide a
mechanism to answer the queries related to the location
calculations. For example, provided a set of conditions, such
as technology and country, we can search for the suitable
incentives applicable in a country. Figure 5 illustrates a
SPARQL query for applicable incentives for AD plants in
the UK. The result of this query will be RHI, LEC and FIT.

Figure 5. A SPARQL query in the location model ontology to find the
applicable incentives for a bioenergy plant in the UK
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6) DL – Queries
The DL-Queries identify the appropriate category of

biomass content, tariff and incentives. For example, in
Figure 6, the query asks, “what kind of biomass content is it
if it has biomass content value 0.9?”, and the query returns
LargeBiomassContent as the answer.
In another example, the query asks, “What kind of tariff is
applicable to a bioenergy plant if it has a capacity of
150.00?”, and MediumTariff is returned as the answer.

Likewise, SmallCapacity is the answer to the query “what
category of capacity does my bioenergy plant have if the
capacity value is 150.00?”.

Figure 6. Three DL-Queries in the location model ontology to determine
small, medium and large biomass content

III. ONTOLOGY BASED CALCULATION

The idea of ontology based location model is to separate
the domain knowledge of the model from the programing
code and calculations. The knowledge is represented in the
ontology for the model, and the ontology will provide the
crucial information to carry out the actual calculations. Once

the answers or values are obtained, there will be further
queries to obtain detailed information; in particular, many
numerical values, required for the calculations, are
generated by the ontology. Hence, it will allow separating
the logics from calculations, and the calculations will be the
only tasks carried out in the programming code.

In the ontology, we can apply sequential inference rules
to deduce the values required for the calculation. For
example, in the rules in Figure 4, identify the QaQi values
are identified by using a sequence of inferences. The values
obtained from the ontology are computed in Java methods,
and the values are sent to clients as RESTful services. The
clients request the output, in this case in JSON format, to the
server, and when they receive the output, they imbibe it in
their implementation and provide the information – the
output variables, in particular – to the users in a web page.

Figure 7 shows the map of Cologne region in Germany.
The polygons around the pin in the region represent the cells
containing the required biomass for the following requested
input variables:

 Latitude = 6.336535
 Longitude = 51.056189
 Region Name = Cologne
 Needed Biomass = 1000 tons per annum
 Biomass Type = Root crops residue
 Biomass Scenario = Basis

The system also provides a mechanism to store the
consultation containing the input and output variables under
a client’s name. The users, then, retrieve the saved results,
compare and analyze them in order to get a better view of the
potential project.

If a client chooses a place and places the pointer where
there is not enough biomass of the requested type and
amount, the system will suggest the client that there is not
enough biomass available and displays the nearest places
where the client might be interested to choose instead.
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Figure 7. Google map showing 1000 tons of root crop residue around a point in Cologne region

IV. DISCUSSION

The results from the ontology-based location model have
shown that the approach has a promising solution. The
model is one of the DSTs for the bioenergy and algae plants,
which helps the plant developers or the farmers to identify
appropriate location for their projects. In the model, there are
various incentives and tariffs based on various factors, such
as location, feedstock and technology. The model needs to
execute a series of calculations integrating all the
information. Currently, the domain knowledge of the
location model is hard coded with programming code, which
entails the model with some limitations, for example the
model being less explicit, less reusable, less sharable and less
extendable. An alternative to these limitations is to separate
the knowledge from the code and represent it in a logic based
explicit format. One of such representations format is
Ontology. Ontology is a part of SW technologies.

In this paper, we explained how the concepts, relations
and logic behind the calculations could be represented
semantically. SW technologies allow us to define the
concepts, relations and their constraints, thus making the
knowledge explicit, sharable, reusable and extendable.

V. CONCLUSION

In this paper, we described how the concepts,
relationships and logics could be separated from the location
model for bioenergy and biofuel projects, and represented
them in an ontology, which made the model more shareable,
reusable and extendible. Ontology allows an efficient
mechanism to specify formal concepts with axioms and
rules. Since the information in ontology is represented in
description logic, there are well-known inference engines
available to infer new knowledge from existing knowledge.
By inferring the knowledge in the ontology for the location
model, we generated the required information for
calculations, such as the variables: incentives, tariffs and
other attributes. This approach is useful for extending the
model and checking whether the knowledge in the model is
consistent.

In future work, we aim to integrate the bioenergy
ontology, which is developed as part of the BioenNW
project, into the ontology for the location model. If the time
permits, we will also integrate MathML into our system, and
infer the equations relevant to a particular scenario in such a
way that they will be executed in a correct sequence.
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Abstract— Efficient management of Resource Description 

Framework (RDF) data is one of the significant factors in 

realizing the semantic web vision.  However, current RDF data 

management systems scale poorly, having performance 

limitations. In this PhD work, a new kind of data 

fragmentation in the context of RDF data is proposed based on 

the idea of ontology modularization. The proposed approach 

indicates dividing an ontology into several modules, applying 

RDF storing methods on ontology modules rather than on the 

whole ontology. By using this approach, three contributions 

can be introduced as follows. First, it will reduce the amount of 

data to be worked on at any specific point of time in order to 

achieve less load time and higher performance. Second, it will 

provide some kind of improved locality that reduces the need 

for interaction across the nodes of a distributed system, 

resulting in less message traffic. Third, according to the nature 

of data fragmentation we will expect higher concurrency as 

well. In order to show the feasibility of the approach, the main 

components of a suitable architecture is proposed and 

discussed in detail. For the evaluation, we intend to implement 

our proposed architecture as a layer over existing prominent 

open source storage systems to support the proposed 

fragmentation and verify the contributions. The proposed 

metrics would be query-time and system throughput. The 

former is expected to decrease while the latter is expected to 

increase. 

Keywords-RDF data; The semantic web database systems; 

Data fragmentation; Ontology modularization; Concurrency; 

Load time; Data traffic on the network;  Performance. 

I. INTRODUCTION 

In order to realize the semantic web vision, it is essential 
to provide high-performance and scalable solutions for RDF 
data storage and retrieval. On the other hand, current state-
of-the-art solutions have yet to be improved regarding the 
tremendous influx of RDF data. Current state-of-the-art 
methods that can be used for RDF storage and indexing 
could be classified into four categories: 

1- Relational Schemes, which use Relational Database 

Management Systems (RDBMS) for storing RDF data. 
2- Native Schemes, which build RDF-specific stores 

and indexes from scratch. 
3- Not Only SQL (NoSQL) database systems, which 

are not built primarily on tables, and generally do not 
use SQL for data manipulation[1]. 

4- Hybrid storage approaches, which originally are 
aimed at the integration of NoSQL systems (such as 
Hadoop) with relational database technology in order to 
make an analytical platform for Big Data [2][3][4]. 
Obviously, this approach can be used for storing RDF 
triples.  
 As for the RDF data, native schemes perform well 

because of their tailored design, which makes the reasoning 
process over the semantic data easier and more 
straightforward. This is because of eliminating the need for 
some extra processes during the query process, such as query 
rewriting and the transformation of data to a suitable 
semantic format; however, relational schemes are preferred 
yet from the perspective of maturity, generality and 
scalability [5]. On the other hand, NoSQL database systems 
are generally more scalable than the relational database 
systems while NoSQL systems have some disadvantages 
including lack of ACID (Atomicity, Consistency, Isolation, 

Durability) properties and lack of SQL support. 
Consequently, the hybrid storage approaches have emerged 
as aforementioned. This evolution shows the significance of 
relational database technology insofar as they are being 
integrated into new technologies, such as NoSQL systems. 
Consistently, in this research we are exploring new ways for 
improving both for relational schemes and hybrid storage 
approaches.  

One of the key questions in this context is the following: 
“How should we design tables for storing RDF triples?” The 
most well-known storage methods for row-oriented 
relational database systems are Horizontal Table [6], Vertical 
Table [7][8], Horizontal Class [9], Table per Property [9] and 
Hybrid Designs [9]. As for the column-oriented relational 
database systems, several prominent storage and indexing 
techniques have been proposed, including vertically 
partitioning method [10] and sextuple indexing technique 
[5][11], which beats row-oriented methods in terms of 
performance according to the recent experiments [12]. The 
common characteristic among all the above-mentioned 
methods is that they all are applied to the whole ontology 
data.  

In this study, we specifically intend to explore the effect 
of a new semantic data fragmentation approach for storing 
RDF triples, which is elementally based on ontology 
modularization. As maintaining large ontologies is a difficult 
task and reusing the whole ontology is time-consuming and 
costly, the notion of an ontology module has been proposed. 

51Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-420-6

SEMAPRO 2015 : The Ninth International Conference on Advances in Semantic Processing

                           62 / 142



[13]. The assumption we consider as a basis for our 
discussion in this paper is that “a module is considered to be 
a significant and self-contained sub-part of an ontology” 
[14]. Therefore, the vocabulary of an ontology module is a 
sub-set of the whole ontology vocabulary. And a module 
would represent a smaller ontology plus inter-module links. 
Moreover, a module is considered to be self-contained 
whenever reasoning tasks over a module can be done within 
the module without having accessing to other 
modules[15][16]. 

Overall, the hypothesis we are going to verify is the 
following: we could use the ontology modules as the 
database design basis in the Relational Data base 
Management Systems or in the Hybrid Storage Systems 
instead of considering the whole ontology in order to 
decrease the amount of data to be worked on at any specific 
point of time. This will result in increasing concurrency and 
performance and reducing the message traffic on the 
network at the same time. This approach is considered as a 
new type of data fragmentation in the context of RDF data 
management systems. 

The rest of the paper is organized as follows. The second 
section is to review the background and some popular related 
works. Next, in the third section our proposed approach is 
described. Then, in the fourth section a customized 
evaluation design is proposed, and the expected results are 
discussed. Finally, the fifth section is to present the 
conclusion. 

 

II. RELATED WORK 

We categorize the related work to this PhD thesis into 
four groups: ontology modularization strategies, Criteria for 
ontology modularization, modularity and databases, and 
ontology based data access systems. A detailed discussion 
of each category comes in the sections below. 
 

A. Ontology Modularization Strategies 

According to Parent and Spaccapietra, Ontology 
modularization strategies fall into three classes: Semantics-
Driven Strategies, Structure-Driven Strategies, and Machine 
Learning Strategies [17]. There are  also another 
classifications and interpretations regarding ontology 
modularization, including logic-based approaches and 
Graph theory based approaches  
[14][15][17][18][19][20][21][22][23][24].  However, all the 
classifications fall into the categories introduced by Parent 
and Spaccapietra on which we draw mainly in our whole 
research. Semantics-Driven Strategies let the ontologies be 
driven by the semantics of the application domain. This 
method relies on human expert knowledge regarding the 
application domain while the responsibility of the machine 
is usually limited to recording the allocation of knowledge 
items to the modules. Structure-driven strategies, on the 
other hand, do not rely on the human input. These methods 
look at the ontology as a graph structure and use graph 
partitioning techniques to extract ontology modules. 
Machine learning strategies establish another category for 

ontology modularization, which is considered as an 
alternative to human-driven modularization. In this 
approach, a combination of machine learning techniques can 
be used for knowledge processing in order to extract the 
ontology modules. 

 

B. Criteria for Ontology Modularization 

According to Mathieu d’Aquin et al. [14], there are  
different criteria for modularization, including logical criteria 
and structural criteria. 

Logical criteria can be expressed in terms of local 
correctness and local completeness. Local correctness states 
that every axiom being entailed by the module should also be 
entailed by the original ontology, meaning that nothing has 
been added in the module that was not originally in the 
ontology. Local completeness, on the other hand, indicates 
the reverse property of local correctness. 

Structural criteria include some measures like the the size 
of a module and the intra-module distance. Indeed, the 
relative size of a module (number of classes, properties and 
individuals) has a strong effect on its maintainability and, 
therefore, on the robustness of the applications relying on it. 
The intera-module distance is another important structural 
measure, which computes how the terms described in a 
module move closer to each other compared to the original 
ontology, for instance, by counting the number of relations in 
the shortest path from one entity to the other. 

 

C. Modularity and Databases 

Abadi et al. propose vertically partitioned method for 
storing RDF triples in a column-oreinted relational database 
system where they have observed that the query-time have 
dropped from minutes to several seconds [12]. Accordingly, 
Booshehri et. al. propose the vertically partitioned module 
method for the column-oriented databases in order to 
achieve better performance by creating the tables based on 
ontology modules [25]. The perspective proposed by 
Booshehri et. al's approach is the most related work to this 
PhD thesis. However, the new perspective described in this 
PhD work is a thoroughly refined idea of Booshehri et. al's 
approach. In contrast to Booshehri et. al's, the new approach 
described in this paper is a more generalized approach, 
which is not limited to relational database management 
systems and can be adapted with different database systems, 
including NoSQL systems, native schemes for RDF storage, 
and hybrid storage systems as well. In this research, 
however, we focus on relational schemes and hybrid 
schemes. As further is discussed, this is going to be realized 
by implementing different ontology based data access 
systems. 

 

D. Ontology Based Data Access Systems 

Ontology based data access (OBDA) is a technology for 
mapping a relational database into an ontology so that we 
can answer queries over the target ontology. Currently, there 
are two approaches for implementing an OBDA [26]: query 
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rewriting and materialization. In the materialization 
approach, the input relational database is used to derive new 
facts based on an ontology and a set of mapping rules; then, 
it will be stored in a new database, which is the 
materialization of the data in the first database.  

Sequeda et. al [26] provide a new OBDA system called 
UltrawrapOBDA, which combines the query rewriting and 
materialization approach. This combinatorial approach has 
been shown to achieve better performance comparing 
against another prominent OBDA system, namely Ontop 
[27].  On the other hand, to the best of our knowledge, most 
of OBDA systems aim at mapping a relational database into 
an ontology while a question will still remain open: How 
could we design an OBDA system for a hybrid storage 
system, such as Hadapt [28], which provides the capability 
of running SQL queries over Hadoop. Therefore, we have 
proposed the notion of an OBDA system for hybrid storage 
systems, as further is discussed in the next section. 

 

III. PROPOSED APPROACH 

The main idea of the proposed approach is to make use 
of ontology modularization as a semantic data 
fragmentation. Consequently, we expect less load time and 
higher performance, higher degree of concurrency and 
system throughput, and less message traffic on the network. 
We discuss these objectives in detail in the next sections. 

We are motivated to design and implement our proposed 
approach as a layer over existing traditional RDBMSs and 
Hybrid Storage Systems. Accordingly, the main components 
of an architecture, which can show the feasibility of the 
approach is proposed and discussed in detail. First, a 
component is needed to create a partitioned schema based 
on the ontology modules instead of the whole ontology. 
Next, an OBDA system should be provided to convert the 
queries into queries over the new partitioned schema. 
Finally, a data fragmentation unit should be provided in 
order to fragment the ontology data according to the 
portioned schema. We discuss these components in more 
details in the sections below. 

 

A. Schema Partitioning Component 

The Schema Partitioning component converts the 
original schema which is based on the whole ontology into a 
partitioned schema which is based on the ontology modules. 
For the proposed system, we intend to provide two options 
for the end users. The first option is to introduce the ontology 
modules to the system manually and the second option is to 
make use of prominent approaches for automatic ontology 
modularization.  

 

B. OBDA Unit 

When the database schema is converted into a 
partitioned schema, consequently, a query rewriter should 
be provided in order to convert the original SQL queries 
into queries over the new partitioned schema. As discussed 
in the related work section, materialization is another 

approach for implementing an OBDA system, which also 
can be used in combination with the query rewriting 
techniques. We intend to design optimized OBDA systems, 
which support embedding our fragmentation approach into 
both relational database systems and hybrid storage systems. 
Moreover, we aim at implementing an OBDA system, 
which combines query rewriting and materialization in order 
to achieve better performance. 

Regarding the partitioned schema, two types of 
properties can be defined for ontologies: intra-module 
properties and inter-module properties. Intra-module 
properties refer to those which are only related to the 
concepts and individuals within an ontology module and 
inter-module properties are those which connect couples of 
concepts or individuals from different ontology modules. It 
is obvious that we may have both of these two types of 
properties within an ontology. Accordingly, considering this 
classification the queries also can be classified into two 
categories which are intra-module queries and inter-module 
queries. An intra-module query is applied only on the data 
and ontology elements within a specific module. On the 
other hand, an inter-module query is applied on the 
information and ontology elements that connect different 
ontology modules. Of course, an inter-module query could 
be a combination of some intra-module queries as well as 
some inter-module queries.  

Considering these classifications, whenever a query is 
applied to a database, the OBDA unit is responsible to 
recognize whether the query is inter-module or intra-
module. 

 

C. Data  Fragmentation Unit 

Now that we have a portioned schema, the ontology data 
should be fragmented and allocated to different workstations 
in the network.  

As for a RDBMS, we have to redesign the tables 
according to the extracted modules. Then, it would be the 
responsibility of the OBDA unit to reason over the 
fragmented database.  

In case of exploiting a hybrid storage system, the 
responsibility of the data fragmentation unit would be 
generating specialized map-reduce functions in order to 
fragment the data according to the ontology modules. Then, 
the OBDA unit will be responsible for reasoning over the 
database. 

 

IV. RESEARCH OBJECTIVES AND DISCUSSIONS 

There are three main objectives for this research: 

A. Less load time and higher performance.  

The proposed approach emphasizes on ontology modules 
as the database design basis. It is obvious that the number of 
extracted tables from an ontology module is less than the 
number of extracted tables from the whole ontology. 
Consequently, existing data in the tables of an ontology 
module is less than existing data in the corresponding tables 
of the whole ontology. It means that focusing on modules 
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instead of the whole ontology, may result in a decrease in the 
size of the information to be worked on at any specific point 
of time. Hence, we expect ontology modularization to cause 
less load time and higher performance for column-oriented 
RDBMSs, row-oriented RDBMSs and Hybrid Storage 
Systems. 

 

B. Increasing the degree of concurrency and system 

throughput. 

As previously mentioned, in this research module 
extraction is considered as a new type of data fragmentation 
in the context of RDF database systems. Therefore, the more 
precise the module extraction algorithms are the more 
suitable semantic data fragmentation we have. Naturally, 
increasing the degree of concurrency and system throughput 
are two important benefits of data fragmentation in 
distributed databases [29][30]. Therefore, module extraction 
and use of ontology modules as database design basis is 
expected to make us closer to these two benefits. 
Considering the self-contained feature of the ontology 
modules, dividing ontologies into modules is a justifiable 
data fragmentation.  

On the other hand, there are two important disadvantages 
for data fragmentation as follows: 

 If there are some requirements which are in conflict 
with data fragmentation, the performance would 
decrease. For instance it is costly to retrieve several 
different parts of data that must be joined or unioned 
from different sites [30]. 

 During data fragmentation some attributes that is 
related to an association relationship may be 
separated into several parts and located in distinct 
sites. This will cause the problem of difficulty in 
semantic control of data and difficulty in integrity 
control as well [30]. 

However, according to the self-contained feature of an 
ontology module, we can say that the problems mentioned 
above are not serious about ontology modules. 

 

C. Reducing the message traffic on the network with 

respect to intelligent allocation of data to the cluster 

nodes in distributed systems. 

As discussed before an ontology module is self-contained 

meaning that special reasoning tasks such as inclusion 
relation or query answering within a module are possible 

without need to access other modules. Concerning the self-

contained feature of an ontology module, it seems that 

allocating the data of each ontology module to a single 

cluster node in distributed database systems is an intelligent 

allocation that brings us less message traffic on the network 

over a specified period. This is because of the majority of 

intra-module queries in comparison to inter-module queries. 

The fewer inter-module queries leads to less message traffic 

between cluster nodes on the network. 

V. EVALUATION 

To formulate the evaluation methodology we will consider 
the following tasks: 

1. Design a suitable benchmark to generate large-

scale datasets based upon a big ontology like 

SWEET ontology. SWEET Ontology [31] is a 

highly modular ontology containing more than 200 

modules. 

2. Design several benchmark queries that cover all 

important RDF join patterns. 

3. Selecting a storage system. It could be an open 

source column-oriented RDBMS, an open source 

row-oriented RDBMS, or a hybrid storage system. 

4. Implementing an OBDA system so that we could 
implement our approach and reason over the 

selected ontology. 

5. Evaluation of the proposed approach in terms of 

performance (query time) and system throughput in 

several working periods of the system. 

 
After performing the above mentioned steps we expect 

to have the following outcomes: 

1. Decrease in the running time of queries 

2. Increase in the system throughput over specified 

working periods.  
In case of achieving the expected outcomes, we will 

replace the first step of the evaluation methodology with an 
alternative step in which instead of selecting an ontology 
which has specified modules at the beginning, we will 
divide an ontology into modules automatically by using 
both structure driven strategies and machine learning 
techniques in order to test the effect of ontology 
modularization algorithms on the achieved outcome.  

 

VI. CONCLUSION 

Tremendous influx of RDF data calls for highly scalable 
and high-performance storage methods which is essential for 
realizing the semantic web vision. In this proposal, we are 
investigating the answer to the following question: “Could 
we improve current state-of-the-art methods for RDF storage 
by using ontology modules as the database design basis 
instead of considering the whole ontology? “ 

We consider the process of dividing large ontologies 
into modules as a kind of semantic data fragmentation. 
Based upon this perspective, a general architecture is 
proposed in order to show the feasibility of the approach. 
The fragmentation approach is not limited to one kind of 
storage system; however, we deepen our research by 
focusing on relational schemes and hybrid storage schemes. 
Next, we will try to improve them in terms of performance, 
concurrency and data traffic on the network.  

As for the evaluation of the proposed approach, we have 
suggested an evaluation methodology in which different 
aspects of the proposed approach are verified thoroughly.  
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Abstract—Several semantic web-based applications (e.g., e-
commerce, e-government and e-health applications) require 
temporal versioning of ontology instances, in order to 
represent, store and retrieve time-varying ontologies. However, 
commercial systems do not provide any support for creating 
and updating temporal ontologies. In this paper, we propose a 
prototype system, named Temporal OWL 2 Web Ontology 
Language Manager (τOWL-Manager), which implements our 
τOWL framework and supports temporal versioning of 
ontology instances. It allows (i) creating and validating a 
temporal semantic web document, by augmenting an OWL 2 
ontology schema with a set of logical and physical annotations, 
and (ii) creating and maintaining time-varying ontology 
instance documents, by generating a new timestamped version 
of each ontology instance document when updates are applied.  

Keywords–Semantic Web; Ontology; OWL 2; τXSchema; 
Logical annotations; Physical annotations; Temporal database; 
XML Schema; XML 

I.  INTRODUCTION 

Due to the dynamic nature of the Web, ontologies [2]—
like other components of the Web 3.0 including databases 
and Web pages—evolve over time to reflect and model 
changes occurring in the real-world. Furthermore, several 
Semantic Web-based applications (like e-commerce, e-
government and e-health applications) require keeping track 
of ontology evolution and versioning with respect to time, in 
order to represent, store and retrieve time-varying ontologies. 

Unfortunately, while there is a sustained interest for 
temporal and evolution aspects in the research community 
[3], existing Semantic Web [4] standards, state-of-the-art 
ontology editors and knowledge representation tools do not 
provide any built-in support for managing temporal 
ontologies. In particular, the W3C OWL 2 recommendation 
[5][6] lacks explicit support for time-varying ontologies, at 
both schema and instance levels. Thus, a Knowledge Base 
Administrator (KBA), i.e., a knowledge engineer or a 
maintainer of semantics-based Web resources, must use ad 
hoc techniques when there is a need, for example, to specify 
an OWL 2 ontology schema for time-varying ontology 
instances. 

On the other hand, in order to handle temporal ontology 
evolution in an effective and systematic manner and to allow 
historical queries to be efficiently executed on time-varying 
ontologies, a built-in temporal ontology management system 

is needed. For that purpose, we proposed in our previous 
work [1] a framework, called τOWL, for managing temporal 
Semantic Web documents, through the use of a temporal 
OWL 2 extension. In fact, we want to introduce with τOWL 
a principled and systematic approach to the temporal 
extension of OWL 2, similar to that Snodgrass and 
colleagues did with their Temporal XML Schema 
(τXSchema) [7][8] to the eXtensible Markup Language 
(XML) and XML Schema [9]. τXSchema is a powerful 
framework (i.e., a data model equipped with a suite of tools) 
for managing temporal XML documents, well known in the 
database research community and, in particular, in the field 
of temporal XML [10]. Moreover, in the previous work [11], 
with the aim of completing the framework, we augmented 
τXSchema by defining necessary schema change operations.   

Being defined as a τXSchema-like framework, τOWL 
allows creating a temporal OWL 2 ontology from a 
conventional (i.e., non-temporal) OWL 2 ontology 
specification and a set of logical (or temporal) and physical 
annotations. Logical annotations identify which components 
of a Semantic Web document can vary over time; physical 
annotations specify how the time-varying aspects are 
represented in the document. By using temporal schema and 
annotations to introduce temporal aspects in the conventional 
Semantic Web, our framework (i) guarantees logical and 
physical data independence [12] for temporal ontologies and 
(ii) provides a low-impact solution since it requires neither 
modifications of existing Semantic Web documents nor 
extensions to the OWL 2 recommendation and Semantic 
Web standards. 

Furthermore, while there is a lot of research works on 
managing temporal ontologies [13][14][15][16], only two 
research tools have been proposed to handle some particular 
aspects: Stock Recommendations Aggregation System 
(SRAS) [17], which is centered around the aggregation of 
stock recommendations and financial data, and CHRONOS 
[18], which is a reasoner over temporal information in OWL 
ontologies. Current commercial solutions in the Semantic 
Web area (Oracle Semantic Technology [19], IBM Scalable 
Ontology Repository (SOR) [20], and IBM DB2 Resource 
Description Framework (RDF) [21]) do not include features 
for supporting time in ontologies. 

In order to (i) show the feasibility of our τOWL 
approach [1], (ii) facilitate a KBA when he/she has to create 
a temporal ontology and manipulate its instances, and (iii) 
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fill the lack of support noticed in commercial knowledge 
management systems, we propose in this paper a prototype 
system, named τOWL-Manager, which allows a KBA (i) to 
create and validate τOWL ontology schemata, and (ii) to 
create and update τOWL ontology instance documents. 
When modified, instance documents are augmented with 
timestamps to support temporal versioning.   

With regard to our previous work [1], the current one 
focuses on implementing our τOWL framework; the result, 
τOWL-Manager, could be a first step towards providing 
commercial support for temporal ontologies.  

The remainder of the paper is organized as follows. 
Section II describes our τOWL framework, previously 
proposed in [1]: the architecture of τOWL is presented and 
details on all its components and support tools are given. 
Section III illustrates the use of τOWL through an example. 
Section IV proposes our prototype tool, τOWL-Manager: its 
architecture and some screenshots showing its functioning 
are provided. Section V provides a summary of the paper and 
some remarks about our future work.  

II. THE τOWL FRAMEWORK 

In this section, we present our τOWL framework for 
handling temporal Semantic Web documents. We describe 
the overall architecture of τOWL. Since τOWL is a 
τXSchema-like framework, we were inspired by the 
τXSchema architecture and tools while defining the 
architecture and tools of τOWL. More details on our 
framework can be found in [1] and [22].  

The τOWL framework allows a KBA to create a 
temporal OWL 2 schema for temporal OWL 2 instances 
from a conventional OWL 2 schema, logical annotations, 
and physical annotations. Since it is a τXSchema-like 
framework, τOWL use the following principles: separation 
between (i) the conventional (i.e., non-temporal) schema and 
the temporal schema, and (ii) the conventional instances and 
the temporal instances; (iii) use of logical and physical 
annotations to specify temporal and physical aspects, 
respectively, at schema level. 

Figure 1 illustrates the architecture of τOWL. The 
framework is based on the OWL 2 language [5][6], which is 
a W3C standard ontology language for the Semantic Web. It 
allows defining both schema (i.e., entities, axioms, and 
expressions) and instances (i.e., individuals) of ontologies.  

The KBA starts by creating the conventional schema 
(box 7), which is an OWL 2 ontology that models the 
concepts of a particular domain and the relations between 
these concepts, without any temporal aspect. To each 
conventional schema corresponds a set of conventional OWL 
2 instances (box 12). As recommended in the the OWL 2 
specification [6], τOWL deals with OWL 2 ontologies with 
an RDF/XML syntax [23]. 

After that, the KBA augments the conventional schema 
with logical and physical annotations, which allow him/her 
to express, in an explicit way, all requirements dealing with 
the representation and the management of temporal aspects 
associated to the components of the conventional schema, as 
described in the following. 

 

 
Figure 1. Overall architecture of τOWL.   
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Logical annotations [8] allow the KBA to specify (i) 
whether a conventional schema component varies over valid 
time and/or transaction time, (ii) whether its lifetime is 
described as a continuous state or a single event, (iii) whether 
the component may appear at certain times (and not at 
others), and (iv) whether its content changes. 

Physical annotations [8] allow the KBA to specify the 
timestamp representation options chosen, such as where the 
timestamps are placed and their kind (i.e., valid time or 
transaction time) and the kind of representation adopted. 
Timestamps can be located either on time-varying 
components (as specified by the logical annotations) or 
somewhere above such components. Two OWL 2 documents 
with the same logical information will look very different if 
we change the location of their physical timestamps. 

Finally, when the KBA finishes annotating the 
conventional schema and asks the system to save his/her 
work, this latter creates the temporal schema (box 8) in order 
to provide the linking information between the conventional 
schema and its corresponding logical and physical 
annotations. The temporal schema is a standard XML 
document which ties the conventional schema, the entity 
annotations, the axiom annotations, and the expression 
annotations together. In the τOWL framework, the temporal 
schema is the logical equivalent of the conventional OWL 2 
schema in a non-temporal context. This document contains 
sub-elements that associate a series of conventional schema 
definitions with entity annotations, axiom annotations, and 
expression annotations, along with the time span during 
which the association was in effect. The schema for the 
temporal schema document is the XML Schema Definition 
document TSSchema (box 3). 

To complete the picture, after creating the temporal 
schema, the system creates a temporal document (box 14) in 
order to link each conventional ontology instance document 
(box 12), which is valid to a conventional ontology schema 
(box 7), to its corresponding temporal ontology schema (box 
8), and more precisely to its corresponding logical and 
physical annotations (which are referenced by the temporal 
schema). A temporal document is a standard XML document 
that maintains the evolution of a non-temporal ontology 
instance document over time, by recording all of the versions 
(or temporal slices) of the document with their corresponding 
timestamps and by specifying the temporal schema 
associated to these versions. This document contains sub-
elements that associate a series of conventional ontology 
instance documents with logical and physical annotations (on 
entities, axioms, and expressions), along with the time span 
during which the association was in effect. Thus, the 
temporal document is very important for making easy the 
support of temporal queries working on past versions or 
dealing with changes between versions. The schema for the 
temporal document is the XML Schema Definition document 
TDSchema (box 2).  

III.  ILLUSTRATIVE EXAMPLE 

In order to show the functioning of the τOWL approach 
and how management of temporal ontology document 
versions is dealt with in it, we provide an example 

concerning the evolution of an ontology based on Friend Of 
A Friend (FOAF). The FOAF [24] project is creating a Web 
of machine-readable pages describing people, the links 
between them and the things they create and do. 

Suppose that a Web site “Society-Web” publishes the 
FOAF definition for their users and that the webmaster of 
this Web site wants to keep track of the changes performed 
on FOAF RDF [25] information. We will focus in this 
example on one user whose name is “Khalid Sinan”. 

Suppose that on January 15, 2014, the KBA creates a 
conventional ontology schema, named 
“PersonSchema_V1.owl” (Figure 2), and a conventional 
ontology instance document, named “Persons_V1.rdf” 
(Figure 3), which is valid with respect to this schema. We 
assume that the KBA defines also a set of logical and 
physical annotations, associated to that conventional schema; 
they are stored in an ontology annotation document titled 
“PersonAnnotations_V1.xml” as shown in Figure 4. 

Notice that the conventional (i.e., non-temporal) schema 
(Figure 1) for the FOAF RDF document (Figure 2) is the 
schema for an individual version, which allows updating and 
querying individual versions. The conventional ontology 
instance document describes, according to the FOAF 
ontology, the personal information of “Khalid Sinan” (i.e., 
name and nickname) and the information about his online 
accounts on diverse sites (i.e., the home page of the site, and 
the account name of the user). In this example, we only 
consider the user account on the “Facebook” Web site. 

 
<rdf:RDF> 

<owl:Ontology  rdf:about="http://purl.org/ 
                          az/foaf#"> 

<rdfs:Class  rdf:about="#Person"> 
<rdf:type  rdf:resource="http://www.w3.org/ 

                     2002/07/owl#Class"/> 
</rdfs:Class> 
<rdf:Property  rdf:about="#holdsAccount"> 

<rdf:type  rdf:resource="http://www.w3.org/ 
               2002/07/owl#ObjectProperty"/> 
<rdfs:domain  rdf:resource="#Person"/> 
<rdfs:range  rdf:resource="#OnlineAccount"/> 

</rdf:Property> 
<rdf:Property  rdf:about="#accountName"> 

<rdf:type  rdf:resource="http://www.w3.org/ 
             2002/07/owl#DatatypeProperty"/> 
<rdfs:domain rdf:resource="#OnlineAccount"/> 

</rdf:Property> 
… 

</rdf:RDF>  

Figure 2. An RDF/XML extract from the OWL 2 FOAF ontology. 

… 
<foaf : Person rdf:ID="#Person1"> 

<foaf : name>Khalid Sinan</ foaf : name> 
<foaf : nick >Khal</ foaf : nick > 
<foaf : holdsAccount > 

<foaf : OnlineAccount  rdf:about=" 
       https://www.facebook.com/Khalid.Sinan">  

<foaf : accountName >Khal_Sinan 
</ foaf : accountName > 

</ foaf : OnlineAccount > 
</ foaf : holdsAccount > 

</ foaf : Person > 
… 

Figure 3. A fragment of Khalid FOAF RDF document on January 15, 2014. 
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<?xml version=”1.0” encoding=”UTF-8”?> 
<ontologyAnnotationSet > 

<logicalAnnotations > 
<item  target=”/Person/nick”> 

<validTime  kind=”state” content=”varying”  
            existence=”constant”/> 
</ item > 

</ logicalAnnotations > 
<physicalAnnotations > 

<stamp  target=”Person/nick”  
       dataInclusion=”expandedVersion”> 

<stampkind  timeDimension=”validTime”  
            stampBounds=”extent”/> 
</ stamp > 

</ physicalAnnotations > 
</ ontologyAnnotationSet > 

Figure 4. The annotation document on January 15, 2014. 

After that, the system creates the temporal ontology 
schema in Figure 5 (that ties “PersonSchema_V1.owl” and 
“PersonAnnotations_V1.xml” together), which is stored in 
an XML file named “PersonTemporalSchema.xml”. 
Consequently, the system uses the temporal ontology schema 
of Figure 5 and the conventional ontology document in 
Figure 3 to create a temporal document as in Figure 6, that 
lists both versions (i.e., temporal “slices”) of the 
conventional ontology documents with their associated 
timestamps. The squashed version of this temporal 
document, which could be generated by the Temporal 
Instances Generator, is provided in Figure 7. 

 
<?xml version=”1.0” encoding=”UTF-8”?> 
<temporalOntologySchema > 

<conventionalOntologySchema > 
<sliceSequenc e> 

<slice  location=” PersonSchema_V1.owl ”  
         begin=”2014-01-15” /> 
</ sliceSequence > 

</ conventionalOntologySchema > 
<ontologyAnnotationSet > 

<sliceSequence > 
<slice location=” PersonAnnotations_V1.xml ” 

      begin=”2014-01-15” /> 
</ sliceSequence > 

</ ontologyAnnotationSet > 
</ temporalOntologySchema > 

Figure 5. The temporal schema on January 15, 2014. 

<?xml version=”1.0” encoding=”UTF-8”?> 
<td:temporalRoot temporalSchemaLocation= 

                 ”PersonTemporalSchema.xml ”/> 
<td:sliceSequence > 

<td:slice  location =”Persons_V1.rdf ”  
         begin=”2014-01-15” /> 

</ td:sliceSequence > 
</ td:temporalRoot > 

Figure 6. The temporal document on January 15, 2014. 

On February 08, 2014, Khalid modified his nickname 
from “Khal” to “Elkhal” and his account name of Facebook 
from “Khal_Sinan” to “Elkhal_Sinan”. Thus, the system 
updates the conventional ontology document 
“Persons_V1.rdf” to produce a new conventional ontology 
document named “Persons_V2.rdf” (Figure 8). Since the 
conventional ontology schema (i.e., PersonSchema_V1.owl) 
and the ontology annotation document (i.e., 

PersonAnnotations_V1.xml) are not changed, the temporal 
ontology schema (i.e., PersonTemporalSchema.xml) is 
consequently not updated. However, the Temporal Instances 
Generator tool updates the temporal document, in order to 
include the new slice of the conventional ontology 
document, as shown in Figure 9. The squashed version of the 
updated temporal document is provided in Figure 10. 

Obviously, each one of the squashed documents (Figure 
7 and Figure 10) must conform to a particular schema, that is 
the representational schema, which is generated by the 
Representational Schema Generator from the temporal 
schema shown in Figure 5.  

 
<foaf : Person rdf:ID="#Person1">  

<foaf : name>Khalid Sinan</ foaf : name> 
<nick_RepItem > 

<nick_Version > 
<timestamp_ValidExtent begin=”2014-01-15”  
                       end=”now” /> 
<foaf : nick >Khal</ foaf : nick > 

</ nick_Version > 
</ nick_RepItem > 
<foaf : holdsAccount > 

<foaf : OnlineAccount rdf:about=" 
      https://www.facebook.com/Khalid.Sinan"> 

<accountName_RepItem > 
<accountName_Version > 

<timestamp_ValidExtent  
       begin=”2014-01-15” end=”now” /> 
<foaf : accountName >Khal_Sinan 
</ foaf : accountName > 

</ accountName_Version > 
</ accountName_RepItem > 

</ foaf : OnlineAccount > 
</ foaf : holdsAccount > 

</ foaf : Person > 

Figure 7. The squashed document correponding to the temporal document 
on January 15, 2014. 

… 
<foaf: Person rdf:ID="#Person1"> 

<foaf : name>Khalid Sinan</ foaf : name> 
<foaf : nick >Elkhal</ foaf : nick > 
<foaf : holdsAccount > 

<foaf : OnlineAccount rdf:about=" 
      https://www.facebook.com/Khalid.Sinan"> 

<foaf : accountName >Elkhal_Sinan 
</ foaf : accountName > 

</ foaf : OnlineAccount > 
</ foaf : holdsAccount > 

</ foaf : Person > 
… 

Figure 8. A fragment of Khalid FOAF RDF document on February 08, 
2014. 

<?xml version=”1.0” encoding=”UTF-8”?> 
<td:temporalRoot temporalSchemaLocation= 

                 ”PersonTemporalSchema.xml ”/> 
<td:sliceSequence > 

<td:slice  location =”Persons_V1.rdf ”  
         begin=”2014-01-15” /> 

<td:slice  location =”Persons_V2.rdf ”  
         begin=”2014-02-08” /> 

</ td:sliceSequence > 
</ td:temporalRoot > 

Figure 9. The temporal document on February 08, 2014. 
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<foaf : Person rdf:ID="#Person1"> 
<foaf : name>Khalid Sinan</ foaf : name> 
<nick_RepItem > 

<nick_Version > 
<timestamp_ValidExtent begin=”2014-01-15”  
                       end=”2014-02-07” /> 
<foaf : nick >Khal</ foaf : nick > 

</ nick_Version > 
<nick_Version > 

<timestamp_ValidExtent begin=”2014-02-08”  
                       end=”now” /> 
<foaf : nick >Elkhal</ foaf : nick > 

</ nick_Version > 
</ nick_RepItem > 
<foaf : holdsAccount > 

<foaf : OnlineAccount rdf:about=" 
      https://www.facebook.com/Khalid.Sinan"> 

<accountName_RepItem > 
<accountName_Version > 

<timestamp_ValidExtent begin=”2014-01-15”  
                       end=”2014-02-07”/>  
<foaf : accountName >Khal_Sinan 
</ foaf : accountName > 

</ accountName_Version > 
<accountName_Version > 

<timestamp_ValidExtent begin=”2014-02-08”  
                       end=”now” /> 
<foaf : accountName >Elkhal_Sinan 
</ foaf : accountName > 

</ accountName_Version > 
</ accountName_RepItem > 

</ foaf : OnlineAccount > 
</ foaf : holdsAccount > 

</ foaf : Person > 

Figure 10. The squashed document correponding to the temporal document 
on February 08, 2014. 

IV. IMPLEMENTATION 

In this section, we describe a prototype system, named 
τOWL-Manager, which implements our τOWL approach and 
shows its feasibility. It allows (i) the specification and 
validation of τOWL ontologies schemata, and (ii) the 
creation and maintenance of τOWL ontology instance 
documents. Each update operation on an instance document 

gives rise to a new version of this document with its 
corresponding timestamp.  
τOWL-Manager is a Java (JDK 1.7) application, 

developed in the Integrated Development Environment 
(IDE) “Eclipse Helios”, using (i) the OWL Application 
Programming Interface (API) [26], which is a Java API and a 
reference implementation, for creating and manipulating 
OWL ontologies, and (ii) the Java Document Object Model 
(JDOM) API for creating and manipulating XML files. In 
the following, we first describe the architecture of τOWL-
Manager and then provide some screenshots showing its use. 
Notice that these screenshots deal with the same example 
presented in Section III. 

A. Architecture of τOWL-Manager  

The overall architecture of τOWL-Manager is depicted in 
Figure 11. It is composed of three layers: presentation layer, 
business layer, and storage layer.  

The presentation layer includes an interface for 
constructing temporal ontologies and an interface for 
creating and updating ontology instances. 

The business layer contains two modules: one for 
managing temporal ontologies, named “Temporal Ontology 
Manager”, and the other for managing ontology instances, 
named “Ontology Instance Document Manager”. The 
“Temporal Ontology Manager” first generates the files 
corresponding to the temporal ontology schema, that is the 
conventional schema file and the annotation document file, 
from the specifications expressed by the KBA in its 
interface. Then, it checks the validity of the generated files 
and creates the temporal schema file, which ties together the 
two other files. 

The storage layer contains the repository of resources 
making up temporal ontologies and associated instances, 
named τOWL Repository. 

 

 
Figure 11. Architecture of τOWL-Manager.
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B. Screenshots of τOWL-Manager 

Currently, τOWL-Manager allows a KBA to perform two 
activities: (i) creating and validating temporal ontologies, 
and (ii) creating and updating ontology instances. In the 
following, we illustrate its functioning and show its use for 
each one of the two activities, via the example of Section III. 

1) Constructing and validating temporal ontologies 
To construct a new temporal ontology, the KBA has to 

perform the following tasks: 
i) He/she starts by creating a τOWL project. To this aim, 

the KBA has to provide a reference to an existing valid 
conventional ontology schema (definition of an ontology 
schema from scratch is not supported in the current version 
of τOWL-Manager). Assume here that the KBA has chosen 
the FOAF ontology. 

ii) After that, the KBA annotates the new conventional 
ontology schema by some logical and physical annotations. 
Figure 12 shows the specification of some logical 
annotations on the class “Person” and Figure 13 shows the 
specification of some physical annotations on the same class.  

Notice that a τOWL project is a set of folders:  
• Annotations: it contains the file corresponding to the 

logical and physical annotation document of a τOWL 
ontology; 

• Conventional Ontology Instance Documents: it stores 
all the versions of conventional ontology instance 
documents; 

• Conventional Ontology Schema: it includes the 
conventional ontology schema file of a τOWL 

ontology; 
• Representational Schema: it stores the 

representational schema file; 
• Temporal Document: it includes the temporal 

document (which is generated automatically); 
• Temporal Ontology Instance Documents: it contains 

all the versions of temporal ontology instance 
documents. 

• Temporal Schema: it contains the temporal schema 
file. 

2) Creating and versioning ontology instance documents 
We show in Figure 14 an ontology instantiation. After 

the KBA has chosen a τOWL ontology schema, he/she can 
create its instances (Figure 14). Finally, he/she should save 
his/her work, through the “Save” button. Consequently, the 
system generates an RDF file corresponding to the 
conventional ontology instances which have been created. 
Such a file is generated using the OWL API and validated 
using the Pellet reasoner. Furthermore, the system 
automatically updates the temporal document in order to add 
a new slice corresponding to the new version of the ontology 
instance document. 

Moreover, τOWL-Manager allows keeping track of 
ontology instances when they evolve over time. Figures 15 
and 16 show an example of maintaining the history of an 
ontology instance evolution: first the KBA chooses 
“Persons_V1.rdf” as the ontology instance document version 
that must be updated (Figure 15).  

 

 
Figure 12. Specifying some logical annotations on the conventional ontology schema. 
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Figure 13. Specifying some physical annotations on the conventional ontology schema. 

 
Figure 14. Populating a conventional ontology. 
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Figure 15. Showing the chosen conventional ontology instance document version.

Figure 16 shows that the KBA has modified the chosen 
ontology instance document version (by modifying the nick 
and the account name of the Person “Khalid Sinan”). Thus, 
the system automatically generates a new version of the 
ontology instance document. After verifying that the new 
ontology instance document version is different from its 

predecessor, the system adds it to the folder “Conventional 
Ontology Instance Documents” of the τOWL project. 
Moreover, the creation of a new version of an ontology 
instance document causes an automatic update of the 
temporal document. 
 

 

 
Figure 16. Updating the chosen conventional ontology instance document version (changing the nick and the account name of Khalid). 
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V. CONCLUSION AND FUTURE WORK 

In this paper, we have presented τOWL-Manager, a 
prototype tool for specifying temporal ontologies and 
temporal instance versioning, in the τOWL framework, 
demonstrating its feasibility. It helps a KBA to create 
temporal ontologies and manipulate its instances, 
overcoming the lack of support detected in state-of-the-art 
commercial knowledge management systems and research 
tools. Thus, it could be considered as a first step towards 
providing commercial support for temporal ontologies.  

Our future work aims at extending τOWL-Manager to 
also support temporal versioning of the schema itself, in the 
τOWL framework. Such extension requires, as a first step, 
the definition of necessary schema change operations, that is 
operations acting on conventional schema, annotations and 
temporal schema. A subset of these operations has been 
defined in our recent work [27]. 
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Abstract—Semantic technologies appear as a step on the way
to creating systems capable of representing the physical
world as real time computational processes. In this context,
the paper presents a toolchain for an ontology based
knowledge management system. It consists of the ontology
editor, FluentEditor and the distributed knowledge
representation system, Ontorion. FluentEditor is a
comprehensive tool for editing and manipulating complex
ontologies that uses Controlled Natural Language (CNL). Its
main feature is the usage of Controlled English as a
knowledge modelling language. Ontorion is a Distributed
Knowledge Management System with Natural Language
interfaces (CNL) and a built-in rules engine. The Ontorion
system is equipped with plugins for connection with other
software environments, for example rOntorion using an R
language package to access ontologies. It is exemplified with
the semantic extension of On Line Analytical Processing
(OLAP) using R language.

Keywords- Semantic OLAP, Semantic, OLAP, Semantic
Web, Ontorion, FluentEditor.

I. INTRODUCTION

Business Intelligence (BI) is a technology that enables
the business to make intelligent, data-driven decisions.
Intelligence here is governed by the laws of statistics that
are applied on loosely coupled statistical variables,
however to understand the meaning of data we need to
link statistical variables to the real-life entities. This
improvement can be implemented nowadays with aid of
semantic technologies. As a result, we obtain the
“smarter” BI system that represents the physical world as
real time computational processes.

The remainder of the paper is structured as follows. In
Section II, we present the semantic knowledge
management framework that can be built with particular
solutions available on the market. In Section III, we

present the idea of OLAP - a powerful BI tool and its
possible implementation in the R language. Semantic
OLAP, the result of our research on bridging together
both semantic toolkit and OLAP, is introduced and
discussed in the Section IV, followed by the conclusion,
in Section V.

II. SEMANTIC KNOWLEDGE MANAGEMENT

FRAMEWORK

The expectations of business and science require new,
global, flexible and much more effective technology of
data exchange and processing. When the whole world is
braided with effective communication links, what we need
is a new efficient middleware working in the existing
infrastructure but possessing new possibilities. After a
decade of using file exchange systems, much experience
was acquired. Very simple and easy rules of metadata
connection gained great popularity.

Some factors should be mentioned which are important
from our point of view:

• Easy exploitation: the end clients do not have any
barriers;

• Accessibility: they could be used anywhere on
many platforms and media;

• Effectiveness: acceptable from the point of view
of the data receiver;

• Stability: information about resources must
always be reliable;

• Independence: each node is completely
autonomous within the system;

• Limitation of platform co-share: data are of a
very simple form and the system is not able to provide co-
sharing of more complex information.

The factors mentioned above indicate a tendency to
recognize the meaning of a given resource, and in a later
stage to the machine “understanding” of its content (i.e.,

65Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-420-6

SEMAPRO 2015 : The Ninth International Conference on Advances in Semantic Processing

                           76 / 142



ascribing semantic qualifiers to it enabling automatic
decisive processes). The systems working in this layer use
many technologies, which can be divided into the
following categories:

• Natural language processing;
• Artificial intelligence and teaching machines;
• Ontologies;
• Meta-information, standardization and tagging

documents.
By modelling domain ontologies with Semantic Web

Rule Language (SWRL) [1] rules we are able to define a
knowledge scheme in any semantic knowledge base. The
store for the knowledge base can be implemented in Not
only SQL (NoSQL) technology (e.g. Cassandra [2], Azure
Tables [3]) or in Resource Description Framework (RDF)
[4] data stores (e.g. AllegroGraph, Virtuoso) [5][6][7]. A
relatively simple interface to model ontologies is
supported by Protégé [8] or NeON [9] editors. Although
these interfaces are rather simple for experienced
practitioners, they are not for common users that do not
know the nuances of ontology engineering. On the other
hand, Semantic Rules Representation in CNL using
FluentEditor [10] is the simplest way to represent
knowledge in a natural language way. Nevertheless, using
natural language is unattainable for the current technology
and thus for the machines that should understand this
knowledge. The most appropriate solution seems to use
controlled natural languages.

A. Ontorion SDK

Ontorion [11] is a Distributed Knowledge
Management System with Natural Language interfaces
(CNL) and a built-in rules engine. It is compatible with
Web Ontology Language 2 (OWL2) [12] and Semantic
Web Rule Language (SWRL) and can be hosted in the
Cloud or OnPremise environments. Ontorion is a family of
products of server and client-side components for desktop
and web allowing for the broad integration of custom
software and existing corporate infrastructure. Ontorion
performs real-time reasoning over the stream of data with
the aid of an ontology that expresses the meaning of the
given data (see Figure 1).
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Figure 1. Ontorion [11] - Knowledge Management System

Ontorion is a set of components equipped with
algorithms that allows one to build large, scalable
solutions for the Semantic Web. The scalability is realized

by both the NoSQL, symmetric database and the ontology
Modularization algorithm. Modularization algorithm splits
the problem into smaller pieces that are able to be
processed in parallel by the set of computational nodes,
therefore; Ontorion is a symmetric cluster of servers, able
to perform reasoning on large ontologies. Every single
Ontorion Node is able to make the same operations on
data. It tries to get the minimal suitable ontology module
(component) and perform the desirable task on it.
Symmetry of the Ontorion cluster provides the ability for it
to run in the “Computing Cloud” environment, where the
total number of nodes can change in time depending on the
user needs.

B. FluentEditor 2014

FluentEditor 2014, an ontology editor, is a
comprehensive tool for editing and manipulating complex
ontologies that uses CNL [13].

FluentEditor, shown in Figure 2, provides a more
suitable alternative for human users to eXtensible Markup
Language (XML)-based OWL editors. Its main feature is
the usage of Controlled English as the knowledge
modelling language. Supported via Predictive Editor, it
prohibits one from entering any sentence that is
grammatically or morphologically incorrect and actively
helps the user during sentence writing.

Figure 2. Ontology of dimensions edited in FluentEditor 2014

Controlled English is a subset of Standard English with
restricted grammar and vocabulary in order to reduce the
ambiguity and complexity inherent in full English.

Main features:
• CNL OWL implementation: The implementation of

CNL OWL - FluentEditor grammar is compatible
with OWL-DL and OWL2

• OWL 2.0 full compliance: Full compliance with OWL
2.0 standard from W3C
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• OWL API: Compatible with OWL API, which allows
it to be used in cooperation with other tools

• SWRL compliance: The user can import existing
ontologies from OWL files

• Dynamic referencing of external OWL ontologies:
CNL documents can dynamically reference external
OWLs from Web or disk.

• Predictive Edition Support: Users have enhanced
support from the predictive editor

• Built-in dictionary: The built-in dictionary makes it
easier to avoid misspelling errors

Some examples of other features are:
• Advanced user Interface, in order to open up semantic

technologies for inexperienced users,
• In-place error resolving support - direct information

about possible errors with hints on how to resolve
them,

• Importing existing ontologies – users can directly
import to CNL any external ontology

• Ambiguity resolution - it keeps track of ambiguities of
concepts and/or instance names imported from
different external ontologies.

C. R language and Ontologies

R language [14] is a widely used tool for statistical
analysis. Combining ontologies and statistics opens an
efficient way for the quantitative-qualitative analysis of
data. It is possible to use both approaches conveniently in
a single place by using an R language package to access
ontologies (rOntorion). rOntorion R package allows direct
access to ontologies created with FluentEditor and opens
them for semantic processing in the R environment.

The R language plugins for FluentEditor are shown in
Figure 3.

Figure 3. Graph of ontology from Figure 2

Beside development of analytical models with R and
rOntorion it is also possible to build plugins for
FluentEditor with R language. These plugins have direct
access to the ontology within the editor host and can use
any available R package. Plugins can display graphical
results or textual output directly in FluentEditor.

III. INTRODUCTION TO OLAP

OLAP is a well-known method [15] used in Business
Analytics to provide decision makers with Online Access
to Analytical Capabilities. It is based on the concept of
data-cubes, multidimensional cubes of data that if
equipped with tools allow the data and problems wherein
to be explored. To create a datacube, we need data that can
be represented in a STAR schema. The central table
contains “measures” while “dimensions” are placed in
surrounding tables (see Figure 4).

dimensions measures

month year region prod unit price

March Year-2011 California Computer-38 1 106

September Year-2014 California Computer-72 1 119

November Year-2014 New-York Computer-10 2 488

December Year-2014 California Computer-80 2 355

July Year-2014 Quebec Computer-70 1 176

September Year-2012 Quebec Computer-17 3 624

year
quarter
month
day
hour
minute
second
milisecond
nanosecond

time_key

Time
continent
country
region
city
postal_code

location_key

Location

category
brand
name
color

product_key

Product

units
price

time_key
location_key
product_key

Sales

measures

dimensions

Figure 4. Transformation of a given dataset into the STAR schema
(example)

To turn the data into a hypercube, we need to
denormalize the STAR (by creating a single table) and
what is put in each cell in the data-cube (hypercube)
represents an aggregate value of measurements for a
unique combination of each dimension. The aggregate is a
function, e.g.: SUM, AVERAGE, MAX, MIN, COUNT,
etc. See Figure 5.
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Figure 5. Extracting the data hypercube

Having the datacube we can slice and dice it (filter
values), and rollup/drill-down/pivot over dimensions (see
Figure 6).

location=Callifornia

Figure 6. Slicing the data-cube over dimensions

IV. THE SEMANTIC OLAP

By using the toolchain of FluentEditor and Ontorion
SDK, it is possible to create something more than OLAP.
We call it “Semantic OLAP”, however, a solution
delivered by Infotopics [16] is similar and it is called
“natural query language”.

In our case, the example application that implements
the Semantic OLAP approach was built on top of the
following tools:
• Excel [17] – to create the database (see Figure 7)
• RStudio [18] – an open source integrated development

environment (IDE) for R – to develop the software.

A piece of the code of queries is shown in Figure 8 and the
result of the query from Figure 8 is displayed in Figure 9.

Figure 7. View of the example database in Excel

Figure 8. Example query in RStudio
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Figure 9. View of the query result

I. CONCLUSION

The semantic extension of OLAP is proved to be fully
functional using the toolchain of domain ontology,
FluentEditor and the distributed knowledge representation
system, Ontorion combined with, e.g., Excel as a source of
data and RStudio for OLAP. Moreover, it created the
foundations for already available on the market, developed
and maintained by Cognitum, a solution called Ask Data
Anything (ADA) [19]. The ADA allows exploring data by
using natural language directly, rather than by using CNL,
therefore we classify ADA as a tool that allows to explore
data with natural language.

The modern approach to BI called BigData, is
currently understood to face the problem of “(…) growing
number of insights that are being produced by big data
through automated forms of analysis (…) What happens to
the thousands of insights that are being generated
automatically by all of those nifty machine learning
algorithms? How do they find their way to a person at the
right time?“ [20]. Semantic OLAP as well as its successor
called ADA proves that the problem can be solved with
support of semantic technologies.
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Abstract—This paper presents a technology of automated 
knowledge extraction from unstructured text corpora by 
leveraging computer linguistic tools and cross-fertilizing them 
with the semantic ontologies techniques. In our approach, the 
quality of information (e.g., in form of OWL ontologies) that is 
derived by semantic analysis techniques from large domain-
specific text corpora can be considerably improved by 
incorporating linguistic analysis tools that help gain a deeper 
insight into the grammatical structure of the analysed texts 
and thus allow the reasoning engines to cover a much wider set 
of rules and patterns, also positively impacting the 
performance. The novelty of our approach lies in a possibility 
of its application to the domains that require a very high 
quality of the knowledge extraction and analysis, such as 
reasoning for legacy data collections. We propose a system 
architecture for the implementation of our approach and 
illustrate its use on a practical use case for legislative and 
regulatory information analysis. 

Keywords-Knowledge Representation; Legal Systems; 
Ontology; OWL; Big Data; Reasoning; DreamCloud 
Project. 

I.  INTRODUCTION 

Many domains use texts collected and stored in the 
natural language as a primary (or, in some cases, the only) 
trustful source of the domain-specific knowledge. In some 
cases, this is caused by historical reasons, when the 
knowledge collection had started long time before the 
computer standards that allows for a certain level of 
automation were introduced. In the other cases, the 
automated storage and processing was impossible by 
commodity analysis tools due to the complex grammatical 
constructions used in the texts, as well as their sizes. 
Whereas the newly-emerged standards like Resource 
Description Framework (RDF) [1] have enabled tackling 
with the complex issues of textual representation in the 
ontologically-understandable format of a logical triple 
“subjectàpredicateàobject”, the information extraction 
from grammatically-complex texts remains a major 
challenge, especially for the domains that require a high 
precision of the information representation and 
formalization like law system, patent management, etc. The 
Semantic Web approach has shown how the information 

from unstructured sources on the web can be extracted and 
then used in a wide range of applications, from search and 
filtering engines to complex reasoning systems that aim to 
derive new knowledge that is not explicitly provided in the 
initial variant of texts. A lot of satellite techniques have also 
appeared around this topic, including the ontology 
construction tools like Protégé [2], semantic databases like 
Jena [3], reasoners like Pellet [4], etc. However, the issue of 
dealing with complex grammatical constructions remains 
being an essential drawback to promoting those 
technologies into a wider range of application domains that 
deal with complex texts analysis.  

Most of the information retrieval methods and 
techniques, such as the language modeling [5], do not 
consider the grammatical structure of the sentence. 
However, the latest advances of natural language processing 
(NLP) technologies, e.g., from the Stanford NLP Group [6], 
allow those techniques to take some advantages of the 
grammar-based analysis. In particular, the analysis 
technologies can be leveraged in the following ways:  

• generative grammar tools [7] can be used for 
extracting functional terms used in the text, 

• dependency grammar tools [8] can be used to derive 
complex connections in form of relations between 
two words within a sentence.  

The remainder of the paper is structured as follows. 
Section II introduces the state of the art, with focus on 
computer linguistic tools and related semantic web 
technologies (such as OWL and SWRL). Section III 
discusses our analysis approach and presents the design of 
our system’s prototype. Section IV describes an exemplary 
scenario based on legislative and regulatory information 
[9][10] analysis domain, demonstrating the usage of the 
system’s prototype. Section V presents conclusions. 

II. STATE OF THE ART 

A. Information Retrieval Systems for Ontology Generation 
The amount of information is constantly increasing but 

only available in an unstructured format. Mostly, the 
information is hiding in natural language texts. There have 
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been numerous approaches to retrieve information from 
documents and texts, deriving an RDFS/OWL graph. To the 
most popular approaches belong Text2Onto [11], 
OntoLearn/OntoLearn Reloaded [12] OntoMiner [13] and 
OntoLT [14]. The OntoMiner approach analyzes regularities 
from HTML Web documents. A substantial disadvantage is 
the requirement of a handpicked set of web sites within the 
admired field of interest. The output taxonomy is strictly 
hierarchical, which is appropriate to classify entities, but it 
cannot find a considerable amount of relations between 
entities inside a level in the hierarchy. Interconnections are 
necessary performing complex reasoning tasks. The same 
situation looms with regards to the OntoLearn Reloaded 
approach. Much more promising is the approach of 
Text2Onto and OntoLT. Text2Onto combines machine 
learning strategies with basic NLP methods, particularly 
tokenization, lemmatizing and shallow parsing [11], 
allowing the application to analyze a natural language text 
more detailed. Testing Text2Onto has demonstrated, that the 
retrieved amount of information was not enough, with 
regards to the field of interest. Beside Text2Onto, even 
OntoLT was using NLP technology, above the task of 
named-entity-recognition, to generate semantic networks 
[15]. Hereby, OntoLT was using predefined mapping rules 
for every desired annotation tag. OntoLT then constructs an 
OWL ontology according to the given mapping rules [15]. 
According to our knowledge, OntoLT has not been extended 
since 2007. 

The presented approach affiliates this concept of 
grammatical-driven information retrieval, implements state 
of the art NLP tools and expands it by considering 
grammatical dependencies for information retrieval to 
achieve a higher precision and applying it to the field of 
law. Using dependencies for information retrieval, the 
approach benefits by additional information about the 
semantic content of text [16]. Our approach is based on 
three pillars: Linguistic, Computer Science, and Law. The 
first two pillars offer technologies while the third one a use 
case. In the following subsections, we concentrate on 
technological challenges of the analysis technologies. 

B. Linguistic Tools and Syntax Theories 

P. G. Otero [16] presents an approach for exploiting 
human-written text by computers, according to which it is 
necessary to examine the structure of each sentence 
considering the dependency syntax. In the last decade, the 
linguistic tool development has been established very well, 
especially with regard to grammatical parsers. For example, 
the Stanford NLP Group offers a comprehensive toolset for 
various aspects of grammatical sentence parsing [6]. For our 
goals, we took a closer look at four types of computer 
linguistic tools: i) constituency parsers, based on the 
generative grammar, ii) dependency parsers, based on the 
dependency grammar, iii) named entity recognizers, used 
for locating and classifying entities in text, and iv) sentence 
splitters. 

Constituency Parser. Constituency parsers are based on 
the idea of splitting a sentence in functional units called 
constituents [7]. The resulting tree of superior and 
subordinated constituents generates a tree-like structure, 
which is mapped as an Augmented Transition Network 
(ATN) [17]. ATN offers a flexible and scalable technology 
to represent the grammatical structure of sentences. It 
disassembles a sentence into constituents (see Figure 1) and 
tags them. A very common constituency parser is the 
Stanford Parser [18]. It supports various languages, 
including English, German, Chinese, and Arabic. An 
example of ATN for the sentence "A computer is a 
machine." is shown in Figure 1, by using the constituent 
tags from the Penn Treebank Project [19][20]. The sentence 
(S) is divided in two "sub-constituents", here the noun 
phrase (NP) and the verbal phrase (VP). These contain 
either atomic words or other constituents. Here, the 
determiner (DT) "A", the noun (NN) "computer", the verb 
(VBZ) "is", the noun "machine" represent atomic words, 
whereas "A computer" or "a machine" form a noun phrase. 
In combination with a verb, the constituent VBZ and NP, 
here "is a machine", form a verbal phrase.  

 
Dependency Parser. Dependency parsers are based on 

the dependency grammar [8], which focuses on 
relationships between words and their functional role within 
a sentence [21]. Relations can be represented in a form of a 
directed graph, which makes it possible to derivate a 
hierarchy [21]. Because the structure of the hierarchy is only 
depending on the grammatical syntax, it is also possible to 
conclude to the semantic [16], e.g., Figure 2 shows an 
example sentence with its dependencies and constituents. 

 
Figure 2. Pattern of a sentence 

The dependencies in a sentence are presented as a tree of 
connected word tags being knots. Hereby, the dependency 
tags det, nsubj and cop stand for determiner, nominal 
subject and copula [22] and provide additional information 
about the type of grammatical relations. Basically, this 
pattern is representative for a sentence of the type “Object 

Figure 1. ATN Example based on Stanford Parser GUI 
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à Subject”. Figure 2 shows the resulting dependency 
pattern. The abstract pattern helps finding sentences with the 
known information structure. The identified words then 
need to be transferred into a more machine-recognizable 
format. This is not only useful for identification of classes 
and their subclasses but also with regard to the "valence 
theory" [8]. Origin of this theory is the empirical knowledge 
of the structure-determining characteristic of verbs as 
presented by L. Tesnière. According to this and exposed by 
H. M. Mueller et al. [21] and V. Ágel [24], each word or 
word group is typically associated with a verb in the 
sentence. Therefore, dependencies could also help 
identifying the actions (= verbs) of individuals in the 
sentence. 

Named Entity Recognition. Named Entity Recognizers 
(NER) are tools to identify typical non-context related 
individuals, e.g., locations ("Berlin", "Hong Kong"), 
organizations ("UNICEF", "NASA") or person names 
("Lisa", "Rouven"). Therefore, NERs, like the Stanford 
NER, are using Conditional Random Fields (CRFs) to 
identify entities [25]. With regards to our approach, NERs 
are not essential but an improvement area to gather 
additional information helping to find some individuals, 
which could not be found by only focusing on ATN-trees or 
dependency structures. 

Sentence Splitting. Typically, a text contains many 
sentences; in order to analyze them, they have to be 
separated. This task is performed by sentence splitters. One 
of the most popular sentence splitters is provided by A 
Nearly-New Information Extraction System (ANNIE) [26] - 
a software package of the GATE project. This splitter can 
distinguish between a full stop and any other point. 

C. Working with Information 

While ATN, NER, and other dependency parsers can 
derive some useful information about the texts' structure, the 
ontology languages facilitate information representation. 
Ontologies can be leveraged to text to identify classes, 
individuals, or even properties in them. Alongside with that, 
ontology-based analysis frameworks provide tools that 
allow for querying the retrieved information. 

1) Web Ontology Language 

OWL provides a framework to store and handle 
information by ontologies [27]. OWL is based on the RDF 
[1] and equipped with an additional vocabulary [28]. Each 
OWL ontology can represent different kinds of information, 
e.g., classes, individuals or properties. While classes express 
abstract concepts, individuals are existing members of one 
or more classes. The relations between other individuals are 
defined by their properties. Therefore, OWL is predestinated 
to use ontologies with reasoning algorithms. [27] 

2) Semantic Web Rule Language 

As a special sublanguage of OWL, the SWRL represents 
abstract rules associating OWL individuals to any desired 

OWL class. Special forms of these rules are built-in 
relations. These rules consist of an antecedent, called 
"body", and a consequence, called "head". Several OWL 
individuals of an ontology can hereby be associated with 
another class [29]. This enables the use of very complex 
rules. A little example to illustrate: "If a device contains a 
CPU, then it is a computer". Therefore, an individual of the 
class "device" is defined as "computer" if this individual is 
connected to another individual of the class "CPU" by the 
object property "hasContain". The resulting SWRL Rule 
would be (1). 

𝑑𝑒𝑣𝑖𝑐𝑒 ? 𝑥 ∧ ℎ𝑎𝑠𝐶𝑜𝑛𝑡𝑎𝑖𝑛 ? 𝑥, ? 𝑦 ∧ 𝐶𝑃𝑈 ? 𝑦  

  ⟹   𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝑟 ? 𝑥  

III. SYSTEM ARCITECTURE AND DESIGN 

A. General Overview 

The system concept aims to identify applicable laws for a 
given use case by extracting information fully automated 
from natural texts. The whole system contains three 
components shown in Figure 3: the Sentence Processing 
Unit, the Pattern Interpreter and the Reasoner, which is 
currently in progress.  

The first component represents the Sentence Processing 
Unit. It is basically a conglomeration of different language 
processing tools containing the sentence splitter from 
ANNIE/GATE [26], the dependency and constituency 
parser from the Stanford NLP Group [23], as well as a 
Named Entity Recognizer. The second component is the 
Pattern Interpreter (see Figure 3). It builds three OWL 
models out of natural texts. The first ontology contains the 
information about the questionable use case (OWL - Use 

(1) 

Figure 3. System Architecture 
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Case Ontology). The second one contains the laws, 
respectively the legal prerequisites, represented as SWRL 
Rules (OWL/SWRL - LAW Ontology). The third ontology 
contains general knowledge, mainly about classes and 
subclasses (OWL - General - Knowledge). Finally, the third 
component is the reasoning process, respectively the 
reasoner. Hereby, the reasoner tries to match the given 
information based on the Use Case Ontology with the rules 
from the LAW Ontology. Because laws are written in a 
notional way, it is necessary to establish a connection 
between the individual of the use case and the SWRL rule. 
The General Knowledge Ontology provides this connection. 
The strict separation between the Use Case Ontology and 
the General Knowledge Ontology is necessary because the 
correctness of the given information in a random use case 
cannot be assumed.  

B. Sentence Processing 

Starting point is the raw data, which contains texts with one 
or many sentences. The source of the texts might be 
Wikipedia [30], law texts [10], or any other texts related to 
the topic of our use case. These texts have to be processed, 
so the sentence structure, defined as pattern p, can be 
mapped. Each pattern 𝑝   ∈ 𝑃 = {𝑑,𝐴} is represented by a 
subset of dependencies 𝑑 ∈   𝐷 = {𝑠, 𝑝, 𝑜} and an ATN 𝐴. 
Hereby, d is described by triples, consisting of a subject s, a 
predicate p and an object o. While s and o are words, p 
belongs to a dependency tag, also shown in Figure 2. 
Therefore, each text passes through the ANNIE sentence 
splitter of the text-engineering tool GATE [26]. The 
constituent and dependency parsers then analyze the isolated 
sentences. Afterwards, the atomic words will be exchanged 
against their lemma projecting the numerous variants of a 
concept to a single lemma. Therefore, the complexity of the 
dictionary is reduced. 

C. Pattern Interpreter & Rule-Set 

The Pattern Interpreter translates a given sentence to a 
machine-recognizable OWL ontology, based on its pattern. 
The resulting OWL ontology is representing the base for 
any reasoning attempts. Hereby, the Pattern Interpreter 
compares the grammatical structures of a given sentence 
from a set of predefined grammatical patterns, called Rule-
Set, to derive the OWL ontologies mentioned in Figure 3. If 
a pattern could be identified, the Pattern Interpreter converts 
the words as OWL Classes, OWL Individuals or SWRL 
Rules and interconnects them. The axioms are stored in 
different OWL ontologies. This is essential because the 
given information from a use case do not have to be true. 
One of the most difficult tasks is the development of the 
Rule-Set. This set contains patterns of typical sentence 
structures, as well as corresponding instructions. They can 
be described as follows: 
Let 𝑟𝑠 ∈ 𝑅𝑆 = {𝑝, 𝑖}  be the Rule-Set, which contains 
pattern   𝑝  and instruction 𝑖 . The instruction describes the 
connection between the words as and OWL model, by 
generating OWL's Classes, Individuals, and Predicates. 

Because of the complexity of natural language, the patterns 
cannot exist statically (therefore, one pattern for each type 
of sentence) but must be composed from different rules. 
This process could be demonstrated at the following 
example. 

Let's apply Rule-Set that to the text mentioned in Figure 2 
("a computer is a machine"). The first rule 𝑟𝑠!(𝑝!, 𝑖!) 
contains pattern 𝑝!  that describes a noun (computer) 
referencing to another noun (machine) using the dependency 
nominal subject. The corresponding instruction 𝑖!  defines 
the first noun as a subclass of the second one: 

𝑖!:= 𝑆𝑢𝑏𝐶𝑙𝑎𝑠𝑠𝑂𝑓(𝐶𝑜𝑚𝑝𝑢𝑡𝑒𝑟,𝑀𝑎𝑐ℎ𝑖𝑛𝑒). (1) 
Now, let's add to our Rule Set another rule 𝑟𝑠! specifying 
the connection between two nouns by means of the 
dependency "compound", like shown in Figure 4. The 
pattern is typical for compound nouns like "computer 
system" or "street light". 
The instruction for this rule will be the following: 

𝑖!:= 𝐶𝑙𝑎𝑠𝑠(𝐶𝑜𝑚𝑝𝑢𝑡𝑒𝑟𝑆𝑦𝑠𝑡𝑒𝑚).  (2) 
Now, when trying to apply these both rules 𝑟𝑠! and 𝑟𝑠! to a 
more complex sentence like "a computer system is a 
machine", see Figure 5, we'll see that none of them is able to 
cope with the more complex grammatical structure of the 
new text. Therefore, the initial rule set should extended by 
more complex rules, based on the simple patterns discussed 
above. 

Hereby, the selection of several applicable rules follows the 
principle of speciality, according to which a more complex 
rule can be created based on the more simple one. The 
described patterns exist currently just in hard-coded form to 
proof the concept. Later, it has to be derivated by automated 
or semi-automated machine learning algorithms. 

D. Reasoner with OWL Ontologies 

Main task of the reasoner is the identification of 
connections between the given case and the law ontology. 
Therefore, the reasoner has to find a conclusive path 
through the OWL tree. The results of the pattern interpreter 
are, depending of the input source, three OWL ontologies. 

Figure 5. Joint pattern of rs1 and rs2 

Figure 4. Pattern of rs2 
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The record information, like individuals and their actions, is 
represented in the use case ontology. Information about the 
laws is given in the law ontology, mainly as classes and 
SWRL built-in rules. In this state, it would be impossible to 
find a connection between the given case and the abstract 
rule. Therefore, it is necessary to bridge the missing links 
through additional information about the given case. Classes 
must be linked to hyper- and subclasses, properties like 
verbs must be associated with other properties. This 
information shall be extracted by analyzing wikidump files 
and stored to the General Knowledge Ontology [30]. The 
following example shall illustrate the interaction.  

If an individual named "bicycle" is given in the Use Case 
Ontology, as well as a SWRL rule requiring an individual of 
the class "thing"; the General Knowledge Ontology contains 
necessary information about the hyperclasses of "bicycle". 
One of them is the hyperclass "thing". Therefore, the 
individual of the class "bicycle" can be used for a SWRL 
rule, which requires an individual of the class "thing".  

When working with large amount of information by 
converting texts from natural language to an OWL model, it 
is likely to find an inconsistency. This circumstance is not 
only the result of potential mistakes in the information 
extraction process, but also inducted by contradictory 
statements in a text. The problematic becomes obvious with 
regard to paragraph 90a of the German Civil Code [9]. It 
declares that animals are not things even though laws for 
things shall be applicable for animals as well. Therefore, the 
reasoning process will have to work with such types of 
inconsistencies. This problem could be solved by creating 
and solving two ontologies in parallel, where just one 
critical statement at a time is given. The result of this type of 
reasoning would not be a logical but a conclusive solution. 

IV. EXEMPLARY USE CASE SCENARIO 

We would like to illustrate the application of our system 
for the analysis of the following text from a paragraph (§7) 
of the German Civil Code: "A person who settles 
permanently in a place establishes his residence in that 
place." [9]. At first the sentence passes through the sentence 
processing unit, which derives an ATN and the 
dependencies, shown in Figure 6. In addition, the words 

(tree leaves) are exchanged to their lemma in order to 
reduce the complexity for reasoning tasks. Root point of the 
ATN is the constituent sentence (S). It consists of a noun 
phrase (NP), as well as a verbal phrase (VP). Here, the ATN 
depicts the difference between the legal prerequisite, the 
noun phrase (NP), and the legal consequence, the verbal 
phrase (VP). The dependency tree shows the relation 
between words. Root point of this dependency tree is the 
verb "establishes". The root point is outstanding, because it 
has no dependency pointing at it, but one or more, which 
point away from it. This verb declares the action 
"establishes" for the nominal subject (nsubj) "person". But 
this noun is restricted by a sub-ordered conjunction (SBAR) 
[19]. Here, the noun "person" is getting conditioned by the 
clause "settle permanently in a place". Hereby, "settle" itself 
refers firstly to "place" via the preposition "in" (prep) and 
secondly to its modifier "permanent". The legal 
consequence of this sentence is contained in the verbal 
phrase. The verb "establish" in connection with the direct 
object (dobj) "residence". The main task of the pattern 
interpreter is to look if patterns, given from the pattern set, 
could match in this constituents and dependency tree. At 
this point of time, the actual words, respectively the content 
of this sentence, does not matter anymore. Depending on the 
pattern, nouns are converted to OWL classes or individuals. 
Here, Figure 6 shows three types of nouns: "person", 
"place" and "residence". By treating these nouns as OWL 
classes, it is possible to associate individuals to them. 
Beside nouns, verbs are converted to OWL object 
properties. The given sentence contains just the two verbs 
"establish" and "settle", which is restricted by the adverbial 
modifier (advmod) "permanent". In SWRL, the first noun 
phrase is true if there are two individuals, one of the class 
"person" and one of the class "place", which are connected 
by an object property "hasSettlePermanent", see equation 8. 
The antecedent of the SWRL rule contains classes "person" 

and "place", which are connected by the object property 
"hasSettlePermanent", as consequence the individual of the 

Figure 6. § 7 I BGB, parsed by the Stanford Parser GUI complemented with the dependency relations 
based on the Stanford Dependency Parser 

𝑝𝑒𝑟𝑠𝑜𝑛(? 𝑥) ∧ ℎ𝑎𝑠𝑆𝑒𝑡𝑡𝑙𝑒𝑃𝑒𝑟𝑚𝑎𝑛𝑒𝑛𝑡(? 𝑥, ? 𝑦) ∧	  

𝑝𝑙𝑎𝑐𝑒(? 𝑦)⟹   ℎ𝑎𝑠𝐸𝑠𝑡𝑎𝑏𝑙𝑖𝑠ℎ𝑅𝑒𝑠𝑖𝑑𝑒𝑛𝑐𝑒(? 𝑥, ?𝑦) (3) 
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class "place" is also declared as individual of the class 
"residence". Also the new object property 
"EstablishResidence" will be inserted and connects then 
"person" and "place". 

V. CONCLUSION 
In the paper, we showed how the ontology-based 

reasoning techniques can be improved by leveraging the 
syntactical analysis tools. A system architecture, as well as a 
use case scenario from the law domain were presented. As a 
proof-of-concept, a prototype implementing the system 
architecture was implemented based on the Java toolset 
from the DreamCloud project [31] was equipped with a hard 
coded rule set. The prototype was used to identify i) abstract 
concepts as OWL classes, ii) persons and specific entities as 
OWL individuals, and iii) verbs as OWL object properties 
correctly. The resulting ontology was tested with the Pellet 
reasoner and further, the use of the presented approach for 
handling simple unstructured texts was performed 
successfully. The described work serves mainly as a 
foundation for further research and development activities. 

Future tasks will focus on several issues like 
implementing the reasoner and enhancing the presented 
approach by not only considering isolated sentences but 
extending the sentence analysis by broadening its scope and 
applying it on paragraphs as a whole and full texts. In 
addition, the currently hard coded rule set will become a 
flexible more complex one containing a wide range of rules 
customized to the given context through adapting automated 
methods composed by making use of machine learning 
concepts and algorithms for generating tailor made rules. 
After the rule set is more flexible, a detailed evaluation will 
be done. Besides the full text analysis and the enhanced rule 
set generation the presented approach will be extended by 
taking into account a thesaurus for improving the general 
knowledge ontology and thus providing the reasoner with 
additional information regarding language and meaning of 
terms. 

The work done in the scope of this paper and the future 
developments will conclude in a flexible, syntactic 
dependencies and constituent tree handling, as well as 
meaning aware reasoning system being able to handle laws 
and further being applicable to other unstructured text types.  
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Abstract—We introduce a data-driven context discovery model 
for semantic computing in the big data era. Our model extracts 
from data sets the appropriate feature set as the context. We 
suggest that selection of a target data set is one of the 
representation processes for this purpose and the context in a 
big data environment. When a person selects target data from 
big data, that action latently indicates the context represented 
by the person's intention. Selecting a feature set from big data 
constitutes a data-driven context creation. Recently, 
fragmental data has spread on the Internet. In order to analyze 
big data, it is necessary to aggregate the appropriate data from 
data that has been dispersed on the Internet. An aggregation 
policy represents the purposes or contexts of analysis. In the 
big data era, it is necessary to focus not only on analysis but 
also on aggregation. After data aggregation, it is necessary to 
extract feature sets for semantic computing. This is what our 
model focuses on. 

Keywords: data-driven; context; feature selection; big data; 
data set 

I. INTRODUCTION  
Recently, big data is generated in a number of ways, 

including Internet browsing, sensors, and smartphones, etc. 
Most people have said that big data is a big opportunity. 
However, there are some who get hooked on a flood of big 
data. We information science researchers have already 
constructed data sensing, aggregation, retrieval, analysis, and 
visualization environments via web portals, software, APIs, 
etc. on the Internet. It is necessary to encourage people to use 
these big data. The number of information resources 
available on the Internet has been increasing rapidly. In 
particular, there is a large amount of fragmental data created 
by each person's device or created by the number of 
sophisticated sensors for the sake of scientific curiosity. In 
short, we not only retrieve but also create these data every 
day. Mountains of various fragmental data are being created. 

One of the most important points is that data has become 
not only massive but also fragmentary. Currently, most users 
search contents through a search engine. This means that 
users acquire pages as contents. As data becomes fragmented, 
a model that searches for a single page will fail. It is more 
important to survey the entire data set than to analyze one 
piece of data deeply, given the large amount of fragmental 
data. 

We observe that the essence of big data is not only 
massive data processing, but also optimization of the real 

world through the knowledge acquired from aggregated data. 
The current tendency of research on big data is how to 
aggregate a massive amount of data and how to process the 
data quickly. In the future, research will tend to focus on 
methods of discovering optimized solutions from big data. 

Meanings are relatively determined by the context in a 
dynamic manner. One of the most important issues is 
achieving dynamic semantic computing that depends on the 
context. The dynamic nature is a very important part of the 
essence, because data that represents the features of each 
concept changes on each occasion and in each location. In 
other words, big data has volume, velocity, and variability. 
In order to compute semantics, a process to determine a 
context as a viewpoint is required. This means that it is 
necessary to predefine a space for the measurement of 
correlation. The space consists of feature sets as axes. 
Because we cannot predefine the feature set, it is necessary 
to develop a method of data-driven feature selection for 
semantic computing. The selected feature set constructs a 
measurement space. In other words, the measurement space 
represents the context in semantic computing. 

In this paper, we introduce a data-driven context 
discovery model for semantic computing in the big data era. 
Our model extracts from data sets the appropriate feature set 
as the context. 

We suggest that selection of a target data set is one of the 
representation processes for this purpose and the context in a 
big data environment. When a person selects target data from 
big data, that action latently indicates the context represented 
by the person's intention. Selecting a feature set from big 
data constitutes a data-driven context creation. Recently, 
fragmental data has spread on the Internet. In order to 
analyze big data, it is necessary to aggregate the appropriate 
data from data that has been dispersed on the Internet. An 
aggregation policy represents the purposes or contexts of 
analysis. In the big data era, it is necessary to focus not only 
on analysis but also on aggregation. After data aggregation, 
it is necessary to extract feature sets for semantic computing.  
This is what our model focuses on. 

The contributions of our paper are as follow. 
• We propose a new model of semantic computing by 

achieving a data-driven feature selection. 
• The system applied to our model extracts feature sets 

corresponding to data sets, because an aggregation 
policy represents purposes or contexts of analysis. 

76Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-420-6

SEMAPRO 2015 : The Ninth International Conference on Advances in Semantic Processing

                           87 / 142



• Our method reduces the computational cost of 
measurement of semantic computing because our 
method reduces the dimension of each vector 
represented in a certain selected feature set. 

This paper is organized as follows. In Section II, we 
survey the existing work related to our proposed method. In 
Section II, we present the basic idea of our model. Next, we 
describe formulation of the design of our model in Section 
IV. Finally, we present our conclusions in Section V. 

II. RELATED WORK 
One of the most important issues of semantic computing 

is correlation and similarity measurement. The most popular 
and basic method is utilization of the vector space model [1]. 
The dimensionality reduction techniques of the vector space 
model have been used for developing traditional vector space 
models, such as latent semantic indexing [2]. 

A weighting method is regarded as one of the feature 
selection techniques. Reference [3] describes a survey of 
weighting methods, such as binary [4], term frequency (TF) 
[4], augmented normalized term frequency [4][5], log [5], 
inverse document frequency (IDF) [4], probabilistic inverse 
[4][5], and document length normalization [4]. 

There have been studies defining similarity metrics for 
hierarchical structures such as WordNet [6]. Rada et al [7] 
have proposed a “conceptual distance” that indicates the 
similarity between concepts of semantic nets by using path 
lengths. Some studies [8][9] have extended and used the 
conceptual distance for information retrieval. Resnik [10] has 
proposed an alternative similarity measurement based on the 
concept of information content. Ganesan et al [11] have 
presented new similarity measurements in order to obtain 
similarity scores that are more intuitive than those based on 
traditional measurements. 

In regard to other perspectives, the reference [12] has 
been surveyed. This survey [12] shows common architecture 
and general functionality as OBIE from various ontology-
based information extraction studies. It consists of an 
“information extraction module,” “ontology generator,” 
“ontology editor,” “semantic lexicon,” and a number of 
preprocessors. The researchers are working both on various 
studies of OBIE system implementation and on studies 
focused on each module. In this paper, we will mainly 
introduce research on OBIE system implementation. 

Our model processes a dynamic data-driven feature 
selection corresponding to a context. This means that our 
model does not have to prepare the space in advance. This is 
a very important difference, because we cannot create the 
space or schemas in advance in an open assumption. 
Currently, we are in the big data era. In a big data 
environment, we can aggregate a large amount of diverse 
fragmental data. We cannot predict in advance the kinds of 
data we will obtain. In fact, an increased key-value store 
means that the schema cannot be designed in advance. Since 
data updates are increasing in speed, the space for semantic 
computations and analyses should change dynamically as 
well. 

One of the more famous methods of feature selection is 
“bags of keypoints” [13]. The bag of keypoints method is 

based on vector quantization of affine invariant descriptors 
of image patches. We can use the bag of keypoints for image 
classification.  

An overview of feature selection algorithms is given in 
reference [14]. In this case, the feature selection algorithm is 
a computational solution that is motivated by a certain 
definition of relevance. It is hard to define the relevance. 
This [14] represents some roles of feature selection as 
follows: 1) Search organization, 2) Generation of successors, 
and 3) Evaluation measure.  

Type 1) is in relation to the portion of the hypothesis 
explored with respect to their total number. This is 
responsible for driving the feature selection process using a 
specific strategy. The methods related to type 1) are [15], 
[16], and [17]. Type 2) proposes possible variants (successor 
candidates) of the current hypothesis. The method related to 
type 2) is [18]. Type 3) compares different hypotheses to 
guide the search process. The methods related to type 3) are 
[19], [20], and [21]. 

[14] also represents a general scheme for feature 
selection. The relationship between a feature selection 
algorithm and the inducer chosen to evaluate the usefulness 
of the feature selection process can take three main forms: 
embedded, filter, and wrapper. 

There are some methods without feature selection, such 
as deep learning [22]. However, it is not possible to ignore 
feature selection completely. Generally, an artificial 
intelligence must depend on evaluation functions that are 
created by humans. The evaluation function is dependent on 
the manner in which features are selected. Even if more work 
is done on deep learning, work related to feature selection 
will still be conducted. 

Currently, we are in the big data era. In a big data 
environment, we can aggregate a large amount of diverse 
fragmental data. We cannot predict in advance the kinds of 
data we will obtain. In fact, an increased key-value store 
means that the schema cannot be designed in advance. Since 
data updates are increasing in speed, the space for semantic 
computations and analyses should change dynamically as 
well. 

Our model clearly differs in purpose from other methods. 
The current method predefines semantics as a measurement 
space, ontology, etc. By contrast, the system applied in our 
method extracts an appropriate feature set from a given data 
set. The given data set is the target data set. We suggest that 
selection of a target data set is one of the representation 
processes for this purpose and the context in a big data 
environment. Meanings are relatively determined by the 
context in a dynamic manner. One of the most important 
issues is achieving dynamic semantic computing that 
depends on the context. The dynamic nature is a very 
important part of the essence, because data that represents 
the features of each concept changes on each occasion and in 
each location. 

Selecting a feature set from big data constitutes a data-
driven context creation. Recently, fragmental data has spread 
on the Internet. In order to analyze big data, it is necessary to 
aggregate the appropriate data from data that has been 
dispursed on the Internet. An aggregation policy represents 
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the purposes or contexts of analysis. In the big data era, it is 
necessary to focus not only on analysis but also o 
aggregation. After data aggregation, it is necessary to extract 
feature sets for semantic computing. This is what our model 
focuses on. 

We have proposed a new weighting method for the 
vector space model [23]. This paper presents an overview of 
the reference [23]. In particular, the system that has been 
applied to our model extracts feature sets corresponding to 
data sets, because an aggregation policy represents purposes 
or contexts of analysis. 

III. BASIC IDEA OF OUR MODEL 
In this section, we introduce our assumptions and basic 

ideas for our model: a data-driven context discovery model 
for semantic computing. 

Figure 1 shows an overview of the basic idea for our 
model. 

 
The dynamic nature is a very important part of the 

essence, because data that represents the features of each 
concept changes on each occasion and in each location. In 
other words, big data has volume, velocity, and variability. 
In order to compute semantics, a process to determine a 
context as a viewpoint is required. This means that it is 
necessary to predefine a space for the measurement of 
correlation. The space consists of feature sets as axes. 
Because we cannot predefine the feature set, it is necessary 
to develop a method of data-driven feature selection for 
semantic computing. 

We suggest that selection of a target data set is one of the 
representation processes for this purpose and the context in a 
big data environment. When a person selects target data from 
big data, that action latently indicates the context represented 
by the person's intention. 

Recently, fragmental data has spread on the Internet. In 
order to analysis big data, it is necessary to aggregate the 
appropriate data from data that has been dispersed on the 
Internet. In this case, we use crawler techniques. More 
specifically, we use focused crawlers. The focused crawler 
aggregates data corresponding to conditions given by a user. 

Therefore, this process includes the user’s intention. The 
user’s intention is one of the important clues for context 
detection. 

The system applied to our model detects context from 
aggregated data because of this background. Context 
detection is achieved through feature selection.  

We suggest that feature sets create the context. The 
feature set can construct measurement space. Each feature is 
driven by each axis of the measurement space. The 
measurement space achieves similarity or correlation of 
semantics. For example, the system detects the context of 
correlation between climate and another factor when we 
aggregate temperature data. Therefore, we can identify the 
context through aggregated data. 

In other words, we can extract semantics from data usage 
logs. Figure 2 shows the relationship between content, 
context, and semantics. 

 
Semantics consist of content and context. Content is 

something expressed specifically, such as data itself. Context 
is something expressed latently. The system applied to our 
model extracts feature sets from data sets. In other words, we 
can identify the context through data set usage. Semantics 
are created by data itself and data usage in our model. 

Data usage logs represent context. It is important to 
achieve dynamic semantic computing. Semantics consist of 
content and context. We can aggregate data on the Internet as 
content. The system applied to our method can extract 
feature sets as context. Therefore, we can identify semantics 
by content and context.  

Please note that the semantics of data change 
dynamically through usage of the same data. In this model, 
data is content. The same data has various ways in which it 
can be used. When the method of use changes, the context 
also changes. Therefore, the semantics of data change 
dynamically. 

This is an importance element of dynamic semantic 
computing. Semantics are relatively determined by the 
context in a dynamic manner. One of the most important 
issues is achieving dynamic semantic computing that 
depends on the context. The dynamic nature is a very 
important part of the essence, because data that represents 
the features of each concept changes on each occasion and in 
each location. 

Figure 1. Basic idea of our model. 
There is a large amount of data on the Internet. When we would like to 
analyze something, we try to aggregate data. In this case, we suggest 

that selection of a target data set is one of the representation processes 
for this purpose and the context in a big data environment. When a 

person selects target data from big data, that action latently indicates 
the context represented by the person's intention. In other words, the 
system can dynamically extract semantics by extracting feature sets. 

We can analyze dynamic data-driven semantic computing.  

Web 

Massive data User’s intention=Context 

Aggregation of 
target data 

Target data 

Dynamic 
Semantic 
Computing 

Feature selection 

Figure 2. Relationship between semantics, content, and context. 
Semantics consist of content and context. Content is something expressed 
specifically, such as data itself. Context is something expressed latently. 
The system applied to our model extracts feature sets from data sets. In 

other words, we can identify the context through data set usage. 
Semantics are created by data itself and data usage in our model. 

Content Context 

Data Background 
 (represented in feature set) Expressed specifically 

Expressed latently 

Semantics 

78Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-420-6

SEMAPRO 2015 : The Ninth International Conference on Advances in Semantic Processing

                           89 / 142



It is difficult to extract context. This paper addresses how 
to extract context. The system applied to our model is one 
solution for extracting context. When a person would like to 
analyze something, he or she selects target data from big data. 

IV. FORMULATION OF THE DATA-DRIVEN CONTEXT 
DISCOVERY MODEL 

In this section, we present our method: a data-driven 
context discovery model for semantic computing in the big 
data era. Our model extracts the appropriate feature sets as 
the context from data set. We suggest that selection of a 
target data set is one of the representation processes for this 
purpose and the context in a big data environment. When a 
person selects target data from big data, that action latently 
indicates the context represented by the person's intention. 
Selecting a feature set from big data constitutes a data-driven 
context creation. 

First, we introduce Bayesian variance, which is used in 
our model, in Section IV-A. Next, we design a mathematical 
formulation in Section IV-B. 

A. Variational Bayesian Estimation 
In this section, we show one of the estimation methods 

[24]: variational Bayesian estimation, which is used in this 
paper. Please note that our method can be applied to other 
estimation methods. In this paper, we use this as the 
estimation method for a conditional probability set of p(vl| 
em). 

It is expressed with the stochastic variables X and Z. In 
addition, X is a known stochastic variable and Z is an 
unknown variable. The unknown variable Z denotes 
marginalization as follows. 

!(!) = !(!,!)!"
!

 

!"#$(!) = !"#$(!,!)
!

!" = !(!)+ !"(!||!) ≥ !(!) 

!(!) = !(!)!(!,!)!(!)!
!" 

!"(!||!) = − !(!)!(!|!)!(!) !"
!

 

KL(q||p) is a Kullback–Leibler divergence. Therefore, the 
Kullback–Leibler divergence is a minimum value when 
q(Z)=p(Z|X). However, it is difficult to solve p(Z|X) 
distribution. 

Here, we apply it to the mean field approximation. The 
mean field approximation is represented as follows when a 
set of unknown variable Z={ z1,z2,...,zk }: 

!′(!) = !!(!!)
!

!!!
 

 
q’(Z) can be represented by the Kullback–Leibler 

divergence. The approximate solution which should be 
calculated is equivalent to the minimum of the following 
formula. 

!"(!′||!) = !′(!)!"# !′(!)!(!) !" 

he q' (Z) is substituted for L(q): 

! ! = !! !!
!

!!!!

! !,!
!! !!!

!!!
!"
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!!!

!!!
!

− !! !! !"#
!

!! !! !!! + !"#$%
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!!! + !"#$% = !" !!||! + !"#$% 

Maximization of L(q) is equivalent to minimization of 
Kullback-Leibler divergence. The optimal solution qj

*(Zj) is 
calculated as follows. 

!"#!!∗ !! = !"#$(!,!) !!(!!)!!! + !"#$% =
!!!

!!!! !"#$(!,!) + !"#$% 

!!∗(!!) =
!"#(!!!! !"#$(!,!) )
!"#(!!!! !"#$(!,!) )!!!

 
 

B. Formulation of our model 
1) Overview  

Figure 3 shows an overview of our model. Figure 3 
represents the processes in each step. 

 
Our model consists of four steps. These steps are as 

follows. 
• Step 1: A user gives the system constraints for 

aggregation of target data. 
The important point of our model is the utilization of 
the usage data log. We suggest that feature sets create 
the context. The feature set can construct measurement 
space. Each feature is driven by each axis of the 
measurement space. The measurement space achieves 
similarity or correlation of semantics. Therefore, first, 
the user gives the system constraints for the focused 
crawler. This means that the user defines the usage 
data. 

• Step 2: The system aggregates a data set corresponding 
to the constraints on the Internet. 
The system aggregates a data set along with the given 
constraint. The data set represents context. Each piece 

Figure 3. Overview of our model. 
Our model consists of four steps. Step 1 is giving constraints for data 

aggregation. Step 2 is aggregation of data corresponding to the 
constraints on the Internet. Step 3 is feature selection from an 

aggregated data set. Step 4 is inferring the semantics of each piece of 
data. In other words, we can add semantics tags for each piece of data 

usage logs. 
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of data represents content. When we combine them, we 
can obtain the semantics of each piece of data. 

• Step 3: The system selects features from the data set. 
The system processes the feature selection from the 
aggregated data set. This step extracts feature sets as 
semantics axes. The feature set creates the context. We 
can map each piece of data into a space that is created 
by the feature set as each axis. 

• Step 4: The system infers the semantics of each piece 
of data. 
We obtain each context and content from the data set 
and each piece of data. By combining these; we can 
obtain the semantics of each piece of data by 
probabilistic weighting. 

2) Formulation 
In this section, we formulate the model in accordance 

with each step. Figure 4 shows a representation of a 
graphical model for our model. 

 
We define the entire data set on the Internet D={dg}, the 

aggregate data set D’={d’h}, the element set E={ei}, and the 
feature set V={vj}. We reason V={vj}, when we aggregate D’.  

Each element between { dg } and { d’h } which is 
represented in nodes is connected by the edges. Each value 
of each edge is represented in p(dg | dh). The number of hit 
pages of a search engine can predict the values. 

Each element between { d’h } and { em } which is 
represented in nodes is connected by the edges. Each value 
of each edge is represented in p(dh| em). In the case of a text 
data set, it is easy to solve. For example, each piece of data 
has a word. The words are regarded as elements. This means 
that these values are solved by counting word frequency. 

Each element between { vl } and { em } which is 
represented in nodes is connected by the edges. Each value 
of each edge is represented in p(vl | ei). 

In conclusion, a conditional probability set of p(vl| em) is 
a good estimation function of feature selection. In other 
words, when a conditional probability set of p(vl| em) is 
bigger than the threshold, we can regard em as an appropriate 
feature vl. 

It is necessary to solve a conditional probability set of 
p(vl| em). A number of estimation methods in machine 
learning, such as variational Bayesian estimation [24], etc., 
are shown in Section III-C. In this paper, we use variational 
Bayesian estimation [24] as the estimation method for a 
conditional probability set of p(vl| em). 

Finally, we can drive p(vl| em, d’h, dg) with the above 
values. These are represented by the data’s metadata. In 

other words, we can add context-dependent semantics for 
each piece of data. 

V. CONCLUSION 
In this paper, we presented a data-driven context 

discovery model for semantic computing in the big data era. 
Our model extracts from data sets the appropriate feature set 
as the context. 

We suggest that selection of a target data set is one of the 
representation processes for this purpose and the context in a 
big data environment. When a person selects target data from 
big data, that action latently indicates the context represented 
by the person's intention. 

Our model clearly differs in purpose from other methods. 
The current method predefines semantics as a measurement 
space, ontology, etc. By contrast, the system applied to our 
method extracts an appropriate feature set from a given data 
set. The given data set is the target data set. We suggest that 
selection of a target data set is one of the representation 
processes for this purpose and the context in a big data 
environment. Meanings are relatively determined by the 
context in a dynamic manner. One of the most important 
issues is achieving dynamic semantic computing that 
depends on the context. The dynamic nature is a very 
important part of the essence, because data that represents 
the features of each concept changes on each occasion and in 
each location. 

In the near future, our model will be applied to a 
heterogeneous data environment. It is necessary to consider 
the actual application of our model. Dynamic and automatic 
feature selection, such as is part of our model, is a more 
important technology in the big data era. 
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Abstract—Semantic technologies are said to have huge 

advantages over traditional data keeping approaches 

regarding flexibility and interpretability that are of increased 

importance in rather unstructured environments such as 

cyber-physical systems (CPS). But what are the parameters 

that influence a decision for or against its application in real-

world data integration projects? Based on the findings of the 

ongoing research project FMstar (Facility Management with 

semantic technologies and augmented reality), the article 

derives some relevant influences on a respective decision model 

using the example of a facility management (FM) scenario.  

Keywords-data management; semantic technologies; factory 

management; facility management; decision model; parameter 

identification. 

I.  INTRODUCTION  

Data is said to be the new oil both of the New or Digital 
Economy and, in a mere reflecting manner, of the Old 
Economy, too. First of all, why is that? With the 
development and implementation of approaches like the 
Internet of Things [1] or the concept of CPS [2], the real 
world gradually merges with its virtual counterpart. In 
manufacturing, this means that new insights from analyzing 
the data can not only be used for supplementary value-added 
services around the core business [3], but also have an 
impact on how the core business itself works inside. 
Approaches for logistic control systems that utilize the 
ubiquitous availability of data at the runtime of a 
manufacturing system are essential for modern flexible and 
changeable manufacturing systems [4]. Unfortunately, these 
new capabilities come with new dependencies that need an 
active and foresighted management in order to ensure 
reliability and profitability. So, the question that may arise is 
what technology is the best to organize the data in a certain 

area of application? Since the answer to that general question 
supposedly is a rather complex one, this paper will focus on 
practical experiences with data management in a well-
defined area of application: facility management. Therefore, 
the article will follow an inductive approach and is structured 
as follows. First of all, a compact overview of the state of the 
art of data management in the factory management domain 
with an outline of open issues is given in Section II. 
Subsequently, in Section III, the facility management 
subdomain with a use case from the FMstar project [5] will 
be described and reviewed for relevant influences on the 
decision making process. The outcome of that will be 
condensed and integrated into a preliminary draft of a 
decision model interface description in Section IV that 
summarizes relevant influencing factors. A short summary 
and conclusion will be given in Section V. 

II. STATE OF THE ART 

Today’s practice of data generation, storage, usage and 
management varies among different areas of application. To 
start with, personal work is often supported by tools such as 
Excel or individually organized file storage systems. There is 
no explicit semantics and the principles used to organize the 
data depend a lot on the personal preferences of the user. In 
[6], some further dedicated tools for more collaborative tasks 
such as computer-aided design (CAD), knowledge base 
engineering (KBE), product data model/ product lifecycle 
management (PDM/PLM) or enterprise resource planning 
(ERP) systems are exemplarily identified. They make use of 
more adequately structured data models that ensure 
interchangeability, at least to a certain extent. In the majority 
of cases, relational databases and proprietary storage 
solutions are used. The latter often can only be accessed 
through more or less lossy export mechanisms based on 
particular exchange standards. A full picture is hard to draw 
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at this point. Some further examples will be given in Section 
III. The basic distinction that can be made so far is the one 
between relational databases and so-called NoSQL 
approaches [7]. While relational databases still represent the 
dominating approach for data storage, the NoSQL approach 
refers to a larger group of database types (e.g., document-, 
object- or graph-based databases etc.) that become more and 
more important in cyber-physical application environments 
such as factory management. Since they offer potential for 
distributed architectures and in-memory operations they are 
more flexible and much faster in certain situations, but still 
lack powerful mechanisms to update and retrieve data at a 
large scale. There are pros and cons and further 
enhancements on both sides [8]. Their coexistence as well as 
the need for an economically justifiable integration of indeed 
old-fashioned designed but still indispensable legacy systems 
can be regarded as a given fact that has to be respected. 

However, complexity in CPS design rises due to an 
increasing variety of requirements that have to be met [9]. 
Data has to be capable of inter-domain operation and this 
will have consequences for the scope of rather local or 
dedicated data management solutions [10]. The integration of 
data along the industrial value chains and its persistence 
throughout the whole product life cycle is necessary for legal 
or automation purposes [11]. The aforementioned 
PDM/PLM solutions offer part of that functionality, but their 
capabilities are limited to structures known at build-time. 
CPS in changeable environments such as modern 
manufacturing systems require capabilities for an adaption of 
data structures at run-time of the system. So, instead of or at 
least complementary to dedicated PLM solutions, an 
additional integration layer covering all relevant data sources 
for a specific use case seems like a Swiss army knife-like 
solution that meets all thinkable global integration demands.  
That is the point where semantic technologies usually come 
into play. Moreover, it is exactly the point where it is 
necessary to evaluate and decide whether a solution based on 
semantic technologies is really the best option or if 
traditional data integration approaches that rely on human 
insights and manual adaptations are the better choice. 

III. FACILITY MAINTENANCE USE CASE 

For this decision, two basic assumptions that are typical 
for a realistic scenario have been made in the FMstar project: 
First of all, the scope of the integration task is limited to the 
scenario at hand. Higher-level integration is only of 
theoretical interest unless there are practical guidelines to be 
used during integration that are supposed to enable such 
capabilities and usually cause additional, otherwise 
avoidable efforts. Secondly, the respective data sources 
cannot be modified in any way without violating their 
designated application. The consequence of these 
assumptions is that the syntactic and semantic 
interoperability can only be provided by some kind of 
mapping between the different data sources [12] that rely on 
appropriate schema management mechanisms [13]. A rough 
distinction between general data integration approaches is 
illustrated in Figure 1 that shows three alternative solutions 
for a mapping of the database schemas.  

 
Figure 1. Alternative approaches for data integration [5]. 

The initial situation in the domain of the project can be 
best described with this apt quotation from [14]: “The 
building industry is a collaboration environment that requires 
repeated, iterative data exchanges and communication 
among different domains and applications in a high 
frequency. To automate information processing, standardized 
and qualified data is necessary for efficient working 
processes.” What the project team found was a mix of 
proprietary solutions for the management of 3D model data, 
maintenance task descriptions and dependency models for 
the technical infrastructure. If explicit schema models are 
provided, schema languages such as Unified Modeling 
Language (UML)/ Extensible Markup Language (XML), 
Resource Description Framework Schema (RDFS) and Data 
Definition Language (DDL) could be mapped using mapping 
languages such as XQuery, SPARQL, TRIPLE or Structured 
Query Language (SQL) [12]. Unfortunately, they were not 
available and that is also the reason for the solution approach 
that was selected: referring to Figure 1, the different 
databases were integrated manually, so the option 2b was 
chosen. The disadvantages are obvious; this repetitive 
process is slow, expensive, causes redundancies and does not 
meet the domain specific requirements described in the 
quotation above, since the schemas have to be analyzed 
manually through time-consuming interviews and 
workshops. Nevertheless, the solution in the project 
integrates the data sources using Apache Jena, an open 
source framework for the semantic web [5]. One goal of the 
project is to utilize semantic technologies for data 
integration, which is satisfied by implementing the backend 
of the FM support system based on Jena. A Google Nexus 10 
tablet with Android KitKat (4.4) and libGDX for rendering 
the user interface (UI) is used as frontend. Figure 2 shows 
the overall architecture of the prototype. The bottom layer 
shows the UI of the prototype with a pump from the heating 
system. With that, the maintenance staff can access relevant 
information by selecting an object of the 3D model. The 
visualization approach is the second main focus of the 
project and aims at an intuitive interaction with the data.  

Since the solution for the data integration is not suitable 
for practical use, the idea of using a vendor-neutral, open 
Building Information Model (BIM), such as the Industry 
Foundation Classes (IFC) [14], was raised. This could be 
used as an intermediary language and as a standard reference 
for mapping between different data schemas [12]. 
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Figure 2. FMstar system architecture [5]. 

This way the manual mapping efforts could be reduced if 
each data source would provide a self-description for its 
schema. Referring to Figure 1, this would enable option 2a 
and possibly tend to option 1 as a complementary long-term 
development. However, option 1 represents a rather ideal 
solution that is very unlikely to be realized since it aims at 
consistent, interoperable data models at all partners. So, 
option 2b is probably the desired one, which also provides 
capabilities for non-redundant, bidirectional data flows 
between and not only from flexibly integrated systems. The 
selection of an appropriate data integration strategy depends 
on a couple of situational influences that will be pointed out 
based on the introduced use case in the next Section.  

IV. CPS DATA MANAGEMENT DECISION MODEL 

According to [15], data management “is a corporate 
service which helps with the provision of information 
services by controlling or coordinating the definitions and 
usage of reliable and relevant data.” So, apparently reliability 
and relevance of data are central concerns of an appropriate 
data management strategy. Both concepts depend on the use 
case that is supposed to be supported. Referring to the central 
concept of data integration, this would be something related 
to the target context of the data. Another thing to look at 
from this definition is the corporate boundaries that more and 
more lose their limiting character. Data sources and 
application scenarios can be distributed over several 
organizations. In other words, the qualities of the source 
context also influence the decision. As a third area of 
influences, the transformation process and its capabilities 
determines what strategy fits best for the project at hand. 

A. Influences 

The description of the influences will be divided into the 
three areas just mentioned: source context, target context and 
transformation process. According to the assumptions 
described in Section II, the source context cannot be 
influenced by the project. The target context can be regarded 
as a kind of run-time environment of the desired solution and 
can be influenced within the project. Following this logic, 
the transformation process can be interpreted as the build-
time environment. 

The first area of influences is the source context. It is 
determined by the structure of the data, the standardization, 
the roadmap for further development and its dynamics.  

 Structure: As mentioned before, the structure of the 
data sources is determined by the database schema. 
Even though it cannot be modified in the project, the 
more detailed the available schema is, the easier it is 
to utilize semantic technologies for mapping. 

 Standardization: Standard-based languages for 
schema description or domain-specific standards for 
data organization support the utilization of semantic 
mapping technologies. 

 Roadmap: A roadmap outlining the further 
development of a source database helps to evaluate 
its suitability for automated mapping approaches. 

 Dynamics: The more often the structure of the 
source databases changes, the more difficult manual 
integration will be. Semantic technologies pay off in 
high volatile environments. 

The second area of influences is the target context. It is 
determined by the use case and, derived from that, by the 
required quality of the data and the focus of the solution. 

 Use Case: The use cases’ complexity in terms of 
inter-domain operation determines how much it 
would make sense to provide an integrated view on 
the data. The more complex the use case, the less it 
pays off to go for manual integration and semantic 
approaches are very likely the better choice. 

 Quality: The importance of data quality is a central 
aspect that is referred to in many publications in the 
context of data integration [6]. The more quality 
matters, the more the consequences of low data 
quality should be minimized by auxiliary means if 
semantic technologies are used. 

 Focus: The focus of application of the desired 
solution can reach from local to global. The wider 
the focus, the more probable is it to have the need to 
flexibly integrate new data sources and schema 
information provided in foreign languages.  

Influences from the transformation process, the third area 
of influences, are the competencies of the people involved. 

 Competence: The people involved in the data 
integration project determine the conceptual power 
and the technology stack that the solution will be 
built on. Even if it sounds like a platitude, if no 
experts with profound competencies for semantic 
technologies are available, the project is better 
realized with traditional approaches. 
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B. Towards a Decision Model for CPS Data Management 

In Figure 3, the influences that were just identified are 
summarized in a structured way. The domain gap between 
the source and the target of the data plays an important role 
when it comes to automated mapping approaches. Especially 
in multi-domain application environments, where the use 
case requires a combination of technically rather unrelated 
domains, the integration efforts may increase in a non-linear 
way if the inhomogeneity exceeds certain limits.  

 
Figure 3. Influences on data management strategy. 

However, this first draft of a model provides a very basic 
structure of the influences on the decision making process. It 
may support an early stage decision process in a CPS project 
by providing some relevant influences that should be 
considered. But for all that, it is supposed to serve as a 
starting point and to be subject to further refinement.  

V. SUMMARY & CONCLUSION 

This paper focuses on influences on a decision model for 
using semantic technologies for CPS engineering projects. 
While semantic technologies offer a wide range of 
opportunities to map schemas and integrate data 
automatically, this does not come for free and even the 
results are not necessarily satisfying. Influences on the data 
sources, the capabilities of the transformation process and 
the desired outcome including the specific use cases have to 
be analyzed at an early stage of a project in order to make a 
profound decision of what system architecture and respective 
data management approach to choose. This pays off in many 
ways, even though technology evolves away from local data 
management to cloud-based solutions that provide more 
powerful capabilities for integration right from the start [16]. 
However, depending on who is asked, this might be a 
promising perspective for data integration in the future. In 
the meantime, a conscientious decision model that balances 
requirements and specific environmental conditions is 
inevitable for economically successful CPS projects. 
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Abstract— This article presents a mobile system to answer 
structured queries into a research-academic domain using a 
spatial Ontology. The answers to queries are displayed on an 
Augmented Reality (AR) interface. The structure of query is a 
triplet formed by: interrogative adverb, verb and direct object. 
The case study is in a university campus. Queries are solved 
using semantic processing, for example, {Who can advise on 
vector calculus?}. Then, possible answers (researchers or 
professors candidates) are obtained applying semantic 
similarity on attributes defined into Ontology (e.g., level of 
expertise, research line to which it belongs, topic, etc.). 
Additionally, spatial parameters are included into the answer, 
such as:  where researcher is located, schedules, colleagues, etc.  
The functionalities of system are: search persons based on 
qualitative and spatio-temporal attributes. The combination of 
a semantic approach with an augmented reality interface 
provides new possibilities to express queries; not only in text or 
based on location, but using AR with interactions. It is useful 
to locate persons in outdoor environments. 

Keywords-Spatial Semantics; Augmented Reality; Mobile 
queries. 

I.  INTRODUCTION 
Very often, in an academic environment, students are 

looking for professors, researchers or specialists with 
knowledge on different topics; even a thesis advisor. Then, 
when non-local students visit the facilities of a university, 
they look for professors to answer a particular question or 
doubt (expressed as a query from smartphone). They do not 
know researchers' names; in other words, information is 
imprecise. The only data they have is the specialty that a 
professor should belong to. Then, they need to ask 
more  information about professors or researchers from 
other students or people on campus. Therefore, it would be 
useful to have a system to help find which professors are the 
experts on particular issues. We have to consider that the 
professors can be located based on schedule of work. In 
addition, when the search for a professor includes several 
criteria, such as level of experience, international 
recognition, among others, the task becomes a challenge. 

This can be solved using a semantic processing approach 
combined with advantages of navigation using AR. In 
addition, once students have identified the professors that 
can support or advise them on a particular topic, it is useful 
to have a comprehensive tool in order to find out the 
schedule and specific geographical location within the 
campus where to find the professor or researcher in 
question. This functionality is enhanced when is displayed 
using AR. 

 
This paper introduces a semantic mobile system using 

augmented reality with the following capabilities: 1) search 
of professor or researcher by criteria: topic, level expertise 
among others, 2) schedules and places where the researchers 
can be found and 3) an interface of navigation and AR. The 
case study is focused on a campus of IPN (Instituto 
Politécnico Nacional) in Mexico, in order to assist students 
with questions regarding to topics of thesis or other subject-
matter. 

 
The rest of the paper is organized as follows: Section II 

shows the related work; Section III explains the 
methodology used; Section IV describes the obtained 
results, and finally, the conclusion and future work are 
outlined in Section V. 

II.  RELATED WORK 
AR technology augments the sense of reality by 

superimposing virtual objects and cues upon the real world 
in real-time [1] and indoor environments. AR has been the 
object of increasing development in outdoor and indoor 
environments [2][3][4][14].  In [11], an indoor technique is 
used for AR positioning system for indoor construction 
application by tracking the coordinates and its angles of 
vision. In order to, achieve indoor positioning in three 
dimensions. Nevertheless, no ontologies or semantic 
processing were used. AR was used in several ways but 
navigation is not provided by a semantic processing, such as 
in [12], where AR is used in a self-guided tour; the user can 
see environment information, sites or buildings, listen to 
audio touring narratives, or get directions.   
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Ontology is also employed as a method for identifying 
categories, concepts, relations, and rules [5][6][7]. When 
combined with query languages, domain ontologies favor the 
design and development of domain-based search engines and 
their application to different areas [8]. In contrast, similar 
semantic approaches have been proposed; for example, 
GeoSpatial ontologies are applied in emergency systems for 
indoor disasters, for campus of University of Melbourne 
[13]. The semantic approach gets a spatial analysis; it is used 
for emergency management capabilities indoor and outdoors 
components. But, AR is not assisted using ontologies. Zhang 
et al. [9] proposed a technique that uses common sense 
geographic knowledge and qualitative spatial reasoning for 
the generation of a geographic Ontology. The tools for 
processing Ontology Web Languages (OWL) are numerous; 
One of the most popular is Pellet [10], we decided to use it in 
this research.  

III    METHODOLOGY FOR QUERYING AND SEMANTIC 
PROCESSING  

In order to solve the queries submitted, a four stages 
methodology is defined: a) query contextualization, b) 
displayed results on AR, c) parsing, semantic and spatio-
temporal processing, information retrieval, and d) 
visualization on AR interface. In Figure 1, general 
architecture of the system is shown. 

 

 
Figure 1.  General architecture of the system. 

In Figure 1, the labels a) and b) represents the stage of query 
contextualization, it means, the attributes required to build a 
query (e..g, “Who knows Electronics?”). This query is sent 
to stage c) where the query is analized sintactically and 
semantically; elements of query are associated with 
concepts in domains of space and time, in order to infer 
answer(s) to query. These answers, are attributes on time 
(e.g., hour) and location (e.g., a classroom) that will be sent 
to modules in stage b) in order to transform them in 
elements that can be displayed on AR interface, finally the 
stage d) shows the AR interface with the obtained results.  
In the case of semantic processing stage, it involves three 

steps: Ontology design, rules’ definition and reasoner’s 
implementation. They are described in the next section. 

A. Ontology Model Design 

     The ontological model was designed to represent the 
knowledge of researchers, professors and their respective 
field of expertise and workplace. Ontology will be explored 
in order to answer queries. Ontology is built based on 
relationships from custom university academic domain. The 
model was built with the OWL language and using Protegé 
editor 4.3.0 [16]. The semantic consistency was checked 
using Pellet reasoner [15] that was coupled as a plug-in in 
the editor. In Figure 2, the basic hierarchical structure of 
Ontology is shown; it describes the context of spatial 
location of the professors at a university. In Ontology, the 
geographical entity class is the parent concept that defines 
the set of laboratory classes, classrooms, auditoriums, 
offices, buildings, etc. Each class, with its identifier, has 
three aspects: subclass, equivalents and the elements of 
which are disjoint. 

The Ontology was implemented in Spanish; the concepts 
are related to geographical objects (classroom, level, office, 
building) events (exposition, conference) and classification 
of personnel (Academic, administrative, etc). In similar 
way, Ontology was complemented to spatial objects, 
temporal aspects and subjects. Figure 2 shows an Ontology 
fragment  (in Spanish) of geographical objects. 

 
Figure 2.  Spatio-Temporal Ontology. 

The Ontology is explored in order to contextualize queries 
(find a matching concept between query and class or 
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instance of Ontology); the Ontology is used to make 
inferences, too.    

B. Semantic Processing 

     The Ontology describes academic knowledge and 
associated spatio-temporal attributes (e.g., specialist in 
mathematics, located in basic sciences office, available 
schedule 13:00 to 17:00). The reasoner Pellet is used to 
extract information that is not explicitly represented by the 
data (some inferences). In Table I, object's properties 
(denoted as Pn where n is the property identifier) are 
categorized for each type of relationship: spatial  (e.g., P1-
withInThe), temporal (P13-ocurredIn) and academic (P5-
knows). For example, “isLocatedIn” (P16) is a spatial 
relationship to link people with their specialty and identify 
their specific positions, i.e., one can infer the following 
knowledge: if the teacher Luis Flores (instance of the class 
“Academic”) “isLocatedIn” department of advanced 
technologies (it is an instance of "Office" class) and its 
location says that this office is withInThe academic 
department (then it follows that the teacher Luis isLocatedIn 
the entity called “Academic department”). Several 
inferences are made in order to solve imprecise queries 
(e.g., looking for physics researcher with works in modern 
physics) in opposite way with a precise query (e.g., looking 
for researcher Pedro). In Table 1, a sample of different 
properties of spatio-temporal Ontology’s classes (from 
Figure 2) is shown.  

TABLE I.  AXIOMS OF FIGURE 2 

 
Property Meaning 

P1 houses  Related offices with staff who 
reside there 

P2 limitShares Related Contiguous entities 

P3 withCharge Relates to administrative staff 
position held 

P5 knows  Personnel related to their area of 
knowledge (academy) 

P8 withIn Relating a larger entity that 
contains 

P16 isLocatedIn Reverse Property Shelter_to 

P17 over Reverse Property below 

    The properties link entities, and in turn with entities’ 
domain and their values are used as axioms in reasoning and 
detecting inconsistencies. This is useful for scalability of 
Ontology design. The properties defined in the Ontology are 
type transitive, i.e., the reasoner is able to conclude that if an 
object O1 is related to another object O2 by property P1 and 

this in turn is related by the same property with O3 object, 
then individuals O3 and O1 share the property P1. 

    The domain of P16 isLocatedIn relationship is the staff of 
the institution, its range are different entities (offices, 
laboratories and staff rooms); where a teacher can be 
located. Figure 3 shows some of the 162 entities of courses 
offered by the university. The professors were characterized 
by defining their equivalents, the academy and career to 
which they belong. There are 256 people including 
information, such as names, titles and locations, academic 
and administrative staff of the institution (see Figure 3).  

 
Figure 3.  Entities, Relationships and Axioms for Academy Concept. 

    This fragment of Ontology is used to solve queries related 
to personnel search by their specialty; an example of 
modeled knowledge is as follows: Personnel is located in an 
entity, therefore an entity contains elements of Personnel 
class. Personnel (professors or researchers) know some 
element of academy class (e.g., Mathematics) then is of 
academic type. For example: person HHEAIRX0 (Pablo 
Hernandez) knows AcCB (basic sciences academy). The 
element MCTed (differential equations) is of type subject 
(topic) and belongs to Basic sciences academy, hence 
professor Pablo Hernandez knows differential equations. 

C. Querying and Semantic Processing  

    The system uses two types of processing queries: precise 
and imprecise; an example of the former {Q1 = Who knows 
Electronics?} to solve, the Ontology is explored to retrieve 
the name (find a semantic matching) of academy teachers 
belong to electronics subject; as it is to assume that all 
teachers know subjects of the academy they belong to. 
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    In the case of the latter type of queries, i.e. working with 
imprecise questions, let us consider the query such as  Q2 = 
Where is the office 122? To answer it, one use DESCRIBE 
relation to retrieve or infer facts about the concept "office 
122" for example, what class are held here, if it has cubicles 
teachers, how spatial concepts share limit, on which floor 
and in which the building it is located, etc. 

    The overall set of steps to process queries is: 1) SPARQL 
[17] translation, 2) detection of the object of interest, 3) 
identification of keywords exploring the Ontology using 
words of query, which detects the interrogative adverb and 
verb, and 4) related to the query retrieves information from 
the Ontology. For example, the query Q3: Who can help me 
with an issue in Electronics? is translated into SPARQL 
query format as follows: 

PREFIX bibo: 
http://www.semanticweb.org/itz/ontologies/2014/7/BIBO_v1# 
SELECT ?personnelName ?AcademyName 
WHERE {?subject bibo:withName?subjectName 
FILTER (str(?nameSubject) = “Electronics”) 
{?subject bibo;belongsTo 
?Academy.?academy bibo:withName?AcademyName. 
?Personnel bibo:KnowsAbout?academy. 
?Personnel bibo:withName? PersonnelName} 

    The query Q3, retrieves teachers from academy where 
Electronics course is taught. The original query should be 
analyzed in order to identify the direct object (interest 
object), and then the terms of original query are compared 
with the elements of Ontology (using similarity). This way, 
we determined if the object of interest is referring to a 
subject, academy, and event or is an unknown concept for 
the Ontology. To determine how similar a text string is to 
another, the elements of the Ontology and the phrase are 
mapped to a vector space that allows the use of the dot 
product as a measure of similarity: In the first instance, it is 
required to extract the "universe" of words contained in the 
collection of items of Ontology and determine the frequency 
in which they appear.  

Below is built a N×M matrix, where N is the number of 
elements and M to the number of terms (words without 
repeating) in the "universe". The vector representing the 
user's phrase, is constructed and the dot product between it 
and the rows of the matrix is calculated. Accordingly, the 
pair of vectors whose dot product is the largest will be the 
most similar to the phrase. Therefore; the system identifies 
it as the object of interest the user refers to. In the following 
section the results are discussed. 

IV. TEST AND RESULTS 
Testing was done using several queries; the first test was 

to evaluate the answer of the system when a query asks for 

data not stored in the Ontology. Hence, in order to answer, 
the processing should use similarity, and, then, the results 
obtained are shown. 

 
Let us consider the query Q4={who can help me with issues 
of vector calculus} 
 

2015/02/9 21:04 Monday 
Matches: 2 
multivariable calculus ... 0.6544891121378675 
Answer: There are two teachers who may like 
help: 
Francisco Perez 
Mario Contreras 
RA: false 
Time: 168 milliseconds 
 
For example, in the query Q4, user asked for vector 

calculus (but no data or concept of calculus vector is present 
into the Ontology). The system answers by relating Vector 
calculus with an entity of class named "multivariate 
calculus", although it has similarity just above of 60%, but 
not best candidates were found. This relation was made 
because both subjects-matter (vector and multivariable 
calculus) are in the area of Basic Sciences according to the 
hierarchy of Ontology. The next test is a query spatio-
temporal, when a user requires to know when and where a 
subject matter is taught.  

 
Let us consider the query Q5 ={Schedule of network 

security subject?}  
    
2015/02/11 11:56  
Matches: 6 
network security ... 1.0 
Task: I'm looking for the schedule network security 
Answer: network security in 3TM3 group: 
* Monday at 10:00 Telematics Laboratory II 
* Tuesday at 10:00 in classroom 122 
network security in 3TV3 group: 
* Monday at 16:00 in classroom 102 
* Wednesday at 16:00 laboratory telematics II 
RA: false 

    Time: 181 milliseconds 
      

In query Q5, a query element has a matching of 100% 
with the event of Ontology: “network security”. 
Nevertheless, when is an event occurred in two groups and 
the query not specified which one is required, then the 
reasoner retrieves both schedules. 

The next test is based on spatial queries using current 
user’s location and spatial relations (next, in front of, etc). 
These queries ask for information such as:  
 
Q6={available professors in building “A”?},  

 
Q7={researchers located next to telematics academy?},  
 
Q8={events occurred around to my current position?}. 
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In Figure 4, the user’s position is represented using a 
user icon. The points marked by the user symbol and the 
orientation indicated by the sight lines from A to H. The 
GPS have a 5 meters error (in optimal conditions) that 
facilitates the deployment of virtual objects on screen 
(augmented reality) with equivalent margin of error. 

 

 
Figure 4.  Several User’s Position and Sight Line Directions. 

    The events are retrieved under sight line A, using user’s 
position from GPS, and the neighborhood using spatial 
relations. The sight line is processed based on the actual 
position. Then, we calculated that line cross building “A” is 
located to 11.252 meters from user. The result obtained is as 
follows: 
 
Data received: (19.511537 -99.126536) at 0 ° 
Fri 2015/02/20 10:45:00 
Sight Line: LINESTRING (-99.126536 19.511537, -99.126431 
19.517536) 
Against: Building A 
Central Crossing: POINT (-99.1265322955 19.5117492255) to 
11,252 meters 
Estimated Height: 6.97 meters 
Information: * Classroom 423 
Class: Distributed Systems 
Group: 2TM5 
Title: José  Rodriguez  
Floor: P2 
Address: Left 
Distance: 1555 meters 
* Laboratory of Complex Systems 
Entity no events registered 
Floor: P1 
Address: Left 
Distance: 1828 meters 
* Nanophotonics and laboratory techniques 
Entity no events registered 
Floor: PB 
Address: Left 
Distance: 1975 meters 
* Classroom 422 
entity unoccupied 
Floor: P2 
Address: Right 
Distance: 7786 meters 
* Classroom 412 
Entity no events registered 

Floor: P1 
Address: Right 
Distance: 7366 meters 
Time: 4089 milliseconds 
    These results are displayed using AR; to achieve that, the 
building height is computed to determine the vertical 
position of virtual objects to be displayed on screen 
(according to corresponding level of building).  

Each virtual object can be touched and relevant 
information of this object or event will be displayed. Hence, 
the following information is retrieved:  event, level, address 
and distance regarding to cross point between view line and 
polygon. Figure 5 shows this result. 
 

 
Figure 5.  Augmented Reality Navigation for Query Types Q6, Q7 and Q8. 

    In Figure 5, the app notifies the user that s/he is in front 
of building A. Then, the interface allows to  navigate using 
AR, when the mobile device points to a different direction, 
less or equal to 30° degrees regarding to original line of 
sight (located in top of Figure 4).  While, in Figure 6, 
information is retrieved, when virtual objects are touched. 
This data corresponds to events belong to time interval 
(defined by start and finish hour) and the temporal context. 
 

 
Figure 6.  Retrieved Information in AR Interface Q8. 

In this case, the AR tests were conducted in portrait 
mode (vertical position); to display the position of the 
virtual objects the building height is dividing by three 
(floors of building). Converting meters to pixels is essential 
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in order for the building to be displayed on screen from 
foundation to roof, in order to display all the elements on 
screen (see Figure 7). 

 
Figure 7.  Information retrieval displayed on the AR interface. 

    In Figure 7, we note that the response to the sight line B 
presents a significant error (the square icons are displayed 
out of building). This is because although the system does 
not expect the user to visualize the entities full front, the 
algorithm that calculates the position of virtual objects does 
not consider the perspective introduced by lateral views. To 
remedy this deficiency, it was decided to deploy graphic 
elements only on the sub entities that lie within the range 
formed by an angle of 30° right or left regarding to user’s 
line of sight.   

V. CONCLUSION AND FUTURE WORK 
The use of semantic processing to find a knowledge 

profile represents a useful field for tasks of semantic 
similarity. The resolution of queries over Ontology 
exploration about spatial and temporal attributes can solve 
complex queries. 

 
Displaying results in augmented scenarios provide a 

practical way to locate people. The combination of 
ontologies and AR for mobile phones represents a field of 
opportunity for various tasks and scopes. GPS and compass 
sensor require developing algorithms in order to compensate 
the error margin or use external devices with great precision, 
in order to offer a precise augmented navigation. Future 
work considers including speech recognition and AR using 
sensors instead of pattern recognition. 
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Abstract—This paper presents the performance evaluations of
deep learning classifiers for large-scale sentiment analysis using
Rakuten Data. Many NLP theories and applications use 1-of-
K representations for representing a word, but 1-of-K repre-
sentations are difficult to use with many deep learners because
they are vectors consisting of millions of dimensions. To reduce
the number of dimensions of 1-of-K representations, we used
distributed representations for words by using word2vec. Two
experiments were conducted: (1) sentiment analysis using a small
data set, the IMDB dataset, and (2) sentiment analysis using
a large-scale data set, Rakuten Data. In the experiments, we
observed that multi-layer neural networks did not work well for
the small data set (i.e., neural networks without hidden layers
achieved the best result), but multi-layer neural networks worked
well for the large-scale data set. In the experiments using Rakuten
Data, we tested the neural networks with 0−6 hidden layers, and
neural networks with three hidden layers achieved the best result.

Keywords–sentiment analysis; deep learning; distributed repre-
sentations.

I. INTRODUCTION

For the last decade, many kinds of social media on
the Internet, such as Twitter, SNS, and blogs, have become
available, and more than a billion people use them in their
daily life now. As these social media grow, sentiment analysis
from these media becomes more important to extract opinions
about political issues, events, and some specific commercial
products.

In this paper, we present performance evaluations of deep
learning classifiers for a large-scale sentiment analysis using
Rakuten Data. Deep learning has attracted many researchers
because it has achieved significant results in the fields of
speech recognition and image recognition [1][2]. The models
of deep learning classifiers are defined as multi-layer neural
networks having around 3 to 20 hidden layers. For a deep
learner, generalized features or concepts are automatically
acquired in hidden layers along with the training of whole
networks. Though some deep learning tools have already
been developed publicly, these tools assume dense and low
dimensional vectors as inputs. This is a crucial problem for
large-scale natural language processing (NLP) because many
NLP theories and applications use 1-of-K representations
for representing a word, which has millions of dimensions.
To mitigate the problem of 1-of-K representations, we use

word2vec [3] to reduce the number of dimensions of 1-of-K
representations.

We conducted two experiments on sentiment analysis. In
the first experiment, we used Rakuten Data [4] as a data set,
and we used the IMDB dataset [5] in the second experiment.
Rakuten Data is a large-scale data set, consisting of 16 million
reviews, that is written in Japanese. The IMDB dataset consists
of 100,000 movie reviews written in English. The IMDB
dataset is smaller than Rakuten Data, and hence the deep
learner can learn from the IMDB dataset using 1-of-K repre-
sentations. In the experiments, we evaluated the effectiveness
of word2vec by comparing it with 1-of-K representations
in the IMDB dataset. Finally, we evaluated the effectiveness
of our classifier for the large-scale sentiment analysis using
Rakuten Data. In the experiments, we observed that multi-
layer neural networks did not work well for the small data set
(i.e., neural networks without hidden layers achieved the best
result for the IMDB dataset), but multi-layer neural networks
worked well for the large-scale data set, Rakuten Data.

Section II introduces an overview of related work. Section
III presents large-scale sentiment analysis based on multi-layer
neural networks and distributed representations for words using
word2vec. Section IV describes the procedures and results of
the experiments. Section V concludes the document.

II. RELATED WORK

In NLP, 1-of-K representations (or one-hot representations)
are generally used for representing a word as a vector. The
word vector in 1-of-K representations has the same length
of vocabulary size, and each dimension corresponds to each
word in a dictionary. The vector for wordw in 1-of-K
representations takes a form in which only one dimension
corresponding tow is given as 1, and other dimensions are
given as 0. For example, if we have a dictionary consisting of
one hundred thousand words, the word vector takes a form in
which only one dimension is given as 1 among one hundred
thousand dimensions, and all the remaining dimensions are
given as 0. Letn be the vocabulary size ande be the index of
dimensions for wordwe. The vector for wordwe in 1-of-K
representations is formally given as(d1, ..., di, ..., dn), where
di = 1 if i = e, anddi = 0 otherwise. Therefore, word vectors
in 1-of-K representations are large and extremely sparse.

Word2vec [3] is a method for obtaining distributed repre-
sentations for words by using neural networks. In word2vec,
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neural networks are defined to solve a pseudo task of predicting
a word given surrounding words. After training neural net-
works using huge size text, weight vectors for each word in a
dictionary are retrieved from the neural networks as distributed
representations for words.

Two types of neural network models are defined in
word2vec: the continuous bag-of-words (CBOW) model and
the Skip-gram model. The CBOW model predicts the current
word given surrounding words, and the Skip-gram model pre-
dicts surrounding words given the current word. Both models
generate distributed representations for words by retrieving a
weight matrix from neural networks between the input layer
and the hidden layer. Therefore, the number of dimensions
of the weight vectors is equal to the number of nodes in the
hidden layer, around 200 or 400. Thus, word2vec reduces the
number of dimensions of word vectors in 1-of-K representa-
tions having hundreds of thousands of words in the input layer
to hundreds of dimensions. Mikolov et al. [3] have shown that
the acquired word vector represents a semantic concept for
a word and relationships between words. The relationships
between words can be calculated using simple addition and
subtraction, e.g., the vector for ‘queen’ is close to the vector
for ‘king’ minus ‘man’ plus ‘woman.’

Deep learning involves multi-layer neural networks with
efficient learning methods and generalization. In our experi-
ments, we used Caffe [6] as a deep learning tool. Caffe is an
efficient implementation, one in which neural network models
can be customized in a model file. However, Caffe cannot
deal efficiently with large-scale data, such as Rakuten Data, in
1-of-K representations due to memory limitation. Therefore,
we reduced the number of dimensions of the dataset by using
word2vec.

III. LARGE-SCALE SENTIMENT ANALYSIS BY
USING DEEP LEARNING AND DISTRIBUTED

REPRESENTATIONS

We present large-scale sentiment analysis based on multi-
layer neural networks and distributed representations for words
using word2vec. In the experiments, we tested multi-layer
neural networks with 0−6 hidden layers. In the input layer,
a document vectord was used as an input. The document
vector is a vector for a review made by adding distributed
representations for all words in the review. The distributed
representations for words were acquired by using word2vec
trained from Rakuten Data. Formally, we have the document
vectord as follows (1).

d =
∑
w∈r

word2vec(w), (1)

where r is a review,w is a word in r, and word2vec(w)
is the distributed representation for wordw. In the output
layer, binary sentiments (positive/negative) were used as an
output, and softmax functions were applied to the output from
the hidden layers. Figure 1 shows the structures of neural
networks that we used in the experiments. In the figure, (A),
(B), and (C) draw neural networks with 0, 1, and 2 hidden
layers, respectively. Neural networks with 0 hidden layers are
equivalent to the logistic regression model without a prior.

TABLE I. RAKUTEN DATA

data size (GB) number of number of
reviews words

training set 8.45 13,133,032 656,834,594
development set 1.02 1,655,042 82,123,546
test set 1.12 1,818,107 88,549,699

TABLE II. IMDB DATASET

data size (MB) number of number of
reviews words

training set (labeled) 33.158 25,000 5,843,019
training set (unlabeled) 66.557 50,000 14,273,230
test set (labeled) 32.376 25,000 5,711,718

IV. EXPERIMENTS

We conducted experiments to evaluate the performance
of the multi-layer neural networks for large-scale sentiment
analysis using Rakuten Data.

A. Dataset and Tools

We used two datasets, Rakuten Data [4] and IMDB dataset
[5]. Rakuten Data is a large-scale data set consisting of
around 16 million reviews written in Japanese1. Each review
in Rakuten Data is labeled with 0−5 grade labels: 0 is the
most negative, and 5 is the most positive. We converted the
0−5 grade sentiments into binary sentiments by regarding
0−3 grades as negative and 4−5 grades as positive. In the
experiments, we evaluated the binary classification task. Table I
shows the specifications of Rakuten Data. The IMDB dataset
consists of 100,000 movie reviews written in English. In the
IMDB dataset, 50,000 reviews are labeled with 1−10 grade
labels: 1 is the most negative, and 10 is the most positive. We
converted the 1−10 grade sentiments into binary sentiments
by regarding 1−5 grades as negative and 6−10 grades as
positive. Table II shows the specifications of the IMDB dataset.
The IMDB dataset is smaller than Rakuten Data, and hence
the deep learner can learn from the IMDB dataset using 1-
of-K representations. We evaluated the effectiveness of the
deep learning classifier for the large-scale sentiment analysis
using Rakuten Data. We also evaluated the effectiveness of
word2vec by comparing it with 1-of-K representations in the
IMDB dataset, where we have the document vectord for 1-
of-K representations as follows (2).

d =
∑
w∈r

1-of-K(w), (2)

wherer is a review,w is a word inr, and 1-of-K(w) is the
1-of-K representation for wordw.

The number of dimensions for the distributed represen-
tations was determined using the development set. We tested
100, 200, 400, and 800 dimensions for Rakuten Data, and 100,
200, 400, 800, and 1600 dimensions for the IMDB dataset.
Table III shows the details of other hyper parameters that were
determined by using the development data set.

1Currently, Rakuten Data 2014 consists of around 64 million reviews for
150 million products. We used Rakuten Data 2010 in the experiments, and it
consists of around 16 million reviews.
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TABLE III. HYPERPARAMETERS OF WORD2VEC.

hyperparameters setting
Model CBOW

Window Size 8
Negative Samples 25

Hierarchical Softmax none
Iteration 15

Subsampling of Frequent Words 1e-3

TABLE IV. HYPERPARAMETERS OF CAFFE.

hyperparameters setting
Hidden layer 0−6

The number of nodes 500
Test interval 1,000
Max iteration 100,000

We used Caffe as a deep learning tool. However, Caffe
cannot efficiently learn from Rakuten Data using 1-of-K repre-
sentations because it is a large data set and because Caffe does
not support sparse vectors. We first trained word2vec using
13,133,032 reviews (656,834,594 words) in Rakuten Data, and
then we trained Caffe using 2,684,354 reviews (137,456,326
words) in Rakuten Data. Table IV shows the hyper parameters
for Caffe. The batch size was 200 for Rakuten Data and 1000
for the IMDB dataset. The base learning rate was 0.01 for
Rakuten Data and 0.005 for the IMDB dataset. Figure 1 shows
the structures of the multi-layer neural networks.

We also compared the performance of deep learning with
L2-regularized logistic regression. We used Liblinear [7] for
evaluating L2-regularized logistic regression. The hyperparam-
eters were tuned by using the development data.

We used Mecab [8] for tokenizing Rakuten data and used
Stepp Tagger [9] for tokenizing the IMDB dataset.

B. Results

In the experiments, “LR(1-of-K)” means the result of L2-
regularized logistic regression using 1-of-K representations.
“LR(w2v)” means the result of L2-regularized logistic regres-
sion using distributed representations for words. “NN-Li(1-of-
K)” means multi-layer neural networks withi hidden layers
using 1-of-K representations. “NN-Li(w2v)” means multi-
layer neural networks withi hidden layers using distributed
representations for words.

Table V shows the results of the experiments for the
test set of Rakuten Data. In the table, neural networks with
three hidden layers (NN-L3(w2v)) achieved the best result for
Rakuten Data. We can also see that NN-L3(w2v) achieved a
better result than that of logistic regression, LR(w2v). In the
table, we can observe that the accuracy increased when we
used more hidden layers such that the number of hidden layers
was less than four, and the accuracy decreased when we used
more than four hidden layers.

Table VIII shows the results of the experiments for the
test set of the IMDB dataset. In the table, we can see the
difference in the neural networks using 1-of-K representations
and those using distributed representations. The best result was
achieved by the neural networks without hidden layers using
the distributed representations. Contrary to our expectation, the

TABLE V. ACCURACY FOR TEST DATASET OF RAKUTEN DATA.

Model Accuracy
NN-L0(w2v) 89.130 %
NN-L1(w2v) 90.220 %
NN-L2(w2v) 90.703 %
NN-L3(w2v) 91.015 %
NN-L4(w2v) 91.001 %
NN-L5(w2v) 90.795 %
NN-L6(w2v) 90.727 %
LR(1-of-K) 90.956 %

LR(w2v) 90.124 %

multi-layer neural networks using 1-of-K representations were
worse than those using the distributed representations.

Table VI and Figure 2 show the analyses for the develop-
ment set of Rakuten Data, and Table VII and Figure 3 show
the analyses for the development set of the IMDB dataset.

C. Discussion

We can see from Table VIII that neural networks with a
higher number of hidden layers did not work well for the
IMDB dataset, especially in the case of 1-of-K representations.
We think that the multi-layer neural networks with 1-of-K
representations failed to learn the concepts of words in their
hidden layers. This may be because the size of the IMDB
dataset was too small to learn them. In the case of training
with Rakuten Data, the neural networks with three hidden
layers achieved better results than those of the neural networks
without hidden layers. We think that these results partially
support our hypothesis that extremely large datasets, such as
Rakuten Data, enable neural networks to learn their hidden
layers well in the task of sentiment analysis.

With these experimental results, we think that in tasks
of natural language processing, unlike image recognition or
speech recognition, extremely large datasets are needed to
learn the concepts of words or phrases in the hidden layers of
multi-layer neural networks. In the experiments of the IMDB
dataset, we used around 20 million words (75,000 reviews)
for word2vec training. But, the data size of the IMDB dataset
was much smaller than that of Rakuten Data, which consists
of around 650 million words (around 13 million reviews). We
think that pre-training of neural networks using an extremely
large dataset is a good solution for simultaneously learning
the word concepts and the tasks of NLP, such as multi-task
learning [10] or a stacked auto-encoder [11].

From Table V and VIII, the accuracy of LR(1-of-K) was
better than that of LR(w2v) in both experiments. However,
the accuracy of NN-Li(1-of-K) was worse than that of NN-
Li(w2v) in the experiment of the LDBM dataset. We think
that this also means that neural networks with 1-of-K rep-
resentations fail to learn the hidden layers. The tendency of
how hidden layers are learned from 1-of-K representations
can be seen more clearly if we could conduct experiments on
the multi-layer neural networks with 1-of-K representations
for Rakuten Data. We leave this for future work.

V. CONCLUSION

In this paper, we presented performance evaluations of deep
learning classifiers for large-scale sentiment analysis using
Rakuten Data. Many NLP theories and applications use 1-of-K

94Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-420-6

SEMAPRO 2015 : The Ninth International Conference on Advances in Semantic Processing

                         105 / 142



��������	
�

���
����	
�

������������

��������	
�

���
����	
�

���������	
�
��������	
� ���������	
�

��� �������	�
�����

��
���������	�������
�����������	�
�����

��
���������	�������

�����������	�
�����

��
���������	�������

���������	
�

������������������������

Figure 1. Structure of neural network

TABLE VI. ACCURACY FOR DEVELOPMENT DATASET OF RAKUTEN DATA.

Representation Number of NN-L0 NN-L1 NN-L2 NN-L3 NN-L4 NN-L5 NN-L6 LR
dimensions

w2v 100 87.978 % 89.363 % 89.962 % 90.119 % 90.135 % 90.149 % 90.088 % 88.949 %
200 88.111 % 89.947 % 90.478 % 90.551 % 90.595 % 90.538 % 90.541 % 89.392 %
400 88.689 % 90.257 % 90.746 % 90.840 % 90.860 % 90.805 % 90.789 % 89.633 %
800 88.110 % 90.434 % 90.847 % 90.947 % 90.982 % 90.957 % 90.900 % 89.878 %

1-of-K 81,420 - - - - - - - 90.671 %

TABLE VII. ACCURACY FOR DEVELOPMENT DATASET OF IMDB DATASET.

Representation Number of NN-L0 NN-L1 NN-L2 NN-L3 NN-L4 NN-L5 NN-L6 LR
dimensions

w2v 100 87.180 % 50.200 % 52.780 % 86.041 % 86.460 % 86.820 % 87.201 % 87.380 %
200 87.761 % 86.520 % 57.820 % 86.920 % 86.780 % 87.080 % 87.840 % 88.100 %
400 88.140 % 53.720 % 54.800 % 86.940 % 87.760 % 88.081 % 88.200 % 88.620 %
800 88.780 % 50.580 % 52.200 % 88.260 % 87.520 % 88.240 % 88.300 % 89.000 %

1600 88.599 % 60.460 % 50.000 % 87.620 % 87.600 % 87.920 % 88.300 % 89.040 %
1-of-K 35,309 88.780 % 86.520 % 57.820 % 88.260 % 87.760 % 88.240 % 88.300 % 89.040 %

representations for representing a word, but 1-of-K representa-
tions are difficult to use with many deep learners because they
are vectors consisting of millions of dimensions. To reduce
the number of dimensions of 1-of-K representations, we used
distributed representations for words by using word2vec.

We conducted two experiments: (1) sentiment analysis
using a small data set, the IMDB dataset, and (2) sentiment
analysis using a large-scale data set, Rakuten Data. In the
experiments, we observed that multi-layer neural networks did
not work well for the small data set (i.e., neural networks
without hidden layers achieved the best result), but multi-layer
neural networks worked well for the large-scale data set. In the
experiments using Rakuten Data, we tested the neural networks
with 0−6 hidden layers, and neural networks with three hidden
layers achieved the best result. We think that these results
partially support our hypothesis that extremely large datasets,
such as Rakuten Data, enable neural networks to learn their
hidden layers well in the task of sentiment analysis.

In the experiments for the IMDB dataset, we also compared
1-of-K representations with distributed representations. In the
experiments, neural networks using distributed representations
achieved better results than those using 1-of-K representations.
We think that this may be because the size of the IMDB dataset
was too small to learn the concepts of words in the neural
networks. The tendency of how multi-layer neural networks
are learned from 1-of-K representations can be seen more
clearly if we could conduct experiments on the multi-layer
neural networks with 1-of-K representations for Rakuten Data.
We leave this for future work.
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TABLE VIII. ACCURACY FOR TEST DATASET OF IMDB DATASET.

Model Accuracy
NN-L0(1-of-K) 85.040 %
NN-L1(1-of-K) 83.540 %
NN-L2(1-of-K) 76.840 %
NN-L3(1-of-K) 50.720 %
NN-L4(1-of-K) 50.000 %
NN-L5(1-of-K) 50.000 %
NN-L6(1-of-K) 50.000 %

NN-L0(w2v) 88.476 %
NN-L1(w2v) 50.920 %
NN-L2(w2v) 54.908 %
NN-L3(w2v) 86.504 %
NN-L4(w2v) 86.940 %
NN-L5(w2v) 86.984 %
NN-L6(w2v) 87.344 %
LR(1-of-K) 86.848 %

LR(w2v) 78.936 %
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Figure 2. Accuracy of each model for development dataset of Rakuten Data

��

��

��

��

��

��

��

��

��

��� ��� 	�� ��� ����

�

�

�

�

�

�

�

�

�

�

	

��������	�
�������



��� 

��� 

��� 

��



��	 

��� 

��� ��

Figure 3. Accuracy of each model for development dataset of IMDB dataset
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Abstract— Safety and security in football events has been a 

heavily debated topic in the media for years. Especially 

communication processes between the police authorities, 

private security services, town councils, supporters and other 

spectators have often been neglected. Communication 

processes in the context of football matches can encounter 

technical limitations. Traditional communication channels are 

often characterized by a one-way communication structure, 

delayed forwarding of information or limited quality (e.g., 

stadium announcements). To address these problems, a new 

communication platform is explored. The semantic basis for 

this platform is formed by an ontology. The usage and benefits 

of the ontology are manifold: 1) The design process created a 

better understanding among the stakeholders. 2) The actors, 

roles and their relations are used for information filtering and 

access restrictions. 3) The relations of the ontology are used for 

structuring the information and navigating through it. 4) 

Heterogeneous information is fused into the platform from 

existing systems by annotating the data with concepts from the 

ontology. In this paper, the design of the ontology based on 

research of already existing ontologies is presented. 

Keywords-ontology design; communication platform; Web 

Ontology Language (OWL). 

I.  INTRODUCTION 

In the football season 2013/2014, about 13 million people 
attended the matches of the German Bundesliga (first league) 
[1]. The games of the second, third and lower leagues were 
attended by several additional millions of spectators. On 
their journey to the stadium and back home, they travel 
through crowded urban regions and depend on using the 
local infrastructures. 

In order to implement such big football events, a 
cooperation of police forces, local town councils, football 
clubs and private security services is necessary to provide a 
safe and secure environment. Together with spectators and 
supporter groups, these stakeholders strive for peaceful and 
positive sport events. By doing this, different perspectives on 
freedom, safety and security must be balanced. Following 
these presuppositions, the following research question 
emerges: How can the safety and security creation in the 
context of football games be optimized via communication? 

The research project SiKomFan (Mehr Sicherheit im 
Fußball – Verbessern der Kommunikationsstrukturen und 
Optimieren des Fandialogs) [2], funded by the German 

Ministry of Education and Research (BMBF), therefore 
researches possible improvements of communication 
strategies, including technical solutions to support them. By 
using a broad perspective that involves 25 football locations 
in Germany’s three professional football leagues the most 
relevant stakeholders are examined in order to contribute to a 
successful dialogue with supporters. So far, the inquiry 
revealed that there are different communication strategies in 
different locations leading to different results.  

Examining the topic of communication processes in the 
context of football games can be done from different 
specialist perspectives and by using different methods. 
SiKomFan combines four disciplines, namely sociology, 
risk- and security management, law and computer science as 
well as their specific methods. 

Communication processes in the context of football 
matches can encounter technical limitations. Traditional 
communication channels are often characterized by a one-
way communication structure, delayed forwarding of 
information or limited quality (e.g., stadium 
announcements). New media, such as Twitter, provide 
opportunities for flexible, timely and rapid exchange of 
information, but have the disadvantages of information 
overflow [3] and uncertainty (the content is not reliable). To 
address these problems, a new communication platform is 
explored, implemented and tested in a demonstration 
scenario. All participating parties (e.g., police, private 
security services, supporters, etc.) can communicate with 
each other by means of the most appropriate way at football 
events. Using an app on a smartphone, football supporters 
and other stakeholders can access this platform in order to 
obtain relevant event information or to provide new 
information. The overall architecture of the SiKomFan 
system is described in [2]. 

The semantic base of this communication platform is 
formed by an ontology, which is presented in this paper. 

The paper is structured as follows. The Section II starts 
with related work, followed by Section III describing the 
used methodology for designing the ontology. The following 
sections IV to VIII are structured along the lines of the 
methodology: Section IV describes the purpose of the 
ontology. In Sections V to VII the building of the ontology is 
shown. Section VIII is about evaluating the ontology. The 
paper ends with an outlook on future work and a conclusion 
in Section IX. 
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II. RELATED WORK 

The research presented in this paper was influenced and 
partly based on several existing ontologies. Those ontologies 
can be clustered by forming the following groups: Generic 
base ontologies, geospatial ontologies, time related 
ontologies, event ontologies (in the meaning "something 
happening"), event ontologies (like concerts or sport events) 
and sport ontologies, especially for the topic football/soccer.  

The "DOLCE+DnS Ultralite Ontology" (DUL) has been 
developed as a common base for ontologies in the field of 
context modelling, e.g., it provides concepts like persons, 
organizations and roles along with relations among them. 
Another widely used base ontology regarding the modelling 
of persons and their relations is the "Friend of a Friend" 
(FOAF) ontology. This ontology only covers a smaller 
spectrum of the needed concepts. 

The GeoNames ontology does not only define the 
structure for modelling locations and relations between them, 
it also provides a large amount of actual data. The 
GeoNames ontology itself uses the "Basic Geo Vocabulary" 
for defining the structures. 

The Basic Geo Vocabulary [8] is a vocabulary for 
representing latitude, longitude and altitude information in 
the WGS84 geodetic reference datum, defined by the W3C 
Semantic Web Interest Group. 

Time modelling aspects are addressed in the "Ontology 
of Time for the Semantic Web" (OWL-TIME). It provides a 
vocabulary for durations, time intervals and instants of time. 

The "Event-Model-F" is based on the DUL ontology and 
added support for representing time and space, objects, 
persons and relationships between events. In contrast to other 
event ontologies, it allows modelling of causality 
relationships and representing different interpretations of the 
same event. 

Further relations are shown in Section VI, where the 
integration and reuse of existing ontologies is discussed. 

III. METHODOLOGY 

For the design process of the SiKomFan ontology, the 
methodology suggested by Uschold and King [9] was used, 
which is a general approach for ontology design with a focus 
on the informal aspects. 

The methodology foresees several steps: 

1) Identify the purpose of the ontology: It is important to 

be clear about why the ontology is being built, what its 

intended uses are. Furthermore, the stakeholders and their 

environment must be defined. 

2) Building the ontology, splits up into several sub-

steps: 

a) Ontology Capture: Identification of the key 

concepts and relationships in the domain of interest. 

Production of precise unambiguous text definitions for 

concepts and relationships. Identification of terms to refer to 

such concepts and relationships. Agreeing on all of the 

above. 

b) Ontology Coding: Explicit representation of the 

conceptualization captured in a formal language. 

c) Integrating Existing Ontologies: Use existing 

ontologies, which are already in use and widely accepted in 

the research community. 

3) Evaluation: make a technical judgment of the 

ontologies, their associated software environments, and 

documentation with respect to the frame of reference. The 

frame of reference may be the requirements specification, 

competency questions and/or the real world 

4) Documentation: important for updating and re-using 

important assumptions for understanding (Meta models). 

Inadequate documentation is one of the main barriers for 

effective use of ontologies. 
 
The following sections are structured by these steps of 

the methodology. Step 2b and 2c are swapped since it 
showed to make more sense to first research existing 
ontologies for reuse before starting to code.  

IV. PURPOSE OF THE SIKOMFAN ONTOLOGY 

The application of the ontology in the communication 
platform is threefold: 

1. It will store a model of the current situation during a 
football event. Information coming into the system will be 
annotated with elements from the ontology to create a 
common meaning. Having such a common meaning is 
especially helpful for data integration of already existing 
systems. 

2. All actors, which are involved into an event, are 
modelled including their relations, tasks and roles. 

3. The structure of the ontology (relations between 
concepts) is used to navigate the system and the mobile app. 

V. BUILDING THE ONTOLOGY – ONTOLOGY CAPTURE 

To identify the ontological classes and relations a 
workshop was held, which brought together the different 
stakeholders of the project with their different research and 
domain knowledge backgrounds. This group of about ten 
people was a good size for effective discussion and the 
interdisciplinary meeting brought many new insights into the 
domain. 

As a side effect also caused by the formalized nature of 
an ontology, the understanding of the involved actors and 
their relations was hugely increased between the project 
partners during the necessary discussion. In addition, the 
requirement to be specific about the formalization brought up 
topics, which were so far not fully understood. These open 
issues created new research items and therefore influenced 
the research of the other work packages. 

A. Stakeholders 

Figure 1. displays the top-level of all stakeholders, which 

participate directly or indirectly in the event football match 

and therefore have specific information and communication 

needs. Each of these top-level stakeholders contains a tree 

of up to ten specific groups, which are not displayed to keep 

the figure small. 
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Figure 1.  Top-level stakeholders of the event “football match” 

A football organization is, e.g., an association like in 

Germany the Deutscher Fußball-Bund e.V. (DFB). They can 

send representatives to high-risk matches to check the safety 

precautions. 

The stakeholder Information System is a special case since 

these are not human beings. Examples are existing systems 

for transport, police communication, information sites of 

clubs, etc. These systems provide information for the 

platform. 

The club has several aspects: representatives of the guest 

and host club, the owner and manager of the stadium, the 

organizer, etc. The public is divided in visitors of the match 

and uninvolved people like abutters and affected travelers 

(train, car). 

The Transport Companies are responsible for getting from 

and to the stadium, for example by train, bus or tram. 

Visitors are interested in delays and additional transport 

options for the match.  

The Media are newspapers, radio, television, and Internet 

sites. 

The Public and Private Security are emergency services like 

police, fire department, rescue services and private security 

companies. In Germany, there is the special situation that 

for one match there is police from different states involved 

and additionally also the Bundespolizei (federal police), 

which takes care about the railroad safety. 

These stakeholders are the actors in the technical use-cases 

described in the following section. 

B. Use-Case Scenarios 

For inquiring communication processes between the 

different actors, a football event is split up into four 

scenarios. 

The first one deals with the arrival and departure of 

spectators on the railway system of Deutsche Bahn AG 

(DB). In this sub-scenario, the (communicative) co-action of 

the federal police, the carriers and its services as well as the 

measures by football clubs are examined. 

The second covers the travelling of spectators from a train 

station to the stadium. There are many different models in 

existence, for example the organized supporter march, the 

use of shuttle busses and the individual arrival by foot or 

with public transportation. The analysis in this context was 

focused on actions by state police and town councils but 

also accompanying measures by football clubs and public 

transport services. 

The next scenario focuses on the interface of public area and 

the responsibility of the match-host: the entry controls. 

There, co-operation modalities between state police, town 

council and the club security commissioner as well as the 

private security service in the stadium are being included in 

the inquiry. 

The fourth and last scenario examines the spectators’ visit in 

the stadium area. Here, actions by private security services 

in the stadium, the cooperation of different safety and 

security actors, for example in the safety and security 

operations headquarter, and the integration of the stadium 

announcer into communication concepts are inquired. 

 

Figure 2.  Top level Technical Use-Cases 

From these scenarios, technical use-cases were created. 

Figure 2. depicts the top-level classification into the needs 

of the public and emergency services. Both of them are 

further divided into information (one-way) and 

communication (bi-directional). The complete mind map 

contains over 40 use-cases, therefore only some examples 

will be given: 

 A father has lost his child in the crowded stadium and 

wonders whom to contact for support. 

 A security officer wants to give an information to people 

in a certain area, e.g., “this entrance is overcrowded, 

please use entrance B”. 

 A supporter wants to know which supporter items are 

allowed to bring into the stadium. 

VI. BUILDING THE ONTOLOGY – INTEGRATING EXISTING 

ONTOLOGIES 

The evaluated ontologies (see Table I and also Section II) 
can be divided into the following categories: 

 base ontologies (# 1 and 2) 

 spatial ontologies (# 3 and 4) 

 time related ontologies (# 5, 6, and 7) 

 events (# 8 and 9), in the meaning of sport event or music 

event 

 events (# 10 and 11), in the meaning that something 

happens and causes a reaction 

 Sport and football ( # 12, 13 and 14) 

Additionally, ontologies from the domains of early 
warning and disaster would have been of interest but no 
suitable ontologies were found. 
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Based on our study we decided to pick "DOLCE+DnS 
Ultralite Ontology" (DUL) as the base ontology because it 
already covers the basic elements like people, organizations, 
roles, events and all relations between them.  

 

VII. BUILDING THE ONTOLOGY – ONTOLOGY CODING 

Building on DUL all actors (supporters, transportation 
companies, clubs, unions, security organizations, police, 
press, etc.) and their roles were modelled. After that, time 
(for events and phases) and space (e.g., location of stadium) 
was added. Deciding on DUL set also the decision to use 
OWL (Web Ontology Language)/XML [10] as the coding 
language. 

The decision to use automatic reasoning within the 
project poses an extra challenge for the combination of 
ontologies: The simple combination of different ontologies 
by defining equivalence relations between classes will lead 
to an inconsistent world model in most cases if not done 
carefully. This resulted in the definition of some criteria for 
the evaluation of other additional ontologies: The ontology 
should add substantial value to the base. It has to be 
combinable with DUL, i.e., it should have an OWL 
representation and defining classes from both ontologies as 
equivalent should not lead to inconsistencies. Furthermore, 
the integration of an ontology should only result in a minimal 
set of required dependencies since a larger number of 
involved ontologies will increment the potential of 
inconsistencies. In some cases, a consistent re-modelling of 
aspects from an existing ontology should be preferred over 
integrating the original ontology.  

A. Integration of Space and Time 

The “Geo-Pos” ontology [8] which was chosen for the 
spatial aspects is originally modelled as RDFS/XML and had 
to be transferred to OWL/XML. 

The SiKomFan Ontology introduces the new class 
<#Position> (Fig. 3) as junction between the three ontologies 
DUL, Geo-Pos and SiKomFan. It is defined as subclass of 
<#SpaceRegion> from DUL since it is a spatial restriction in 
terms of the DUL terminology. The location attributes 
defined in Geo-Pos are added by declaring the Position class 
as EquivalentClass to <#Point> from Geo-Pos. With the help 
of this class, it is now possible to assign some absolute 
coordinates to entities. 

 
Figure 3.  OWLClass Position 

Some use cases of SiKomFan require the modelling of 
trajectories for persons and objects. This introduces the need 
for some time related attributes. To achieve this, the new 
class <#TemporalPosition> (Fig. 4) is defined that links 
<#Position> and <#TimeInterval>. It is defined by the 
restriction to have exactly one Position as location and to be 
observable at exactly one TimeInterval. The order of 
TemporalPositions within a trajectory is modelled with 
predecessor and successor relations between 
them.

 
Figure 4.  OWLClass TemporalPosition  

B. Extensions 

For the modelling of events (in the meaning of sport 
events), the decision was made to use a simple model based 
on the OWLClasses available in the DUL instead of 
importing a completely event-specific ontology. As an 
example, the football league is modeled as a new OWLClass  
<#League>, which is a subclass of <#Competition> which 
itself is a subclass of <#Event> from DUL. Other terms like 
arrival, match or season have been modeled in a similar way. 

Persons acting as senders and receivers in the context of 
communication are important for the SiKomFan project.  
Based on research carried out by another work package in 
the project, some selected persons were modeled as part of 
the ontology. Therefore, the OWLClass <#SocialPerson> 
from DUL has been subdivided into several subhierarchies. 
The <#EmergencyServicesPerson> is the top-level class for 
all persons from emergency services, which are modelled in 
detail. In a similar way, the <#EventVisitor> is the top of 
another hierarchy for the persons visiting the event.  

Besides the persons, IT systems can also be the origin of 
communication and have to be modeled also. In this case, 
<#System> is defined as the common base class for systems 
like Social Media, information pages, press portals and 
traffic information services. That class is defined as subclass 
of <#PhysicalAgent> from DUL. 

The last major extension to the DUL is the subhierarchy 
beneath <#Organization> from DUL.  This subhierarchy 
contains all the organizational aspects of emergency services 
as well as fan groups, companies (e.g., railway operators) 
and football clubs. 

Table II shows some simple metrics of the three 
ontologies DUL, Geo-Pos and SiKomFan in comparison. 
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VIII. EVALUATION OF THE ONTOLOGY IN THE 

COMMUNICATION PLATFORM 

The system architecture of the communication platform 
has been derived from the use-case scenarios as well. 
Components of the sequence diagrams describing the 
technical use-cases have been grouped according to their 
functionalities: user interface (Apps and Desktop 
Applications), services (e.g., map or positioning services), 
data (e.g., information about the football event) and data 
sources (e.g., stakeholders or social media). 

The main part of the system is the so-called Situation; it 
contains the connected information about the current football 
event. It can be visualized on a map showing various aspects 
for different actors and roles. For example, a visitor can see 
the location and availability of the transfer shuttle to the train 
station. The Situation is saved in an ontology store using 
OpenLink Virtuoso [7] facilitating the SiKomFan-ontology 
described above. The ontology store is connected to a web 
content management system (WCMS), which implements 
the additional functionality like visualization of a situation, 
role authorization, group notifications, etc. 

The ontology was tested with queries and example data 
created from the SiKomFan use-cases. 

Fig.5 shows a SPARQL [11] query, which returns 
positions of relief units at a specific time: 

 

 
Figure 5.  SPARQL query for evaluation 

Several scenarios with up to 2000 police officers were 
simulated for the evaluation of the queries. Depending on the 
scenario size the query execution duration varied between 
20ms and 3000ms. 

IX. CONCLUSION AND FUTURE WORK 

In this paper, the first iteration of the SiKomFan ontology 
was presented, which addresses the manifold stakeholders 
and use-cases of the event football match. Using the 
methodology suggested by Uschold the purpose of the 
ontology was identified first and their content was defined at 
a stakeholder’s workshop. After that, the ontology was 
designed building upon existing established ontologies. 
Finally, the ontology was evaluated by testing the SiKomFan 
use-cases. 

Moreover, but not presented here, parallel sub-projects 
examine supporter cultures and their perspectives on safety 

and security as well as legal recommendations for a better 
information exchange and for optimizing the cognizance of 
public actors around football matches. These sub-projects 
therefore seek to deliver suggestions to optimize the 
communication strategies of the stakeholders, the 
communication processes between the stakeholders and 
especially to optimize the dialogue between supporters and 
the stakeholders. The new results of this interdisciplinary 
research will be taken into account and the ontology will be 
adapted accordingly in the second phase of the project. 
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TABLE I.  RESEARCHED ONTOLOGIES FOR INTEGRATION INTO THE SIKOMFAN ONTOLOGY 

# URL Coding Language License Published Comment 

 Base ontologies 

1 http://www.ontologydesignpatterns.org/ont/dul/DUL.owl OWL/XML en, it 
  

Organizations, 

Relations, 
Planning, Events, 

… 

2 http://xmlns.com/foaf/0.1/ OWL/XML en 
CC BY 

1.0 
2014 

Persons, 
Organizations and 

their relations 

 
Location ontologies 

3 http://www.geonames.org/ontology/documentation.html OWL/XML 
en, no, sv, 

bg, ru 

CC BY 

3.0 
2012 

Locations, 

Countries, 

Population, ZIP, 
… 

4 http://www.w3.org/2003/01/geo/ RDFS/XML en 
 

2009 Geo locations 

 
Time related ontologies 

5 http://www.w3.org/2006/time#  OWL/XML en 
 

2006 Time 

6 http://www.ontologydesignpatterns.org/cp/owl/timeindexedsituation.owl OWL/XML en 
 

2011 Order of events 

7 http://motools.sourceforge.net/timeline/timeline.html OWL/XML en 
 

2007 

Order of events, 

extends OWL-
Time 

 
Events (in the meaning of sport event or music event) ontologies 

8 http://motools.sourceforge.net/event/event.html OWL/N3 en 
CC BY 

3.0 
2007 Rudimentary 

9 http://linkedevents.org/ontology/ OWL/XML en 
CC BY-

SA 3.0 
2010 Rudimentary 

 
Events (something happens and causes a reaction) ontologies 

10 http://west.uni-koblenz.de/Research/ontologies/events/index_html OWL/XML en 
 

2009 

Time and space, 
objects, cause and 

impact; extends 

DUL 

11 http://www.dcs.shef.ac.uk/~vita/files/ER-events.owl OWL/XML en 
 

20xx 

Diseases, fire 

protest, weather. 

No Properties. 

 
Sport events ontologies 

12 http://purl.org/ontology/sport/ OWL/XML en 
 

2011 
Sport events, 
leagues, teams, 

etc. 

13 http://www.r4isstatic.com/linkeddata/ontologies/football/football.owl OWL/XML en 
 

2009 
Leagues, teams, 

countries 

 
Ontologies about football (the game itself) 

14 http://www.lgi2p.ema.fr/~ranwezs/ontologies/soccerV2.0.daml DAML/XML en 
 

2002 
Events in the 
game 

TABLE II.  ONTOLOGY METRICS 

Ontology Class count ObjectProperty count DatatypeProperty count Individual Count 

DUL 75 104 5 - 

Geo-Pos 2 1 3 - 

SiKomFan (without DUL and 

Geo-Pos) 

124 38 21 210 
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Abstract—The paper presents a hypergraph model and HYPER-
GRAPH DECOMPOSITION ALGORITHM for text document
clustering. The experiments on three different data sets from
news, Web, and medical literatures have shown our algorithm is
significantly better than traditional clustering algorithms, such as
K-MEANS, PRINCIPAL DIRECTION DIVISIVE PARTITION-
ING , AUTOCLASS and HIERACHICAL CLUSTERING.

Keywords–document categorization/clustering; hyper-
graph;association rules; hypergraph components decomposition
(HCD); hierarchical clustering (HCA); partition-based hypergraph
algorithm.

I. INTRODUCTION

The exponential growth in the volume and the popularity
of Web information, such as news, social media, scientific
articles and discussion forums, induce a Big Data problem.
Since massive amounts of contents have generated everyday,
automatically discovering and organizing contextually relevant
text information are very challenging.

How to get web sophisticated information mining strategies
will be needed. Document clustering can deal with the diverse
and large amount of Web information and particularly is used
to discover latent concepts in a collection of Web documents,
which is inherently useful in organizing, summarizing, disam-
biguating, and searching through large document collections
[1].

Text document clustering is an unsupervised learning tech-
nique that has created a demand for a mechanism to discover
topics from heterogeneous information. Document clustering
aims to generate topic groups or clusters from a document
collections. According to a single document, the content
can mingle heterogeneous topics, the obtained topics from
document clustering methods sometimes do not necessarily
correspond to actual topics of interest and document clus-
tering methods do not provide descriptions that summarize
the clusters’ contents [2]. Many clustering methods, such as
k-means, hierarchical clustering (algorithms and non-negative
matrix factorization (NMF) have been performed on the matrix
to group the documents. However, these methods lack ability
of interpretation to each document cluster [3].

In what follows, we start by briefly reviewing the related
work in Section II and defining the frequent itemsets in a
collection of documents in Section III, and generating a graph

model of representing the concepts from the frequent itemsets
in Section IV, then presenting the topic based clustering
algorithm for partitioning documents into several semantic
topics in Section V. In Section VI, you can see each of which
represents a concept in the document collection, and docu-
ments can then be clustered based on the primitive concepts
identified by this algorithm. The three different experimental
data sets are also described in Section VII, and finally get
into the conclusion in the last section, which showed a novel
approach to document clustering which is compared with k-
means, HCA, AutoClass or the Principal Direction Divisive
Partitioning (PDDP). However, how to provide much more
guarantee on precision, even for detailed queries is still an
open research problem.

II. RELATED WORK

The frequent itemsets (undirected association rules) can
demonstrate semantic topics and can be extracted from doc-
uments. A single item, i.e., word, does not carry much in-
formation about a document, yet a huge amount of items
may nearly identify the document uniquely. Therefore, finding
all meaningful frequent itemsets in a collection of textual
documents presents a great interest and challenge.

Feldman and his colleagues [4], [5], [6] proposed the KDT
and FACT system to discover association rules based on key-
words labelling the documents, the background knowledge of
keywords and relationships between them, but it is ineffective.
Therefore, an automated approach that documents are labelled
by the rules learned from labelled documents [7]. However,
several association rules are constructed by a compound word
(such as “Wall” and “Street” often co-occur) [8]. Feldman et al.
[4], [9] further proposed term extraction modules to generate
association rules by selected key words. It is beneficial for us to
obtain meaningful results without the need to label documents
by human experts. Association rule hypergraph partition was
proposed in [10] to transform documents into a transactional
database form, and then apply hypergraph partitioning [11]
to find the item clusters. Holt and Chung [12] addressed
Multipass-Apriori and Multipass-DHP algorithms to efficiently
find association rules in text by modified the Apriori algorithm
[13] and the DHP algorithm [14] respectively. Those methods
did not consider to identify the importance of a word in
a document. Hence, they addressed two clustering methods,
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CFWS and CFWM, to perform document clustering [15] by
considering the sequential aspect of word occurrences.

III. FREQUENT ITEMSETS

Association rules was first introduced by Agrawal et
al. [16] wherein two standard measures, called support and
confidence, are often used. This paper only focuses on the
support; a set of items that meets the support will be called
the (undirected) association rules. The association rules are
thereby for the use of finding co-occurring frequent terms in
documents.

A. Feature Extraction

Feature extraction is to extract key terms from a collection
of documents; And various methods such as association rules
algorithms may be applied to determine relations between
features.

This paper considers only noun entities, especially some
representative entities. All NP chunkers extracted by part-of-
speech (POS) tagger are weighted with respect to the docu-
ments after NP chunkers have been recognised and extracted.
The simple and sophisticated weighted schema which is most
common used in IR or IE is TFIDF indexing, i.e., tf × idf
indexing [17], where tf denotes term frequency that appears in
the document and idf denotes inverse document frequency [18]
where document frequency is the number of documents which
contain the NP chunkers. It takes effect on the commonly used
NP chunker a relatively small tf× idf value. Moffat and Zobel
[19] pointed out that tf × idf function demonstrates: (1) rare
NP chunkers are no less important than frequent NP chunkers
in according to their idf values; (2) multiple appearances of an
NP chunker in a document are no less important than single
appearances in according to their tf values. The tf×idf implies
the significance of a term in a document, which can be defined
as follows.

Definition 1: Let Tr be a collection of documents. The
significance of a term, i.e., NP chunker ti in a document dj in
Tr is its TFIDF value calculated by the function tfidf(ti, dj),
which is equivalent to the value tf(ti,dj) × idf(ti,dj). It can
be calculated as

tfidf(ti,dj) = tf(ti,dj) log
|Tr|
|Tr(ti)|

(1)

where |Tr(ti)| denotes the number of documents in Tr in
which ti occurs at least once, and

tf(ti,dj) =

{
1 + log(N(ti, dj)) if N(ti, dj) > 0

0 otherwise
(2)

where N(ti, dj) denotes the frequency of terms ti occurs in
document dj by counting all its nonstop words.

For the purpose of document clustering, we only need to
consider when a set of terms that co-occur would become
a concept. The metric support is used for defining the co-
occurred term association. All the documents that are com-
posed of those terms are able to organise a semantic cluster. Let
tA and tB be two terms. The support defined for a collection
of documents is as follows.

Definition 2: Support denotes to the specific significance
of the documents in Tr that contains both term tA and term
tB , that is,

Support(tA, tB) =
tfidf(tA, tB,Tr)

|Tr|
(3)

where

tfidf(tA, tB,Tr) =
1

|Tr|

|Tr|∑
i=0

tfidf(tA, tB,di) (4)

tfidf(tA, tB,di) = tf(tA, tB,di) log
|Tr|

|Tr(tA, tB)|
(5)

and |Tr(tA, tB)| define number of documents contained both
term tA and term tB .

The term frequency tf(tA, tB,di) of both chunkers tA and
tB can be calculated as follows.

Definition 3:

tf(tA, tB,dj) =


1 + log(min{N(tA, dj), N(tB , dj)})
if N(tA, dj) > 0 and N(tB , dj) > 0

0
otherwise.

(6)

A minimal support θ is given to filter the chunkers that
their TFIDF values are less than θ. It helps us to eliminate
the most common chunkers in a collection and the nonspecific
chunkers in a document.

Suppose that with regard to a query term “network”, the
underlying graph is generated as shown in Figure 1. Each edge
denotes the association between two terms is great than a given
threshold and illustrates a semantic concept.

Figure 1. A graph structure generated by the query term “network.”

IV. GRAPH MODEL OF FREQUENT ITEMSETS

The set of all frequent itemsets of documents can form
a hypergraph of NP chunkers, and this hypergraph can rep-
resent the totality of thoughts expressed in this collection
of documents. A “simple component” of frequent itemsets
organizes hypergraph that represents semantic concepts inside
this collection of documents.
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A. Preliminary
Let us briefly introduce hypergraphs and define some

preliminaries for further descriptions.
Definition 4: A weighted hypergraph G = (V,E,W )

contains three distinct sets where (1) V is a finite set of
vertices, called ground set, (2) E = {e1, e2, · · · , em} is a non-
empty family of finite subsets of V , in which each subset is
called a n-hyperedge (where n + 1 is the cardinality of the
subset), and W = {w1, w2, · · · , wm} is a weight set. Each
hyperedge ei is assigned a weight wi.

Two vertices u and v are said to be r-connected in a
hypergraph if either u = v or there exists a path from u to v (a
sequence of r-hyperedge, (uj , u(j+1)), u0 = u, . . . , un = v).

A r-connected hyperedge is called a r-connected compo-
nent or r-topic.

B. Concept
For a collection of documents, we generate a hypergraph

of frequent itemsets. Note that because of Apriori conditions,
this hypergraph is closed. The goal of this paper is to establish
the following belief.

Claim A connected component of a hypergraph repre-
sents a primitive concept in this collection of
documents.

Hypergraphs are a perfect method to represent association
rules. As seen in Figure 1, the vertex set V ={“network”,
“artificial”, “biological”, “car”, · · · } that represents the set
of key chunkers in a collection of documents, the edge set
E that represents term association rules in the graph. In the
graph, each circle represents a higer order association rules,
which is a hyperedge. Each circle is also a complete subgraph
that its support is bigger than a minimum support, so are all
the non-empty subsets of it. In a hypergraph, the universe of
vertices organizes 1-item frequent itemsets, the universe of 1-
hyperedge represents all possible 1-item and 2-item frequent
itemsets, and so on.

V. TOPIC-BASED GRAPH MODEL

This section will introduce the algorithm to find all frequent
itemsets in documents that is generated from the co-occurring
chunkers in a collection of documents.

A. Weighted Incident Matrix
The weighted incident matrix is
Definition 5:

a′ij =

{
wij if vi ∈ ej
0 otherwise. (8)

where the weight wij denotes the support of an frequent
itemset.

Each vertex in V represent a chunker that have been re-
served (i.e., its support is greater that a given minimal support
θ), and each hyperedge in E is undirected that identifies a
support incident with an itemset. Each edge-connector denotes
a topic, i.e., an undirected association rules. The number of
chunker in an edge-connector defines the rank of a hyperedge.
An edge-connector of a hyperedge with rank r is said to be a r-
hyperedge or r-connected component. As seen in Figure 1, for
instance, the set { “network”, “artificial”, “neural”, “computer”
} is an edge-connector of a 4-hyperedge that could represents
an “artificial neural network” topic.

B. Algorithm

A r-hyperedge denotes a r-topic, which is a r-frequent
itemset. If we say a frequent itemset Ii identified by a
hyperedge ei is a subset of a frequent itemset Ij identified
by ej , it means that ei ⊂ ej . A hyperedge ei is said to
be a maximal topic if no other hyperedge ej ∈ E is the
superset of ei for i 6= j. Documents can be automatically
clustered based all maximal topics. Considering an example in
Figure 1, there are four maximal topics that both of them are
4-hyperedges in a hypergraph. One component is organized by
the hyperedge { “network”, “artificial”, “neural”, “computer”
}, and { “network”, “biological”, “neural”, “cell” } is another
generated hyperedge. The boundary of a concept defines all
possible term associations in a document collection. Both of
them share a common concept that can be taken as a 1-
hyperedge { “network”, “neural” }, which is an 2-item frequent
itemset. Since all connected components are convex hulls, the
intersection of connected components is nothing or a connected
component.

Property 1: The intersection of concepts is nothing or a
concept that is a maximal closed hyperedge belonging to all
intersected concepts.

Since there is at most one maximal closed hyperedge
in the intersection of more than one connected topics and
the dimension or rank of the intersection is lower than all
intersected hyperedges. It is convenient for us to design an
efficient algorithm for documents clustering based on all
maximal connected components in a hypergraph not needed to
traverse all hyperedges. The algorithm for finding all maximal
connected components is listed as follows.
Require: V = {t1, t2, · · · , tn} be the vertex set of all reserved

NP chunkers in a collection of documents.
Ensure: E is the set of all maximal connected components.

Let θ be a given minimal support.
E ⇐ ∅
Let E0 = {ei|ei = {ti}∀ti ∈ V } be the 0-hyperedge set.
i ⇐ 0
while Ei 6= ∅ do

while for all vertex tj ∈ V do
E(i+1) ⇐ ∅ be the i+ 1-hyperedge set.
while for all element e ∈ Ei do

if e′ = e
⋃
{tj} with tj /∈ e whose support is no

less than θ then
add e′ in E(i+1)

remove e from Ei
end if

end while
end while
E ⇐ E

⋃
Ei

i⇐ i+ 1
end while

All the hyperedges in E are maximal connected compo-
nents. A hyperedge will be constructed by including all those
co-occurring terms whose support is bigger than or equal to
a given minimal support θ. An external vertex will be added
into a hyperedge if the produced support is no less than θ. It
is not necessary that the intersection of any two hyperedges
in E is empty because the intersection can be taken as the
common concept that both own as we have already stated.
According to the Property 1, when a maximal connected
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component is found, all its subcomponents are also included
in the hyperedge.

The documents can be decomposed into several categories
based on its correspond concept that is represented by a
hyperedge in E . If a document consists in a concept, it means
that document highly equates to such concept, thereby all the
terms in a concept is also contained in this document. The
document can be classified into the category identified with
such concept. A document often consists of more than one
concept and it can be classified into multi-categories.

VI. EXPERIMENTAL RESULTS

Experimental results are conducted to evaluate the cluster-
ing algorithm, rather than analytic statements.

A. Data Sets
Three data sets are involved in making the validation

and evaluating the performance of our model and algorithm.
Effectiveness is the important criterion for the validity of
clustering.

The first dataset is Web pages collected from Boley et
al.[10]. 98 Web pages in four broad categories: business and
finance, electronic communication and networking, labor and
manufacturing are selected for the experiments. Each category
is also divided into four subcategories.

The second dataset is the “Reuters-21578, Distribution
1” collection consisted of newswire articles, which is a
multi-class, multi-labelled benchmark containing over 21000
newswires articles that are assigned 135 so-called topics. These
topics refer to financial news related to different industries,
countries and other categories. In our test 9494 documents
are selected in which all multi-categorized documents were
discarded and the categories with less than five documents
have been removed.

The third dataset is 305 electronic medical literatures
collected from the journals, Transfusion, Transfusion Medicine,
Transfusion Science, Journal of Pediatrics and Archives of
Diseases in Childhood Fetal and Neonatal Edition. Those
articles are selected by searching from keywords, transfusion,
newborn, fetal and pediatrics. The MeSH categories have the
use of evaluating the effectiveness of our algorithm. It is best
for us to make external validities on the concepts generated
from our method by human experts.

B. Evaluation Criteria
The experimental evaluation of document clustering ap-

proaches usually measures their effectiveness rather than their
efficiency [20], in the other words, the ability of an approach
to make a right categorization.

TABLE I. THE CONTINGENCY TABLE FOR CATEGORY ci.

Category Clustering Results
ci YES NO

Expert YES TPi FNi

Judgment NO FPi TNi

Considering the contingency table for a category (Table 1),
recall, precision, and Fβ are three measures of the effective-
ness of a clustering method. Precision and recall with respect

to a category is defined as follows:

Precisioni =
TPi

TPi + FPi
(9)

Recalli =
TPi

TPi + FNi
(10)

The Fβ measure combined with precision and recall has
introduced by van Rijsbergen in 1979 as the following formula:

Fβ =
(β2 + 1)× Precisioni × Recalli
β2 × Precisioni + Recalli

(11)

F1 measure is used in this paper, which is obtained when β is
set to be 1 that means precision and recall are equally weighted
for evaluating the performance of clustering. Because of many
categories that will be generated and the comparison reasons,
the overall precision and recall are calculated as the average
of all precisions and recalls belonging to some categories,
respectively. F1 is calculated as the mean of individual results.
It is a macro-average among categories.

In a non-overlapping scenario, each document belongs
to exactly one cluster. Three validation metrics: precision,
recall and F -measure, are proper to evaluate the performance
of crisp clustering algorithms. The overlapping clustering
schemes has been involved in a widely variety of application
domains because many real problems are naturally overlapped.
Information theoretic measures [21], [22], such as entropy and
mutual information, hence have been used to estimate how
much information is shared from the labelled instances in a
cluster, especially, for a hierarchical clustering schemes [23].
In order to compare effectiveness with other methods, two
different evaluation metrics, normalized mutual information
[24], [21], [25] and overall F-measure [26], [27], were also
used.

C. Results
The result of the first experiment is presented in Table II.

The result of PDDP algorithm [10], is under consideration by
all non-stop words, that is, the F1 database in their paper,
with 16 clusters. The result of our algorithm, HCD, is under
consideration by all non-stop words with the minimal support,
0.15 by comparing with four algorithms, HCD, PDDP, k-
means and AutoClass. The PDDP algorithm splits the data into

TABLE II. THE PERFORMANCE COMPARISON ON THE FIRST
DATASET.

Method HCD PDDP k means AutoClass HCA
Precision 68.3% 65.6% 56.7% 34.2% 35%

Recall 74.2% 68.4% 34.9% 23.6% 22.5%
F1 measure 0.727 0.67 0.432 0.279 0.274

two subsets hierarchically. Based on the principal direction,
i.e. principal component analysis, it also derives a linear
discriminant function. Principal component analysis often hurts
the results of classification if with sparse and high dimensional
datasets, and induces a high false positive rate and false
negative rate. Based on the average of the confidences of
the frequent itemsets with the same items, PDDP generates
the hyperedges. It is unfair that a possible concept would be
withdrawn if a very small confidence of an itemset is existed
from an implication direction.
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In the first dataset, HCD generates 47 clusters, i.e., maxi-
mal connected components, as shown in Figure 2. It is larger
than the original 16 clusters. After performing on decreasing
the minimal support value to be 0.1, the number of clusters
reduces to be 23 and its precision, recall, and F1, become
63.7%, 77.3%, 0.698 respectively. The higher the minimal
support value is, the lower the number of co-occurred terms
in a hypergraph. Precision is worse than PDDP with lower
minimal support because the clustering constraints generated
from hyperedges are stronger to filter some documents that
should be included, which makes a high false positive rate.
Figure 3 demonstrates the performance on the first dataset of
HCD.

Figure 2. The hypergraph generated from the first dataset by using HCD.

Figure 3. The effectiveness of HCD on the first dataset.

The evaluation was conducted for the cluster numbers
ranging from 2 to 10 on the Reuters data set. For each given
cluster number k, the performance scores were obtained by
averaging those k randomly chosen clusters from the Reuters

corpus in an one-run test. Some terms indicated a generic
category in Reuters classifications are not designated the same
category, so that the number of clusters is larger than the
number of Reuters’ categories. Table 3 indicates the evaluation
results using the Reuters dataset in Figure 4.

TABLE III. THE PERFORMANCE OF REUTERS DATASET BY HCD.

HCD k=2 k=3 k=4 k=5
Precision 93% 90.8% 93.8% 86.1%

Recall 68% 63.5% 77.9% 76.2%
F1 measure 0.834 0.774 0.814 0.77

The MeSH categories (22 categories) have been taken to
evaluate the effectiveness of HCD on each individual category
of the third dataset. Document clustering is based on the
MeSH terms related to “Transfusion” and “Pediatrics”. The
effectiveness of all categories is shown in Figure 5. The MeSH
categories are a hierarchical structure that some categories
are the subcategories of the other categories. Many concept
categories are shared with the same terminology that induces
a high false negative rate by HCD on document clustering.
In this dataset, documents are not uniform distributed in all
categories, some categories only contain a few documents
that makes their latent concepts restricted by a few terms,
for example, the Anemia and the Surgery categories whose
precision are both below 70%.

VII. CONCLUSION

Concept identification from text documents is an open
research problem. While polysemy, phrases and chunker de-
pendency present additional challenges for search technology,
single chunker are often insufficient to identify specific con-
cepts in a document. Discriminating NP chunker associations
naturally helps distinguish one topic from the others. A group
of solid chunker associations can clearly identify a concept.
While most methods, like k-means, HCA, AutoClass or PDDP
classify/cluster documents from the matrix representation,
matrix operations cannot discover all chunker associations.
Hypergraphs allow a efficient way to find chunker associations
in a collection of documents.

This paper presents a novel approach to document clus-
tering based on hypergraph decomposition. An agglomerative
method without the use of distance function is proposed.
A hypergraph is constructed from the set of co-occurring
frequent chunkers in the text documents. The r-hyperedges,
i.e., r-topics, can represent basic concepts in the document
collection. We presented a simple algorithm that can effectively
discover the maximal connected components of co-occurring
frequent chunkers. cluster documents. The proposed method
is compared with traditional clustering methods, such as k-
means, AutoClass and HCA, as well as the partition-based
hypergraph algorithm, PDDP, on three data sets in our experi-
ments. The hypergraph component decomposition algorithm
demonstrated superior performance in document clustering.
The results illustrate that hypergraphs are a perfect model to
denote association rules in text and is very useful for automatic
document clustering.

Our experiments also showed that the value of r is
dependent on the given minimal support. The r-connected
components represent the r-frequent itemsets with r different
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Figure 4. The hypergraph generated from the second dataset with minimal
support, 0.1.

Figure 5. The effectiveness of HCD on the second dataset.

chunkers. The higher the minimal support value is, the lower
the value of r is. That is, the number of co-occurring chunkers
for organizing concepts in a collection of documents decreases
with a higher minimal support value. In other words, the
support for a more general concept is higher than the support
of a more specific concept. That is, a general concept is less
effective in classifying/clustering documents.

The strengths of our methods are: 1) an agglomerative
Web document hierarchical clustering is addressed by using
graph construction; 2) a hypergraph properly represents the
concept organized by the associations of terms in a collection
of documents; 3) considering the overlap of semantics between
documents, our method can provide more comprehensible
clustering results allowing concept overlap. However, as seen
in Figure 1, the hyperedge neural, network in the hypergraph
is an ambiguous concept. Not until the upper-leveled hyper-
edges, biological, cell, neural, network and computer, artificial,
neural, network have been generated we could clearly identify
these two distinct concepts. The weakness of our method is
lack of considering uncertainties within documents. We will
further consider to develop a fuzzy model on uncertainties.
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Abstract—Software development does not usually end with the
final release of the application. The software application have to
be maintained throughout its useful lifetime in order to follow
the users’ needs. Most software applications are built around a
rigid data models and modifications that must be performed on
such data model impact the application, resulting in additional
maintenance costs. The main focus of this work is to design and
implement an ontology-based software framework for building
information systems that can auto-adapt to evolving semantic
data models. This framework has been used in the development of
a client-server application as a proof of concept. This application
can adapt dynamically to numerous changes that can be made in
the model without recompilation of the client-side or the server-
side of the application.

Keywords–Adaptive Information System; Ontology; RDF;
RDFS; OWL; Autonomic Computing.

I. INTRODUCTION

Most software applications are built around a rigid data
model drawn from relational database (RDB) technologies. On
one hand, RDB technologies are mature and performant when
storing and accessing information. On the other hand, their
data model are hard to change when modifications must be
performed. The modification process of the software itself is
rather time consuming as most of the changes in the data model
will also require adjustments in the corresponding objects’
model. The evolution usually requires a transitional program
to transfer stored information to the new data model, the
recompilation and the republishing of the application. Usually,
when the application is on a client-server system in a large
organization, all this work must be synchronized between
different departments.

Ontologies can also be used to model information. They
can be established and refined as new knowledge is acquired
and needs evolve. Ontologies repository technologies such
as triplestores can be used in software applications that can
be built to take into account how the data model evolves.
However, current programming languages, such as C, C#, Java,
etc., usually require a compilation process in order to adapt to
an evolving data model.

Staab et al. [1] “[...] recommend that the ontology engineer
gathers changes to the ontology and initiates the switch-over to
a new version of the ontology after thoroughly testing possible
effects to the application[...]”. We deduct that the ease of model
modification in the ontology can be constrained by the appli-
cations’ rigid development framework and resulting programs.

Applications able to self-adapt to data models would certainly
bring cost reductions on both development and maintenance
processes.

The main focus of this work is to design and implement a
framework for building an information system that can auto-
adapt to evolving semantic data models. This framework has
been used in the development of a client-server application
as a proof of concept. This application can adapt dynami-
cally to numerous changes that can be made in the model
without recompilation of the client-side or the server-side of
the application. The goal of this framework is to reduce the
costs associated with application development, deployment and
maintenance at Hydro-Québec, Québec’s provincial utility that
generates, transmits and distributes electricity. At IREQ, the
research institute of Hydro-Québec, studies on the application
of semantic technologies are currently underway as a mean to
solve problems related to the increasing number of databases in
the organization [2][3]. In addition, self-adapting technologies
have already been applied with success [4].

The remainder of this article is organized as follows.
The next section is a review of the previous works on
system/framework with self-adaptive capacities. Section III
presents the framework, its design and main functions, as
well as the application built with it. Section IV presents
the results of the project. Finally, Section V will cover the
potential applications and advantages of this framework and
future developments.

II. RELATED WORK

In 2001, IBM has proposed the Autonomic Computing
initiative [5] with the objective to develop mechanisms that
would allow systems and subsystems to self-adapt to unpre-
dictable changes. Conferences, such as Software Engineering
for Adaptive and Self-Managing Systems (SEAMS) [6] or
Engineering of Autonomic and Autonomous Systems (EASe)
[7], show that system and software self-adaptability is still an
important research area, now scattered in a variety of subfields.
Amongst them, one could include information system self-
adaptability to an evolving data model.

As Dobson & al. stressed out in [8], the Autonomic
Computing initiative did not achieve the promises announced
in [9]. Many individual advances have brought some of those
expected benefits, but there is no integrated solution resulting
in an autonomous system. This is a task that some researchers
have started working on, such as Bermejo-Alonso in [10] with
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her attempt to develop an ontology for the engineering of
autonomous systems. The self-adaptability mechanisms of our
framework could help in the development of self-aware or
self-adjusting properties [11] leading to the development of
autonomic components.

At Hydro-Québec, advances have been made in self-
adapting applications with the Dynamic Information Modelling
(MDI) development environment [4]. Some client-server appli-
cations built using this system have been put in production and
are still in use today. Self-adaptation, even though it is only to
the data model, have proven to be beneficial, especially when
evolutionary prototyping is used as a development methodol-
ogy [12]. In MDI, the proposed development library was not a
client-server framework and was used as a private and closed
semantic modeling system.

In [13], McGinnes and Kapros circumscribe the problem
of non-adaptive applications as a conceptual dependence to
the data model. They describe this dependence between the
data model and the resulting application as an undesirable
software coupling. The authors use the terms “Adaptive In-
formation System” (AIS) for information systems that adapt
to changes to the underlying data model. They conclude that
most applications based on information systems used today
are dependant on their domain model. Therefore, such systems
must be maintained every time there is a modification on the
data model and even the slightest change may result in costly
and time consuming adaptations.

McGinnes and Kapros propose six principles to achieve
conceptual independence over any data source (see Table
1). Using these principles, they show that it is possible
to build an AIS based on an Extensible Markup Language
(XML) mapping of a RDB data source [13]. Applying those
principles to Resource Description Framework (RDF) based
ontologies brings useful insights (see Table 1) on the use of
those technologies in an AIS. One can argue that achieving
conceptual independence using RDF-based technologies such
as RDF, Resource Description Framework Schema (RDFS)
and Web Ontology Language (OWL) seems more intuitive
than using RDB data sources. RDF-based technologies have
in fact many of the required properties inherently built in their
design, thus reducing the complexity of achieving conceptual
independence.

The proposed AIS framework based on semantic technol-
ogy is presented in the next section.

III. PROPOSED AIS FRAMEWORK

Our AIS has been conceptualised and developed as a three-
tier client-server framework: a triplestore, a generic server and
a web interface.

The triplestore is used to hold the knowledge bases con-
stituted by a conceptual model and its individuals. In the
proposed AIS, two knowledge bases are used: one for the
domain of expertise and one for the presentation of the
information. The triplestore used in this framework is Oracle
12c RDF semantic Graph Triplestore.

The server-tier is coded using a standard Java J2EE tech-
nology. It is built as a web service server offering different
generic functions with a REST client-server interface. These
services are implemented using the library JENA to process
the requests written in the SPARQL query language.

Figure 1. AIS framework.

The user interface is implemented in JavaScript with the
Ext.js 4.2.2 library. It uses the REST interface to communicate
with the server. Thus, it is independent to the server and could
be coded using another technology.

We used the proposed framework to implement a decision
support system application to be used at the Hydro-Québec
research institute. The purpose of this application is to gather
power transformer oil sampling data such as methanol and
ethanol concentrations to monitor the health condition of the
power transformers and provide suitable maintenance advice
to the specialists. The application acts as a dashboard in which
the users can add, update or delete entries and do simple
searches. It also does automated calculations e.g., to calculate
adjusted concentrations of some molecules depending on the
temperature of the oil. The engineers will use the application
to record their maintenance operations and measurements, to
follow and compare the condition of the transformers and to
test and refine parameters used in concentration adjustment
equations.

The conceptual model of this application comprises six
classes that will be used in the subsequent examples: Pow-
erStation, PowerTransformer, Measurement, MaintenanceIn-
tervention, ConversionParameter and PowerStationAndTrans-
formerAssociation. Each of these classes has between two and
twelve properties and comprise up to 7000 individuals. This
application has been chosen to validate the framework since it
requires a variety of functionalities that would be suitable for
a wide range of applications.

In order to better understand the proposed AIS, Figure 1
presents a high-level view of the framework. At the initializa-
tion phase, the application requests the triplestore via a web
service to show the initial presentation consisting of a tree
view of the data model. The user uses this tree to select an
individual of a class (e.g., a power transformer), represented
by a leaf of the tree. When the user clicks on this leaf, the
interface sends a request to the server through its web services.
Upon reception of the request, the server dynamically gathers
an undetermined number of classes, all of which have an
association relation with the class of the selected individual.
The server then gathers for each of these classes, the list of its
properties and the list of its individuals related to the user’s
selection. This information is transmitted to the client using a
generic Java object and its corresponding JSON representation.
This generic object is used to transfer the information to appear
on the user’s interface and to request Create, Read, Update and
Delete (CRUD) operations to the server.

A. Application triplestore setting
Most of the application data are stored in an enterprise

RDB. A semantic meta-model (T-Box) has been designed to
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TABLE I. CONCEPTUAL INDEPENDENCE PRINCIPLES AND APPLICATIONS.

CONCEPTUAL INDEPENDENCE PRINCI-
PLES [13]

APPLICATIONS OF THE CONCEPTUAL INDEPENDENCE PRINCIPLES
WITH RDF-BASED TECHNOLOGIES

1. Reusable functionality (structurally- appropriate
behaviour): The AIS can support any conceptual
model. Domain-dependent code and structures are
avoided. Useful generic functionality is invoked at
run time for each entity type. [13]

This principle applies similarly using a triplestore data source. Generics SPARQL
requests will be obtained by exclusively hard-coding resources from the RDF, RDFS
or OWL semantics, leaving the others resources soft-coded. The data model can be
inspected at run time using generic SPARQL requests.

2. Known categories of data (semantically- appro-
priate behaviour): Each entity type is associated
with one or more predefined generic categories.
Category-specific functionality is invoked at run
time for each entity type. [13]

All ontologies using RDFS or OWL languages contain ipso facto the same conceptual
basis. The definition of those meta-entities are the semantics of RDF, RDFS and OWL.
Employing those meta-entities as the most generic entities of the AIS allows the use
of any RDF-based ontology. McGinnes and Kapros use archetypal categories taken
from the field of psychology to classify entities according to the behaviours the AIS
should adopt in their presence. This interesting idea will be considered later on in the
development of this AIS, but is not currently essential.

3.Adaptive data management (schema evolution):
The AIS can store and reconcile data with mul-
tiple definitions for each entity type (i.e.,multiple
conceptual models), allowing the end user to make
sense of the data. [13]

First, RDF technology uses what McGinnes and Kapros call soft-schemas: data models
stored as data. Secondly, RDF technology allows individuals with different valued
properties to coexist in the same class. Moreover, individuals can belong to more
than one class. Axioms like OWL:sameAs or OWL:equivalentClass allow to reconcile
data from distinctly described entities. Two previously distinct classes declared as
equivalent will have, by inference, the same set of properties and then two individuals
of this new class may have only different valued properties. Thus, this mechanism
allows for reconciliation of data from different conceptual models. As the model
evolves, data using different conceptual models remain available and is instantly
accessible without any refactoring of the AIS.

4. Schema enforcement (domain and referential
integrity) : Each item of stored data conforms
to a particular entity type definition, which was
enforced at the time of data entry (or last edit).
[13]

In technologies such as OWL, domain integrity and referential integrity can be
validated with reasoners. As for data types, literal data are usually associated with
basic types upon entry in a semantic store.

5. Entity identification (entity integrity): The stored
data relating to each entity are uniquely identified
in a way which is invariant with respect to schema
change. [13]

In the RDF technology, entity identification is provided by the URI mechanism, and
is already invariant with respect to schema change.

6. Labelling (data management): The stored data
relating to each entity are labelled such that the
applicable conceptual models can be determined.
[13]

Using the RDF technology, this principle would translate as: each individual needs to
belong to a class. Then, is does not matter how much the class has change over time,
because all of its individuals can have any number of valued or non-valued properties.
However, human-readable labels are necessary to present the information to the users
and it is mandatory to affect each entity with such labels.

model the required classes (PowerTransformer, PowerStation,
etc.). Then, by using the D2RQ library, the data from the RDB
have been converted into a RDF individuals graph (A-Box).
The T-Box has been designed using RDFS semantics. It solely
contains association relationships, and essentially describes the
classes and the properties with their domain and range. Each
class, property and individual have been labeled in order to be
shown on the visual interface.

B. Dynamic visualization of the semantic data

Here are the main design elements for the dynamic visu-
alization of the information.

1) The generic object: A generic Java class (meta-class)
was designed in order to allow dynamic recuperation of
information from the semantic store. The resulting object is
used to transfer information from the semantic store to the
user’s interface. A given object’s instance is built from generic
SPARQL requests using RDF and RDFS semantics. The object
has fixed attributes used to hold information on the RDFS
class, its properties and individuals. The generic object can
also hold the path and filters used to select the individuals or
the class itself. See Figure 2 for the definition of the object.

Figure 2. Definition of the Java generic object.

Note here that each individual contains a property-value
mapping for each property of the Properties List, and its
corresponding value, if any. The access elements contain the
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Figure 3. Example of a Java generic object.

path in the graph to get to the class (i.e., the property linking
the individuals of the two classes) and the filter (i.e., an
individual of the range class) used to select the individuals
of the domain class. The term “Bridge predicate” will be used
to refer to the property linking the domain class and the range
class (i.e., the path) (See Figure 4).

In the developed application, selecting a power transformer
in the tree will result in a request to find individuals linked
to it from all classes having a property whose range is the
Transformer class, i.e., individuals from the domain classes of
the Transformer class. For each class found, a generic object
will be created.

In order to better understand how generic objects are
created, please refer to the example given in Figure 3. In this
example, the user has selected the power transformer numbered
123. The framework then requested the model and found
three classes having an associative relation with the Power-
Transformer class: Measurement, MaintenanceIntervention and
PowerStationAndTransformerAssociation. Those three classes
are going to be fetched but this example presents only the
Measurement class case. Its URI and label have been first
retrieved, followed by the list of its properties and the list of
its individuals. This second list contains a mapping for each
individual, between every properties of the property list and
its value for this individual, if any.

In the example in Figure 3, the filter is the specified
individual of the range class, i.e., the power transformer
numbered 123. It is considered a filter because it reduces the
number of individuals retrieved. Here, the path is simply the
Bridge predicate between the range and the domain classes.
Further development should lead to the creation of more filter
and path options, as well as sequences and aggregations of
these options.

Figure 4. Graph representation of the range and domain classes in an
associative relationship.

In our AIS, every time a power transformer is selected in
the tree, the model is inspected dynamically to find all the
domain classes of the PowerTransformer class and all their
individuals linked to the selected power transformer. Hence, if
a new domain class is added, the application will automatically
present it to the users.

Due to the genericity of the functions, the changes made on
the data model are immediately available to all the AIS users.
From then on, every request will get individuals and classes
from the new model, without any need to recompile the client
nor the server. This is due to the fact that being written to
adapt to any model, a request can then be used in run time to
inspect the actual version of the model.

2) Visual representation: The application uses a tree to
show the user a specific portion of the semantic graph (see
Figure 5). In our case, the tree first shows all the power stations
as folders that can be expanded to see the power transformers
they contain.

When the user selects a node (e.g., the power transformer
123), the client user interface sends a request to the AIS server,
using a generic process, to dynamically gather the domain
classes (e.g., the Measurement class) in relation with the range
class (e.g., the PowerTransformer class). For each of these
classes, the properties will first be found, and then, all the
individuals of the domain classes linked with the user selected
individual will be retrieved. As a result, a list of generic Java
objects will be generated where each object corresponds to a
domain class.

These Java objects are then automatically converted to
JSON, using the Jackson library [14] and sent to the user
interface. The user interface will produce a bidimensional
matrix for every class in the list (see Figure 5). These matrices
show the information to the user using human-readable labels.
The user can then request for CRUD operations on individuals
represented in the matrices (see Figure 5).

The CRUD operations are programmed to retrieve the Java
generic object and delete all the unselected individuals, so
to keep only the selected individual. This individual is then
modified according to the user’s needs and the resulting Java
object is returned to the server.

In the current state of the framework implementation, if
changes are made in the T-Box, either by modifying the
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Figure 5. The tree view (1), matrices (2) and the buttons to request for
CRUD operations (3).

Figure 6. Individual CRUD form example.

properties of some domain classes or by adding a new domain
class related to the class of the tree leaves, the users will
instantly begin to navigate in the new conceptual model. Other
changes are not yet possible.

The main presentation tree does not grant access to every
class in the semantic graph. Therefore, the user interface has
been given other access points from which the user can request
directly for those previously inaccessible classes. The system
uses a similar generic function to request this information
except that it retrieves the class itself and all its individuals
instead of using the previously presented domain classes
mechanism. The same generic Java object is used, but does
not have any access information. As the generic Java object
is used, the same CRUD operations can still be performed on
individuals.

3) The CRUD services: For the time being, the frame-
work allows CRUD services on the individuals only, not
on the classes and properties. Other means are used to edit
the conceptual model. Further work will be made to allow
modelization of the T-Box from the user interface. The CRUD
services on the A-Box are done on the client-side using forms
showing the properties of the class and their value for the
selected individuals, if any (see Figure 6). These forms are
created from the properties listed in the generic Java object.

In order to help the user and validate the input, a presen-

tation knowledge base comprising the different presentation
options has been established. This information is associated
with every property of the domain knowledge base and is
passed on by the Java generic object. It indicates how to build
every entry fields of the forms. Those forms are constructed
dynamically, adapting the user’s interaction options on the
values of properties according to the presentation knowledge
base information.

In further developments, mechanisms will be designed
to automatically link the domain ontology properties to the
presentation ontology individuals. Some ontologies contain
semantics, such as Enumeration, Sequence, or Bag, that can
be used to predict the correct entry field’s type for a certain
property. Enumeration, for example, can be represented as a
list of individuals from which the user will have to choose.
In general, the range of a property is a good indicator of
the required entry field’s type. Finally, functions will be
implemented to allow the user to change the type of the entry
field in run time.

In the current state of the framework, four types of entry
fields are implemented: numerical fields, text fields, list fields
and date fields. Upon expansion, the list field requests for
a service that finds all the existing values associated to this
property. For the fields used to update literals, the range type
of the property is used for validation. Cardinalities are present
in the presentation knowledge base so the forms can indicates
to the user the required fields, if any.

4) The graphics: Graphic classes and related properties
have been added to the presentation knowledge base to rep-
resent graphic views such as histograms or clouds of points.
Graphic properties are used to specify the association between
the graphic elements such as the x-axis data, y-axis data, label-
ings, etc. The axis are linked to domain ontology properties.
When these domain ontology properties are present in generic
objects, the user interface could detect them and create a list
of available graphics.

IV. RESULTS

The framework has been used to create a client-server
decision-support application. Thanks to the generic services of
the AIS framework, one can modify the classes and properties
in the conceptual model directly in the triplestore without
affecting the application. The user interface will adjust its
presentation automatically according to the latest update of the
conceptual model, since the request interrogates the semantic
graph dynamically. The proposed framework allows for all
CRUD operations to be performed on individuals. Moreover,
the framework will query the conceptual model in the semantic
graph for each request, which is different to a standard appli-
cation where the conceptual model is taken into consideration
only at compilation time. The resulting application is ready to
be put in production. Once in production, because it will be
able to automatically adapt to conceptual model changes, it
should easily evolve as the framework is extended.

The main limitation of this framework is how it explores
the model at each request. While for now it only retrieved
individuals from classes that are one associative relation away
from a desired individual, further work is needed to find ways
of expanding this exploration. The implementation of this
mechanism will be crucial for the framework to be effective
in large scale ontologies.
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Tests still need to be run to determine performance differ-
ences between such an application and a non-dynamic one, and
to observe the scaling potential. The resulting application from
the proposed framework is not expected to be as performant
as a similar application developed from a more conventional
framework, but the difference in performance has yet to be
established. Then, it will be possible to evaluate how much
the cost reductions incurred during the development and the
maintenance processes of AIS outweighs their performance
aspect on the long run.

While implementing this proof of concept, we learned
that many of the needed properties to achieve conceptual
independence are inherent to the RDF technology. Exclusively
hard-coding resources from the RDF, RDFS and OWL se-
mantics in all the SPARQL requests and leaving all other
resources soft-coded are necessary conditions to obtain this
conceptual independence. Because the semantics of these three
languages (RDF, RDFS and OWL) are shared across all RDF-
based ontologies, they form a common conceptual basis to
all the domains they can represent. Limiting the conceptual
dependences to their semantics, the applications built can use
any such ontology, regardless of its knowledge domain.

V. CONCLUSION AND FUTURE WORK

As hypothesised, an AIS based on a triplestore seems easier
to implement than an AIS using XML to dynamize functions
on a RDB. Many artifices have to be considered when building
an AIS from a RDB which are not required with semantic
technologies, as described in Table 1. The use of a library to
map the RDB into a triplestore appears judicious to easily and
quickly gather the conceptual independence needed in an AIS.

With the use of a RDF representation to store the informa-
tion, generic SPARQL requests that can search any semantic
graph for both conceptual knowledge and individual informa-
tion are easily devised. This leads the AIS to be able to adapt
to the evolution of the conceptual model and to be used for
different domains of application. The framework could also be
used with evolutionary prototyping application development.
At Hydro-Québec, other large scale client-server applications
have already been successfully developed using evolutionary
prototyping, highlighting the benefits of such technologies
compared to standard development processes [12].

The construction of an application editor able to use
the framework for developing new auto-adaptive applications
seems to be the next logical step. Using the framework to build
new applications will further test the approach and allow to
complete the presentation knowledge base. In doing so, new
functions will be developed leading eventually to a complete
AIS. Ideally, the AIS should be able to take advantage of all
the RDF, RDFS and OWL semantics.

The current application uses only RDFS semantics; adding
OWL capabilities will allow for the use of inference reasoners.
In the current release, only the individuals of the semantic
domain can be edited by the user through forms. Editing
possibilities on the meta-model will be authorized in the next
iterations.

The framework and the application are the proof that an
AIS can work easily and efficiently by capitalizing on the
RDF technology and its inherent properties. Such systems can
be useful in fast-evolving knowledge domains. They inscribe

themselves well in the AGILE development philosophy, allow-
ing the model data to evolve freely at each iteration. Those
considerations allow to think that AIS and self-adapting appli-
cations could bring substantial cost reductions in application
development and maintenance in the coming years.
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Abstract—The paper presents a novel approach to semantic Web
service matchmaking, which involves a use of multilinear data
representation and processing. The proposed solution involves
the use of a novel tensor data filtering method based on a set of
covariance matrices derived from a hierarchical tensor structure.
We provide results of experimental evaluation of the proposed
solution conducted with the use of the Semantic Service Selection
(S3) contest dataset. The evaluation has been done using the
standard Information Retrieval methodology that assumes the
methodologically correct partitioning of the dataset on mutually
exclusive subsets: the training set and the testing set. The
experimental evaluation results presented in the paper indicate
superiority of the covariance-based tensor filtering method over
other state-of-the-art tensor processing methods in terms of the
matchmaking quality measured using mean average precision and
Area Under the ROC curve (AUROC) measures.

Keywords–Semantic Service Selection; tensor-based multirela-
tional data modeling.

I. INTRODUCTION

Semantic Web Service (SWS) technologies are aimed at
discovering and matching Web services using their functional
and nonfunctional semantic representations. Due to practical
importance of SWS solutions, in recent years the attention
of scientific community has been paid on the development of
methods which enable to embed the semantics into the dis-
covery, matchmaking, and mediation processes [1]–[5]. In this
paper, we investigate matchmaking of Web services described
using the Semantic Annotations for Web Service Description
Language (SAWSDL) standard which is based on enriching
Web Services Description Language (WSDL) documents with
semantic annotations in the form of references to ontologies.
The presented research uses the widely-referenced [1]–[5] data
collection – SAWSDL-TC [6] – developed for the purposes of
the Semantic Service Selection (S3) contest [7].

A. Research Motivation

The most important part of each service matchmaker is its
matching algorithm, which determines the means of the rele-
vance measurement applied to a pair of Web services. The S3
contest editions have shown that the best results are achieved
by the adaptive hybrid matchmakers, such as [2][4][7], which
use a part of the test collection for optimization purposes.
Hybrid matchmaker systems make use of several types of
similarity algorithms for Web service descriptions (including
logical and lexical similarity algorithms) and subsequently
compute the overall similarity based on the importance weights
of partial results optimized according to the cross-validation

approach. One of the main goals of this paper is to investigate
input data integration as an alternative to the widely-proposed
integration at the level of final results provided by several
hybridized subsystems (systems operating in accordance to
different approaches to the Web service matchmaking task). In
order to enable such a solution, we have used the tensor-based
data representation which is suitable to integrate heterogeneous
data. This approach results in no need for a further aggregation
of all fragmentarily computed similarities.

The tensor-based data representation has been already
recognized as a suitable tool for storing the multidimesional
data in a compact way [8][9] that may be effectively used in
many application areas related to machine learning [8][10]–
[12]. We recognized the application of tensor data represen-
tation to the semantic service selection task as a promising
approach, especially because the S3 task requires the need of
retrieving the information from heterogeneous data sources. As
a consequence, the experimental evaluation presented in this
paper is focused on comparison of the proposed tensor-based
data processing method with state-of-the-art methods.

B. Contribution

The main aim of this paper is to present the novel approach
to the S3 task based on two-step processing consisting of the
heterogeneous data integration step and the processing of the
integrated data using the tensor model.

The important part of the paper contribution is related to
evaluation methodology issues. In contrast to the methodology
used in the S3 contest, the described experimental results are
based on partitioning the dataset into a training and a testing
set in such a way that the data used for testing the performance
are not previously used to learn or tune the model. Alas,
such an approach is not used in the S3 contest. According
to the contest rules the participating matchmakers provide the
recommendation results for the whole set of service requests
described in the dataset. The S3 evaluation tool does not
provide any additional set of reference matchings which may
be used as a training set. For this reason, in this paper, we
propose to consider the semantic service matchmaking task as
a case of semi-supervised learning in which unlabeled data are
used in conjunction with a small amount of labeled data [13].
Due to above-explained evaluation methodology differences,
the provided performance evaluation does not contain a direct
comparison of the proposed method’s operation to the S3
contest results.

The rest of paper contribution includes: (i) the data in-
tegration framework, which enables the transformation of
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SAWSDL and Web Ontology Language (OWL) documents
into the set of n-tuples (or Resource Description Framework
(RDF) statements) and then the aggregation of these data using
the tensor-based data representation, (ii) the first tensor-based
SWS matchmaking engine involving the use of the tensor-
based data processing system based on a filtering method
which applies the covariance data derived from a hierarchical
structure of tensor flattenings, and (iii) the comprehensive
comparison of several matchmaking algorithms including those
based on the state-of-the-art tensor processing techniques (i.e.,
N-way Random Indexing [14] and Higher Order Singular
Value Decomposition (SVD) [15]).

The paper is structured as follows. Section II provides a
discussion on related work, which contains a brief presentation
of state-of-the-art SWS matchmaking solutions, their limita-
tions, as well as tensor-based data processing algorithms. The
proposal of tensor-based semantic service recommendation
system including the semantic data integration framework and
tensor-based recommendation engine is given in Section III.
Next, the tensor-based data representation and filtering method
is provided in Section IV. Section V contains the description
of the evaluation methodology and of the algorithms used for
comparison. Section VI provides the experimental results and
their analysis. Finally, the paper is concluded in Section VII.

II. RELATED WORK

In this section, the advantages and limitations of leading
state-of-the-art matchmaking solutions – in context of semanti-
cally annotated Web services – are discussed. Additionally, the
tensor-based data processing assumptions and state-of-the-art
algorithms are introduced.

A. State-of-the-art Web Service Matchmakers

The state-of-the-art Web service matchmakers make use of
different knowledge representation formalisms and are usually
referred to as hybrid solutions. They are known to achieve
better results then logic-based only or non-logic-based only
approaches in terms of the precision and recall measure [3].
Authors of the articles describing their hybrid matchmakers
drew an attention to the problem of an aggregation of different
matching results. Primarily weights of logical, text similarity
and structural similarity matchings are set manually based on
tests and analysis. It follows that any change of ontologies or
services forces re-testing and re-analysis in order to select new
appropriate weights [1]–[3][5]. Thus, a new adaptive approach
has been proposed, which resolves this issue by letting the
matchmaker learn what is the best adoption of weights. The
main benefit of an adaptive approach is that a matchmaker
settings are not dependent on a particular data collection. In
order to adapt the system for a new dataset, it is sufficient to
recalculate the weights in the off-line relearning process.

It should be stressed, however, that the evaluation pro-
cedure of the S3 contest [7] does not provide a separate
set of reference matchings that may be used as a training
set. Nevertheless, the contest participants’ solutions based on
the adaptive hybrid recommendations [1]–[5] use matchings
from the test set in order to find the optimal set of weights
in the procedure based on the k-fold cross-validation tech-
nique. In particular, the mentioned systems apply different

machine learning techniques when determining the weights
for particular strategies of the hybrid solution, including lo-
gistic regression, simple linear regression and support vector
regression (SAWSDL-iMatcher [1]), ordinary least squares
estimator (LOG4SWS.KOM [5]), and support vector machine
(SAWSDL-MX2 [3]). Such an approach violates principles
of recommendation systems evaluation [16]–[18] because it
allows to learn from the information which is also the subject
of testing. Another adaptive hybrid matchmaking system –
URBE [2] – also assumes the system configuration phase in
order to optimize the hybrid algorithm parameters, but, in this
case, the authors have also conducted an evaluation assuming
the partition of the set of reference matchings into mutually
exclusive training and testing sets. However, this approach was
applied only for the case of tests using dataset OWLS-TC of
the S3 contest [7] track devoted to the OWL-S standard.

In contrast to the S3 contest evaluation methodology,
the performance evaluation described in this paper assumes
the explicit specification of the information about referential
mappings used for training purposes and does not use these
mappings in the testing phase. Such an approach is consti-
tutional for the matchmaking system proposed in Section III,
which assumes the application of input data integration instead
of the integration done at the level of final results of using
different strategies.

B. Tensor-Based Data Representation and Processing

The main goal of the paper is to propose a new approach
to the S3 task involving the processing of the integrated
data using the tensor model. Higher-order tensors are al-
ready used in many areas of research as a model for data
representation [8]–[10][19], including the signal and image
processing, higher-order statistic or scientific computing. At
the same time, it may be observed that the tensor data
model has been widely used for various information retrieval
application, mainly by means of 3-rd order tensors used for
multirelational data analysis, e.g., as presented in [11][12] for
the case of processing RDF statements. It is well known that
many problems in machine learning involve the processing of
information with multiple aspects and high dimensionality. For
such problems, the tensors are regarded as the most natural and
compact representation for multidimensional data, however,
they have to be accompanied by some low-rank approximation
approach [8][9], e.g., based on tensor decomposition [19]–
[21]. The semantic service matchmaking task, as an application
scenario which involves the processing of multirelational and
multidimensional data from heterogeneous sources (OWLs,
SAWSDLs, textual data), seems to be another research area
for which tensor data representation and processing methods
may be efficiently applied.

It has to be admitted that the exponential grow of number
of tensor elements observed with the increase of the number of
tensor dimensions (usually referred to as tensor modes [10])
seems to be the main reason, why a significant part of the
experimental research on tensor models is limited to the case
of 3-rd order multidimensional structures [10][11][14][15][21].

In the context of multilinear data processing, the most
widely known form of per-mode tensor filtering is the pro-
jection of tensor ‘fibres’ laying along the given tensor mode
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into a subspace spanned by the modes’ principal components
– the projection being the main tool of filtering based on
Higher-order Singular Value Decomposition (HOSVD) [15]
and Multilinear Principal Component Analysis [10]. However,
the state-of-the-art solutions do not investigate the theoretical
basis for optimality of the multilinear dimensionality reduction
heuristics, as far as practical prediction quality, rather than
some ‘technical’ criteria such as Frobenius norm preservation,
is concerned [15][22]. Moreover, in order to be effective,
the multilinear data modeling has to follow mathematical
constrains derived from the area of statistics, algebra, or
probability theory, [10][20][21][23]. The issues concerning
the proper data centering necessary to provide the efficient
multilinear principal component analysis are one of the exam-
ples of such a constrains [23]. In this paper, we present and
experimentally evaluate the tensor filtering method involving
the use of covariance matrices derived from different tensor
structures, which addresses the above-mentioned issues.

III. TENSOR-BASED SEMANTIC SERVICE
RECOMMENDATION SYSTEM

The purpose of the proposed system is to provide accurate
Web service recommendations – referred to as offers – for a
given Web service description – referred to as query. Both
offers and queries are assumed to be represented in the form
of SAWSDL documents with references to objects described
in OWL ontologies. The general architecture of the proposed
system includes two main components:

1) The converter selecting essential information from
SAWSDL descriptions, OWL documents, and reference
matchings used to train the model and subsequently
transforming them into a common representation.

2) The recommendation engine, described in Section IV,
aimed at generating the high quality recommendations.

Thus, the quality of tuples, which are chosen as internal data
representation of the system, generated by the converter is
crucial for final recommendations accuracy. It should be also
taken into account that the information from heterogeneous
data is aggregated at the beginning of processing rather than,
as in the case of the state-of-the-art solutions (discussed in
Section II), as the last step.

As shown in Figure 1 an SAWSDL description is a WSDL
document enhanced with semantic annotations linking various
parts of the Web service description to corresponding OWL
ontology classes.

The introduced framework processes every SAWSDL doc-
ument along with other linked XML or OWL files, and
transforms the acquired information into a common represen-
tation. Specifically, for each SAWSDL document the portType
element, constituting the interface of the Web service, is
parsed. The portType consists of a set of operations having
exactly specified input and output, which in turn reference
corresponding messages. Every message has a list of elements
associated with a specific types expressed in the XML Schema
(XSD) language, which in turn may reference to corresponding
OWL ontology classes. As shown in Figure 1, the OWL classes
are subsequently linked with the related instances from the
ontology (super- and sub-classes). All of the human-readable
names – appearing in SAWSDL documents as values of the

definitions
• name

types
• simple type name
• complex type name
• element name
• model reference (ontology class)

message
• name

portType
• name

operation
• name

input

output

SAWSDL document

binding

service
port

address
• location (Web service URI)

OWL document

superclass

rdfs:subClassOf

class

subclass

rdfs:subClassOf

Figure 1. Data retrieved from SAWSDL and OWL documents in order to
build the augmented representations of the matchings.

schema fields pointed out in Figure 1 – are being tokenized
and included into the common data representation.

Finally, every matching used to train the model is aug-
mented with the acquired semantic descriptions. Specifically,
each matching consists of an information whether two cor-
responding Web services, depicted by an Uniform Resource
Identifier (URI), are relevant or not. Subsequently, the aug-
mented descriptions of every Web service used by our system
have been built from the following attributes:

• tokenized Web service name or URI,

• tokenized portType name,

• tokenized operation names,

• XSD simple data type names,

• URIs pointing to corresponding OWL ontology
classes.

The tensor-based recommendation engine operates on data
provided in the form of n-tuples or its RDF equivalent.

A. Tuple-Based Representation of the Input Data

For the purposes of representing the tuple-based SAWSDL
Web services descriptions we use a 3-mode tensor. The first
tensor mode is used to model the information on service
relevance (i.e., relevant/nonrelevant indicator). The second and
the third modes represent the augmented semantic descriptions
of a request and an offer, respectively, related to the matching
specified by the first mode. Such a description is represented
by a vector built as an L1-normalized sum of index vectors
(uniquely assigned random vectors) of related terms (i.e., the
terms from the specific augmented Web service description).
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An index vector is a uniquely assigned random vector for the
object that it represents, as defined in [24].

Listing 1 shows a reduced (for the purpose of presentation)
3-tuple example. Line 1 indicates that the two considered
Web services are relevant. Line 2 and 3 represent the terms
from tokenized Web service request and offer descriptions,
respectively.

1 ( ’ r e l e v a n t ’ ,
2 [ ’ s h o p p i n g mal l ’ , ’ camera ’ , ’ p r i c e ’ , ’Mid−l e v e l−

o n t o l o g y . owl# ShoppingMal l ’ , ex tendedCamera .
owl#Camera ’ ] ,

3 [ ’ s h o p p i n g mal l ’ , ’ p u r c h a s a b l e ’ , ’ i tem ’ , ’Mid−
l e v e l−o n t o l o g y . owl# ShoppingMal l ’ , ’
ex tendedCamera . owl# P u r c h a s e a b l e I t e m ’ ] )

Listing 1. The 3-tuple example.

As specified formally in the next section, the tensor that
represents the whole input data set is simply the sum of
the individual rank-one tensors, while each of these tensors
represents a single tuple form the data set. Thus, the elementary
procedure of the input tensor construction process is the
computation of the rank-one tensor representing a given tuple.
Such a rank-one tensor is obtained as an outer product of the
vectors representing all the consecutive elements of the given
tuple.

Let us refer to the example presented in Listing 1 once
again. As the first element of the tuple corresponds to the single
token of ’relevant’, the first argument of the tensor product
is simply the vector representing this element in the vector
space corresponding to all the first values of the tuples. In
contrast to the simplest case, when the given tuple element
is a set of elements, rather than a single element, the vector
representing such a set of elements is built as a superposition
of the vectors representing the elements. For example, when
the second element of the tuple is a set of the following five
elements the second argument of the tensor product is the
normalized sum of the below-enlisted five vectors:

1 ( ’ s h o p p i n g mal l ’ , ’ p u r c h a s a b l e ’ , ’ i tem ’ , ’Mid−
l e v e l−o n t o l o g y . owl# ShoppingMal l ’ , ’
ex tendedCamera . owl# P u r c h a s e a b l e I t e m ’ )

Listing 2. Elements of the second argument in the example 3-tuple.

It is worth noticing that the proposed approach does not
require the model reference instances of any web service to
be linked to classes from the same ontology. Any element of
any given set (constituting the given tuple element) is treated
simply as a regular token, i.e., exactly the same way as an
‘ordinary’ token (representing a word found in some text) is
treated. Thus, there is no obstacles limiting the use of different
ontologies in order to describe the inputs and the outputs of the
same web service, not to mention the inputs and the outputs
of different web services.

B. RDF-Based Representation of the Input Data

The RDF-based representation of the SAWSDL and OWL
documents is obtained in a similar manner as the tuple-
based representation except that the result is saved into RDF
statements rather than tuples. First of all, the information
whether two Web services are relevant is formed by the triple

which subject is a request URI, object is an offer URI and
predicate is one of the isRelevant or isNonRelevant properties.
The augmented semantic description, derived from SAWSDL
and OWL documents, is stored as triples with the subject being
request or offer URI, predicate indicating the corresponding
attribute property, and object containing associated information
– such as a term or type (both in form of a literal) or an
OWL class reference (in form of an URI). Thus, it should be
also taken into account that, typically, one tuple is represented
by more than one RDF statement. As an example, Listing 3
shows the same tuple as in Listing 1 in an RDF format (Turtle
notation).

1 <s h o p p i n g m a l l c a m e r a p r i c e . wsdl>
2 : i s R e l e v a n t <s h o p p i n g m a l l p u r c h a s e a b l e i t e m p r i c e

. wsdl> ;
3 : t e r m s ” s h o p p i n g ma l l ” , ” camera ” , ” p r i c e ” ;
4 : i n p u t o w l u r i r e f <Mid−l e v e l−o n t o l o g y . owl#

ShoppingMal l> ;
5 : o u t p u t o w l u r i r e f <extendedCamera . owl#Camera>

.
6 <s h o p p i n g m a l l p u r c h a s a b l e i t e m p r i c e . wsdl>
7 : t e r m s ” s h o p p i n g ma l l ” , ” p u r c h a s a b l e ” , ” i t em ” ;
8 : i n p u t o w l u r i r e f <Mid−l e v e l−o n t o l o g y . owl#

ShoppingMal l> ;
9 : o u t p u t o w l u r i r e f <extendedCamera . owl#

P u r c h a s e a b l e I t e m> .

Listing 3. The example tuple in an RDF format (Turtle notation, with
URI prefixes removed).

Note that the statement form of a subject-predicate-object
expression is also known as a triple – or equivalently as a 3-
tuple – in the RDF terminology. Therefore, in this paper, as
not to introduce confusion, RDF data is referred to only as
statements, while the tuple-based representation refers solely
to the representation described in Section III-A.

IV. TENSOR-BASED RECOMMENDATION ENGINE

The semantic Web service matchmaking algorithm pre-
sented in this paper is based on multilinear filtering frame-
work proposed in [25]. In this section, the main features of
this framework are presented. Moreover, all the settings and
assumptions made in order to use this framework for the
semantic service selection task have been provided.

A. Tensor-Based Representation of a Tuple Set

We assume that the heterogeneous data on Web services
is transformed to the integrated set of n-tuples, where n
is a number of attributes defining each event of relevance
(or irrelevance) for a given pair of services. In order to
describe events in a format which enables comparing them
in quantitative way the weighed n-tuples have been chosen,
which may be described as follows:

Γ = (n,V(1), . . . ,V(n),Λ, ψ), (1)

where V(i), (i = 1, . . . , n), is a set of values which may be
used as the i-th element of an n-tuple, Λ is a set of n-tuples
of the form (v(1), . . . , v(n)) where v(i) ∈ V(i), and ψ : V(1)×
· · · × V(n) → R is a function used to assign the weight. To
model the set of n-tuples as a multidimensional array (referred
to as a tensor) one has to define the tensor space T = I(1) ⊗
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· · · ⊗ I(n) where I(i) is a basis of order |V(i)| = ni used to
index elements of set V(i). Finally, each set of n-tuples may
be modeled as an element of T .

In the presented framework we assume that ψ : V(1) ×
· · · × V(n) → {0, 1} and ψ(v(1), . . . , v(n)) = 1 if and only
if (v(1), . . . , v(n)) ∈ Λ. Then, input data may be modeled as
tensor T = [ti1,...,in ]n1×···×nn

with binary entries. For the
service matchmaking task based on S3 dataset [6], the set of
used tuples contains events describing that a given service offer
is relevant or irrelevant to a given service request.

Finally, it should be noted, that though the introduced
function ψ herein returns binary values only, the model may
be easily extended to use a weighted relevance information.
In particular, ψ′(v(1), . . . , v(n)) = β, where β indicates the
weight assigned to an n-tuple. In such a case, β = 0 if
(v(1), . . . , v(n)) /∈ Λ, and β ∈ R+ otherwise.

B. Tensor-Based Processing

The proposed multilinear filtering framework is based on
tensor data modeling involving the use of so-called tensor-to-
tensor transformations [25]. In general, tensor-to-tensor trans-
formation is made according to the formula [25]:

T̃ = T ×1 U
(1) ×2 · · · ×n U (n), (2)

where T×iU (i) is a tensor by matrix multiplication transform-
ing tensor fibres of i-th mode of tensor T into new fibres in the
corresponding mode of output tensor T̃ in such a way that the
entries of a new fibre are just inner products of the old fibre
and columns of matrix U (i). The entries of the result tensor
of each tensor-to-tensor transformation may be calculated as
follows:

t̃j1,...,jn =
∑

i1∈I(1)
. . .

∑
in∈I(n)

ti1,...,inu
(1)
j1,i1

. . . u
(n)
jn,in

. (3)

1) Transformation of input tensor into a state tensor of
reduced size: Due to its multidimensional nature the input
tensor suffers from its big size and high sparsity. In order
to address these issues the proposed framework assumes the
application of the preliminary dimensionality reduction similar
to N-way Random Indexing (NRI) approach [14]. This step
can be described as the tensor-to-tensor transformation using
ni×mi matrices U (i) (i = 1, . . . n), where ni and mi are the
cardinalities of i-th mode of the tensor before and after trans-
formation, respectively. Each row of the transformation matrix
(i.e., (u

(i)
k,1, · · · , u

(i)
k,mi

)) forms the random vector of specified
length and specified seed [24] – each entry of the vector is
set to be equal to 0 or 1, and then the vector is normalized
using L1 norm. We denote the result of transforming the input
data using the matrices U (i) described above as state tensor
X = [xi1,...,in ]m1×···×mn

.

The proposed model assumes that before being used for
the processing and querying procedures the state tensor needs
to be preprocessed according to two following steps (i) scaling
in order to get the probability distribution done as follows

xi1,i2,...,in :=
xi1,i2,...,in

ω
, (4)

where ω is the number of n-tuples used to build state tensor
X , and (ii) preparing to be used in L2-norm operations done
by taking each entry square root value, i.e.:

xi1,i2,...,in := (xi1,i2,...,in)1/2. (5)

2) Tensor querying: The tensor querying procedure is
aimed at reconstructing the entries of the input tensor. In
general, this procedure may be seen as a tensor-to-tensor trans-
formation (reverse to the state tensor creation step), but due to
practical reasons it is defined as a procedure of reconstructing
the single entry of the input data tensor. For a given n-tuple
γ = (k1, . . . , kn) the query tensor Qγ = [qγi1,...,in ]m1×···×mn

is constructed as a tensor of the same size as the state tensor.
Its entries are calculated according to the formula:

qγi1,...,in = (u
(1)
k1,i1

)1/2 · . . . · (u(n)kn,in
)1/2. (6)

Then, the result of the state tensor querying procedure is
calculated as an inner product of preprocessed state tensor X
(according to (4) and (5)) and query tensor Qγ , as follows:

t̃γ =
∑

1≤i1≤m1

. . .
∑

1≤in≤mn

xi1,...,inq
γ
i1,...,in

. (7)

The same querying procedure is applied to the filtered
state tensor which is constructed according to the procedure
described in the next section.

C. Covariance-Based Multilinear Filtering

The proposed filtering algorithm is based on the application
of the covariance data derived from a hierarchical structure of
tensor flattenings. The proposed framework assumes the con-
struction of filters for each tensor mode which are calculated
as the linear combination of covariance matrices determined
based on input state tensor X . The algorithm consists of steps
described below. More details on the method may be found in
[25].

1) Extracting covariance data from the tensor data: It has
to be stressed, that different relations in data may be seen
depending on the choice of attributes used to model tensor
modes. The construction of different tensors modeling the
dependencies between given mode elements may be done by
building the most detailed tensor, i.e., the tensor involving the
use of a maximum possible number of modes corresponding
to the set of all event attributes provided in the input data,
and then consecutive procedure of so-called tensor flattening
(i.e., aggregating the tensor entries across the mode being flat-
tened/hidden). Such a collection of different tensor structures is
referred to as tensor network [8][9]. We denote the flattenings
of tensor X as Xj , where j corresponds to the flattening code
(0 ≤ j ≤ 2n − 1) defined in a way described in [25]. Each
flattening except the totally flatten tensor (i.e., the tensor flatten
to the scalar), and flattenings to one mode (i.e., to vectors),
takes part in the procedure of filters’ construction.

2) Overall centering: In order to provide the covariance
data about elements of a given mode, each state tensor
flattening has to be centered. The simplest way to provide
the covariance matrix is to center across the tensor slices
corresponding to the elements of this mode. The centering
operation is provided by the subtraction of the mean of values
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in cells of a given tensor slice. However, this operation is not
regarded as a most effective data centering [21][23]. Instead,
so-called overall centering [21] should be used as the operation
which leads to the minimum Frobenius norm of the covariance
matrix. The overall centering may be done by consecutive
centering of tensor fibres in each mode, i.e., for a given mode
all fibres are centered and then this procedure is repeated for
the next mode and so on. We denote the result of centering
procedure applied for flattening Xj as Xc

j .

3) Generation of covariance matrices: Using the data
collected in each centered tensor Xc

j we construct the
matrices describing the relation among elements of the
given mode, as follows: the unfolding matrix X

c,(i)
j ∈

RJi×(J1×···×Ji−1×Ji+1×...Jn) is constructed, which collects i-
th mode fibres of centered state tensor Xc

j as columns, and
then, the symmetric matrix A(i)

j = [a
(i)
j ]mi×mi

such that:

A
(i)
j = X

c,(i)
j

(
X
c,(i)
j

)T
(8)

is obtained as a matrix representing the covariance between
random dimensions used to enumerate the i-th mode. Finally,
A

(i)
j is the covariance matrix for elements of i-th mode

constructed from the j-th flattening of state tensor X .

4) Constructing the filter based on covariance matrices:
For mode i the optimal filter F (i) is constructed as a sum of
an identity transformation and the average of matrices A(i)

j . In
particular, we have:

F (i) = Ii +
1

k

∑
j

A
(i)
j , (9)

where Ii is the identity matrix of size mi, and k is a number
of covariance matrices built for the i-th mode. We assume that
before applying the filters the tensor X is centered according
to overall centering [21] approach. The filters F (i) are used in
order to transform centered tensor Xc into its filtered version
X̃c according to the formula: X̃c = Xc×1F

(1)×2 · · ·×nF (n).
At the next step the prediction tensor X̃ is calculated as
X̃ = X−Xc+X̃c. Finally, the tensor X̃ is used for calculating
the prediction results according to the querying procedure
described by equations (6) and (7).

D. Complexity of the proposed method

Reducing the space and time consumption is a key issue for
the tensor-based approach in which the complexity may grow
exponentially with the number of tensor modes used in the
model. Therefore, it is crucial to provide the dimensionality
reduction step in the earliest phase of computing as possible,
ideally, in the phase of data storing in the tensor structure.
First of all, it has to be stressed that the tensor X̃ used
for prediction may be additionally transformed using the
HOSVD approach [15] that leads to reduction of tensor size
and, as consequence, shortens the time needed for querying.
Furthermore, according to the research on existing state-of-
the-art tensor-based data processing frameworks, including
the incremental tensor analysis approach [26] and ALS-based
tensor solutions [27], the space and time consumption for this
kind of solutions may be efficiently reduced by using the
approximation approach avoiding the diagonalization step, the

fast approximation methods for finding principal components
as well as random sampling techniques.

In particular, in the case of our approach, the space
complexity of the proposed method is directly related to the
size of a state tensor used to accumulate the data. In the case
of the application scenario presented in this paper, we limit
to 3-rd order tensors, so the space complexity is bounded by
O(m1m2m3), where mi is a cardinality of the i-th mode of the
state tensor (as defined in Section IV-B). The computational
cost of the method depends on the cost of state tensor con-
struction based on accumulation of ω tuples (O(ωm1m2m3)),
and the cost of the construction of covariance matrices from
tensor unfoldings (O(m2

1m2m3 + m1m
2
2m3 + m1m2m

3
3) =

O((m1+m2+m3)m1m2m3)). In the case of the applying the
additional dimensionality reduction step based on HOSVD, the
additional cost of O(hm1m2m3) have to be taken into account,
where h is the reduced number of dimensions. Since, in the
application scenario presented in this paper, ω is greater than
mi for each i as well as than h, we have observed the biggest
computational cost in the phase of state tensor construction.
However, it has to be stressed, that the time of the state
tensor accumulation may be efficiently shortened by taking
into account that tensor structures corresponding to tuples are
sparse. Nevertheless, due to the relatively small size of the
state tensor used in the evaluation (see Section V-D), we have
not applied such an optimization step.

V. EVALUATION

It should be noted that a typical comparison of different
matchmaking systems is not the main goal of the experimental
research presented in this paper, as we focus on evaluating of
several tensor processing methods in the experimental scenario
of SWS matchmaking. We assume that each of the compared
tensor processing methods is applied to process the same data
obtained by means of data integration framework being a
part of the system presented in Section III, given using the
tuple-based internal data representation (n-tuples or RDF state-
ments). The application of tensor-based data representation and
processing methods have been already investigated in several
domains for which – similarly as for the S3 task – the input
data is multirelational or multidimensional.

A. SAWSDL-TC3 Dataset Use

The experimental evaluation presented in the paper is based
on the use of the publicly available SAWSDL test collection
– SAWSDL-TC3 [6]. The dataset provides 1080 semantic
Web services written in SAWSDL (for WSDL 1.1) from 9
domains (education, medical care, food, travel, communica-
tion, economy, weapon, geography, simulation) and consists of
both SAWSDL and OWL documents. The S3 SAWSDL-TC is
divided into three main sets. The first and second set contain
SAWSDL documents representing queries and potential query
matches – offers, respectively. The third set consists of related
OWL ontologies.

Additionally, the SAWSDL-TC3 contains the XML file
sawsdl-tc3.xml describing the information on relevance
between 4178 Web service pairs (i.e., query and offer pairs).
The relevance information is provided using two independent
relevance grades — binary and 4-graded. For the purposes
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of the experiments presented herein, the binary relevance has
been chosen. Nonetheless, it should be noted, that experiments
could be easily extended – as briefly discussed in Section IV-A
– to use the 4-graded relevance information. For instance, one
could set β = 1.0 if the grade was ‘relevant’, β = 0.5 if ‘po-
tentially relevant’, and β = 2.0 if ‘highly relevant’. It should
be kept in mind, however, that in order to adjust properly
these weights for a specific dataset, a parameter optimization
technique (such as cross-validation on the available training
data) should be used.

B. Evaluation Scenarios

In order to experimentally evaluate the compared solutions
we have used a part of the test collection, containing infor-
mation about relevant and nonrelevant Web service matches,
in the learning process. Moreover, as in other approaches the
learning process itself is performed off-line (i.e., before the
matchmaking). However, contrarily to the research presented
in the literature, in our experiments we have tested how the
training ratio tr – indicating the percentage of the entire test
collection that is used to train the model – affects the quality
of matchmaking. What is more, following the Information
Retrieval experiment design practices [28][29], we did not use
the full test collection during the evaluation (what is allowed
in the case in S3 contest) but only the remaining part of the
data (that was not used in the learning process) instead. For
instance, for tr = 0.2 the remaining 80% of the test collection
has been used to evaluate the predicted Web service matchings.
Therefore, due to differences in the methodology, the final
results are not directly comparable with the S3 contest results.

Such an evaluation methodology (i.e., based on both data
sources) has been chosen as it does not assume that the textual
and structural similarities between the items (here represented
by semantic Web services) is directly correlated with the
matching relation, and thus it may be considered as more
comprehensive. In other words, the algorithm is expected to
adapt to the specified task – as in a typical semi-supervised
learning task – by inferring the meanings of the relations
contained in the SAWSDL and OWL documents.

Apart from the hybrid scenario involving using both SWS
descriptions and partial information about the relevant or
nonrelevant matches, we additionally investigated a simplified
scenario involving only the information about the Web service
matches. Our motivation for such an approach is an attempt to
show how much an algorithm is able to learn using sample
mappings only, and how much the matching quality may
increase by adding supplementary semantic information.

Finally, the quality of the generated Web service matches
has been evaluated using typical Information Retrieval mea-
sures described in Section V-C. To compensate for the impact
that the randomness of the dataset partitioning has on the
results of the presented methods, all figures in this paper show
series of values that represent the averaged results of 100
individual experiments. As a result, the standard error of each
presented mean is less than 0.005.

C. Recommendation Accuracy Measures

Following other articles in the literature relevant to the
Web service matchmaking, we have used the Mean Average

Precision (MAP) measure:

MAP =

n∑
i=1

api/n (10)

where n is the number of requests tested and api is the average
precision for the i-th request. Particularly, the ap is defined as:

ap =

m∑
k=1

P (k)/min(m, r) (11)

where r is the number of relevant matchings, m is the
recommendation list length, and P (k) denotes the precision
at k-th prediction in the recommendation list. Specifically, the
precision P (k) is the ratio of correct matchings up to the
position k over the k, and is equal to 0 when the k-th prediction
is invalid.

Additionally, we have measured the Area Under the ROC
curve (AUROC) as it directly allows to establish the probability
of making correct or incorrect decisions by a system about
whether a matching is relevant. According to [30], AUROC is
equivalent to the probability of the system being able to choose
properly between two items, one randomly selected from the
set of relevant items, and one randomly selected from the set
of non-relevant items. Hence, it allows one to abstract from
any particular precision-recall proportion. Specifically, for an
ordered list of predicted matchings R, AUROC is defined as:

AUROC =
1

|R|

F∑
i=1

(si − i) , (12)

where the probability score si is indicated by rank of the i-
th true positive in R, and F is the number of false positives
in R. In particular, if all relevant matchings appear before all
nonrelevant matchings in the list, one will have a perfect ROC
curve and AUROC = 1.

D. Recommendation Methods under Evaluation

We have compared the accuracy of our method to the
accuracy of state-of-the-art tensor-based processing methods
presented in the relevant literature. In order to perform such
a comparison, we have developed our implementations of N-
way random indexing (NRI) [14], HOSVD [15], joint feature
mapping via tensor product [31], and a typical SVD-based
matrix factorization [32]. The matrix factorization, herein
referred to as ‘MF (matchings)’, was performed on a matrix
containing information about known Web service matchings,
as it is not possible to unambiguously encode more relations in
such a structure. As a consequence, we used MF (matchings)
as a baseline method allowing to distinguish whether the use
of tensor-based algorithms provides any significant benefit
compared with classical matrix factorization.

We have also evaluated feature mapping via tensor product,
herein referred to as ‘Feature Mapping’, as it has been reported
in [31] and followed in [33] that such a model allows to exploit
not only the direct relations between individual objects but
also the associated textual features. In this paper, in order to
adapt the algorithm to the Web service matching scenario, in
accordance with [33] we represent each pair of Web services
(i.e., a request r and an offer o) as an outer product r ⊗ o of
two corresponding vectors represented in a feature space of
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Web service descriptions. Subsequently, the resultant tensor is
defined as

∑
i

∑
j(ri⊗oj)mi,j , where mi,j indicates whether

the matching between ri and oj is relevant (mi,j = 1),
nonrelevant (mi,j = −1) or unknown (mi,j = 0). Finally,
Principal Component Analysis (PCA) is applied in order to
reduce the noise and extract the most salient features.

The HOSVD algorithm has been performed on RDF data
expressed in a form of a 3-rd order tensor, in which every
predicate is represented as an adjacency matrix – forming the
slice of the tensor – between subjects and objects. This model
has been already used in the relevant literature [11][12] for the
task of multirelational statistical learning. Contrarily, we were
not able to obtain any meaningful results by applying solely
HOSVD on a tensor model build from tuples (as presented in
Section III-A), thus we omitted these results in the presented
evaluation.

Finally, we have evaluated the effectiveness of the proposed
covariance-based multilinear filtering (CMF) regardless of the
underlying data representation model. For that reason we addi-
tionally present MAP and AUROC results of the experiments
performed solely on a NRI-reduced vector space and the
probabilistic state tensor introduced in Section IV-B, herein
referred to as ‘Probabilistic ST’. By that means, the ability
of CMF to process tensor spaces of reduced dimensionality is
verified.

All the above described methods have been evaluated using
the same data (correspondingly in the form of a n-tuple or
RDF) as their input. The combinations of parameters (such
as the k-cut or the core tensor size) that lead to the best
recommendation quality (i.e., the highest AUROC value) were
considered optimal, and used in experiments illustrated in this
paper.

For purposes of evaluated methods we have used the
framework introduced in Section III in order to construct
both tuple-based and RDF-based internal representations of
the input data. In particular, the n-tuple representation of the
dataset is processed into the 3-rd order tensor structure of size
(2 × 110 × 615) in order to store the data concerning 4178
n-tuples. As described in Section III-A, the first tensor mode
contains information about the relevance (i.e., relevant, non-
relevant). Subsequently, the second tensor mode – concerning
the queries – is constructed using vectors of length 110, while
the third mode – concerning the offers – is built using vectors
of length 615.

In the case of data given as RDF statements, the ten-
sor of the size (1084, 7, 1909) is constructed – according
to Section III-B – to store the data on 15537 triples. In
the presented experiments, we also investigate the standard
collaborative filtering approach using the request-offer matrix
of size (42, 1043) containing only the data on service relevance
modeled using 4178 non-zero values from the set {−1, 1}.

VI. EXPERIMENTAL RESULTS

The results of our evaluation performed, using MAP and
AUROC measures, are presented in Figures 2 and 3, respec-
tively. The comparison has been performed with the use of
different training ratios tr, ranging from 0.05 to 0.9. As it
has been confirmed experimentally, the introduced algorithm

– CMF – allows to achieve higher quality matchings, both
in terms of MAP and AUROC and for all training ratios, as
compared to other evaluated methods.
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Figure 2. The MAP results.
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Figure 3. The AUROC results.

As it has been shown, the accuracy of MF (matchings) is
almost linearly dependent on the training ratio. Particularly, for
the smallest tr = 0.05 matrix factorization achieves the lowest
score – similar to a random one, while for the highest tr = 0.9
the obtained results are comparable to other best performing
methods (i.e., in terms of AUROC).

An algorithm generating random recommendations ob-
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tained AUROC = 0.5 for all tr – as expected due to
its probabilistic interpretation, what additionally confirms the
reliability of the AUROC measure. On the other hand, due
to correspondingly smaller test set – more precisely smaller
number of relevant matchings for every offer – for higher tr
the MAP values for a random algorithm are also respectively
higher. Therefore, for comparison, we included the random
method in the presented evaluation.

It may be also observed that the HOSVD algorithm,
performed on a 3-rd order tensor build from RDF statements,
enabled us to obtain slightly higher results – although still
statistically significantly higher – than MF (matchings). Nev-
ertheless, the results of HOSVD, even with optimally adjusted
size of the core tensor, are still heavily dependent on tr.
Particularly, for tr < 0.1 HOSVD performed only slightly
better than the random method despite processing all of the
semantic information extracted from SAWSDL files.

The algorithm based on feature mapping via tensor product,
compared to the baseline MF matchings, clearly enabled to
obtain higher AUROC and MAP values for smaller training
ratios (i.e., tr < 0.4). In opposition, for denser train set the
results are not so apparently conclusive. Specifically, Feature
Mapping achieves higher quality results in terms of MAP than
the baseline method for almost all tested tr. At the same time,
in the case of the AUROC measure its performance is almost
constant (with only relatively small gains for higher tr) and
significantly inferior to a simple matrix factorization. Such a
finding may be caused by the fact that AUROC probabilis-
tically reflects the system’s performance (see Section V-C) –
which is rather independent from the amount of behavioral data
(herein – known matchings) in case of content-based methods.
On the other hand, the MAP measure takes into account the
number of relevant matchings in the test set (as it has been
shown on the case of random matchings).

Although the main purpose of NRI is to reduce the
dimensionality of the input tensor, and not multiple factor
analysis, we included this algorithm in the evaluation as the
introduced CMF method is partially based on the NRI concept.
As shown in Figure 3, the ability of NRI to provide high
quality recommendations is independent of the number of
input training matches – probably due to the fact that it
merely reflects the co-occurrences of the terms in the requests
and in the offers. It should be also noted that although the
addition of scaling and L2-normalization – in Probabilistic ST
method – enabled to significantly improve the performance
of tensor-based processing, such an algorithm still does not
allow one to provide higher quality results than HOSVD or
even MF (matchings) in case of higher tr. Additionally, we
have performed experiments using a 3-rd order tensor build
from RDF statements and processing methods such as NRI,
Probabilistic ST and CMF. However, due to definitively lower
quality of the provided recommendations we have omitted
these results from the final evaluation so as not to obscure
the presented results.

Therefore, it may be stated that in the application scenario
investigated in this paper, the tuple-based probabilistic tensor
modeling combined with covariance-based multilinear filtering
enables to outperform other tensor-based methods, regardless
of the amount of known matchings (herein depicted by tr).

VII. CONCLUSION AND FUTURE WORK

The experimental evaluation results presented in the paper
are expressed in terms of AUROC and MAP results. It is worth
stressing that the evaluation has been done using the standard
Information Retrieval methodology that assumes partitioning
of the dataset on the training and testing sets in such a
way that the data used for testing the performance cannot be
used to learn or tune the model. Quite surprisingly, such a
methodologically correct approach differs from the evaluation
methodology used by the authors that have taken part in the
S3 contest, as they frequently use the same data on matchings
between services for both for the matchmaker system param-
eters tuning (e.g., by means of the cross-validation approach)
and for the final performance evaluation. The results presented
in the paper indicate the superiority of the proposed combina-
tion of the tuple-based probabilistic tensor modeling and the
covariance-based multilinear filtering over other tensor-based
methods, including NRI and HOSVD-based RDF processing –
the superiority that is clearly visible regardless of the amount
of matchings included in the training set.

Finally, it has to be stressed that contrarily to the state-
of-the-art algorithms such as [3]–[5] the proposed Semantic
Service Recommendation System does not rely on any kind
of predefined rules customized for SAWSDL matchmaking.
As introduced in Section IV, the recommendation engine is
virtually unconstrained regarding any data structure, and thus
it may be easily applied in other domains, as already shown
in [25]. For that reason, for future work we plan to extend
our research to address other semantic matchmaking tasks.
Another potential directions of the further research would be
an extended use of the referenced ontologies, and conducting
the experiments involving the 4-graded relevance information,
in addition to the presented herein binary relevance.
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Abstract— Providing personalized consumer contents can be 
both empowered and simplified through adapting analytics 
modeling and results with semantic representations. 
Analytics representations tend to be unique to their 
proprietary technological solutions, growing silos of non-
interoperable, non-shareable results. Our approach to 
overcoming these obstacles is to pair our analytical modeling 
solution, Direct Qualification, with middleware integrated 
algorithms for graph, content, identity, and behavioral-
based analytics. This abstraction layer of semantically 
represented analytics enabled multiple best-fit analytics 
engines to be deployed in parallel while providing a common 
query front-end for analytics observations, provenance, and 
trends. We introduce the establishment and the adaptation 
of a Behavior Ontology (BO) and Behavior Analytics (BA) 
modeling. We describe the integration of such behavior 
modeling with the semantic modeling of analytics and state 
management for an effective consumer content 
personalization system. We illustrate our prototype with 
publish and subscribe middleware and show the preliminary 
results. These components will be integrated into a holistic 
semantic analytics solution with autonomous functions for 
behavior optimizations, pluggable algorithm components, 
and end-to-end, machine learned personalization for 
information consumers and producers. 

Keywords-semantic modeling; consumer behavioral 
modeling; direct qualification; transactional pattern matching. 

I.  INTRODUCTION 
Modern information management systems perform an 

increasingly expansive catalog of operations with greater 
complexity and with more feature expectations, including 
personalized consumption of information that requires 
analytics-based solutions. The desired feature gain from 
these efforts include more in depth data analysis, business 
processing autonomy, provenance traceability, trusted 
information sharing, and enhanced query options, all 
while optimizing performance. The current landscape of 
analytics generates a multitude of unintended negative 
consequences. Analytics engines are generally not 
interoperable, resulting in multiple silos of analytic results 
which cannot be simply joined, queried, or introspected 
for quality. Analytics engines rely on multiple proprietary 
standards with completely different paradigms of 
information, including content parsing, graph traversals, 
rule engine deductions, keyword or vector modeling for 

frequency, image & video learning, etc. Additionally, 
analytic technologies tend to take one out of three 
common approaches, including deductive, inductive, or 
behavioral. Our effort seeks to empower middleware 
solutions by combining all three approaches into a single 
queryable semantic service. 

Modern information middleware consists of data 
models (Deductive Capabilities) and data analysis 
(Inductive Capabilities), with a limited notion of identity 
management for authorization and authentication, and 
services that orchestrate these capabilities according to 
consumer needs. Generally, OWL and RDF solutions 
approach problems within the web domain, which is 
distinct from an Information Management (IM) system in 
several ways. Search engines and web sites have 
autonomous feedback mechanisms that can capture rough 
estimations of information quality by observation of 
consumer link selection. Alternatively, IM systems have a 
more difficult time assessing quality from solicited 
consumers due to a lack of knowledge about information 
interactions once results have been returned, however IM 
systems have other advantages. Unlike semantic web-
domain solutions, IM systems have access to identity 
management provenance, information analytics, 
information sourcing, as well as broad information access 
across multiple information dimensionality, including 
roles, formats, types, and access to deployed workflow or 
process models. 

In our approach we seek to develop a middleware IM 
system that leverages the internal model, service, identity 
management, and data components to make more 
advanced information analytics and personalization 
possible. The effects of these enhancements can be 
positive facilitators for IM system, participant, and 
information trust, as well as assessments that can score 
and compare information quality, information impact, 
algorithm effectiveness, or model / ontology quality. 

A key part of our approach is to seed the information 
process within the IM system with several algorithms 
that, when integrated, offer critical capabilities to 
autonomously learn information domains (topic 
modeling), personal information preferences (affinity 
clustering), and are informed by models prescribing the 
general workflows of participating information roles. In 
this manner the application narratives can be established 
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and adapted through the dynamic topic models, the 
consumer behaviors can be observed and analyzed 
partially through models (behavior ontology) and partially 
through data-driven induction (affinity clustering), while 
all values and analytic results are represented via OWL 
and RDF, providing a huge advantage over existing 
middleware systems that require complex orchestrations 
or combinational queries that span multiple deployed 
analytics engines. 

The middleware system has some modeling and 
infrastructure components complete, such as the analytics 
representation into OWL and RDF (direct qualification), 
and a set of pre-loaded algorithms (VSM, PageRank, 
HITS, topic modeling), others are still under 
development, including the behavioral ontology and the 
collaborative filtering algorithm that blends the consumer 
behaviors with feedback from the affinity scoring. Our 
main contributions can be summarized as follows: 
• We outline a holistic semantic system that can 

support the abstraction of multiple analytics engine, 
eliminating concerns for proprietary analytics silos, 
complex combinational queries, and incompatible 
result representation. 

• We introduce a simple consumer behavior ontology 
model that enables semantic representations of IM 
system transactions. 

• Efficient scheme of integrating consumer behavior 
models, semantic modeling, and transactional pattern 
matching for content personalization. 

• We apply semantic web applications to IM system 
domain with distinct information and modeling 
challenges. 

• We project multiple analytic paradigms into a 
common semantic representation to enable more 
powerful queries and analytical tooling. 

We have organized the paper as flows: we first give a 
brief background of the subject and the motivation behind 
our work in section II.  Our consumer behavior modeling 
techniques and planning are discussed in section III, 
followed by the adaptation and the integration of these 
models into the semantic modeling and analytics in 
section IV. We discuss our prototype design and 
implementation in section V, and the preliminary 
experiments in section VI. In section VII and VIII covers 
the related work and the conclusion respectively. 

II. BACKGROUND 
The essence of information personalization is to enable 

the pairing of predictive analytics within adaptive content 
capabilities. Accomplishing this within an Information 
Management Systems requires following a foundational 
capabilities. These include:  
• OWL Representation of Analytic Provenance and 

Results (Direct Qualification). 

• Prescribed Workflow Activity Models (Constrained 
by Behavior Ontology & Planned Machine Learning 
Component). 

• OWL Representation of Transactional Behavior 
History (Behavior Ontology) 

• IM System Supported Analytics Engines (Jung, 
Lucene, and Mallet) 

• Dynamic Application/Consumer Narrative Algorithm 
(Topic Modeling via Mallet) 

• Personalized Query Results Feedback via Data 
Affinity Algorithms  (Affinity Cluster Scoring via 
Jung’s PageRank and Lucene’s VSM) 

 
Supporting the semantic modeling and execution of 

analytics, we created approaches including Direct 
Qualification (DQ) and State Management (SM) for OWL 
in our previous work [1]. In this work, we seek to extend 
these models to support the introspection of behaviors and 
interactions between consumers and the IM system 
(middleware), and thereby measure and validate the 
effectiveness of the behavioral analytic approaches and 
models themselves. 

By embracing a data perspective that combines 
relationships for unstructured knowledge representation 
with structured, document-centric relationships, the 
process of determining, modeling, and expressing 
personalized information relevance with semantic 
technologies can be performed. Our approach seeks to 
solve a combination of challenges within Information 
Management (IM), Semantic Information Modeling, Data 
to Information (D2I), and Quality of Service (QoS) 
Enabled Dissemination (QED). 

III. BEHAVIORAL ONTOLOGY AND ANALYTICS 
MODELING 

Consumer and producer behaviors leave fingerprints at 
the informational layer that can be discovered, tracked, 
analyzed, correlated, and mined. Analytics engine 
complex event processing can utilize behavioral metadata, 
information content, analytics results, and historical 
trends to correlate information with emerging common 
consumer narratives over time. Additionally, linking these 
narratives to data-driven analytics assessment can monitor 
narrative changes, behavioral anomalies, determine 
critical personalized information, adapt to trends, and 
identify where information may be insufficient for 
consumer needs. 

Behavior will be a distinctly different set of 
transactions, dependent upon the system upon which it is 
modeled. For our efforts, the IM system is a RESTful 
system allowing producer publications with attached 
metadata tags for type, format, and identity, and 
consumers that submit XPATH, SPARQL, or keyword 
queries. For a simplistic transactional IM system like this, 
we have started with a similarly simplistic behavioral 
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ontology consisting of entities for Consumer, Producer, 
Query, QueryExpression, Publication, QueryType, 
ResultSet, Result, Document, Type, Format, Role, and 
Identity. The object properties and data properties 
associated are simply possessives of these entities (e.g. 
hasResultSet, performedQuery, publishedDocument, etc.). 
Capturing these relationships over time provides URIs 
that can act as hooks for analytic results, such as affinity 
scores across identity, format, type, document, or 
consumer dimensions. 

The general process by which behaviors are associated 
with either published or consumed information is 
illustrated in Figure 1. After behaviors are collected 
within transactional provenance, either the published 
document or set of results is scored for affinity and related 
to consumer/producer identities. 

 

IV. SEMANTIC NARRATIVE INTEGRATION 
Creating topic models, effectively producing dynamic 

information domain ontologies, on the fly is effective 
only if done utilizing sound techniques and dictionary to 
ontology classifications. WordNet and Mallet have built 
in tools that perform these features adequately, utilizing 
LDA to produce dynamic lists of topic models. 
     In our approach topic models are filtered according to 
configured quality metrics, and then assigned dimensional 
information categories. After being categorized as a topic 
model, the 2D grid of analytic scores for single 
dimensions such as role, query purpose, format, 
geography, or temporality. These can be subdivided into a 
3-dimensional information centroid by utilizing cross-
cutting attribution and grouping, most effectively 
according to identity. 

Utilizing identity, role, and tasking metadata attributes 
to track information system transactions can support real-

time content adaptation to information consumers by 
measuring trust and metadata-based information hotspots. 
Topic models cataloged via analytics can establish on the 
fly information domain ontologies, and paired with 
semantically modeled analytics, can result in advanced 
combinational forms of information and analytics queries. 
These customized data services enable topically modeled 
semantic narratives, behavioral adaptation, and content 
personalization via low-cost, reality-based solutions, 
rather than high-cost, prescribed, model-based solutions. 
Mallet is leveraged to perform LDA upon each received 
document, and when a minimally necessary set is 
received within an information dimension (format, type, 
role, identity, activity, etc.), a set of 30-40 dynamic topics 
are extracted across each identity, and then re-oriented 
around new centroids over time as the personalization 
features adapt. 
A. STATE MANAGEMENT 

Maintaining a historical record by creating a new 
instance of a resource and its present relationship states 
can generate mass duplication and waste memory and 
processing resources. Over time, particularly if an event 
has relationships that change quite often, numerous of 
versioned instances of the same event could be created, 
making queries overly complex and resulting in a high 
degree of overhead due to duplication for relationships 
may or may not be static.  

Some attributes of an asset may be occurrent (e.g. 
name, identity, asset type, etc.), while others are 
continuant (e.g. fuel level, latitude, longitude, role, etc.). 
Semantics, even when using instances of an entity, treat 
all relationships as occurrent, although there is allowance 
for limiting their cardinality. OWL, SPARQL, and most 
ontologies do not have a built in mechanism to support 
the distinction between occurrent and continuant 
relationships. In order to retrieve changes of state for a 
data or object attribute of an instance, that attribute  must 
be explicitly defined within an ontology or an additional, 
customized layer of abstraction. 

Traditional semantic data model approaches fall short 
when confronting the challenge of state-based 
relationships. They focus on static knowledge 
representation, extractions of static data properties, or 
enabling of information management features via rule 
engines and inferencing. Managing states for data and 
object properties are applicable to all stateful semantic 
resources. Managing the state of semantic relationships is 
significant in reducing the computation time of semantic 
queries, the load on semantic DBs, and eliminating 
wasteful property and instance duplications. The key 
relationship used for this is the specializationOf 
predicate of the Provenance Ontology (Prov-O) W3C 
recommendation. It is intended to apply state-based 
relationships to any Entity, Agent, or Activity, auspices 
under which any semantic asset instance should fall. 

Figure 1- Process Overview 
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In our experiments we apply this approach by requiring 
all occurrent relationships to be related to the singular 
instance URI of a specific entity, while all relationships 
involving state changes are related through Specialization 
deltas, such as a Consumer entity having a temporary role 
relationship. 

B. DIRECT QUALIFICATION 
Reification, an intrinsic complexity of the semantic 

standards, is the consequence of attempting to simplify all 
relationships into Subject-Predicate-Object sets. It is 
normally implemented when a semantically modeled 
instance is seeking to express either the qualification or 
provenance of a relationship. These two cases can be 
mitigated without resorting to reification, however. 
Adopting a quad-based perspective of semantic 
relationships can achieve a basic form of provenance by 
allowing traceability to the source named graph's unique 
URI. The Prov-O ontology expands the set of provenance 
support and supplies some generalized predicates for 
qualification. This effectively solves the non-probabilistic 
subset of analytics use cases. However, even with pairing 
both of these approaches there is a failure to solve the 
qualification of probabilistic analytics, such as the results 
of Vector Space Modeling, PageRank, HITS, or other 
Natural Language Processing (NLP) analytics. Our 
approach towards supplying these capabilities is the 
Direct Qualification of probabilistic relationships with a 
supporting relevancy ontology. 

The primary steps for enabling Direct Qualification 
are outlined as follows: 
1. Support persistence for raw documents and semantic 
quad-based relationships, ideally by using the semantic 
URI of the document's named graph as the unique key for 
the raw document retrieval. 
2. Strictly enforce the separation of the semantic models 
for class instances from the events affecting their state 
relationships.   
3. Support graph-based processing of analytics over 
semantic edges and vertices. 
4. Support event-based scoring triggers for analytics, such 
as SPARQL queries, XPath queries, semantic reasoning, 
or keyword searches of raw text. 
5. Determine the appropriate Direct Qualification Model 
based upon tests for occurrence, continuance, and the 
monotonicity of the entities involved in the applied 
analytic. 
6. Express the scoring of documents through the pairing 
of a provenance ontology with an analytics/relevancy 
ontology. 
7. Persist the DQ results within the quad-store. 

An example of DQ is illustrated in the following 
figures, with a general purpose (Figure 2) set of analytics 
relationships from the ontology, followed by more 
concrete examples utilizing PageRank (Figure 3) and 
VSM (Figure 4). 

 

V. SYSTEM DESIGN AND IMPLEMENTATION 
After stages for pre-processing, format determination 

(Aperture) and semantic extraction completes, the 
execution of the analytics, DQ, narrative creation, analytic 
scoring, and affinity scoring are executed as part of the 
publication and query processes. The system utilizes the 
following: 

Figure 2 – General Direct Qualification Application 

Figure 3 – PageRank Direct Qualification Use Case 

Figure 4 – VSM Direct Qualification Use Case 
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• Pre-requisite: Establishing a common representation 
for high level application narratives, research 
provenance, and analytic domain concepts. 

• Pre-requisite: Establishing an ontology with entities 
and relationships supporting affinity, clustering, topic 
modeling, and role, format, type and identity-oriented 
membership groups. 

• Pre-requisite: Create topic model classifiers for each 
primary information dimension of the metadata tags, 
including behavior, role, information format, 
geolocation, and identity. 

1. Score each new publication according to a similarity / 
affinity vector within each primary information 
dimension. 

2. Recalculate cluster centroids and dynamic topic 
model relations after every n publications. 

3. Evaluate thresholds for information grouping 
inclusion / exclusion when thresholds of affinity are 
reached for each measured information dimension. 

4. Score the information for aggregate personalization 
for cross-information domain grouping, according to 
existing queries. 

5. Adapt the baseline metric for personalized relevancy 
thresholds after an initial n publications. 

• Post-Operations: Measure the transition of 
information centroids / clusters over time as 
classifiers improve. 

• Post-Operations: Compare results of the trend-based 
relevancy metric to a prescribed workflow template 
in order to validate models. 

 
The functional composition of the system is illustrated 
below (Figure 5) by showing the internal resources and 
capabilities established and utilized in order to bridge the 
gap between raw information, behavior, validated 
narratives, and personalized content. 

 

 

 
Figure 5 – Mapping of Middleware Resources/Functions 

 

VI. EXPERIMENTS 
The test scenarios include a compilation of 10000+ 

research papers of disparate fields and a 15 GB set of 
imagery from Flickr. The semantic relationships created 
were produced by means of the extraction framework we 
created in our previous ICCRTS research (Bryant, 2014), 
with added support for GeoSPARQL location extractions. 

The results of semantic processing is an semantic 
document represented via RDF/OWL relating internal 
values for details involving times, locations, narratives, 
cataloged topic models, points of contact, metadata, etc.  

Ontology support includes common solutions for time, 
geospatial (GeoSPARQL), common elements (U-Core 
SL), and custom ontologies for information management, 
and relevancy. Format and XML type determination is 
performed in a pre-processing stage prior to semantic 
extraction, if applicable. The Aperture source project is 
adopted to provide the majority of the format and type 
determination solution.  

The results of the experiments include semantically 
represented cross-dimensional domain membership of all 
published data, according to the determined applicable 
information domains, and the centroid k-means scores of 
each information and identity-based data dimension. This 
enables the determination of domain-based relevancy 
measures, and in particular, cross-cutting identity-oriented 
information relevancy measures.  

VII. RELATED WORK 
This research addresses trust, affinity, collaborative 

filtering, and cross-cutting analytics engine abstractions 
for interoperable queries. This supports the modeling and 
probabilistic analytics that assesses and qualitatively 
relates information, enhances query options, and detect 
information anomalies or model workflow outliers. These 
capabilities provides potentially critical advancements 
towards autonomously determining whether information 
should be excluded from an information result set based 
upon its determined value, historical precedence, and 
personalized interest. While this allows queries to alter 
from a pre-defined domain-based set of operations, it also 
eliminates extensive modeling and domain ontology 
costs. 

As semantic standards mature and applications expand 
into new domains, research regarding semantic 
management of stateful relationships is beginning to be 
explored more fully. Current research has been tangential, 
at best, while missing many of the niche problem areas of 
semantics. Approaches in this area have focused on 
inferencing through the use of join sequences [5] or 
resolving models with conflicting states [4]. So far, 
approaches involving applied analytics for state 
management have attempted to do so during the 
extraction phase of data [6], rather than utilizing semantic 
technologies or ontology models.  
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While there are ongoing efforts towards document 
analysis using analytics such as PageRank (Ding, 2002), 
VSM, and HITS, the focus of those efforts has been on 
ontology matching [2] or temporal/geospatial query 
enhancement [8]. Our approach differs in that it stays 
confined to semantic technologies with special emphasis 
on event-based information sharing, modeling, data 
mining, and retrieval, all combined. Furthermore, one of 
the key differentiator of some existing semantic models 
with DQ approach is that they adopt a constantly 
"present" based view that updates the instance with 
relationships reflecting any changes in its state. Thereby, 
the state changes’ value can never be considered truly 
distinct from its identity URI.  

While some approaches were discovered that sought to 
model analytics similar to the direct qualification and 
semantic state management techniques, none were found 
that sought to provide OWL and RDF abstractions and 
system support to facilitate analytic engine 
interoperability and freedom from multiple proprietary 
query dependencies. 

VIII. CONCLUSION 
Applying these models, ontologies and approaches to a 

new type of information set can make that information, 
and its relevancy score results, more discoverable and of 
higher quality. The most critical takeaway from this work 
is that the advantages of semantic standards and reasoning 
can be leveraged upon analytic provenance and results, 
providing a common query representation, eliminating the 
need for proprietary or complex combinational queries 
that span multiple analytical data silos. Also critically, 
behavioral observations expressed with DQ can be 
leveraged with dynamically adaptive consumer usage 
narratives to build powerful semantic functionality that 
augments traditional SPARQL queries for simplistic data 
extractions that were ignorant of behavior, analytics, or 
consumer information affinities, with new features that, 
essentially, enable an autonomous collaborative filtering 
process that is represented 100% via semantic standards.  

Autonomous collaborative filtering would itself be a 
powerful feature, but leveraged with semantic 
technologies that bridge extensible pluggable ontologies, 
while simultaneously abstracting analytics-engine queries 
and personalizing information to consumer needs, could 

enable novel research, new information and web 
functionality, and act as a unifying analytics front-end. 

In our future work, we will explore semantic state 
traceability paired with diverse analytics. Reasoning over 
stateful trends within segmented time periods can 
demonstrate possible advanced uses of semantics for 
stochastic, graph-based, boolean-based, or other analytics 
algorithms, thus producing support for personalized 
prioritization, query result set ordering, and provenance 
modeling of analytics. Additionally, the enhancements 
from this work could enable determinations of efficiency 
for different analytics, and have the potential to combine 
analytic-based queries with semantic queries.  
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