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SECURWARE 2022

Forward

The Sixteenth International Conference on Emerging Security Information, Systems and
Technologies (SECURWARE 2022), held on October 16-20, 2022, continued a series of events covering
related topics on theory and practice on security, cryptography, secure protocols, trust, privacy,
confidentiality, vulnerability, intrusion detection and other areas related to low enforcement, security
data mining, malware models, etc.

Security, defined for ensuring protected communication among terminals and user applications
across public and private networks, is the core for guaranteeing confidentiality, privacy, and data
protection. Security affects business and individuals, raises the business risk, and requires a corporate
and individual culture. In the open business space offered by Internet, it is a need to improve defenses
against hackers, disgruntled employees, and commercial rivals. There is a required balance between the
effort and resources spent on security versus security achievements. Some vulnerability can be
addressed using the rule of 80:20, meaning 80% of the vulnerabilities can be addressed for 20% of the
costs. Other technical aspects are related to the communication speed versus complex and time
consuming cryptography/security mechanisms and protocols.

Digital Ecosystem is defined as an open decentralized information infrastructure where different
networked agents, such as enterprises (especially SMEs), intermediate actors, public bodies and end
users, cooperate and compete enabling the creation of new complex structures. In digital ecosystems,
the actors, their products and services can be seen as different organisms and species that are able to
evolve and adapt dynamically to changing market conditions.

Digital Ecosystems lie at the intersection between different disciplines and fields: industry, business,
social sciences, biology, and cutting edge ICT and its application driven research. They are supported by
several underlying technologies such as semantic web and ontology-based knowledge sharing, self-
organizing intelligent agents, peer-to-peer overlay networks, web services-based information platforms,
and recommender systems.

To enable safe digital ecosystem functioning, security and trust mechanisms become essential
components across all the technological layers. The aim is to bring together multidisciplinary research
that ranges from technical aspects to socio-economic models.

We take here the opportunity to warmly thank all the members of the SECURWARE 2022 technical
program committee, as well as all the reviewers. The creation of such a high quality conference program
would not have been possible without their involvement. We also kindly thank all the authors who
dedicated much of their time and effort to contribute to SECURWARE 2022. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

We also thank the members of the SECURWARE 2022 organizing committee for their help in
handling the logistics and for their work that made this professional meeting a success.

We hope that SECURWARE 2022 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the area of security
information, systems and technologies. We also hope that Lisbon provided a pleasant environment
during the conference and everyone saved some time to enjoy the historic charm of the city.
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Importance of Human Factors on Cybersecurity within Organizations 
A Study of Attitudes and Behaviors 
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Abstract—The rise of cybersecurity incidents is a threat to 

most organizations, while the impact of the incidents is unique 

for each of the organizations. There is a requirement to create 

the right conditions which provide rhythm to cybersecurity 

growth and a fully developed cybersecurity resilience. Having 

a mindset of cybersecurity resilience works actively to adapt 

people, processes and technology. Meanwhile, the adequate 

cultural cybersecurity conditions need to be achieved. It seems 

necessary to employ behavioral sciences to concentrate on 

employees’ behavior in order to achieve concrete security 

mitigation preparedness regarding cybersecurity incidents. 

There are noticeable differences among users of a computer 

system in terms of complying with security behavior. The 

people differences can be studied under several headings, such 

as delaying tactics on something that must be done, the 

tendency to act without thinking, future thinking about 

unexpected implications of present-day issues, and risk-taking 

behaviors in security policy compliance. In this article, we 

introduce high profile cyber-attacks and their impacts on 

weakening cyber resilience in organizations. We also give 

attention to human errors and behaviors that weaken general 

security readiness in organizations. The human errors are 

discussed as a part of psychological matters to enhance 

compliance with security policy. 

Keywords-cyber resilience, human factors, cybersecurity 

behavior, attitude, usability, security culture  

I.  INTRODUCTION  

In a world of continuous change, addressing cyber risks 
within organizations is already a huge leadership challenge. 
Regardless of organization size, it is critically important that 
each organization develops its own cyber crisis preparation 
response plan. Moreover, having a cyber-resilience approach 
in place prohibits a serious financial and reputational harm to 
organizations and their leaders. 

Digital, dynamic and complex workplaces are great 
targets for cyber-criminals [1]. Cyber-criminal actors are 
people who search for any chance to steal data, blocking 
access with ransomware, or install evasive malware to 
remain undetected for long-term malicious effect. They 
utilize security breaches that emerge from weak links in, for 
instance, embedded software and applications in 
organization environment. Hence, technology and tools 
alone are not the answer for the cyber risks; after all, we 
have not seen the high- profile breaches in the headlines. In 
addition, the nature of attacks has altered from theft to 
become more harmful than ever since the threats become 
more complicated and harder to recognize. For instance, 

current attack scenarios target backup data repositories and 
administrator functions, which are the last lines of defense in 
organizations [5]. 

The two main high-profile cyber-attacks in 2021 
involved confidential data lost and various forms of 
ransomware attacks. Confidential data was stolen from large 
organizations like Singtel, the University of Colorado, 
Aerospace Company Bombardier and the Australian 
Securities and Investments Commission. Moreover, various 
types of ransomware attacks have occurred in organizations 
such as Acer Company, United States CAN Insurance, 
Scotland’s University of the Highlands, United States 
Colonial Pipeline, California Water and Wastewater System, 
etc. Furthermore, based on the GDATA news in 2021, the 
most recognized type of security attacks include phishing, 
clever ransomware, polyglot files, IoT attacks, social 
engineering, malvertising on Facebook feeds, identity theft, 
password and data breach, zero-day exploits, insider threats 
and deep fake attacks. 

Organizations with integrated information technology 
systems and operational technology systems propose clear 
and unclear points of convergence that directly threaten 
functionality of the technical systems [2] [3], like the attack 
against the Water and Wastewater System in California. The 
attacks usually work against the four main functions of 
information communications technology systems: quality 
and efficiency of services, data confidentiality, improved 
usability and people privacy and safety. 

Organizations need awareness about immaturity in their 
risk mitigation measures. They also should recognize depth 
of threats that result from insiders at the same time [4]. We 
believe that insiders’ threats are becoming more frequent, as 
they are difficult to detect and insiders already have 
legitimate access to the network infrastructure [4]. In 
addition, variety in embedded applications is a source of data 
leakage [5]. The growth in the amount of stored data widens 
the cyber-attack surface. Transition to cloud computing 
technologies poses major difficulties in identifying insider 
attacks as well [6]. Because of all the mentioned 
complexities, such as immature risk mitigation measures, the 
role of insiders, difficulty in recognizing threats from 
insiders to a wide range of embedded software and business 
applications, stored data growth and cloud data repositories, 
more research is needed in order to enhance organizational 
resilience. In this article, we aim to discuss how a people-
centric approach in parallel with a technology-centric 
approach can largely mitigate cybersecurity risks in 
organizations. We also investigate how cyber resilience 

1Copyright (c) IARIA, 2022.     ISBN:  978-1-68558-007-0
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limits the scope of cybercrime within organizations. The 
research methodology is a qualitative method based on 
systematic literature study along with case studies that prove 
the importance of human factors in cybersecurity. The case 
studies are used to shape discussions, to locate gaps and 
draw conclusions. The organizational challenges are studied 
to shape a sustainable cyber risk management approach in 
the related work section. Insider behaviors are viewed as a 
cybersecurity gap to draw proper cyber resilience in Section 
3. The challenges to perform the best cybersecurity practices 
are mentioned in Section 4. Some guidelines and metrics are 
provided to measure cyber resilience in organizations in 
Section 5. At the end, we indicate some points to build a 
cybersecurity culture based on individual behavior. 

II. RELATED WORK  

Sometimes organizations encounter problems to manage 
cyber risks and develop a sustainable security framework. 
They don’t pay enough attention to knowledge, guidance and 
research for the technologies’ innovations. In addition, there 
are no incentives like market forces and no regulation for 
utilizing the emerging technologies in a secure manner [7]. A 
sustainable security framework should mitigate the issues 
such as skills gaps, fragmented security approaches, obscure 
liabilities in cyber resilience, lack of operational security 
capabilities and lack of technical solutions in responding to 
incidents. 

Organizations face a competitive market and they are 
concerned about the sustainability of their operations from 
economic, environmental and social viewpoints. This is 
called the sustainability of business. It means that business 
strategy and competitiveness don’t necessarily interfere with 
sustainability of environment and society [8]. On the other 
hand, digitalization also brings complexity in cyber space 
and organizations are exposed to cyber threats as a result [9]. 
Therefore, organizations need to understand cyber resilience 
as an ability to plan ahead, to respond, to recover from and 
adapt to the cyber threats. 

Cyber resilience can be achieved through a secure 
information infrastructure and a proactive workforce that 
takes both the human factor and the organizational factor 
serious simultaneously. Based on our organizational 
experience, there are many opportunities for purchasing 
technical devices to get ready against cybersecurity attacks. 
Many organizations have cybersecurity risks at their core due 
to untuned embedded devices and other negligent factors. 
Moreover, during the last few years, there is noticeable 
attention to the human side of the cyber risk but there is still 
growth in data breach and other human-related threats [5]. 
One reason to consider just objective activities and pay too 
little attention to people and their behavioral aspect. In 
addition to this, there is a lack of proper policies and of 
procedures to encourage the desired human behavior. These 
are the main reasons why current cybersecurity solutions are 
not effective. 

To specify security problems, besides the above issues, 
organizations should also keep an eye on the numerous 
technological transformations intended to enhance 
profitability, and consider them in their security checklists. 

Most such transformations have potential to generate new 
systemic risks [11]. Examples are artificial intelligence and 
advanced machine learning [6], ubiquitous connectivity, 
quantum computing solutions and next-generation digital 
identity systems [11]. Append to these the current 
cybersecurity problems such as distributed cloud-based 
infrastructure, integrating software, web applications that 
reside on premises behind firewalls, etc. [7]. Some 
organizations set policies, standards, apply the best security 
practices and make partnership to avert such cybersecurity 
threats. In addition, organizations need to share and develop 
research, insights and solutions to manage the future-risks as 
a community. At the same time, there is a need for adopting 
a defense-in-depth security strategy with the aim of receiving 
perfect cooperation from the main fundamental cybersecurity 
components including people, processes and technology 
[13]. We contribute with an analysis of different incidents 
and threats reports to show that current cybersecurity 
breaches are the result of too little attention to human factors 
and too much focus on tech-centric solutions. We collect the 
latest cybersecurity reports and study the cause and effect for 
each incident. In addition, the components of cyber resilience 
strategy and corresponding metrics are discussed as a 
limitation for cybercrime impacts. We also introduce a 
cybersecurity training scheme for employees’ preparation to 
recognize the signs of malicious activity in advance. We 
carry out pillars for cybersecurity culture and the desired 
behavioral pattern toward a well-structured cybersecurity 
culture as well. 

III. THE CYBERSECURITY AND HUMAN FACTOR 

As we mentioned earlier, organizations usually display 
great progress to employ different technical security 
solutions such as firewalls, virus scanners, web application 
firewalls and intrusion detection systems to control the 
potential cybersecurity threats [14]. This happens because 
CIS normally recommend a technology-centric approach 
with little emphasis on human factors, needs and motivations 
[15]. But there is a demand for a holistic security approach, 
as technical solutions merely cannot handle cybersecurity 
attacks. This is the way to acquire cyber resilience. Thus, we 
have to discuss insiders’ threats besides the threats related to 
the information infrastructure and the processes. Insiders are 
the individuals who have access to resources, detailed 
knowledge about the computer network infrastructure, and 
data storage technical infrastructure. They include staff, 
contractors, partners, vendors and other stakeholders [16]. 
Insiders usually are aware of the location of sensitive data, 
what protective measures are in place, such as firewalls and 
the designed security policies. They often know of 
cybersecurity concerns and bottlenecks. They also have 
capabilities and skills to conceal the crime footprint for a 
long time or sometime forever [17]. Therefore, insiders 
present much more danger with potentially higher damage 
than external cyberattacks. 

According to Data Breach Investigations Report in 2021, 
insiders are in charge of 22% of security incidents. 
Furthermore, based on Stanford University, around 88% of 
data breaches are caused by staff mistakes. Bitglass [49] 
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report in 2022 revealed that top insider actors of security 
incidents are privileged users and administrators (63%), 
privileged business users and C-level executives with access 
to sensitive data (60%), third parties and temporary workers 
such as contractors and consultants (57%) and regular 
employees (51%) as shown in Fig. 1.  

Figure 1. Top Insider Threat Actors in 2022. 

Moreover, 62% of the security incidents result from 
negligent employees or contractors while 14% of the 
incidents were caused by malicious insiders, according to 
Panda security report in 2020 [18]. 

Fortinet [47] described that the most prevalent type of 
insider threats is phishing, about 38% in 2019. For instance, 
exploitation of insecure RDP, and unsupported or outdated 
operating systems and software result in the phishing attack. 
Moreover, according to US Securonix [48] report in 2020, 
the most frequent cyber incidents include data extrusion 
accounting for 62%, privilege misuse about 19%, data 
snooping for 9.5%, infrastructure sabotage around 5% and 
circumvention of IT controls for 3.8%. Fortinet also defines 
fraud as the primary motivation behind insider threats around 
55%, monetary gain for 49% and IP theft for 44% in 2019. 
The most frequent types of attacks related to human factor 
involve online fraud like phishing, DDOS, ransomware and 
social engineering [20]-[23]. Fig.2, displays stop motivations 
for insider attacks. 

Figure 2. Top Motivations for Insider Attacks. 

For several reasons, finding solutions for the insider 
threats is even more difficult than implementing measures to 
protect against foreign and external threats. Most companies 
and organizations rely on security awareness training, 
followed by company policies, procedures and intelligent 
automation to protect themselves against the insider threats. 
Ironically most employees say they understand the company 
policies and the procedures. Comprehension does not help to 
prevent incidents due to malicious behavior or negligence. 
The early indicators of such actions distribute themselves 
across vast data silo repositories that historically defied our 
ability to wrap our cognitively limited minds around [17]. To 
reduce the cyber risk gaps organizations’ top managers need 
to learn about threats by implementing a mature 
cybersecurity risk management. They need to consider one 
key lesson: while technical upgrades are important, 
minimizing human errors by studying employees’ attitudes is 

even more vital. Mistakes by network administrators and 
users’ failures to patch vulnerabilities in legacy systems, 
misconfigured settings, violations of standard procedures-
open the door to the overwhelming majority of successful 
attacks [23]. To flourish, they should move beyond 
protection to resilience. 

IV. THE CHALLENGES TO CYBERSECURITY PRACTICES 

Hidden interconnections among organizational factors 
affect the quality of services provided by organizations. They 
may influence in individual’s total performance and their 
actions. For example, poorly written rules, faulty equipment, 
web application misconfiguration, poor management 
practices and vague procedures [24] [25]. These refer to 
more breaches and create consequences that are more 
adverse. There are four discussable CIS challenges in path of 
implementing cybersecurity best practices and attack 
mitigation in organizations. They include individual factors, 
organizational factors, technological factors and ethical 
matters [26]. 

When we talk about the individual factor, it is about 
inadequate security actions causing both errors and/or 
violations. Incorrect configurations of work elements will 
cause unintentional errors and conscious actions of non-
malicious attempts [27]. The theory of Reasoned Action [19] 
and the theory of Planned Behavior discuss two solid models 
that link behaviors and attitudes. It is about an indirect 
psychological connection that is called “behavioral 
intention” [27]. It makes clear that there is a feasibility to 
define human failures and violations via studying staffs’ 
attitudes versus cybersecurity critical behaviors. Reasonably, 
cybersecurity behaviors can directly predict attitudes and the 
exact behavioral purpose of high-risk behaviors. Thus, it is 
important to understand the relation between attitudes and 
deliberate actions in order to avoid the CIS breaches [17]. 
Furthermore, to enhance the cybersecurity situation, there is 
a need to set bases to form attitudes like subjective norms 
and beliefs to perceive consequences of an action, acquire 
actual knowledge about the cybersecurity matter, the 
cognitive strategies utilized in decision-making process, etc. 
Staff attitudes can also encourage the impact of social and 
organizational factors. For instance, social norms, ethical 
dilemmas, and different levels of behavioral control 
understood by staff members such as the degree of freedom 
taken in to display a given behavior and contextual enablers 
in place, are connected to such given behavior [27]. There 
are psychological frameworks that can be applied with the 
aim of reducing the security violations and giving emphasis 
to the role of norms and the ethical values informing staff 
attitudes. The Norm Activation Theory [37], makes clear that 
attitudes are certainly impressed by the moral obligation 
levels, self-responsibility and clear awareness about 
emerging consequences of a given behavior [27]. 
Employees’ awareness and training downgrade the 
probability of sudden and unintentional behaviors which 
cause a violation from cybersecurity rules. In consequence, it 
largely minimizes the information security risks and 
preserves the important organizational assets and the 
intellectual property [28]. Therefore, perceiving the tiny 
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differences between human errors and violations specifies 
organizational bottleneck points. In addition, building an 
information security culture based on behavioral issues, and 
incorporate the created culture framework into organizational 
levels contribute towards reducing the risk from employees’ 
behavioral fault and related human errors.  

The second discussable cybersecurity challenge is the 
organizational factor. Many organizations proceed towards 
mitigating the cyber security vulnerabilities by forming 
policies, processes and procedures. Although the 
organizations require their employees’ compliance with the 
regulations and the procedures, the formal regulations merely 
do not construct the desired human behavior [29] [33]. For 
instance, the complex architecture of computer networks, 
resources and data storage infrastructure provide possibility 
for individuals to use the system in unprotected modes, 
pretending as a usual and useful activity [18]. Deviating from 
security practices can occur because informal procedures and 
intuitional cost-benefit estimations override potential 
negative results of one’s activity. For example, passwords 
are written down or shared with colleagues. Therefore, 
employees will not follow the organizational policies and 
rules if they are too costly or it is unclear how to implement 
them [27] [30].  

The third imaginative challenge is the technological 
factor. In this regard, CIS supplies an effective and useable 
security design. Users certainly refuse security mechanisms 
that are hard to utilize or cause faults that weaken security 
[32]. Usability is a degree of effectiveness, efficiency, and 
satisfaction with which users of a system can recognize 
predesignate tasks. Low usability may directly threaten 
safety, quality and efficiency, especially when it leads to 
human errors and slows down organizational processes. 
Inadequate usability might cause indirect cybersecurity risks. 
For example, when aggressive warning notifications 
encourage users to deactivate the security notifications [34]. 
In addition, it is difficult to integrate employees’ differences 
and socio-cultural variables without a usable security design 
[35]. To improve usability, the security principles should be 
user-experience based. This is still a real issue with the CIS 
implementation in organizations. Weak usability in the 
security design leads to improper operation of cybersecurity 
tools and poor functionality. It ultimately creates in-
effectiveness [31]. A unified user interface for various user 
domains may solve some usability and acceptability related 
issues [36]. Therefore, giving priority to the user interface 
design and good user experience leads to positive attitudes 
and facilitates the usage of procedures, software and 
applications [27]. 

The fourth challenge, ethical matter is discussable under 
role of the norms in shaping employee’s attitude based on 
the Norm Activation Theory. In other words, employees’ 
attitude is directly impressed by moral obligation, the ethical 
norms, and their clear knowledge about the consequences of 
a particular behavior [37]. In collective actions, individual 
efforts are negligible when others do not perform their role 
as desired. Thus, having information about others behavior 
supplies clear overview about behavioral norms, which have 
an independent influence on behavior [38]. 

V. CYBER RESILIENCE OVER CYBERSECURITY 

Cyber resilience should restrict the impact of cybercrime 
in organizations, business brand reputation, financial 
commitment, legal, and customer trust obligations. These 
areas demand resources and executive support, as they are 
important subjects in case of an actual threat [39]. In other 
words, cyber resilience should bring a certain level of 
confidence for business continuity and ability to respond to 
security attacks with purpose of preserving the obligations 
[40]. Fig. 3 illustrates the relationship between cyber 
resilience, crisis management and reconstruction. 

 
Figure 3. Cyber Resilience Crisis Management and Reconstruction. 

Cyber resilience should present some cybersecurity basis 
such as patching vulnerabilities, detecting and lessening 
threats, and training programs for employees on how to 
defend their organization’s security [41]. It is about a 
continuous functionality not a yearly action as well. In 
addition, the cyber resilience idea must build into each part 
of the organizational departments, from business process 
mapping to service availability engineering to critical 
stakeholder and vendor dependency [42]. Fig. 4 presents 
components of a cyber-resilience strategy: 

Figure 4. Components of Cyber Resilience Strategy. 

Currently, there is a demand for a mature cyber resilience 
framework and specific metrics to measure cyber resilience. 
The mature cyber resilience framework must propose a set of 
features including quick response and recovery procedures in 
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minimal time in case of an incident while supporting 
organizational priorities [43]. The cyber resilience 
framework helps leaders to understand what cyber resilience 
is and what attitudes can support the intended cyber 
resilience [16]. Organizations need to prioritize human- 
related solutions into their cyber resilience strategy for 
workforces. Cyber resilience is not about comparison, and 
there is no final destination. It is about a measurement 
framework that scales businesses by focusing on people, 
processes and technology to make sure that entire value 
chains are resilient while adopting the desired security 
culture [39]. 

The training program should empower staff to actively 
consider cyber risk. Employees require to be trained about 
different possible security layers. As nowadays the most 
common attacks are again web applications they ought to 
know about the most popular web vulnerabilities and the 
impacts. For instance, phishing, social engineering, 
password-based attacks, injection attacks, information 
leakage, email attacks, malware attacks, ransomware, 
DDOS, etc. In addition, the role of insiders should be part of 
the cybersecurity training scheme. To follow up the 
effectiveness of the training package, random testing of 
employees should be performed. For example, a test email 
including malware can be sent to employees and their 
responses are evaluated. Therefore, it is an appropriate 
measure to undertake further education. CEO should have an 
active role in forming an impressive cyber training program. 
CEO not only has authority to create the overall 
cybersecurity strategy but also can supply executive 
guarantee for the strategy. It also helps staff to understand 
the significance of the training programs. The other C-suite 
members like CIO, or CISO bear primary accountability for 
implementing the educating procedures. In this manner, we 
take steps in building a culture of cybersecurity and increase 
cyber resilience in the organization. Furthermore, expanding 
monitoring capabilities and knowledge should be trained 
with the aim of receiving better cyber resilience 
performance. 

A. Measuring Cyber Resilience 

It should be an ultimate mission for organizations to 
concentrate on their cyber resilience capabilities and the 
actual influences emerging from the technical and the 
organizational security measures in order to evaluate the 
cybersecurity posture [44]. In other words, measuring and 
quantifying the state of cyber resilience are essential because 
leaders decide about additional security measures. 

Traditional security metrics restrict vision about the real 
performance of cyber resilience provisions as they merely 
pay attention to existing security controls or completion of 
particular security necessities [45]. For instance, sometimes 
organizations measure the state of security awareness among 
employees through evaluating participation on mandatory 
security training course. However, completing an E-learning 
module will not necessarily assure to behave proper in case 
of a real security threat [46]. To correct such loss in the 
traditional security metrics model, some ability-metrics are 
needed to assess outcome of cyber resilience performance. A 

meaningful cyber resilience metrics model argues a spectrum 
of metrics includes ability to avert social engineering, ability 
to engage threat intelligence, ability to address 
vulnerabilities, ability to handle cyber incidents, ability to 
resist malware, ability to resist system intrusions, ability to 
resist DDoS attacks, ability to protect credentials, ability to 
protect key assets and ability to measure and minimize 
damage [9], and ability to assess insider threats. We believe 
in the predominance of evaluating the metrics model versus 
actually occurred attack scenarios in different industries, to 
check the degree of the avert ability in various stages of the 
attacks. 

Each organization indicates its unique security risks. 
Therefore, there is no unique cyber resilience model which 
fits all imaginable features of risk [10]. Based on the 
described opinion above and in the literature, measuring 
cyber resilience can be accomplished by the following core 
guidelines with the aim of finding the breaches faster, fixing 
them faster and minimize their impact: 

 Provide a centralized asset management system. 
Specify organizational valuable possession including 
hardware, software and data. Isolate backup data. 
Recognize critical potentialities that may act against 
the asset and the demanded organizational cyber 
resilience. 

 Define the interlinkage between the organizational 
systems and find out how the interconnectivity 
makes the system vulnerable versus the actual attack 
scenarios. In this regard, ensure proper security 
monitoring for the organizational perimeter. 

 Recognize the organizational characteristics, current 
organizational cyber resilience attitude; partner with 
peers, competitors and public entities to emphasize 
threat intelligence sharing among the organizational 
networks. 

 Consider people hiring cycle and how to develop 
people’s skills & behavior. Effective cyber resilience 
needs a strong cultural concentration driven by the 
organization’s board and C-level management which 
reflects in the organization via wide programs to 
educate and increase cyber awareness of staff and 
third parties. 

 Measure towards a culture of trust, organizational 
agility and continue to stakeholders trust and 
transparency at the same time. 

VI. BUILDING CYBERSECUIRTY CULTURE BASED ON 

BEHAVIOR 

Cybersecurity empowers organizational objectives and 
progressively provides competitive benefit [41]. Security 
culture is a set of security-based norms, values, attitudes and 
obligations within an organization. It especially focuses on 
the human related matters. Security culture adds value by 
evaluating shared opinions, customs, social behavior, 
adequate investment and management instruction for 
cybersecurity [15]. Improving security culture increases 
organizations security readiness [39]. It is a fact that the 
security culture is built top down. Building and maintaining a 
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security culture notably leads to a higher security awareness 
among employees. As a result, employees will naturally 
behave as a proactive protective layer. It means, more 
attention to security culture gives greater likelihood that 
employees follow the security practices and consequently 
behave more securely. It finally causes overall reduction in 
the organizational risks. In general security culture is 
influenced by seven main dimensions: attitude, behavior, 
cognition, communication, compliance, norms and 
responsibility [41]. 

Attitude describes the feelings and beliefs that 
individuals propose to security protocols and security issues 
[14] [41]. Behavior refers to all activities of employees that 
have direct and indirect impact on security issues within an 
organization [40]. Behavior is defined as the combination of 
actions and habits in a situation, environment or stimulus 
[12]. Cognition discusses awareness, knowledge and 
employees’ understanding of the security issues and related 
activities. Communication is about the quality of 
communication channels to share cybersecurity events, news 
and analysis of the security-related subjects. It encourages a 
real sense of belonging and helps solve security problems 
and incident reporting [41]. In a well-structured 
cybersecurity culture, leadership communicates the 
organizational security principles which should not be 
violated. These include procedural compliance, questioning 
attitude, integrity compliance, depth of knowledge, forceful 
backup and formality [23]. Compliance ensures knowledge 
about written security policies and determines security 
policies’ scope which must be followed by employees. 
Norms talk about knowledge and commitment to unwritten 
management rules in organizations. Responsibility makes 
explicit how employees understand the significance of their 
role in supporting or threatening the security of their 
organization [41]. 

In constructing cybersecurity culture based on insiders’ 
behavior, leadership also should train employees to listen to 
the internal alarms, search for causes and take right action. In 
addition, leadership should encourage procedural compliance 
and a questioning attitude among staff [15]. Employees with 
a questioning attitude usually perform double-and triple-
check work, keep notifying for anomalies, and are never 
pleased with a less-than-complete response [23]. Moreover, 
compromising behavior which leads to security breaches, 
usually means breaches in the security principles [15]. For 
instance, imagine a system admin with fewer access 
limitations surfing the web and downloading an infected 
video clip. It clearly violates integrity and the procedural 
compliance. An employee who clicks on a malicious emailed 
link during online shopping is in phishing danger. It indicates 
lack of a questioning attitude, depth of knowledge and lack 
of procedural compliance. A beginner network administrator 
installs an update without consulting the implementation 
guide and with no supervision. Therefore, the former security 
upgrades are unpatched. In this case, depth of knowledge, 
procedural compliance, and forceful backup causes the 
problem. Think about a network help desk that resets a 
connection without exploring the reason for the deactivation. 
It might be an automated shutdown to prohibit an 

unauthorized access. It is again a type of breaking procedural 
compliance and a questioning attitude [23]. 

There is no conclusive method to establish a concrete 
cybersecurity culture but working actively on the behavior 
changing process. To achieve it, top-level management 
should specify the desired behavioral pattern and formulate 
how to reach goals and implement them. Improving security 
culture definitely provides more secure behavior from staffs’ 
side. It consequently mitigates the general risks statistics 
within organizations. Below, we supply some points that can 
be beneficial in the way of improving the security culture 
into organizations: 

 Set up periodic risk assessment and an ongoing 
monitoring solution for early discovering the 
organizational risks. Define human factor a serious 
matter in the risk assessment procedure. 

 Define a human-related ability metric in the 
organizational cyber resilience metrics model. 
Measure the individuals’ awareness and behavior 
with it. 

 Expand a security-awareness culture; make aware 
employees about the desired behavior, unpleasant 
consequences and their responsibility in lack of 
compliance. Shape a strong security culture scheme 
by use of the seven main effective dimensions: 
attitude, behavior, cognition, communication, 
compliance, norms and responsibility. 

 Create a positive cybersecurity culture by involving 
psychological methods into the security culture 
scheme, using novel “polymorphic” security 
warnings, rewarding and penalizing desired and 
undesired cyber behavior. 

 Deploy automated awareness-training programs for a 
varied audience including all organizational 
departments and use unified communication tools 
and attack simulations. Define core organizational 
values and communicate the security-related 
leadership instructions clearly in a prescribed 
manner in a proper atmosphere without side 
descriptions which lead to inattention, faulty 
assumption and other errors. 

 Take advantage of an analytical-driven security 
strategy by mobilizing an active messaging program 
across the organization, and develop a security 
community with peers to share knowledge and learn 
from them. 

VII. CONCLUSION AND FUTURE WORK 

The contribution of the paper resides in the multi-
factoring CIS challenges to prevent the cybersecurity attacks 
in organizations, with a special focus on the complexity of 
human factors. To manage cybersecurity risks, it is inevitable 
promoting a people- and technology-centric comprehensive 
approach in organizations. We specify the importance of 
differentiating human errors and violations based on the 
individuals’ attitudes and characteristics. In this manner, we 
highlight the significance of the interdependency among 
organizational components which may affect employees’ 
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general performance and actions. Improving cybersecurity 
culture is the main mission in this paper. We discuss how 
cybersecurity culture can increase organizations’ 
cybersecurity readiness. We highlight the seven main 
components to improve a security culture model: attitude, 
behavior, cognition, communication, compliance, norms and 
responsibility. Thus, employees naturally behave as a 
proactive protective layer as defined in the cybersecurity 
culture model. The human-centric approach leads to overall 
reduction of cybersecurity risks in parallel with the 
technology-centric approach. As a result, cybersecurity 
resilience seriously restricts the scope of cybercrime in 
organizations. A mature cyber security resilience framework 
should include some ability-metrics for evaluation of the 
cybersecurity resilience performance. Future research could 
continue to explore the desired human behaviors that 
improve cybersecurity culture and accordingly form proper 
cybersecurity resilience. In addition, it should be investigated 
how an organization can achieve the desired behaviors from 
individuals. 
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Abstract—Phishing is one of the leading cyber attack vectors 
against businesses and consumers. President Biden signed an 
Executive Order on Improving the Nation’s Cybersecurity in 
May of 2021. The Administration followed up with 
Memorandum M-22-09, which in addition to laying out a Zero 
Trust strategy for the federal government to follow, also 
provides special emphasis on phishing resistant systems such 
as MFA. This paper provides a literature review of phishing 
resistant systems and covers Microsoft solutions for the 
enterprise, eliminating passwords as specified in the Web 
Authentication API and FIDO 2 standards. Research into how 
threat actors accomplish phishing schemes is examined, along 
with email authentication (Sender Policy Framework, SPK; 
Domain Key Identified Mail (DKIM); and the Domain-Based 
Message Authentication, Reporting and Conformance 
(DMARC) standard). Browser-based detection systems are 
also reviewed, along with phishing intelligence databases that 
developers can integrate into their applications.  

Keywords—phishing; phishing-resistant; FIDO; SPK; DKIM; 
DMARC;  Defender.

I. INTRODUCTION

On May 12th of 2021, President Biden signed EO 
14208, Executive Order on Improving the Nation’s 
Cybersecurity. The Executive Order directs federal 
agencies to enhance cybersecurity through several 
initiatives [1]. One of the specific initiatives spelled out in 
the EO is that within 180 days agencies must adopt Multi-
factor Authentication (MFA). The White House followed 
up with Memorandum M-2209 in January of 2022, spelling 
out a Zero Trust strategy and placing special emphasis on 
the use of phishing-resistant MFA that protects users from 
cyberattacks [2]. The Memorandum defines phishing 
resistant authentication as “authentication processes 
designed to detect and prevent disclosure of authentication 
secrets and outputs to a website or application 
masquerading as a legitimate system,”[2]. The 
Memorandum notes that some MFA approaches do not 
protect against sophisticated attacks since they can spoof 
applications and interact dynamically with users. For 
example, users can be fooled into issuing a one-time code 
or responding to a security prompt that grants access to the 
attacker. The Federal Government’s Personal Identity 
Verification (PIV) card protects against these types of 
attacks. The World Wide Web Consortium (W3C)’s web

authentication standard is another approach that is effective 
that will be discussed later.  

II. LITERATURE REVIEW

A. Discussion 

The Anti-Phishing Working Group (APWG) noted in 
their Phishing Activity Trends Report for Q3, 2021 that 
webmail and Software-as-a-Service (SAAS) providers 
accounted for 29.1% of phishing attacks [3].  Figure 1 
shows the most targeted industries [3]. 

Fig 1.  Most Targeted Industries, 3Q 2021 as originally published [3]

Younis and Musbah [4] note that smishing or SMS 
phishing is an attack that uses the SMS service that is an 
appealing attack vector for cybercriminals. Two-factor 
authentication (2FA) uses a hardware token, USB key, QR 
scan, one-time password, push notification, or contextual 
awareness to authenticate [5].  However, some 2FA 
approaches are vulnerable since they do not verify the 
webpage that the user is interacting with.  In this attack, the 
user is tricked into entering the 2FA credentials into a 
counterfeit website.  There are emerging protocols, such as 
FIDO (covered later) that help protect against this type of 
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runtime phishing, which is where a user discloses their 
credentials and second factor codes to the adversary.  

Phishing is the fraudulent practice of sending emails to 
lure you into providing credentials such as login 
information, passwords, and other sensitive information. 
This paper focuses primarily on phishing resistant 
techniques and technologies that provide a control against 
phishing emails. The paper also looks at technologies that 
can protect again malicious links or websites.     

According to Dooremaal, et al. [6], phishing detection 
technologies that protect against fraudulent websites can be 
grouped into three categories:  (1) list-based, (2) visual 
similarity-based, and (3) heuristic-based [6].  List-based 
approaches look at the URL of the website a user is visiting 
and compare that to a list of known phishing/malicious 
websites (called a block list) or a list of known legitimate 
websites (called an allow list).  There are several anti-
phishing websites such as, OpenPhish, PhishTank, and 
PhishStats.  The main issue with list-based approaches is 
that they are not effective against zero-day attacks and these 
data sources need to be constantly updated to be useful.  
Han et al. found that some sites can take up to twenty days 
to add a site to their list [7].  Visual similarity-based 
alternatives utilize content on the website to determine its 
legitimacy. Techniques include examining the favicon 
(small image next to the website title), examining the logo 
or comparing screenshots of two websites to determine if 
one is trying to imitate the other. Heuristic-based 
approaches analyze features extracted from a website, such 
as the presence of an SSL certificate [7].  

This research looks at a sampling of academic papers 
consisting of sixteen papers. The research did not take into 
consideration the number of surveys that have been 
conducted on phishing attacks.  The papers were selected 
from cybersecurity databases such as Communications & 
Mass Media Complete, Telecommunications, 
ABI/INFORM Collection, ABI/INFORM Dateline, ACM 
Digital Library, and IEEE Computer Society.  Keywords 
included phishing, phishing resistant, FIDO, authentication, 
MFA, 2FA, and others.  Each paper was aligned to one of 
the four categories (compromised CSP, fraudulent website, 
stolen credentials and phishing emails) based on the 
discussion and results section of the paper.  

B. Microsoft Phishing Resistant Solutions 

There are configurations within Microsoft 365 and 
Exchange to enable anti-phishing settings [8].  Microsoft 
offers Microsoft Defender for Office 365 and Exchange 
Online Protection (EOP).  EOP is a cloud-based filtering 
service that protects against spam, malware, and other 
threats [9]. EOP works by routing each message through
filters that check for sender’s reputation, malware, mail
flow rules that the organization may have set up, and then 

delivered to the recipient, assuming no malicious content 
has been found.  EOP utilizes the following [9]:  

• URL block lists that help detect known malicious 
links within messages.  

• List of domains that are known to send spam.  

• Multiple anti-malware engines.  
• Inspects the active payload in the message body and 

all message attachments for malware.  

Fig 2.  EOP Processing Email as originally published [8]

Microsoft Defender for Office 365 is a standalone 
product that builds on the protection afforded in EOP.  
Defender adds safe attachment scanning (for malware), 
URL scanning and real-time scanning of suspected links, 
anti-phishing protection (impersonation protection, 
protected users–specify email addresses that are protected 
from impersonation, and domain protection) [10].  
Defender also adds post-breach investigation, hunting and 
response tools that allow administrators to see malware 
detected by the program, view phishing URLs, automate an 
investigation and response process, and investigate 
malicious emails [10]. It should be noted that the researcher 
did not test the effectiveness of these technical solutions.   

C. Eliminating Passwords 

One phishing resistant solution involves eliminating 
passwords.  Passwords are a critical element in a phishing 
attack; so eliminating them goes a long way towards 
thwarting a phishing attack.  The Web Authentication API, 
known as WebAuthn, is a specification developed by the 
World Wide Web Consortium (W3C) and the FIDO 
Alliance [11].  The API provides a mechanism for servers 
to register and authenticate users utilizing public key 
encryption instead of a password.  It works with
authentication systems that are built into devices such as 
Windows Hello and Apple’s Touch ID.  During registration 
a public/private key pair is created for a website.  The user 
can use a FIDO Compliant authentication app or an
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external authenticator.  The private key is stored securely 
on the device.  Other sensitive information such as 
fingerprint and face ID data never leave the device.  The 
server retains the user’s public key and a randomly 
generated credential ID.  The server uses the public key and 
credential ID to validate and authenticate a user to its 
services.  The private key is never shared, and the public 
key is worthless without the corresponding private key [11].  
Typically, a server would request a user ID and password 
from a user, which it would store online.  A threat actor 
could seal the credentials from the server or with phishing, 
obtain the credentials from the user.  Utilizing WebAuthn, 
when a user needs to access a web server, it sends a 
signature which is created with the private key.  The server 
verifies the signature with the user’s public key that was 
created during registration.   

FIDO implementation comes in two forms:  Platform 
authenticators are those that are embedded in a device such 
as a smartphone, tablet, or laptop.  Many times, these 
devices have built-in biometric capabilities like Touch ID, 
Face ID and Windows Hello.  FIDO supports Windows, 
Mac, Linux, Chrome OS, and Android.  Cross-platform 
authenticators are external, physical devices that support 
USB, NFC, and Bluetooth [12].  FIDO supports biometrics 
including face, voice, iris, fingerprint, etc. [13]. FIDO keys 
include products from Yubico, Thetis, Google Titan, and 
Kensington, to name a few.  

The FIDO Alliance is an industry association that is 
focused on reducing the reliance on passwords.  FIDO 
stands for Fast Identity Online. FIDO has developed several 
specifications and standards, including FIDO and FIDO2.  
FIDO2 is the update to FIDO and was released in 2018.  
The main component of FIDO is WebAuthn.  WebAuthn 
provides  browser-based  support  for  web  
authentication. FIDO2 also utilizes the Client-to 
Authenticator Protocol (CTAP), which allows for external 
authenticators, such as USB, NFC (Near Field 
Communication), or BLE (Bluetooth Low Energy) [14]. 
There is a growing number of companies that support FIDO 
including Apple, AWS, Coinbase, Dashlane, Dropbox, 
Ebay, Facebook, GitHub, GoDaddy, Google, Login.Gov, 
Microsoft, Oracle, Salesforce, Twitter, and Yahoo [14].  

Miriam, et al. [15] researched how threat actors 
accomplish phishing schemes by posing as buyers in black-
market services. They found five types of email lures:  
impersonating an associate, a stranger, a bank, Google, or a 
government authority.  All of the services utilized domain 
squatting–registering and utilizing an internet domain name 
with the intent of profiting off of someone else’s trademark 
(Nolo, n.d.).  The threat actors were able to capture 
passwords in six out of nine attempts and immediately used 
the credentials to log in to the victim’s account.  Where 
2FA was activated, the hackers sent subsequent phishing 
messages to victims asking for their phone number.

Clicking on the link in the phishing message led to a 
fraudulent page that requested the 2FA code that was sent 
to the victim’s phone.  When the researchers inputted the 
2FA code into the fraudulent page, the hackers were able to 
successfully log in [15]. The researchers noted that 2FA 
adds “friction” to attacks.  Some dark web services noted 
that they could not access accounts without the victim’s 
phone number and then had to add additional phishing 
messages to obtain the 2FA code, which added complexity 
to their attack [15].  

MFA (and 2FA) are not without their flaws.  Hendricks 
and Kettani [17] note that biometrics data is stored in a 
database and attackers could target those databases and use 
the biometrics to pass MFA. Further, threat actors have 
been successful in impersonating customers and resetting 
accounts and moving cell phone numbers to different SIM 
cards.  Once that happens, the hacker can have the 2FA 
code sent to the new phone number [17]. Setting up an 
account PIN or some other form of identification is the best 
way to protect against this kind of vulnerability.    

Razaq et al. [18] found that some threat actors mask 
fraudulent phone numbers by tricking victims into saving 
phone numbers as contacts so future calls from that number 
appear legitimate. Haworth defines Multi-factor 
authentication (MFA) fatigue as “the name given to a 
technique used by adversaries to flood a user’s 
authentication app with push notifications in the hope they 
will accept and therefore enable an attacker to gain entry to 
an account or device,” [19]. Threat actors have been 
observed using multiple authentication attempts in short 
succession against accounts that have MFA enabled.  This 
technique, otherwise known as push notification spamming, 
works because users are often distracted or overwhelmed 
with notifications and will silence the authentication 
requests by approving the request [20]. Office 365 can limit 
these requests by configuring the default limits to the MFA 
service.  Additionally, customers can utilize Microsoft 
Authenticator app, which works by providing a unique two-
digit number that must be confirmed by inputting the 
number into the app.  The authenticator app also supports 
industry standard time-based one-time passcodes (TOTP or 
OTP).    

D. Email Authentication 

By default, email headers and body are not encrypted 
or protected cryptographically.  Thus, the sender’s address 
is not a reliable verification of the sender’s identity.  There 
are, however, several methods that can be utilized to 
authenticate the sender [21]:  
• The Sender Policy Framework (SPF) allows 

administrators to authorize hosts that are allowed to 
send mail.  

• The Domain Key Identified Mail (DKIM) is a standard 
that provides outgoing email messages with a digital 
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signature.  Recipients can use the signature to verify 
the validity of the sender.    

• The Domain-Based Message Authentication, Reporting 
and Conformance (DMARC) standard builds on SPF 
and DKIM by providing a protocol for sender 
authentication and provides guidance on how to deal 
with a message that fails the SPF or DKIM test.    
Adoption rates for these standards and protocols are 

low; Hu et al. [22] noted a 44.9% adoption rate in 2018 for 
SPF and 5.1% for DMARC. A 2019 study by 250ok found 
that 91.4% of non-profits have no DMARC policy in place 
despite holding a significant amount of PII [23].  Further, 
only 23% of Fortune 500 companies have some form of 
DMARC policy in place.  Tatang et al. [23] noted that most 
email providers utilized some form of authentication.  Their 
study revealed that out of 25 free email service providers, 
only one did not support SPF; DKIM was supported in 18 
out of 25 service providers; and 14 out of 25 supported 
DMARC [24].  Hu et al. [22] noted a number of technical 
weaknesses with SPF, DKIM, and DMARC that impacted 
adoption of these standards and protocols.  Table 1 displays 
these weaknesses.  

TABLE I. SPF, DKIM, and DMARC TECHNICAL WEAKNESSES 
[22] 

As noted in Table 1, the sender’s domain can be 
different from what the end user sees.  Figure 3 displays 
how SPF authentication focuses on the return-path domain, 
which can be different from what the user sees [22].  

Fig 3.  Return path Domain is Different that the Domain 
Displayed to User as originally published [22]

Additionally, the researchers found that administrators 
shared implementation challenges as well, such as, lack of 
control of their DNS servers [22].

E. Browser-Based Phishing Detection 

Modern web browsers utilize safe browsing, which are 
a set of security measures that work to prevent unauthorized 
activity while an end user surfs the web. Safe browsing 
should protect against hackers, vulnerabilities, and online 
exploits.  Google’s Safe Browsing service that checks 
website URLs against a database of known malicious sites 
that is updated every 30 minutes [25]. Chrome actually 
samples a website’s color profile and compares those to 
known phishing domains.  Chrome counts basic colors in 
each pixel and stores the count in hashmaps.  According to 
Google, image-based phishing is up to 50 times faster at the 
50th percentile [25].  Apple’s browser, Safari, also uses 
Google’s Safe Browsing, as does Firefox, Chrome and 
Brave.    

Some browsers offer third-party add-ons that provide 
anti-phishing toolbars and indicators to warn users of 
malicious sites. Research has shown, however, that these 
tools do not protect users against high-quality phishing 
attacks, and that users typically do not pay much attention 
to browser warnings [21]. Kaushik et al. [25] have found 
that hackers can take advantage of browser extensions to 
steal credentials, deliver malware, change browser settings, 
modify user interface elements, and substitute web content. 
The researchers noted that there are third-party applications 
that can scan an extension to see if it is legitimate or not.  
One such tool is Ext Analysis.  While this tool can help 
prevent the installation of malicious extensions, they are 
time consuming to use and would need to be deployed on 
an enterprise level.  

F. Phishing Intelligence Databases 

There are several phishing intelligence databases that 
capture information on cloned websites. OpenPhish 
provides phishing feeds and has several developer plans 
that can get updates from 12 hours to (free) to five minutes 
(subscription) [27].  The site also offers an API that 
developers can use to integrate the searching of malicious 
URLs into a custom program.  PhishTank is a collaborative 
clearing house for phishing data, which also provides an 
open API for developers to utilize [28]. PhishStats is a third 
dataset that is updated every 90 minutes. Developers can 
use an API as well [28]. All of these sites are useful but do 
not protect against zero day phishing exploits that have yet 
to be reported.  

Figure 4 notes the top impersonated brands for 
December 2021 according to OpenPhish [30].
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Fig 4.  Top 10 Impersonated Brands–December 2021 as originally 
published [30]

III. ANALYSIS

The intent is to identify new or variants of a tactic or 
technique as well as new or updated mitigation strategies. 
The sample of academic research consisted of sixteen 
papers. The papers were selected from cybersecurity 
databases such as Communications & Mass Media 
Complete, Telecommunications, ABI/INFORM Collection, 
ABI/INFORM Dateline, ACM Digital Library, and IEEE 
Computer Society.  Keywords included phishing, phishing 
resistant, FIDO, authentication, MFA, 2FA, and others.  
Each paper was aligned to one of the four categories based 
on the discussion and results section of the paper.  

70% of the academic papers reviewed fell into two of 
the four categories:  fraudulent website and compromised 
credentials. 25% of the academic papers fell into the 
phishing email category.   

Fig 5.  Academic Papers Reviewed.

IV. PASSWORDLESS AUTHENTICATION

Since the literature review of phishing resistant 
systems was completed, a new entrant is making its way to 
the market.  As of September of 2022, passwordless 

authentication is being adopted by a number of vendors [5]. 
Passkeys are a fido authentication credential that provides 
passwordless entry to online systems [31].  Support for 
passkeys [6] has been announced by Apple, Google, and  
Microsoft. Passkeys utilize biometrics or a pin to 
authentication [32].  Apple integrates Touch ID or Face ID 
into passkeys and makes it simple to log into a website [7]. 
Passkeys are synced across user’s Apple devices and are 
encrypted (even Apple [8] does not know that encryption 
password), [33].  Microsoft utilizes Microsoft Hello for 
Business, their Authenticator app [9], and fido2 security 
keys to implement passwordless authentication [10][34].  
Google has also expressed support for fido passwordless 
authentication and will utilized passkeys stored on mobile 
phones and synced to the cloud for authentication [11] [35] 

V. CONCLUSION

The purpose of this study was to review the literature 
of phishing resistant systems.  The author reviewed 16 
papers and categorized them into four categories:  
Fraudulent website, compromised credentials, 
Compromised CSP, and Phishing Emails.  The literature 
review revealed that there is no single product that 
provides full protection against phishing attacks.  This 
study is limited in some ways. The scope of the literature 
review only contained 16 papers. A future study could 
further expand the number of papers reviewed and map 
the literature review to the MITRE ATT&CK and 
D3FEND frameworks.  The most exciting technology to 
prevent phishing is undoubtedly passwordless systems.  
With support from the fido Alliance, and the big three 
tech companies (Apple, Microsoft, and Google) the impact 
of passwordless authentication should significantly reduce 
phishing initiated attacks.    
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Abstract—Mobility as a Service (MaaS) is a digital platform
that integrates multiple transport and third-party providers into
a single channel that enables customers to easily book and pay
for services. Data misuse, accidental data leakage, and malicious
services are the key threats to confidential customer and service
provider data. To eliminate these threats, an advanced access
control system is proposed for MaaS that utilizes a context based,
customer-centric, hybrid fine-grained and quantitative trust
computing approach. The eXtensible Access Control Language
architecture is extended by adding a trust score computation
module and policy update function. When a data request arrives,
the data access context is determined, and the trust score of the
data requester is computed based on selected trust parameters.
Access to confidential information is subjected to trust score
condition and fine-grained policy rules. Real-time policy updating
and data masking are performed when personal data-sharing
preferences are changed. Our model ensures a safe, reliable data
flow and mitigates the security and privacy issues.

Keywords-MaaS; access control; trust score; privacy;
XACML.

I. INTRODUCTION

Mobility as a Service (MaaS) [1]–[3] is the integration
of multiple transport providers and service providers into a
single digital platform, accessible on demand. The integration
and unification are undertaken by intermediaries who are
between supply side and demand side as shown in Figure 1.
The supply side is made up of Mobility Service Providers
(MSPs), public or private organizations that own and manage
transport services through transport service providers and other
mobility-related services. The demand side is the customers
or end-users who avail the MaaS service. A stack of services
in the middle layer are required to coordinate the users and
services of MaaS platform, such as payment services, ticketing
services, recommendation services, etc. Therefore, the data
in the MaaS platform belong to a plethora of services and
customers.

In this work, MaaS architecture is proposed to be built
on top of Lumada [4], the IoT platform of Hitachi, Figure
2. Lumada provides a stack of basic and solution functions,
such as artificial intelligence, security, etc. required to build a
business solution. It comprises: a Data Zone that captures and
collects IT data from web applications and databases, and OT
data from IoT data, such as weather data, information from
Road Service Units (RSUs), and GPS data; Data Flow that ac-
quires data from various sources; Data Processing Governance
that governs the data processing, and Data understanding layer
that provides several tools to understand the data. However,

Figure. 1. Basic concept of MaaS.

the entire MaaS architecture is outside the scope of this
work and only the Data Processing Governance Layer is
considered that is related to technologies that handle the data
management, policy handling, and access control. Stringent
laws and regulations govern personal information, making data
provenance and access monitoring imperative for keeping track
of unauthorized access attempts on the MaaS platform. The
Service Level Agreement (SLA) and access control policies
in this layer help to prevent the invocation of services by
unauthorized operators and prevent malicious services from
accessing sensitive information.

Figure. 2. Lumada-based Maas architecture.

A. MaaS Security Challenges

A large amount of Personally Identifiable Information (PII)
and travel-related information of users and drivers are shared
via the platform. Accidental or purposeful leakage of such
information can breach users’ privacy. MaaS also faces various
realistic threats in which attackers gain access to GPS position-
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ing of vehicles, steal data, and thereby gives undue advantages
to competitors. There are also insider threats, such as misusing
information for purposefully favouring or destroying one’s
business. Thus, we focus on three main security challenges
faced by the MaaS platform [5]:

1) Misuse of personal information of customers: Sensitive
personal information of the customers is utilized by
third-parties without their knowledge. Power of consent
doesn’t always fall in the hands of the customers.
Therefore, the first challenge is to ensure that the system
complies with the personal information protection acts,
as well as provides the power of consent revocation
and right to determine who access their data to the
customers.

2) Accidental data leakage: The service providers partic-
ipating in the MaaS platform receive way too much
information than that is actually required. So, the second
challenge is to ensure that only minimum necessary
information is provided to the services.

3) Threats from malicious services: There are chances that
malicious insider services utilize the data for favouring
their own business. The third challenge is to continu-
ously monitor trust factor of the participating parties in
a quantitative manner based on agreed SLAs.

B. Our Contributions

Our main contributions are as follows:
1) We propose a novel context based, customer-centric,

hybrid fine-grained and quantitative trust computing
access control approach such that the access approval
to a particular data resource is determined based on the
dynamic context of data access, access policy rules, and
trust score of the data requester calculated at the time
of access based on historic access log parameters.

2) A system architecture design with additional functionali-
ties is proposed by extending the standard access control
architecture to address the security challenges.

This paper is organized as follows: Section II explains
related work on MaaS security threats and various access con-
trol systems. Section III explains conventional access control
architecture and our system’s approach. Section IV explains
our system’s architecture and details each component. Section
V explains the implementation. Section VI concludes the paper
and mentions future works on optimizing the system.

II. RELATED WORK

There are different works that attempt to study the security
threats faced by MaaS platforms. Callegati et. al [5], [6]
focused on the insider threats in MaaS and followed a tiered
architecture from individual operators to markets of federated
MaaS providers to classify the threats of each tier, and
proposed appropriate mitigation measures. These works point
out the necessity of proper access control technologies and
security loopholes caused due to inadequate policy definitions
and indicate the necessity of adequate access logging and
auditing facilities.

Some works address the security and privacy issues
through access control approaches in cloud environments
and blockchains. Toahchoodee et al. [7] proposed a trust-
based access control approach for access control of pervasive
computing systems, whereas P. K. Behera and P. M. Khilar
[8] proposed a trust-based access control approach for cloud
environment, in which the user request is passed through
various sub-modules to make the authorization decision. How-
ever, this work is related to access of cloud resources where
user should submit the QoS requirements, such as security,
cost, computing power, etc., and the user authorization is
made solely based on user trust value computed by a trust
management module. A. Singh and K. Chatterjee [9] proposed
a mutual trust based access control model for the healthcare
system by modifying the conventional access control system
by integrating the trust degree of communicating parties in
the access control system. However, this system does not
account for any dynamic changes in the data requesters and the
environment. The access decision that is solely based on trust
score of few parameters could make the system vulnerable
to attacks that track the access decision pattern. Trust and
reputation systems are widely used in e-commerce, social
networks, search engines, and so on. User scoring is performed
based on their activities in scoring systems of credit card
agencies [10]. Works such as, A. Josang [11] and G. Zacharia
and P.Maes [12] proposed trust and reputation systems in
online environment by storing records of activities of users
and calculating reputation score for users.

Works, such as Hogan et al. [13] used blockchain in MaaS
for improving the transactional aspects and increasing the
trust between various actors involved in MaaS. Guo et al.
[14] also studied blockchain-based access control. However,
blockchain is not considered in this work considering the high
computation and gas cost. Ammar et al. [15] has implemented
a semantic handler component for deciding the context of data
access. In our work, we only consider two contexts, and hence
do not implement a separate module for context evaluation.

None of the works have explicitly studied the access control
paradigm for a cross-industrial collaboration system, such
as MaaS, where the data providers and the data requesters
change in a dynamic manner. The security preferences and
data exchange between various operators, services, and end-
users can change in an dynamic environment and that makes
it very challenging.

III. APPROACH

This section explains the standard XACML architecture
in sub-section III-A and proposed architecture in sub-section
III-B.

A. Standard XACML Architecture

Access Control systems are trust infrastructures that allow
or restrict access to protected resources through data authoriza-
tion and access control. Role-Based Access Control (RBAC)
[16] [17] system assigns access permissions to roles, and roles
to subject. However, RBAC implements a static permission
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list and cannot scale into real-world dynamic environments.
Attribute-Based Access Control (ABAC) [18]–[20] defines an
attribute-based access control paradigm in which access rights
are granted to users through eXtensible Access Control Lan-
guage (XACML) [21]–[23] policies that combines the subject,
object, action, and environment attributes. This approach is
dynamic to an extent that access decision is based on attribute
values at the time of access attempt. It comes with an archi-
tecture with the components, Policy Enforcement Point (PEP),
Policy Decision Point (PDP), Policy Administration Point
(PAP), and Policy Information Point (PIP). In the standard
XACML engine, PEP wraps the data request into a XACML
request and communicates it to the PDP. The PDP with the
help of PIP, checks the attribute values and verifies the policies
managed by PAP, makes an access decision, and communicates
it back to PEP.

The fine-grained ABAC approach actualizes a dynamic
access control technique, where only necessary information
is passed on to the data requesters based on complex policies
and rules. However, based on the studies in section II, im-
plementing a conventional standalone access control system
is insufficient for tackling the security challenges of a highly
dynamic transaction environment, such as MaaS. Therefore,
we devised a context-based hybrid access control approach that
adds new functional modules to the standard access control
system. In addition to pre-defined access rules and conditions
stipulated through fine-grained policies, a separate module
is necessary to modify and update conditions in the policy
rules in a real-time manner. The conventional access control
approach neither supports attribute logging nor quantitative
computation. Logging the access attribute values and access
decisions related to all data requesters helps to evaluate their
reliability. The trust score computation approach calculates the
trust score at the time of data request, based on the historic
log data. It is to be noted that access log information is
collected on a mutual consensus with participating parties.
The trust score computation approach is critical in issuing
security warnings to the admin user and the data requesters,
restricting access to confidential customer information, and
auditing. Since the system collects subjective trust parameters,
such as user feedback, it can be used as a means to provide
service provider recommendations to like-minded customers.
Therefore, we implement new modules on top of the XACML
architecture to incorporate additional functionalities.

B. Overview of Proposed System

MaaS is a highly dynamic data transaction environment
involving multiple data providers and data requesters, with lot
of security issues which are pointed out in sections I and II.
In this paper, we propose a context based, customer-centric,
hybrid access control approach for minimizing security issues
faced by the MaaS platform. Our hybrid approach combines
the fine-grained access control mechanism and quantitative
trust computing approach on top of the XACML architecture.
Trust score of the data requesters are computed at the time of
data access request, based on selected trust parameters. The

hybrid approach incorporates the trust score threshold condi-
tion into the XACML policies such that access to sensitive
information could mandate to satisfy trust score criteria in the
policy rules. In the MaaS platform, it is important to give
more power to the user to make decision on the access of
his/ her personal information. The customer-centric approach
dynamically updates the access control policies based on real-
time customer personal data access security preferences and
dynamic trust threshold value changes. The context-based
approach considers two contexts, normal and emergency; that
is evaluated by the context handler in the gateway, based on
access attributes. The data control flow is slightly altered in
the emergency context, such that a risk threshold attribute
is set and access control to sensitive customer information
is passed to authorities for emergency evacuations. A data
masking or data transformation function is incorporated such
that even during the unfortunate event of accidental data
leakage, sensitive information is protected.

IV. ARCHITECTURE DESIGN

Figure 3 represents the overall architecture and control flow
of the proposed advanced access control system.

Figure. 3. System architecture to realize the proposed approach.

The main components are as follows:
1) Gateway API - Receives the data access request/ re-

sponse and has a context evaluator function.
2) Web API - A user interface that allows customers/ end

users to interact with the MaaS data management layer.
3) Policy Management (PAP) - Manages the policies

and triggers the real-time policy update function upon
changes.

4) Access Logging - Logs the access parameters of the data
requesters for trust score calculation.

5) Trust calculation module - Calculates trust score of the
data requesters and stores in trust score database.

6) Data Transformation Module - Masks the sensitive cus-
tomer information.

7) Access decision checker (PDP) - Provides the access
decision based on the policies defined.

In this work, WSO2 Identity Server [24], an open source
software is used for access control, policy management, and
configuration of PIP.
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When an access request for a data resource arrives, the first
step is to verify the credentials, which is performed by an
identity authentication module. The details of this module will
be skipped as it does not fall under the scope of this work.
In the second step, data request attributes are extracted by the
gateway API, the PEP. In standard XACML architecture, the
PEP module generates the authorization request and sends it
to the PDP module immediately. In our approach, the context
evaluator function in the gateway API judges the data request
context, which is a dynamic attribute with values [normal,
emergency]. If the context value is normal, the request
attributes are passed on to a trust calculation module. If the
context value is emergency, step three is skipped. In step
three, the trust calculation module performs the trust score
calculation of the data requester based on historic access log
data and communicates the trust score back.

As the fourth step, the PEP generates the XACML request
based on the attributes and context. In the fifth step, the
authorization request is passed on to the access decision
checker, that checks the access request parameters against
defined policies. Based on the access decision, access is
permitted or denied to the data resource requested. In the
sixth step, either the requested data fetched from resource
database or an error message is delivered by the gateway
to the data requester. The access request parameters and
response parameters are logged accordingly for auditing and
trust scoring purpose.

Definition 1. The XACML data flow is as follows:
Step 1: The gateway API receives the access request
and the context value is determined based on
[subjectreal−time, environmentreal−time, actionreal−time.]
Step 2: If context value is emergency, the request
handler generates the XACML request with value of risk
threshold attribute set as 1, and skip to step 4, else go to
step 3.
Step 3: The trust calculation module calculates the trust
score of the data requester and sends back to gateway.
Step 4: The gateway generates the XACML request based on
the values of access attributes, risk threshold, and trust score
and communicates the request to access decision checker
(PDP).
Step 5: The access decision checker evaluates the access
request by checking additional attributes against PIP and
access policies, provides response to gateway, which is either
permit or deny.
Step 6: If the response is permit, gateway executes
obligation services and provides access to requested data to
the data requester. Else, an authorization error message is
returned. The response and access parameters are logged to
access log database.

A. Context Evaluation

In the context-based approach, data access context
is determined by the context evaluator function in the

gateway API module. In normal scenarios, the access
control system prevents access to any unauthorized access
attempts on sensitive end-user information, such as user
location and sensitive driver information, such as driver
GPS location, name, etc. Only users in the appropriate
role can access this information. This is to prevent the
insider misuse of information that is completely irrelevant
to their purpose. However, in the emergency life-threatening
situations, such as natural disasters, the location information
of all users can be accessed by the admin user or city
authorities for necessary actions. For this purpose, the
dynamic context attribute is utilized. Based on the values of
[subjectreal−time, actionreal−time, environmentreal−time]
attributes, the context is determined as [normal,
emergency]. The data flow handling is altered in the
emergency context by skipping the trust computation based
on agreed SLAs with end-users.

B. Customer-Centric Approach

In the customer-centric approach, the customers are given
the power to control access to their personal information. This
is realized through the policy management and the web API
module. They can enable or disable access to their PII, as well
as location and destination information to selected transport
providers and third-party services by setting their security
preferences through the web API.

Figure. 4. User security preference form.

Figure 4 illustrates the user security preference form avail-
able to the MaaS users. It provides the option to restrict
complete record access or column access to selected service
categories and service providers. If an end-user allows/ re-
stricts his information to be accessed by a third-party service
through the provided web API, the access rules associated
with the records of user in the respective location are updated
real-time by calling an update function, that can update
the attribute values in policy conditions and add or delete
conditions to the policy rules. A XACML policy template is
auto-generated with the new attribute values or conditions, and
the corresponding customer policy is updated by invoking the
policy administration APIs of WSO2 [25] tool. Once the policy
is updated and deployed, the change in access permissions to
concerned service providers are reflected.

Figure 5 illustrates the restricted column access, in which
the data requester cannot access the columns, such as disability
status of the customer. The values of selected columns by the
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customer are masked by calling a mask function offered
by data transformation module.

Figure. 5. Transformed data.

C. Access Logging

The access logging function logs the data request and
response attributes associated to a data requester, such as au-
thentication id, name, service category, access location, access
time, action, resource id, and access decision to an access
log database, which are used for the trust score computation
and auditing purpose. The parameters associated with trust
computation, which will be explained later in sub-section
IV-D, are derived values from the log data. Any unfortunate
incident of access by an unauthorized person is reported and
prompts the admin for immediate policy definitions’ review.
This is very important because careless policy definitions can
breach SLAs with customers and service providers.

D. Trust Scoring Approach

This section explains the trust scoring approach, parameters
used, and trust score calculation. The trust scoring function is
realized through the trust computation module. It calculates the
trust score of the data requesters based on the trust parameters
logged in the access log database, as well as from security
monitoring system. The trust parameters under consideration
are:

1) Invalid data access request rate: This parameter is cal-
culated for the data requester based on the unauthorized
access attempts obtained from the access history data
logs. The invalid data access attempt rate, DAR is
calculated as:

DAR =
Rd

Rt
(1)

where, Rd is the number of unauthorized or failed access
attempts made by the data requester and Rt is the total
number of access attempts.

2) Access frequency rate: The ratio of number of access re-
quests from a particular data requester to total number of
access requests per unit time. Monitoring this parameter
helps to detect Denial-of-Service(DOS) Attacks. Access
frequency rate, AFR is calculated as:

AFR =
Rt

Tt
(2)

where, Rt is the number of access attempts made by
the data requester and Tt is the total number of access
attempts per unit time.

3) Transaction rate: The number of successful transactions
made by a service provider through the MaaS platform
with respect to other service providers who belong to
the same user category per unit time interval.

4) User satisfaction: This is a subjective parameter based on
the user feedback about the service of particular service
provider. This could be considering aspects, such as
punctuality in the service, delay notifications, payment
service, etc.

5) Network Protection: A weighted impact score calculated
by security monitoring system of MaaS system on
each collaborating service provider, based on data on
network-related parameters, such as access measures
(encryption measures), network environment (local or
remote), and suspicious packet count.

The trust score of the data requester n, Tn is calculated as:

Tn =

j∑
w=i

wi ∗ pi (3)

where pi are the j parameters used, and wi are the weights of
pi parameters. The weights vary from 1 to 10 based on priority.
Higher weights are assigned to high priority parameters, based
on occurrence of security incidents. All new users are assigned
a minimum trust score greater than 0. The calculated trust
scores are stored in a trust database. The trust score, Tn

is normalized such that Tmax, Tmin are the minimum and
maximum trust scores and the direction of reliability is made
similar:

NTn =
Tn − Tmin

Tmax − Tmin
(4)

An access control criteria can be set such that such that
trust score of the data requester calculated at time of access
must be greater than defined score NTn >= NT th, where
NT th is the threshold value. NT th, Tmax, and Tmin are
selected based on the training dataset. The threshold is selected
such that it maximizes the accuracy of trust decision. Some
malicious users may attempt to take advantage of the system
before their trust score drops. To handle this scenario, the
weights associated with negative trust parameters are changed
based on the user activity. Weights of positive parameters
such as, transaction rate and user satisfaction are unchanged
irrespective of user activity.

E. Access Decision Checker

The access decision checker is the PDP entitlement engine.
Here, WSO2 identity server is used. The XACML request
generated from the gateway contains the attribute values
associated with the data requester. The access decision is
made by PDP by checking the request against the attribute
values obtained from PIP and policies. If response from PDP
is permit, access is allowed. All PDP responses are logged
and a permit decision to the data requester triggers an
email to the admin user through XACML-obligation features.
The hybrid approach formulates an access decision based on
fine grained policy-based conditions such that the trust score
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based condition can be incorporated to policies in a flexible
or optional manner.

V. IMPLEMENTATION

In this section, the implementation of proposed model in
an experimental MaaS system is explained. To implement the
system, Eclipse Integrated Development Environment (IDE)
using Java programming language is used. Capturing of access
parameters of the data requesters, customer feedback, and
personal information preferences are also done in the same
environment. As explained in section IV, WSO2 Identity
Server is used as access decision engine. Gateway API (PEP)
is implemented as Java servlets running on top of Tomcat
server [26].

We have considered ten customers and four service
providers (data requesters) in the test set. A dynamic trust
threshold monitoring function updates the trust threshold vari-
able in the policy, upon change in optimal threshold value
based on past ’n’ unit time. The WSO2 policy administration
APIs are invoked to update the trust threshold value defined
in the policies based on the output of this function. Meeting
the trust threshold criteria can be used as a condition in policy
rules to access customer records. This criteria can be applied
to any confidential records. The customer preferences on their
personal record access and trust threshold criteria are reflected
in policy rules as shown below:

Definition 2. rule Rule1 {
description: ”Only service providers of category transport
providers, with trust score greater than 0.6 are allowed by
customer1 to read the data”
subject:”SP1”
action:read
object:”customer#1.data”
condition:”SP1.service category==transport provider &&
SP1.trust score ≥ 0.6”
decision: permit}

Data access will be denied to the requesters who fail to
satisfy the policy conditions. Figure 6 illustrates an example
XACML policy where decision of the rule is permit, if trust
score is greater than the set trust threshold value 0.6. The
real-time trust score computation along with the other fine-
grained policy rules based on attribute values at the access
time provides a better approach when compared to standard
models. Since the access decision does not solely depend on
trust computation, it can be also be optionally removed as a
policy criteria and can be only used for security monitoring
purpose.
Figure 7 demonstrates the trust score of the service providers

belonging to a selected category service using open-source
Grafana dashboard [27].

VI. CONCLUSION AND FUTURE WORK

We implemented a context based, customer-centric, hybrid
access control system for a MaaS platform to mitigate the

Figure. 6. XACML policy with real-time trust score condition.

Figure. 7. Trust scores of service providers.

MaaS security challenges, such as misuse of customer in-
formation, accidental leakage of sensitive information, and
insider threats from malicious services. Our proposed system
extends the XACML architecture to address problems caused
by malicious users and services. We analyze historic access
logs and security monitoring data to derive trust score of
the data requesters. Confidential information access is only
permitted if the trust score calculated at the time of access
and other attribute values meet the stipulated policy rules.
Therefore, the access decision made using the hybrid access
control model is more reliable than the conventional models.
The user-centric approach of this system gives complete power
to the end-users in deciding how their personal data is utilized.
Data masking and access policy updating are done real-time
without affecting other processes in the system. The context-
based approach classifies the data access into normal and
emergency contexts. This module prioritizes safety over
security by altering the data flow handling in the emergency
context. The advanced access control system can be realized
in any dynamic data collaboration platform similar to MaaS.

In future work, we will study the dynamic selection of
trust parameters based on historical parameter data analysis.
We will also study the system performance by analysing the
number of concurrent users against the number of cores with
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respect to response time and computation cost. Furthermore,
experiments will be performed for the empirical analysis
of trust score to study rate of change of trust score, ideal
trust score retention period, and effect of few suspicious
transactions on a trust-worthy user.
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Abstract—Several use cases demand for the setup of a 

separate, dedicated communication channel that provides a 

specific quality of service, or to separate communications of 

different criticality. Different properties of communication 

channels are performance, latency, but may be also security 

related. In several cases, a reliable association to an already 

established communication channel is required. Specifically, if 

a first communication channel has been securely established, a 

cryptographic binding of a second communication channel to 

this first communication channel is needed. One example use 

case is the charging of electric vehicles. Besides the charging 

control, also value-added services like software updates for the 

infotainment system shall be provided. To avoid interfering with 

the charging-related control communications, a second, 

separate communication channel is established. The two 

communication channels require different quality of service. 

However, authorization to access value-added services and 

maybe also the billing of consumed value-added services shall 

be to bound to the user that has been authenticated in the setup 

of the first communication channel. The paper proposes a 

general solution that allows establishing arbitrary 

communication channels of different nature on the example of 

an electric vehicle and a charging station, all bound to the actual 

charging control session. 

 

Keywords–communication security; cryptographic channel 

binding; quality of service; industrial automation and control 

system; Internet of Things. 

 

I. INTRODUCTION 

In network communications, it is typically required to 
have distinct relations between communicating endpoints, 
which are defined by several parameters, like the addresses of 
the communicating endpoints, security credentials connected 
with the endpoints, but also by certain quality-of-service 
related features. Quality-of-service (QoS) features may relate 
to a specific throughput expected by the communication 
channel or a specific response time or latency of the 
communication, but also to specific security properties of the 
communication like integrity protection or combined integrity 
and confidentiality protection. These properties may be 
provided by the utilized transport protocol or application 
protocol, but may already be enforced by the network access. 
Network access may be achieved as wired access using a 

classic cable installation, but also using wireless access via 
wireless LAN (WLAN), 4G, or 5G mobile communications.  

Specific QoS features are required for a variety of 
applications. Examples comprise electric vehicle charging, 
real-time control of, e.g., industrial control, voice-and-video 
conferences, or video streaming. Also, specific security 
applications may leverage a separate communication channel 
like the provisioning of credentials using a link with weak 
protection or general access authentication. If the setup of a 
communication channel with certain QoS features is based on 
a previously established communication relation, a binding of 
the two communication sessions can be leveraged in multiple 
ways.  

The aim of this paper is to propose a solution for setting 
up a new wireless communication channel that utilizes a 
previously established communication channel. The initial 
target use case was provided by electric vehicle charging 
systems that, in addition to the actual charging, provide value-
added services. These value-added services may relate to 
updates of the firmware, software, or map material for the 
infotainment system of an electric vehicle.  

This paper is structured in the following way. Section II 
provides an overview about a potential target scenario, taking 
electric vehicle charging as example. Section III investigates 
existing approaches to provide distinct communication 
channels with distinct properties. Section IV describes a new 
approach, and section V analyzes its advantages. Section VI 
concludes the paper and provides and outlook to future work. 

II. ELECTRIC VEHICLE CHARGING WITH VALUE ADDED 

SERVICES  

The number of electric vehicles as bicycles, motorcycles, 
and cars has increased in the recent years significantly. They 
are connected to the Digital Smart Grid for charging. 
Developments are also ongoing for bidirectional charging, 
which allows to utilize electric vehicles as energy storage 
system and to feedback energy to the power grid when 
necessary. Depending on the charging interface between the 
electric vehicle and the infrastructure, the charging may be 
accomplished within minutes, or it may need up to several 
hours. While connected to a charging station, the vehicle 
exchanges constantly control data with the charging station to 
provide data like locally measured energy consumption on the 
vehicle side or charging commands with parameter 
adaptations from the charging station. This connection time 
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may also be used to provide value-added services by utilizing 
the connection already established between the electric 
vehicle and the charging station. 

 

 
Figure 1. Electric Vehicle Communication Connections 

 
As depicted in Figure 1, there is a multitude of potential 

communication options with different actors of the system. 
The communication channel established between the electric 
vehicle and the charging station may be setup using different 
standards like ISO/IEC 15118 [1] or CHaDemo [2]. The focus 
in this paper is placed on ISO/IEC 15118.  

The communication may use power line communication 
when the vehicle is connected via a wired interface, or 
wireless using WLAN in case of inductive charging. In this 
case, the charging station provides a WLAN access point to 
facilitate the communication also in a wireless fashion. 
According to ISO/IEC 15118, access to the charging station is 
not protected on the WLAN access layer, but on higher 
communication layers. This avoids a specific WLAN access 
configuration of electrical vehicles for a specific charging 
station. The communication performed in the context of 
ISO/IEC 15118 allows to provide charging parameter 
information, billing relevant information, and also to perform 
mutual authentication of the electric vehicle and the charging 
station. The security of ISO/IEC 15118-2 has been studied 
from the early beginning of standardization (cf. for example 
[3]). Meanwhile, the standard has been completed, and a 
revision will be published soon as Edition 2.  

The communication channel is part of the Digital Grid 
communication and the control network of an energy utility. 
Value-added service providers may utilize the communication 
channel as well, but are independent of the power system 
operator. The energy distribution network as critical 
infrastructure relies on the availability of the information 
infrastructure. Therefore, the information infrastructure must 
be managed and operated according to the same level of 
reliability as required for the stability of the power system 
infrastructure to prevent any type of outage or disturbance. 
The immediately apparent security needs target the prevention 
of financial fraud and ensure the reliable operation of the 
power grid. Especially the interaction between new market 
participants and value-added services has been investigated 
and is also addressed in ISO/IEC 15118.  

Common to both editions of the standard ISO/IEC 15118 
is the security approach and specifically the security setup 
between the electric vehicle and the charging infrastructure. It 
relies on the establishment of a secured communication 
channel based on Transport Layer Security (TLS, version 1.2 
specified in IETF RFC 5246 [4], version 1.3 in IETF RFC 
8446 [5]). It requires that the charging station authenticates 
towards the electric vehicle using an X.509 certificate during 
the TLS handshake. In turn, if the electric vehicle uses plug-
and-charge, or if it wants to consume value-added services, it 
authenticates with an own X.509 certificate that is bound to 
the charging contract that the vehicle owner has established 
with his mobility operator. This allows for a seamless 
charging experience for the vehicle owner, and to access 
value-added services after connecting to the charging station.  

The value-added service communication is performed 
separately from the control and measurement communication 
channel. This is to avoid any interference with the charging 
related control communication. ISO/IEC 15118 facilitates this 
by establishing a separate communication channel that is 
bound to the initial authentication of both peers and outlined 
in section III.C below.  

The following section investigates different options of 
providing an authenticated channel that is bound to a mutual 
authentication between the electric vehicle and the charging 
station. 

III. EXISTING APPROACHES  

There exist different approaches for setting up a 
communication channel bound to another communication 
channel, which has certain cryptographic properties like the 
authentication of a single peer or of both peers. This section 
investigates known approaches.  

A. Socket Secure – SOCKS 

SOCKS [6] is an internet protocol that allows applications 
(client or server) to connect through proxies in an application 
layer independent way. This is done by using a SOCKS proxy 
that creates a TCP connection to the target server on behalf of 
the client. As SOCKS operates on layer 5, it can handle 
different application protocols like HTTP, SMTP, or FTP. It 
allows a client to open a connection from behind a firewall to 
an external server in an authenticated and authorized way. 
SOCKS5 allows for different authentication methods, in 
which the client authenticates towards the SOCKS server. It 
may also be used in conjunction with TLS. After 
authentication and authorization check by the SOCKS server, 
the application protocol is tunneled over the established 
connection and forwarded to the external target server.  

The authentication is done between the requesting client 
and the SOCKS server, and the tunneling of the application 
protocol binds to this authentication. However, the server is 
not aware of this authentication and needs to authenticate the 
client by other means. As the tunnel is provided on an 
application base, multiple tunnels for different applications 
are necessary, all with an own, independent security setup. 
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B. Virtual LAN – VLAN 

VLAN or virtual local area networks are defined in IEEE 
802.1Q [7]. The standard defines a logical network and allows 
the separation of different communication channels on 
layer 2. Different properties may be assigned in addition to 
this virtual LAN like performance or throughput. To achieve 
this, infrastructure components like managed switches are 
used, supporting the differentiation of traffic according to 
VLANs. A peer sending information in this VLAN (unicast or 
multicast) will only reach other peers that are part of the same 
VLAN.  

Two basic approaches exist for VLANs. The first 
approach is a port-based VLAN in which the association to a 
logical LAN is done by attaching the client to a dedicated 
physical port of a managed switch. The second approach is a 
tagged VLAN, in which the Ethernet frames are tagged with 
a specific VLAN identifier (VLAN ID). Based on this VLAN 
tag, a switch can forward the Ethernet frame according to its 
configuration.  

With this, VLANs themselves provide a way to separate 
traffic, which is also a step towards improved security. The 
definition of this separation is not done on cryptographic 
means, as stated before. Therefore, it is recommended to 
provide additional protection of the communication. 
Examples are IEEE 802.1X [8], providing port-based access 
control. With this, a client authenticates to the infrastructure 
(typically a RADIUS or DIAMETER server) via the 
infrastructure access network switch using different means, 
e.g., based on the Extensible Authentication Protocol (EAP) 
[9]. EAP allows for authentication with username and 
password, but also for a certificate-based authentication 
employing a client’s X.509 certificate. In addition, MAC 
security (MACSec), specified in IEEE 802.1AE [8], can be 
used to provide integrity and/or confidentiality protection for 
the traffic between the device and the network switch in a hop-
by-hop fashion.  

Security for VLAN can be provided using additional 
security means like IEEE 802.1X as outlined. If associated to 
a dedicated VLAN, quality of service parameter may be 
assigned.  

C. Transport Layer Security Features 

Transport Layer Security (TLS) is a protocol defined in 
IETF RFC 5246 as version 1.2 [4]. Meanwhile, it evolved to 
version 1.3 in IETF RFC 8446 [5]. While version 1.3 is being 
increasingly adopted [14], version 1.2 is still widely used. TLS 
is probably the most commonly used security protocol to 
protect TCP-based communications. Prominent applications 
are protection of web-based communication over http. Also, 
other TCP-based protocols leverage the bump in the wire 
properties of TLS, like ISO/IEC 15118. ISO/IEC 15118-20 
mandates the support of TLS v1.3, while TLSv1.2 may still 
be used.  

TLSv1.3 features a re-designed handshake, which is not 
backward compatible to TLSv1.2. The version handling in 
TLS allows to fall back to TLSv1.2, if TLSv1.3 is not 
supported yet. The handshake is encrypted, except for the very 
first message, to better protect the privacy of client certificate 
information that is thereby already send encrypted. Moreover, 

the handshake may already transmit application data, which 
can accelerate the communication setup. This feature is called 
0-RTT (zero round-trip time), but the use requires careful 
review.  

 
Figure 2. TLS v1.3 Session Establishment with full handshake 

The full handshake of TLSv1.3 is depicted in Figure 2. 
TLS supports different authentication options: 

- server-side authentication (mainly used in web traffic) 
using X.509 certificates; 

- mutual authentication involves the client to 
authenticate using an X.509 certificate in addition to 
server authentication;  

- authentication based on a pre-shared key, which is 
applied also within TLS as described below; 

- authentication based on raw public keys.  
Besides the peer authentication, the TLS handshake is 

used to negotiate further session parameters like the cipher 
suite for protecting communication integrity and 
confidentiality.  

TLS with mutual authentication is applied in 
ISO/IEC 15118-20 for plug-and-charge and for access to 
value-added services. This ensures that billing-relevant 
charging and service consumption can be associated with a 
dedicated account.  

Besides the establishment of a protected channel, TLS 
defines further operations for the management of this secured 
channel, beyond them the update of session parameters during 
an ongoing session, like the utilized cryptographic key. One 
important functionality is the so-called session resumption. 
Session resumption allows a previously established and closed 
session to be resumed, based on the security parameters 
negotiated in the initial session. This saves the asymmetric 
cryptographic operations during the TLS handshake, and it 
utilizes a pre-shared key included in a ticket from the initial 
handshake. Note that there is a timely limitation how long a 
closed session may be resumed, depending on the TLS 
version. While TLSv1.2 recommends 24 hours, TLSv1.3 
limits the validity time in the tickets used for resumption to 
seven days.  

Besides the re-establishment of a closed connection, TLS 
session resumption may also be used to “clone” an existing 
session. This can be achieved by opening a TLS connection to 
a different port on the target host than the original one used 
and referencing the existing session. Using this, a separate 
TLS-protected TCP communication channel is established. 
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As the second communication channel relies on the security 
parameters of the first one and thus is cryptographically bound 
to it, it also provides the assurance of mutual authentication to 
both participants.  

ISO/IEC 15118 utilizes this feature to allow the 
establishment of value-added service communication 
channels. Note that these are currently restricted to TCP-based 
communications. There also exists a TLS-like protocol with 
Datagram Transport Layer Security protocol (DTLS, IETF 
RFC 9147, [11]) that provides a similar functionality as TLS, 
but for UDP-based communications. It could be used to 
protect, e.g., media traffic, which is often transmitted via 
UDP. Note that interactions between both (TLS and DTLS) 
are not considered in ISO/IEC 15118, as the protection of the 
actual value-added service data is left to the value-added 
service itself.  

 
Figure 3. TLS Session Resumption to establish second communication 

channel  

As shown in Figure 3, a second session is opened between 
the electric vehicle and the charging station using TLS session 
resumption. This saves communication overhead and 
provides a binding to the TLS channel protecting the ongoing 
charging session. Note that while TLSv1.3 has specific 
optimizations like sending application data already in the 
resumed handshake (called 0-RTT), this feature is not allowed 
in ISO/IEC 15118 to avoid replay attacks of application data. 

Port forwarding is used at the charging station to forward 
the traffic to the intended value-added service provider. The 
security of the communication channel to the value-added 
service provider is out of scope of ISO/IEC 15118 and needs 
to be defined and setup by the value-added service separately. 
For protecting UDP-based traffic between the electric vehicle 
and the charging station, OpenVPN is mentioned. 

D. TLS Channel Binding  

IETF RFC 5929 [12] describes a binding of a higher layer 
communication protocol to a negotiated TLS channel. 
Different approaches are specified. The most versatile is the 
definition of the tls-unique value. The tls-unique value is 
essentially the first “Finish Message” sent in the latest TLS 
handshake. The finish message contains a hash over all 
messages exchanged in the handshake phase. 

This definition makes this parameter specific to a session. 
When a session is resumed or renegotiated (only for TLS 1.2), 
the tls-unique value will change accordingly. This has to be 
obeyed by the applying application. Using tls-unique in an 
application provides a direct linkage to the properties of the 
TLS handshake.  

An example is the application in the context of Enrollment 
over Secure Transport (EST, IETF RFC 7030, [13]), a 

certificate enrollment protocol executed over TLS. In this 
protocol, the client sends a certification request to enroll a new 
client certificate. The certification request is signed with the 
private key of the freshly generated key pair. This provides a 
proof-of-possession to the receiver, that the sender, i.e., the 
client, knows the private key corresponding to the contained 
public key. Part of the certification request can be a tls-unique 
value. As the TLS handshake is performed with mutual 
authentication, the receiver gets in addition a proof-of-identity 
of the client, due to the link to the utilized client certificate in 
the TLS handshake. This is enabled through the inclusion of 
the tls-unique value. 

IV. SOLUTION PROPOSAL 

As discussed in section I, the aim is to propose a solution 
for setting up an additional wireless communication channel 
that utilizes a previously established communication channel. 
The existing solutions discussed in section III provide 
elements that are used in the approach. 

The following description takes the electric vehicle 
charging as example as in section II and provides an 
alternative solution. This described solution specifically 
allows for multiple connections between a value-added 
service provider and an electric vehicle, which are all bound 
to an existing charging session. These multiple channels may 
be of different nature like TCP/IP or UDP/IP traffic.  
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Figure 4. Application of tls-unique to protect second WLAN 

Figure 4 provides an overview of the solution. According 
to ISO/IEC 15118-20, a TLS connection is established 
between the electric vehicle EV1 and the charging station CS1 
via a well-known service-set identifier (SSID) of the charging 
station. The well-known SSID may be either preconfigured, 
or it may be broadcasted using Bluetooth beacons in the 
vicinity of the charging station. The connection is established 
based on the authentication of CS1 as server towards EV1. 
The EV1 authentication can be carried out over the already 
TLS protected link to protect the identity information of EV1. 
The client-side authentication may be done based on an X.509 
certificate but also using other methods on application layer 
like HTTP digest authentication or based on a token. Specific 
for the electric vehicle charging, the owner of the EV may also 
authenticate directly towards the charging station, avoiding 
any information to be transmitted over the communication 
link. In each case, a binding to the originally established TLS 
connection is required.  
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To achieve this, the tls-unique value is extracted, which is 
intended as means to provide the binding to the originally 
established TLS channel for further connections to be opened. 
This extraction equals to the TLS channel binding described 
in section III.D.  

Over the established TLS channel, an information is 
provided to the electric vehicle regarding available value-
added services via the charging station, which can be 
consumed during the charging period. These value-added 
services may be software updates for the infotainment system, 
normal web access, gaming, or videos to bridge the charging 
time. 

While in section II the additional communication channel 
for value-added services is opened using TLS session 
resumption on a different port than the one for the charging 
communication, the following describes an alternative, which 
can be used for different types of data exchange. 

When the EV selects a value-added service, it will receive 
the additional configuration information for setting up a 
second, temporary WLAN access to the charging station for 
the electric vehicle. The configuration information shall be 
specific to the charging session between EV1 and CS1 and a 
specific value-added service provider vas1. This allows for 
correct billing of consumed services, based on the association. 

For setting up a temporary access point, a second network 
access policy needs to be provided, which may comprise 
information regarding protection means or quality of service 
parameter. In case of WLAN, a temporary network name 
(SSID) and a pre-shared key for access protection to the 
temporary WLAN are also required to utilize WPA2 and 
WPA3 for access protection to the temporary WLAN.  

Instead of providing this information directly. it can be 
derived locally on the communication peers based on the 
already existing charging control communication session as 
following: 

Temporary SSID = Hash (EV ID | CS ID | VAS ID) 

In the example in Figure 4, this will result in the hashed 
value of “EV1CS1vas1”. Depending on the utilized hash 
function the result can be truncated to, e.g., 20 Bytes. With the 
goal to bind the temporary WLAN to the already existing 
charging session, the temporary WLAN access credentials in 
terms of a shared secret are derived incorporating the tls-
unique value of the initial TLS session as following: 

Temp. SSID PW = Hash (tls-unique | EV ID | VAS ID) 

The derivation may consist of further parameter besides 
the EV identifier and the VAS identifier. Depending on the 
security policy of the charging station operator, the temporary 
WLAN access for the value-added services may be terminated 
as soon as the charging session ends. There may be cases for 
leaving the session open for a grace period, e.g., for ending a 
specific transaction. This option may also be part of the 
contract a customer has with a specific charging station 
operator. 

As described, the approach can be generalized to provide 
the binding also to other network access methods like 4G or 
5G. It may also be leveraged to setup further VLANs for 
separate communication, utilizing derived parameter for 
VLAN name and access credentials.  

V. EVALUATION 

The evaluation of the proposed solution is done based on 
the concept only, as it has not been implemented, yet. In 
general, the security of an industrial system is evaluated in 
practice in various approaches and stages of the system’s 
lifecycle: 

− A Threat and Risk Analysis (TRA, also abbreviated as 

TARA) is typically conducted at the beginning of the 

concept definition, as for ISO/IEC 15118, product design 

or system development, and updated after major design 

changes, or to address a changed threat landscape. In a 

TRA, possible attacks (threats) on the system are 

identified. The impact that would be caused by a 

successful attack and the probability that the attack 

happens are evaluated to determine the risk of the 

identified threats. The risk evaluation allows to prioritize 

the threats, focusing on the most relevant risks and to 

define corresponding security measures. Security 

measures can target to reduce the probability of an attack 

by preventing it, or by reducing the impact.  

− Security checks can be performed during operation or 

during maintenance windows to determine key 

performance indicators (e.g., check compliance of 

device configurations) and to verified that the defined 

security measures are in fact in place.  

− Security testing (penetration testing, also called 

pentesting for short) can be performed for a system that 

has been built, but that is currently not in operation. A 

pentest can usually not be performed on an operational 

automation and control system, as the pentest could 

affect the reliable operation auf the system. Pentesting 

can be performed during a maintenance window when 

the physical system is in a safe state or using a separate 

test system.  

As long as the solution proposed in the paper has not been 
proven in a real-world operational setting, it can be evaluated 
conceptually by analyzing the impact that the additional 
security measure would have on the identified residual risks 
as determined by a TRA. The main objective is to determine 
the specific benefits that are relevant for the selection of a 
suitable protection approach. The main aspects relevant for 
the evaluation of the proposed solution are: 
a. The level of isolation of different types of 

communications (charging control communication; 

value added services communication); 

b. the scope of protection, i.e., what exactly is protected 

concerning integrity and or confidentiality, and  

c. the flexibility to use it for various protocols used by 

different value-added services.  

These aspects can be evaluated qualitatively as follows: 

a. The control communication for charging control and the 

communication of value-added services are taking place 

on separate layer 1 / layer 2 communication links. While 

a reliable traffic isolation can be implemented also on a 
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logical level, the isolation realized by having separate 

layer 1 / layer 2 communication links ensures by design 

a strong isolation, avoiding logical interference between 

these different types of communications. Moreover, this 

separation offers the option to not only provide different 

protection options for the communication links, but also 

to assign different quality of services classes to ensure 

for instance a dedicated throughput or latency. 

b. The proposed solution protects all communications, 

including, e.g., dynamic host configuration by DHCP or 

IPv6 auto configuration, or DNS requests. Thereby, also 

user privacy protection is increased, as meta-data of 

communication as, e.g., network addresses, cannot be 

intercepted as all communication is protected on layer 2. 

Also, active manipulations by 3rd parties, e.g., injected 

false DNS responses, can be avoided.  

c. The solution can be used with any types of 

communication, including UDP datagram 

communication. So, it can be flexibly applied also for 

value-added services using UDP-based communications 

(e.g., multi-media communications based on RTP). 

VI. CONCLUSION  

This paper provides a new generic approach for setting up 
a separate temporary network access channel allowing to 
assign specific quality of service parameter to the new 
network access, which is cryptographically bound to an 
already established communication channel. The approach is 
discussed in the context of electric vehicle charging combined 
with value-added services.  

The advantage of the proposed approach is the ability to 
be applied in an application layer protocol independent way 
by preserving the privacy of user credentials for observers of 
the network. This is especially important for wireless 
communication as the exchanged communication can be 
easily accessed.  

The proposed approach is available as concept and needs 
to be implemented a proof of concept, which would be a future 
intended step. Such a proof of concept can leverage already 
specified base mechanisms like tls-unique extraction. 
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Abstract—Malware is the driving force for most cyber-attacks
and, in recent years, has continued to be one of the most
challenging threats facing our cyber infrastructure. Modern
malware’s adaptive design often leverages complex and evolv-
ing technologies to overcome various detection and preventive
security tools. One of these techniques is Persistence - an ability
to survive on victim systems past the current power cycle. The
persistence vector allows the malware to live on host machines
without detection. Thus, this paper conducts a longitudinal study
and characterization of Windows malware Persistence Vectors
(PVs) across more than 1000 malware samples. We explored
the evolution, complexity, and stealthiness of persistence vectors
in modern Windows malware families using the combination of
static and dynamic analysis. The result of our study indicated
that security tools and analysts could utilize PVs as decoys to
strengthen malware defensive strategies.

Keywords: Malware, Persistence Vectors, System Security,
Reverse Engineering

I. INTRODUCTION

Malware is an ever-evolving threat against cyber infrastruc-
ture. With nearly one billion malware attacks in 2021, and
predictions show that, with the rise in remote work, this num-
ber is forecasted to increase a minimum of ten percent over the
next year, making the ever-growing threat more daunting [7].
Current defensive measures are predominately positioned at
the perimeter of networks and scanning the system attempting
to stop potential malware infections [1]. However, they have
an extensive blind spot in dealing with malware once it obtains
a foothold on the system. New generation malware, especially
the Rootkit class, leverages variable stealth and mutation
strategies to persist after infection. With these advantages,
coupled with vulnerabilities present on the system and those
introduced via users, security is constantly on the back foot
in the endless cycle of attack and defense. Therefore, the
practice of identifying, extracting, and utilizing the persistence
mechanisms in defensive measures is one massive step towards
leveling the field.

The rest of the paper is organized as follows: Section 2
presents the problem statement; Section 3 provides an analysis
of the current research into malware; Sections 4 presents a
delve into the background of persistence vectors in malware;
Section 5 and 6 presents our data collection and analysis of
persistence vectors, respectively; and Section 7 presents future
works and concludes the paper.

II. PROBLEM STATEMENT

As security works to develop methodologies to stop mali-
cious threats from obtaining access, malware authors deploy
new methods, such as those presented via zero days [4] [5]
[6] [13] . In 2021, record numbers of zero days utilized, 64
confirmed, and untold number unconfirmed [31]. This cycle
resets with malicious actors constantly holding the edge by
only needing one compromise to be victorious. Even major
advancements, such as Secure Boot have proven insufficient
and susceptible to compromise. Theoretical and wild bootkits
have generated means around this improvement, such as forged
certificates or enabling their loading prior to the safe image
Security Boot loads [16]. Attention primarily focused on the
exterior surface with attempts to stop malware from infecting
the system. Only a small amount of focus has been paid
to internal areas where the attacks land. Persistence vectors,
while not deeply diverse as developed attack vectors, have
undergone a constant evolution, and remained unanalyzed.
Thus, we present a longitudinal analysis on the evolution of
Windows malware persistence vectors providing new insight
into their complexity and stealthiness. The objective of our
study is to provide a new direction for malware defensive
capabilities leveraging persistence vectors rather than the tra-
ditional payload and infection vector scanning.

III. RELATED WORK

Literature dealing with malware persistence is limited in
content, which is presented below. Gittins and Soltys con-
ducted one of the few pieces of research into malware persis-
tence mechanisms. They analyzed the more common currently
used malware persistence elements, and some are believed
to be utilized by Nation State actors through a showing of
independent samples for each of the presented persistence
mechanisms [2]. While the illustrated persistence vectors are
accurate, the sample base shown is only five samples deep,
leaving it only as an overview, not in-depth. Rana et al.
presented research into persistence mechanisms in conjunction
with obfuscation techniques. Based on the solar wind attack,
they cover various persistence utilized on Windows systems,
with proposed solutions to attempt to minimize the effects
of persistence vectors identified [3]. While the persistence
vectors covered are extensive and the suggested solutions can
help mitigate malware persistence, there is a shortcoming in
that malware continues to evolve and tend to avoid detection
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using different obfuscation techniques. Khushali presented
research into the subsection of malware titled fileless mal-
ware. This malware often does not write to the persistent
storage, making them harder to detect [29]. Although very
stealthy, fileless malware remain present on a victim system
until the next power cycle. While these types of malware
are useful for small campaigns, persistence is still vital for
more prolonged operations generally utilized by nation-state
actors and more extensive malware campaigns. Kohout and
Pevný used persistence implanted web traffic as means of
identifying long-placed malware [30]. While this does provide
an effective means of identifying infected systems, it is limited
to targeting the web traffic and not dealing with the various
other persistence mechanisms. Our study presents a deeper
analysis, utilizing a more comprehensive sample base than
previously used and including means of relating persistence
to stealth measures as well.

The remaining literature referencing persistence is focused
on two main categories of research: (1) Research into mal-
ware’s functionality, such as anti-analysis techniques, API
modifications, or evasion techniques, and (2) Deeper analysis
into a specific malware family/sample. Maffia [24], Mills [23],
and Galloro [22] researched into the evolution of malware
evasion techniques over the years. Mills developed a sandbox
modification tool titled MORRIGU, which is utilized to sub-
vert the malware evasion techniques, specifically those that
prevent malware from executing in an analysis environment
[23]. Analysis tools such as this, and some of its predecessors
such as HookMe, Cuckoo Sandbox, and PyREBox, are excel-
lent at dealing with defensive measures that malware deploys
to prevent its analysis [25]. However, they are designed with
extensive implementation and configuration changes, making
them difficult to configure. These analysis environments are
also designed to detect malware behavior mostly from a
payload standpoint. However, they quickly become obsolete
because modern malware evolves and employs sophisticated
obfuscation techniques. Galloro et al. study the history and
development of various evasion techniques. By completing the
analysis comparison, they produced listings of evasion tech-
niques only utilized via malware [22]. Maffia also conducted
research along similar lines. The authors proposed PEPPER
- a Pintool designed to defeat standard malware evasion
techniques, such as Anti-VM [24]. Both provide excellent
detailing of evasion techniques; however, as with the analysis
environments, they detect from the payload standpoint. These
analysis tools may provide false negatives if the evasion
techniques have changed.

IV. BACKGROUND ON PERSISTENCE VECTORS

Persistence vectors are sections of code built within software
packages (both legitimate and malicious) that allow programs
to survive system restart, switching between users, and sim-
ilar system start-up functionality. In general, persistence is
achieved by modifying certain sections of the system or kernel
data structure. This section will enumerate and discuss the
most commonly used persistence vectors. The complete listing

of known Windows persistence vectors can be found in the
MITRE ATT&CK framework® [15].

A. Common Persistence Vectors

1) Registry modification : Registry modifications are the
most common persistence mechanisms utilized by malicious
code [28]. By adding a value to a specific registry key,
malicious code can ensure either it is loaded upon start,
it is utilized before legitimate files, or it is reinstalled
after being deleted. An example of this is the entry of a
modification in the run key. These values can be set under
HKCU\SOFTWARE\Microsoft\Windows\CurrentVersion\ or
HKLM\SOFTWARE\Microsoft\Windows\CurrentVersion\
for the following keys:

• HKCU\....\Run
• HKCU\....\RunOnce
• HKLM\....\CurrentVersion \Run
• HKLM\....\RunOnce
• HKLM\.... \PoliciesExplorer\Run
2) DLL Replacement/Reorder : The next common per-

sistence method is Dynamic Link Library (DLL) Hijacking.
This vector works with modification or complete replacement
of vulnerable DLLs with malicious code. When the modified
DLL is called the malicious code is loaded and executed. A
secondary method utilizing DLLs is through the DLL search
order hijacking, where the original DLL remains intact but is
dropped in priority for the malicious version placed on the
system.

3) Startup Keys : Start-up key and service modification
vectors utilize a combination of the above two techniques by
setting the malicious code into a priority slot in boot order.
Once loaded the malicious code is restarted on the system,
maintaining the infection.

Files under the startup directory can have a shortcut
created to the location pointed by subkey of startup.
If this value is present then the service will launch
during a system reboot. These values can be set under
HKCU\SOFTWARE\Microsoft\Windows\CurrentVersion\ or
HKLM\SOFTWARE\Microsoft\Windows\CurrentVersion\
for the following keys:

• HKCU\....\Explorer\ShellFolders
• HKCU\....\Explorer\User\ShellFolders
• HKLM\....\Explorer\ShellFolders
• HKLM\....\Explorer\User\ShellFolders

B. Services

Several Windows services are required to be started at
boot for the system to run properly. By placing any malware
keys in this startup folder it is able to execute at startup as
other services. Additionally, because alternative services can
be started if another fails to load, a malware author can append
these failed states to launch the malware.

1) Boot Modifications : Bootkits and other malware have
begun utilizing a type of alteration called boot key mod-
ifications. In persistence technique, the smss.exe launches
before the Windows subsystem, calling the configuration
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subsystem to load the hive present at HKLM\SYSTEM
\CurrentControlSet\Controlhivelist. Any value that contains
the BootExecute key will be launched at system boot by
the smss.exe via the HKLM\ControlSet002\ControlSession
Manager [27]. A normal system should only have the value
of autocheck or autochk*.

2) Shortcut Creation/Modification : Shortcut hijacking
obtains persistence via rewriting of saved icons of applications
that users commonly use. This is created through either replac-
ing the direct calling program with a compromised version or
a wholly malicious one.

3) Event Trigger Execution : One of the oldest forms of
persistence is the event-triggered execution technique. This
method achieves persistence on a system via the setting of
time-trigger automation, such as CHRON to launch upon the
system restart or through program infection when another
program is launched, a redirect to the malware code is present,
restarting it.

4) Kernel Module Changes : Although much more chal-
lenging to implement, malware can leverage changes in the
kernel module to achieve persistence. In this technique, the
malware hides its presence by loading modules from the de-
fault order to include the malware as a high-value loaded item,
either as a change to the BIOS load order or through appending
BOOTSTRAP code. While this is often not as pervasive as the
other techniques discussed due to the possibility of a system
crash, it is nonetheless one of the most effective persistence
vectors.

V. DATA COLLECTION AND ANALYSIS

As stated in the introduction, this paper aims to systematize
knowledge for Windows malware persistence vectors in a
longitudinal study. We will analyze the persistence vector’s
characterization, complexity, and stealthiness. The overarching
goal is to drive new knowledge in understanding the meta-
morphosis of persistence vectors that will help design new
malware defensive strategies. Thus, for the data collection,
we downloaded a total of one thousand malicious software
from virus repositories VirusShare and VirusTotal [26]. All
are samples from within the past ten years, yielding a solid
base for the evolution of malware over time, and were selected
to run the spectrum of malware families. Each sample was
manually processed via static and dynamic malware analysis
to extract APIs, data, and metadata. Then the sample is passed
to IDA Pro for the actual persistence vector extraction. Finally,
a detailed code reconstitution is performed.

1) Environment Setup: The PV extraction process is carried
out on Windows 7 and 10 Virtual Machines (VMs), with
two copies of each: one for dynamic analysis and one for
static analysis. Each machine has two 2.4 GHz cores and 4
GB RAM. Additional steps were taken using Hidetoolz to
minimize the effect of Anti-VM and Anti-Reversing during
the analysis [10]. Configuration settings were then modified
through the utilization of the Vbox info modifier capability.
This allowed for the default options, such as the system
utilized and system manufacturer searched for via VM aware

malware, to be changed. Additional VM capabilities, such as
the Addons, were removed and the sub-keys in the registry
deleted. Commonly installed user software were added, at-
tempting to give the appearance of a real system instead of a
virtual one.

2) Static Analysis: Static analysis is defined by collecting
information about the binary, precisely a malware sample in
this case, without executing or creating a runtime memory
space [12]. Before analysis, the first step is to collect a file
hash in the form of MD5 and/or SHA256. This step ensures
that the file downloaded matches the one presented by the
collection sites of VirusTotal and Malshare. We utilized the
Powershell command - get-filehash to accomplish the hashing
process. Next, for each target malware, we ran it against
an unpacker to remove any possible common packers and
cryptors, leaving behind the bare-bones malware code that the
analysis tools would evaluate. For this we utilized PEId to
identify and remove the common packers and compression
utilized by the malware samples. In the static analysis of
the Rovnix bootkit for instance, we found the hash to be
7CFC801458D64EF92E210A41B97993B0, and PEID identi-
fied that two packers were used in the initial sample.

Immediately after unpacking, a target sample is then exe-
cuted against the Strings utility. This utility allows for ASCII
and Unicode string identification. In this task, we are looking
for specific Windows API calls which can be tied back to
the potential persistence modifications and additional files
created, which could contain remaining malicious payloads.
The sample is also loaded into Dependencies, a modern rewrit-
ing of Dependency Walker, which identifies utilized DLLs
for the executable. This tool also determines the potential
persistence vectors utilized via DLL replacements, and those
utilizing the creation of files. In the Rovnix bootkit sample,
the strings showed indications of file creation, such as the
CREATE and FILEACCESS APIs, while Dependencies showed
access to kernel-level modules, kernel32.dl and ntdll.dll. These
match the boot modifications, driver deployment, and registry
changes, along with the items needed to generate the malicious
Volume Boot Record (VBR).

3) Dynamic Analysis: Dynamic analysis is completed by
collecting binary elements while executing the file on the
system. Before launching an executable, we first run a suite
of malware analysis tools: ProcWatch, CaptureBatch, and
RegShot. These tools create baseline analysis to compare
modifications made by the malware sample in processes, batch
files, and registry. After removing standard system processes,
we can notice the unique ones created by the malware and
registry modifications, if any. These creations are the specific
items we targeted as the persistence functions of the malware
as they show the specific files, DLLs, and registry keys that
the malware implants to obtain persistence.

For Rovnix, we identified the file creations for the modified
VBR and malicious DLLs. Additionally we found the registry
modifications generating the boot changes, consisting of the
backup copies of the malware code and the independent ones
used to restart these backups if other elements were removed.
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4) Persistence Identification and Extraction: The persis-
tence vectors of the sample base are identified from this two
tiered reverse engineering process. From here the process of
removing these code segments is conducted. The samples are
loaded in IDA Pro Disassembler, with the information gathered
from analysis used to target the specific functions completing
the persistence modifications. These functions are exported
utilizing the inbuilt exporting capability in the HexRays loaded
with IDA. Data like this can then be exported as raw text or as
set variables or segments of C code. These individual identified
persistence vectors are saved with the naming convention of
”persistence vector-file hash”. Each PV was then saved into a
folder named by file type to be utilized in the follow on code
reconstitution.

Identified in the Rovnix sample were the following persis-
tence mechanisms:

• Construction of malicious VBR in conjunction with com-
pressed original one

• Injection of polymorphic bootstrap code;
• Generation of new malicious DLL, titled BKSetup.dll;
• Multiple registry changes across multiple hives;
• Implanting of unsigned driver at end of file system data;
• Hidden partition with backup copies of malware code at

end of file system data;

Presented below in Figure 1 is the generation of the boot
loader and registry modifications for persistence. In this sam-
ple, several persistence creations spawned from a singular
source function with the individual modifications completed
in their unique functions.

A. Code Reconstitution

Code reconstitution has two phases: (1) Code identification
and (2) Code matching and merging.

1) Code Identification and Conversion: Code identification
and conversion involves turning this persistence mechanism
from the assembly code found in the analysis into source code.
The first means to resolve this is by deep searching for the
sample’s source code. Approximately twenty percent of the
identified persistence mechanisms had source code available.
These entries had their code segments that performed the
system change for persistence removed, generally consisting
of only one or two functions. The code was parred down,
removing any repetitive PV value. These code segments were
also used as base forms for samples lacking publicly available
source code.

A complete comparison was performed against those ex-
tracted from the available source code samples, identifying
code segments with the same structure. For example, sam-
ples within the same family often triggered fifty percent of
searches. This allowed the values to be appended together
instead of multiple individual entries. Those that do not have a
matching structure are marked as new. New entries then have
sections of code generated to house the persistence mechanism
starting from one of three default templates. One specifically
designed for registry changes, with an option presented for the

Fig. 1. Rovnix Registry Bootloader

main areas targeted, the second for changes to DLL ordering,
and the last for the remainder of system changes.

2) Code Matching and Merging: Once each PV is gen-
erated into a code snippet, the elements were pushed into an
element of code standardization. Each snippet was labeled via
code comments on the type of sample it was extracted from,
specifically labeled with sample name and hash. Samples with
similar areas of persistence were grouped and sorted to ensure
that each value was unique. Duplicates were removed. The
process generated a series of white listings containing 800
unique persistence vectors.

VI. EVALUATION

We analyzed the collected and reconstituted persistence
vectors above and examine their evolution, complexity, and
stealthiness. For evolution, we examined the vectors based on
their familial characterization, (e.g., Rootkit, Trojan, Adware,
etc). For complexity, we evaluated each sample’s type and the
number of persistence mechanisms. Finally, for stealthiness,
we assessed their use of obfuscation, such as ease of detection,
junk code insertion, and/or the use of encryption.

A. PV Familial Characterization

The largest among the families of the samples was bootk-
its/rootkits, with just under twenty-five percent of the total
samples. The second largest typing was ransomware, with
twenty-one percent. Adware was the next largest typing with
twenty percent of the total samples. This is due to the transition
to tele-networking in recent years, bringing Adware back
from among the smallest types to most consistent from 2020.
Backdoors and Trojans tied for the third largest typing amongst
the samples, each having around fifteen percent of the samples.
Worms, hackertool, and spyware had the lowest percentages
with around one percent each, with more of the samples
coming from farther back in history, late 1990 to early 2000.
Figure 2 shows this breakdown.

B. PV Type and Complexity

From all the samples, the PVs utilized followed a two
fold progression. As the samples grew more modern both the
number of persistence and the type changes, thus increasing
their complexity. Older samples, up to 2010, generally worked
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Fig. 2. PV Family Characterization

with one established PV per sample. This is most likely
due to the limitations of security tools to properly identify
the infections on systems. From this they did not require
the newer means to ensure their persistence on the system.
Modern samples and those dating back to as early as 2017,
have started to utilized multiple contingent persistence vectors,
allowing for protection of the persistence on the system even
if one or two of these is identified. An example of this is the
Haxdor-Gen rootkit. As a modular based malware sample, the
author is able to tailor the deployment, were included in, as
of writing, twelve different persistence vectors. These include
generated registry keys, root services, and start up scripts,
to name the most common. Included in the source code are
commands to reinstall any deleted or removed persistence from
the surviving, such as the start up service with code to reinstall
an additional copy of the scheduled tasks and to redeploy the
virus code into a secure region of the system.

The most common persistence methods utilized by mal-
ware are: Registry modification, DLL Replacement/Reorder,
startup Keys, Services, and boot modifications [9]. Of the
1000 malware samples studied, all utilized one or multiple of
these to establish persistence. We found Registry modifications
in most of samples, which was to be expected due to the
straightforward ability to generate change. Boot modifications
were the next largest of the PVs found amongst the sample
base. Consistently, these were found in the more modern
malware, as this placed the persistence in areas that are not
checked by security tools or are able to start prior and bypass.
A small percentage of the older samples did contain this PV,
but this was very selective, and found exclusively within the
bootkit and ransomware families.

DLL order modifications and startup key were in approx-
imately half of the sample base. However, we noticed none
of the hackertools and the spyware families included this
PV. Broken down even further, the DLL modifications were
a two-to-one in regards to order modifications versus DLL
replacement. The more modern malware leaned more on the
replacement of the DLL, placing instead its code wrapped in a
legitimate version of the DLL. Services were the next largest
percentage of the PVs from the sample base. Of the samples
there was the common theme that majority were generated

Fig. 3. Trend Pattern of PV Type and Complexity

at the Windows system level. Only five percent generated
services at the user level, paired with other persistence meth-
ods, to launch higher privilege execution. Services PVs were
found across majority of malware families, however the largest
concentration came from the ransomware, adware, spyware,
and rootkit families.

Event triggers were the most diverse PVs, fitting only
together based upon the requirement of an action to cause the
triggering. Triggers involved various programs being executed,
certain accounts being logged in, a specific interrupt, user
key inputs, and even screen saver launching. The largest
family utilizing event triggers were Trojans with roughly
sixty percent implementing at least one event trigger. Least
amongst the identified PVs in the sample base was the shortcut
modifications. These modifications were generally found in
only twenty-two percent of the samples, specifically more in
the Trojans, the hacker tool, and portions of the adware. Figure
3 shows a breakdown of all the samples based upon their
persistence vectors.

As the age of the samples evolved, the complexity of the
malware persistence methodologies improved. Early pieces
were only able to manage and maintain one persistence method
within their code base. More modern samples, such as our
example of Rovnix, can support multiple persistence vectors.
These allow for the piece to regain persistence even if one of
its vectors is identified and removed.

C. PV Stealth Factor Categorization

In this analysis, we examined the security elements uti-
lized by our samples’ persistence mechanisms. Inverse to the
commonality, registry key modification is proven easiest to
detect. Multiple tools, such as Regshot which was partly used
to identify persistence vectors, could isolate these changes.
However, there is the caveat to this detection in the common-
ality of false positives and negatives. Limited listings show
these modifications made from the malware and those made by
more legitimate programs. The most challenging persistence
modification to identify was the boot modifications, generally
the changes created by Rootkit/Bootkits and certain types of
Ransomware. These are difficult for both the user and analyst
due to their execution prior to most of the OS functionality.
One example is Nemsis bootkit, which contained multiple
changes to the core operating system elements. One of the key
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persistence mechanisms is the rewriting of the VBR, which
allows it to start before loading the basic operating system
elements. The changes reach the point where the bootkit can
reapply itself once the hard drive is changed. Finding and
cataloging all these changes proved a substantial challenge.
Due to their loading prior to the operating system, several
took extended static analysis to identify as dynamic analysis
could not be relied upon.

Anti Reversing is one of the elements under consistent
evolution, with the complexity increasing nearly exponentially
as time progresses. Samples with the dates of late 1990s
and the early 2000s generally are lacking in complexity of
defensive measures. These samples generally had their code
as is, due to the lack of diverse options with security tools
and the limited knowledge of detecting these samples. These
covered the majority of the hackertools and worms. Security
improved across the samples with the next section involving
masking the sample type within the legitimate functionality.
The majority of Trojans and roughly a quarter of the adware
samples were predominant in this category. These PVs were
masked with generally legitimate changes that would be made
to the system, such as with one sample that installed a
playable game in conjunction with its malicious payload.
While this was a drastic move forward regarding security,
the PVs were still straightforward. As with the standard code
PVs discussed previously, simple analysis can locate and
identify these. Continued progression led to the next level of
defensive measures deployed via malware to obfuscate their
PVs, covering another twenty-five percent of the adware and
roughly fifty percent of the spyware. Segmentation was one
of the methodologies in many of the newer samples. Through
this process, only a portion of the malicious code is involved
in the initially executed malware. Additional elements were
requested via system resources once the initial infection was
complete. Without a malicious payload, scans of the current
code would yield a non-malicious identification.

The final category of defensive measure, predominately
found in the newer malware samples, minimizes the items
generated to the system’s hard drive. This malware evolution
has the samples run exclusively on system volatile memory,
removing itself once the system is restarted and making it
much harder to collect a sample for analysis. None of the
samples utilized for the evaluation was this type. Presented
in Figure 4 is a breakdown of the stealth functionalities that
were found in the sample base. Similar to the complexity of the
persistence vectors, the stealth factors evolved exponentially.
This stealth is reflexive of the enhancements to security
tools designed to catch the common malware attempting to
compromise the system.

VII. CONCLUSION AND FUTURE WORKS

This study examines how persistence vectors evolve in com-
plexity and stealthiness over time. It explores the differences in
the adaptation of PVs by the different classes of malware, thus
paving the way for potential new advancements in malware
defense. By shifting focus to these targeted areas for defensive

Fig. 4. Trend Pattern of PV Stealthiness

measures, scanning can reduce time, and processor utilization
[14]. While not infallible, these persistence scanning elements
could be added as an additional layer or decoy in a fully
deployed defense-in-depth methodology. Scanning through
more diverse operating systems, such as the various ones
on Linux and mobile platforms, would be helpful to gain
more diverse areas of persistence. Based on this study, our
evaluation showed a directed trend in the classification/family
of malware away from simple samples like common viruses
and evolved into complex multi-module bootkits. Also, we
found an exponential trend for complexity and stealthiness,
with samples only becoming more adapted to overcome the
security tools in place to protect systems. In conclusion,
malware is already a significant threat, only increased by
persistence, allowing it to remain on the system to perform
further malicious activities. Further study of the persistence
vectors present across other operating systems could yield
similar results. As a recommendation and for future work,
persistence utilization can serve as another strong layer for
malware prevention in a properly deployed defense in depth.
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Abstract—Software Defined Networking (SDN) has emerged
as a popular paradigm for managing large scale networks.
The traditional single controller architecture has limitations in
managing the entire network: it can become a bottleneck when
it comes to exchanging large volumes of data and it implies
overhead as the number of user increases. Additionally, the
single controller acts as a single point of failure because all
the forwarding decisions depend directly on the controller. Once
the SDN controller or the switches-to-controller links fail, the
entire network may collapse. Therefore, scalability, reliability,
interoperability, and fault tolerance remain as challenges in
centralized network architectures. On the other hand, multiple
controller architectures exhibit faster response and a more flexi-
ble network structure. Additionally, they can improve scalability
and they avoid a single point of failure. In order to synchronize
the network state between different controllers, a consensus
protocol is required. In this paper, we propose a consensus
mechanism, based on the Raft algorithm, which provides a stable,
consistent, and efficient network in which all the controllers
have the same network state. The proposed mechanism supports
high throughput, dynamic view changes, fault tolerance, and
controller synchronization. The performance of the proposed
mechanism has been experimentally assessed and found to be
very satisfactory compared to existing alternatives.

Index Terms—Software Defined Networking; multiple con-
trollers; Consensus Algorithm; fault-tolerance.

I. INTRODUCTION

Single controller approaches are the main paradigm used
to support SDN networks, but it fails to serve a number of
critical domain requirements. Firstly, the efficiency of such
centralized approaches is limited upon the resources of the
single controller. Scalability is an issue, as is high availability,
and security is of high importance as, if an attacker compro-
mises the controller, management capability over the network
is completely lost. Redundancy is one of the most significant
aspects of any design. One controller could fail at anytime
and, leave the network without a control plane. Multiple
controllers can minimize the consequences of such a situation.
Controllers operating normally could even collaborate to detect
that another one is misbehaving and even isolate it from the
network. Thus, having multiple controllers running at the same
time and collaborating with each other enables the network to
improve in terms of scalability, persistency, workload sharing
and availability.

Consensus is the central protocol behind services replicated
for fault tolerance. Consensus protocols are the foundation for
building many fault tolerant distributed systems and services.
A number of solutions have been proposed in this context.

In this paper, we introduce a novel mechanism that supports
the operation of multiple controllers in an SDN network.
The mechanism achieves network flexibility and enhances
network management; it also synchronizes the network state
between different controllers, while addressing single point of
failure, fault tolerance and scalability issues. To demonstrate
the practicality of the proposal, we present an implementation
with the Raft algorithm [1] for state machine replication,
whose performance we evaluated and compared to that of an
existing alternative by means of experimentation.

The contribution of this paper is:
• The analysis of the existing mechanisms and protocols

for SDN networks
• The definition of the consensus problem for distributed

SDN controllers.
• The introduction of a mechanism that supports high

throughput, dynamic view changes, fault tolerance, and
controller synchronization in multiple SDN controllers
setups.

The remaining of the paper is structured as follows: In
section II, we briefly review necessary background knowledge
on SDN and on the Raft consensus algorithm. In section III, we
discuss related work. In section IV, we present our proposal for
a mechanism supporting multi-controller SDN architectures. In
section V, we present the experimental setup that we used for
evaluating the performance of the proposal and we discuss the
results. Finally, section VI summarizes our conclusions.

II. BACKGROUND

This section presents a review of the architecture of SDN
and Raft Algorithm.

A. SDN Architecture

SDN has emerged as a new networking paradigm for
implementing flexible network management solutions. Figure
1 depicts SDN architecture [2]. SDN is a network architecture
where the forwarding state in the data plane is managed by
a remote control plane decoupled from the former. The key
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principle of SDN is the separation of the control and data
planes. The control plane is logically centralized and provides
programmable application programming interfaces (APIs) for
managing the physical layer. The data plane specializes in
forwarding packets according to the instructions received
from the controllers. In SDN, the controllers enable flexible
management and unified control via programmable interfaces
with a global view of the network status.

Fig. 1. Software Defined Networking.

The SDN is also defined as a network architecture:
• The control and data planes are decoupled. Control

functionality is removed from network devices that will
become simple (packet) forwarding elements.

• Forwarding decisions are flow-based, instead of
destination-based. A flow is broadly defined by a set of
packet field values acting as a match (filter) criterion
and a set of actions (instructions). In the SDN/OpenFlow
context, a flow is a sequence of packets between a
source and a destination. [2].

• Control logic is moved to an external entity, the so-
called SDN controller or Network Operating System
(NOS). The NOS is a software platform that runs on
commodity server technology and provides the essential
resources and abstractions to facilitate the programming
of forwarding devices based on a logically centralized,
abstract network view. It is similar to that of a tradi-
tional operating system [2]. The network is programmable
through software applications running on top of the NOS,
that interacts with the underlying data plane devices. This
is a fundamental characteristic of SDN, and is considered
to be its main value proposition.

• The network is programmable through software appli-
cations running on top of the NOS that interacts with
the underlying data plane devices. This is a fundamen-
tal characteristic of SDN, considered as its main value
proposition.

B. Raft Algorithm

Consensus is a fundamental problem for distributed systems.
It pertains to getting a group of participants to reliably agree

on some value used for a computation. Several protocols have
been proposed to solve the consensus problem [3], and these
protocols are the foundation for building fault tolerant systems,
including the core infrastructure of data centers [1]. For
example, consensus protocols are the basis for state machine
replication [4], which is used to implement key services.

The Raft algorithm, depicted in Figure 2 [1] is a significant
consensus algorithm for managing a replicated log. At the core
of Raft lies a replicated log that is managed by a leader. Writes
are funneled to the log and replicated throughout the cluster,
through the leader. A leader election algorithm is integrated
into the Raft algorithm to ensure consistency.

Raft separates the key elements of consensus, such as leader
election, log replication, and safety, and it enforces a stronger
degree of coherency to reduce the number of states that have
to be considered in order to reach consensus. It also includes a
mechanism for changing the cluster membership, which uses
overlapping majorities to guarantee safety. There are three
different node states, namely leader, candidate, and follower.
Raft divides time into terms with arbitrary duration. Terms
are monotonically increasing integers, where each term begins
with an election. If a candidate wins an election, it serves as
the leader for the rest of the term. Terms allow Raft servers
to detect obsolete information such as stale leaders. Current
terms are exchanged whenever servers communicate. When a
leader or a candidate learns that its current term is out of date,
then it immediately reverts to the follower state. Servers reject
vote requests from the leader and replicated log entries with
a stale term number.

A leader sends periodical heartbeats to all followers. If a
follower receives no heartbeat messages over a predefined
period of time (election timeout), it assumes there is no leader
and starts a new election. It increments its current term, votes
for itself, and moves to candidate state. Then, it sends request-
to-vote RPCs to other servers. If it receives votes from a
majority, it sends heartbeats to all servers to prevent new
elections and establish its authority for its term. While waiting
for votes, the candidate server may receive a heartbeat message
from another server claiming to be the leader.

Raft is typically used to model replicated state machines.
Leaders receive state machine commands and write them to a
local log which is then replicated to followers in a batching
approach. Once a command submitted to a leader has been
logged and replicated to a majority of nodes of the cluster,
the command is considered committed, and the leader applies
the command to its own state machine and responds to the
client with the logs. In the event of a server restart, the server
replays the committed entries in its logs to rebuild the state
of the server state machine.

According to the Raft algorithm a set of nodes can maintain
a consistent shared data record. Each node can be a Master
or a Candidate, and it sends messages to system nodes. If
the Master fails, a new Master controller is chosen, following
the process prescribed by Raft. Data records are funneled to
the memory and then replicated throughout the cluster, and
then through the leader. The leader checks all the data records
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Fig. 2. Raft Consensus Algorithm.

and uses the election algorithm to ensure consistency.In our
network we use Raft, so each node has a role either Master,
Controller or Worker.

III. RELATED WORK

The use of a single SDN controller offers flexibility and
efficiency in network management, but leads to problems such
as single points of failure and scalability issues. Existing stud-
ies propose multiple SDN controller architectures to address
the above issues. The synchronization of the network state
information among controllers is a critical problem, known as
the controller consensus problem. To synchronize the network
information between controllers, a proper consistency model
should be chosen. Strong consistency and eventual consistency
are two consistency models commonly used in distributed
systems.

Many papers have proposed systems for SDN. The authors
of [5] introduce a multicontroller SDN architecture, which
employs a Fast Paxos based Consensus (FPC) algorithm to
handle the consensus between multiple SDN controllers. The
concept of leader election is also supported, as three roles,
namely Listener, Proposer, and Chairman are applied to
different controllers. The proposal was tested on a small-scale
multicontroller architecture. In this research the evaluation of
the performance was conducted in an ODL (OpenDaylight)
Clustering on 3-node clustering. The FPC is composed of
four phases, namely Propose, Accept, Update, and Adjust. A
controller maintains a table that records its current controller
state.

Hyperflow [6], [7] is described as a flat design. It is a dis-
tributed event-based control plane for OpenFlow. HyperFlow
is logically centralized but physically distributed: it provides
scalability while keeping the benefits of network control cen-
tralization. By passively synchronizing network-wide views of
OpenFlow controllers, HyperFlow localizes decision making
to individual controllers, thus minimizing the control plane’s
response time to data plane requests. HyperFlow is resilient to
network partitioning and component failures. It also enables
interconnecting independently managed OpenFlow networks,
an essential feature missing in current OpenFlow deployments.
The network is structured into several domains, where each
domain is controlled by a controller situated within its own
local network view. Controllers communicate with others

through their east-westbound interfaces to get the global view
of the network. Each controller only processes flow requests
sent from the switches that belong to its local domain. Net-
work events (e.g., flow information, routing information) are
transmitted based on specific publish/subscribe mode among
controllers [6].

Onix uses Paxos Consensus [8]. It is a multiple SDN
controller architecture that provides a control application with
a set of general APIs to facilitate access to the network state. It
adopts a distributed architecture approach to offer the program-
matic interface for the upper control logic and uses Network
Information Base (NIB) to maintain the global network state.
In Onix, the controller stores network information in key
value pairs by utilizing the NIB, which is the core element of
the model. It synchronizes the network state by reading and
writing to the NIB, thus it provides scalability and resilience
by replicating and distributing the NIB across multiple NIB
instances. Once a change of a NIB on one Onix node occurs,
the change will be propagated to other NIBs to maintain the
consistency of the network.

ONOS [9] stands for Open Network Operating System. It
uses Raft, it provides the control plane for a SDN, managing
network components such as switches and links, and running
software programs or modules to provide communication ser-
vices to end hosts and neighboring networks. ONOS applica-
tions and use cases often consist of customized communication
routing, management, or monitoring services for SDNs. [9].

Kandoo [10] is a typical hierarchical controller structure.
The root controller communicates with multiple domain con-
trollers to get the domain information, but the domain con-
trollers do not contact each other.

DISCO (DIStributed multi-domain SDN COntroller) [11]
is a distributed SDN controller scheme, implemented on top
of Floodlight. It was introduced to partition a wide area
network (WAN) into constrained overlay networks. A DISCO
controller manages its own domain and communicates with
other controllers via a lightweight and manageable control
channel to provide end-to-end network services.

Akka [12] is a toolkit used in ODL Clustering and is
responsible for communication and notification among con-
trollers. In the default clustering scheme, switches connect
to all controllers, and these controllers coordinate among
themselves to choose a master controller. The ODL uses the
Raft algorithm to reach controller consistency [2]. The Raft
consensus algorithm periodically elects a controller as a leader
controller, and all data changes will be sent to the leader
controller to handle the update.

As observed from the existing distributed controller archi-
tectures, the problem of single point of failure of the SDN
controller was solved using multiple distributed controllers.
The Copycat project is an advanced, feature-complete imple-
mentation of the Raft consensus algorithm that diverges from
recommendations. For instance, Raft dictates that all reads and
writes are executed through the Master Controller (node), but
Copycat’s Raft implementation supports per-request consis-
tency levels that allow clients to sacrifice linearizability and
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read from followers. Similarly, the Raft literature recommends
snapshots as the simplest approach to log compaction, but
Copycat prefers an incremental log compaction approach to
promote more consistent performance throughout the lifetime
of a cluster. Copycat’s Raft implementation extends the con-
cept of sessions to allow server state machines to publish
events to clients.

IV. OUR PROPOSAL

The proposed mechanism implements a novel network of
multiple controllers using the Raft consensus algorithm. It
supports the connection and coordination of multiple dis-
tributed SDN controllers to serve as backup controllers in
case of a failure. Moreover, multiple controllers allow data
load sharing when a single controller is overwhelmed with
numerous flow requests. In general, our approach can reduce
latency, increase scalability, and fault tolerance, and provides
enhanced availability in SDN deployments.

The proposed mechanism, as shown in Figure 3, consists
of a set of independent controllers (nodes), each one of which
stores the required data in its memory. Each controller (node)
is assigned with a unique id. In our implementation and
test scenario we used a number of nodes in different states.
Each one can be in one of three different states, namely
Master, Candidate or Worker. In the Master state the node
manages and controls the network while it can also process
data and send update information to the other controllers. In
the Candidate state the node can send and receive data to/from
the other nodes. A Candidate node with the updated data can
potentially transit to Master state if the current Master node
fails. Finally in the Worker state the node passively receives
data from Master or Candidate nodes.

If a Master node fails, the Raft election process is initiated
to elect a new Master node and avoid single point of failure
effects. In this process a node in Candidate state will be elected
and will act as Master node, while the previous Master node
will switch to Candidate state. Through this process the system
maintains its stability and fault tolerance.

Fig. 3. Proposed mechanism.

Inputs are introduced to the SDN multiple controllers net-
work by clients (nodes). When new data are introduced in
the mechanism by a node, according to the Raft protocol,
such data is forwarded to the Master Controller. Once the
Master Controller receives a series of information, it logs and
replicates these to all the mechanism controllers, which store
such data in their memory.

When the Master Controller receives a series of data, a
broadcast process is initiated to send such data to all nodes
in the network and update information in all controllers
accordingly. Information is stored in the memory of the Master
controller and its initial state is defined as not read. The
Master node sends data to all Candidate nodes and the latter
forward such data to their neighboring Worker nodes. The
Master node monitors if all Candidate nodes have received
and stores the new data to ensure that all of them have an
updated memory. Each Candidate node makes sure that it
records newly sent data, while it also monitors data records
to avoid duplicate ones. Consequently, each Candidate node
sends data to attached Worker nodes. During this process the
same approach is followed to ensure successful delivery of
data to all nodes.

When all nodes have successfully forwarded all data, the
mechanism transits to an ”OK” state when all controllers have
the same data stored in memory. If a controller receives new
data, then it stops being in the “OK” state and data shall be
sent to the other controllers and workers (neighbor nodes) of
the mechanism according to the procedure which has been
described previously.

In the proposed mechanism the main entity is the Raft node
which shall be deployed along with each SDN controller in an
SDN setup. Each node keeps in its memory a set of records
which adhere to the structure record (data, send). The variable
data holds the information to be exchanged and the variable
send is Boolean and is used to flag whether a specific record
has been successfully forwarded to the network. Nodes are
identified by a unique id.

The Raft consensus algorithm is used to coordinate the shar-
ing of information between nodes. It defines the creation of a
group of controllers (candidates) and the required processes to
elect one leader the Master controller. The Master is the one
who manages the data flow in the mechanism and leads the
group if it is active.

If the Master node fails, then a new Master node must be
elected through the mechanism process. Specifically, a time
is defined in which the Master sends a message to the other
controllers. If the message does not arrive in time, a Controller
node sends a message requesting to become the Master node.
In this case the other controllers respond, and the specific node
is designated as the Master node.

The main processes that nodes operate upon to maintain
consistency, stability, and availability are the following:

• The read process, that reads from the mechanism memory
and checks records and if those have been successfully
distributed to others.

• The send process that sends data to other controllers.

38Copyright (c) IARIA, 2022.     ISBN:  978-1-68558-007-0

SECURWARE 2022 : The Sixteenth International Conference on Emerging Security Information, Systems and Technologies

                           50 / 106



• The send-to-all process, that is responsible for iteratively
sending data to all neighboring controllers.

V. PERFORMANCE EVALUATION

To evaluate the performance of the proposed mechanism
we conducted a network simulation. Also we compare it with
other mechanisms in terms of consensus time, distribution
time, data access time and presenting test results.

A. Experimental Setup

Table II shows the main simulation parameters.The system
on which the simulation was performed was based on an AMD
Ryzen 5, 4500 U CPU and the goal was to evaluate the time
required for the main functionalities of the proposed design.

TABLE I
SIMULATION PARAMETERS

Parameters Value
Consensus algorithm Raft

Data In all node types
Number of controllers 10

Number of Workers per Controller 2
Test environment Windows 10

Hardware AMD Ryzen 5, 4500 U
Compiler NetBeans 8.2

Code Java

To evaluate the proposed approach, we have run an ex-
periment to assess the time response of the algorithm. We
first run an experimental simulation of a failure scenario in
which the proposed algorithm is executed for 100 sec for a
mechanism with 30 controllers, 10 of which run as Master
nodes and 20 run as Worker nodes. We check that data is
being transferred correctly between nodes. In this scenario we
assume that at a specific time point, around 20 sec after the
start, the master node fails. The main objective is to maintain
mechanism stability at all times and avoid the effects of a
single point of failure.

To extend the initial scenario, another test was also exe-
cuted, in which the newly elected Master nodes drop at time
points around 20 sec, 30 sec and 60 sec respectively. All nodes
have been monitored to test the read and write performance
in each node (in Master, Controller or Worker states).

In the tests, all the nodes except those of the original Master
node and the Worker nodes connected to it have the same data
after the initially set Master node crashes. Another node is
elected as the new Master node. This is repeated a number of
times during the execution of the experiment.

The proposed mechanism reduces the network overhead.
Moreover, it maintains the proper network operation, even
when there is a controller failure. Moreover, it offers controller
synchronization, as all network controllers have the same
data. In addition, it preserves it’s reliability, scalability, fault
tolerance, and interoperability. In the event of Master node
failure, a new master controller would be selected to take the
control of the network. The mechanism of choosing a new
master is through the Raft consensus algorithm process, so

the proposed mechanism enjoys high availability rates. The
conducted experiment simulates the operation of a distributed
mechanism consisting of remote computers or systems.

B. Results

During the tests we compare the proposed mechanism
and the Paxos-based mechanism [8], in terms of consensus
time, distribution of normalized consensus time, and data
access time. The consensus time is the time that elapses
from when a transaction is created to when the transaction is
committed.According to the research these are closest to our
approach and are implemented according to distributed SDN
multiple controller architecture and consensus algorithms.

TABLE II
COMPARISON OF PROTOCOLS/ALGORITHMS

Feature Proposed CopyCat Raft Paxos
Consensus algorithm Raft Raft Paxos

Controllers 10 1 3
Workers 2/controller 1 client 6 End Users

Time to read data 10 ms 0.20 s 6.425 ms
Time to write/send data 10.4 ms 0.40 s 17.814 ms
Time to elect a Master 10.06 ms 0.060 s 28 ms

Fig. 4. Comparison of Protocols/ Algorithms.

Table II shows the basic features of the proposed mechanism
in comparison to the CopyCat project and a Paxos-based
system [8], that we have tested. All models are using con-
sensus algorithms and a distributed SDN multiple controller
architecture. As is shown in Table II, through the comparison
between the Copycat project and the proposed mechanism
it is clear that Copycat requires more computing resources
than the proposed mechanism and this makes Copycat less
reliable for large scale networks. Also, the time required for
reading, writing and sending data is higher than the other two
mechanisms. The average time that the Copycat system needs
to start and elect a Master Controller is 23.23 seconds.
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Fig. 5. Read and Write Average Time.

The consensus time of the proposed mechanism is stable.
Also, the Write/ Send Data time is stable and low (see Figure
5); the proposed protocol needs 10.4 ms. Low and stable times
for reading and sending data can improve the mechanism
performance and offer a stable and functional mechanism
architecture. Furthermore, all controllers had the same data
even after a controller drop in our simulation environment of
100 seconds; the network maintains its stability.

Fig. 6. Controller election Time with Raft.

The test results have shown that for the proposed mechanism
the average required time for Master node election is 10.06
ms (see Figure 6). It is stable and low, as shown in Fig. 4 and
described in Table II.

VI. CONCLUSION

SDN is a promising paradigm for network management
because of its centralized network intelligence. However,
the centralized control architecture of SDNs raises
challenges regarding reliability, scalability, fault tolerance
and interoperability. The existing solutions which were
analyzed in literature are not offering high-throughput,
fault-tolerance, and controller synchronization. We proposed
a novel implementation, based on the Raft algorithm, that can
efficiently synchronize the network state information among
multiple nodes, thus ensuring good performance at all times
irrespective of the traffic dynamics. Further, the proposed
mechanism supports high-throughput, fault-tolerance, and
controller synchronization. Our simulation results have

shown that the proposed mechanism can support Multiple
Controllers, as it maintains stability (all nodes have the same
data, after a Master node failure) and the average required
times are low. The average time it takes to read, write in
memory, and send data to neighbor controllers is low and
stable. Also, the time it takes to elect a new controller is
also low. In our proposal, multiple controllers maintain a
consistent global view of the network. This is achieved by
employing the Raft consensus protocol to ensure consistency
among the replicated network states maintained by each
controller.

This work has been partly supported by the University
of Piraeus Research Center and also was funded in part by
the Research Council of Norway under project nr. 310105
”Norwegian Centre for Cybersecurity in Critical Sectors”.
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Abstract—Traditional malware detection methods struggle to
quickly and effectively keep up with the massive amount of newly
created malware. Based on the features of samples, machine
learning is a promising method for the detection and classification
of large-scale, newly created malware. The current research trend
uses machine-learning technologies to rapidly and accurately
learn newly created malware. In this paper, we propose a
malware classification framework based on Graph Contrastive
Learning (GraphCL) with data augmentation. We first extract
the Control-Flow Graph (CFG) from portable executable (PE)
files and simultaneously generate node feature vectors from
the disassembly code of each basic block through MiniLM, a
large-scale pre-trained language model. Then four different data
augmentation methods are used to expand the graph data, and
the final graph representation is generated by the GraphCL
model. These representations can be directly applied to down-
stream tasks. For our classification task, we use C-Support Vector
Classification (SVC) as a classification model. To evaluate our
approach, we made a CFG-based malware classification dataset
from the PE files of the BODMAS Malware Dataset, which
we call the Malware Geometric Multi-Class Dataset (MGD-
MULTI), and collected the results. The evaluation results show
that our proposal achieved Micro-F1 scores of 0.9975 and Macro-
F1 scores of 0.9976. According to our experimental evaluation,
the unsupervised learning approach outperformed the supervised
learning approach in Graph Neural Networks based on malware
classification.

Keywords—malware classification; graph contrastive learning;
data augmentation; unsupervised learning

I. INTRODUCTION

Fueled by the progress of software technology and the
internet’s development, thousands of malware are created
every day due to the proliferation of malware creation and
obfuscation tools. Such a massive flood of data poses a con-
siderable challenge to malware analysts and security response
centers (SOCs). Traditional malware detection methods cannot
continue to quickly and effectively detect such a massive
amount of newly created malware. In past decades, machine
learning has played an important role in information security,

especially in malware detection and classification tasks. It is
also a promising method to detect and classify large-scale
newly created malware using the features of samples.

In the field of static malware detection, the feature extraction
method of portable executable (PE) files used in the Endgame
Malware Benchmark for Research (EMBER) dataset [1] has
been widely applied. This feature extraction method directly
provides consistent feature vectors to researchers, allowing
individuals in the same field to compare their respective pro-
posed methods. The information related to software structure,
such as the Control-Flow Graph (CFG), is rarely extracted,
and most methods are based on surface analysis for extracting
statistical information as features. In addition, in most malware
detection and classification scenarios, the model is supervised
for end-to-end training.

Supervised learning requires manual labeling of a large
amount of data, and the model effect depends on the quality
of the labels. Therefore, the future research trend, which is ex-
ploring unsupervised learning methods, is critical for malware
detection and classification. In recent years, Graph Neural
Networks (GNNs) have made remarkable progress. We can
exploit their powerful representation ability to better represent
malware and improve the effectiveness of its detection and
classification. However, one remaining difficulty is how to
represent malware in graphical form. Since CFG is a natural
graph structure, we can generate the graph structure data of
malware by extracting CFG. Therefore, we seek to classify
malware by constructing a graph dataset and using unsuper-
vised learning. Since no publicly available graph classification
dataset exists for malware classification, we started by creating
such a dataset.

Our contributions can be summarized as follows:
• We propose a malware classification framework based on

graph contrastive learning under unsupervised learning.
• We retain the structural information of the samples ex-

tracted from CFG and embed the text features of each
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node with a pre-trained language model.
• We create a special graph dataset for malware classifica-

tion that can be used directly on GNNs.
• Our pre-trained model can effectively perform a low-

dimensional representation of malware with which a
variety of downstream tasks can be performed. We have
achieved good results on malware family classification
tasks.

The remainder of this paper is organized as follows. Section
II reviews related researches and highlights their methodolog-
ical differences. In Section III, we discuss the principles of
our proposed data augmented GraphCL-based static malware
PE classification system and its application to malware classi-
fication. In Section IV, we briefly discuss the implementation
details of our proposal. In Section V, we describe the cor-
responding experiments and evaluate their feasibility as well
as the advantages and limitations of our proposal. Finally, we
discuss our conclusion and describe future work in Section
VI.

II. RELATED WORK

Static malware detection allows a sample to be classified as
malicious or benign without executing it. In contrast, dynamic
malware detection is based on its runtime behavior and as well
as its analysis, including time-dependent system call sequences
[2]–[4]. Although static detection is not generally deterministic
[5], its advantages are also evident over dynamic detection,
which can identify malicious files before the samples are ex-
ecuted. Since 1995, various machine-learning-based methods
for static PE malware detection have been proposed [6]–[8].

A. Supervised-learning-based Methods

Saxe used histograms through byte-entropy values as input
features and multilayer neural networks for classification [7].
Raff et al. showed that fully connected and recursive networks
can be applied to malware detection problems [9]. They also
used the raw bytes of PE files and built end-to-end deep
learning networks [8]. Chen proposed robust PDF malware
classifiers with verifiable robustness properties [10]. Coull
explored malware detection byte-based deep neural network
models to learn more about malware and examined the learned
features at multiple levels of resolution, from individual byte
embeddings to the end-to-end analysis of models [11]. Rudd
proposed ALOHA, which uses multiple additional optimiza-
tion objectives to enhance the model, including multi-source
malicious/benign loss, count loss on multi-source detections,
and semantic malware attribute tag loss [12].

B. Supervised Graph Classification

Graph classification assigns a label to each graph to map
the graph to the vector space. A graph kernel is dominant in
history. It uses the kernel function to measure the similarity
between graph pairs and maps graphs to a vector space with
a mapping function. In the context of graph classification,
GNNs often employ readout operations to obtain a compact

representation at the graph level. GNNs have attracted a lot of
attention and demonstrated amazing results in this task.

The Dynamic Graph Convolutional Neural Network [13]
(DGCNN) uses K nearest neighbors (KNN), builds a subgraph
for each node based on the node’s features, and applies
a graph convolution to the reconstructed graph. The Graph
Isomorphism Network (GIN) [14] presents a GIN that adjusts
the weights of the central nodes by learning, theoretically
analyzes the GIN’s expressiveness better than such GNN
structures as the Graph Convolutional Network (GCN), and
achieves state-of-the-art accuracy on multiple tasks.

C. Unsupervised Graph Classification

Graph2vec [15] uses a set of all the rooted subgraphs around
each node as its vocabulary through a skip-gram training
process. Infograph [16] applies contrastive learning to graph
learning, which is carried out in an unsupervised manner by
maximizing the mutual information between graph-level and
node-level representations.

Recently, contrast learning has received much attention. It
has also been applied in the field of malware detection and
classification. Yang presented a novel system called CADE,
which can detect drifting samples that deviate from existing
classes, and explained detected drift [17]. EVOLIoT [18] is a
novel approach that combats “concept drift” and the limitations
of inter-family IoT malware classification by detecting drifting
IoT malware families and examining their diverse evolutionary
trajectories. This robust and effective contrastive method learns
and compares semantically meaningful representations of IoT
malware binaries and codes without expensive target labels.

III. PROPOSED DATA AUGMENTED GRAPHCL-BASED
STATIC MALWARE PE CLASSIFICATION

Our proposal is a data augmented GraphCL-based static
malware PE classification framework, which can obtain a
graph-level representation from malware. We directly extract
malware CFG from PE files and through graph contrastive
learning obtain a representation of the malware with a vec-
tor notation. Finally, malware representations can be per-
formed downstream for various tasks. Graph-level representa-
tion shows good performance on malware classification tasks.
Next we scrutinize the framework.

A. Raw Graph Generation

To train the GNNs, we need to produce graph datasets, and
the main task of this module is to convert PE files into raw
graphs. The overview of raw graph generation is shown in Fig.
1.

1) CFG Structure and Disassembly Code: First, the CFG
information is extracted from the original PE file samples,
the structure information of the basic blocks is retained, and
the disassembly code of each basic block is extracted. Each
basic block of CFG has a corresponding disassembly code,
and the relationship between each basic block is directional.
Disassembly codes need to be transformed into feature vectors
of specific dimensions to train GNNs. Since the malware CFG
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Figure 1. Raw graph generation for proposal

is usually a very large graph, extracting the CFG is very
time consuming. Since the disassembly code in each basic
block of CFG contains rich semantic information, we need to
completely exploit that information and suitably embed it, for
example, using a large pre-trained language model.

2) Pre-trained Language Model MiniLM: MiniLM is a
method released by Microsoft based on reducing large-scale
transformer pre-trained models into smaller models [19]. This
Deep Self-Attention Distillation (DSAD) method uses large-
scale data for pre-training. The model we use is called “all-
MiniLM-L12-v2,” which has a 1-billion-sized training set and
is designed as a general-purpose model. MiniLM model is a
12-layer transformer with a 384 hidden size and 12 attention
heads that contain about 33 M parameters. It maps sentences
and paragraphs to a 384-dimensional dense vector space and
can be used for tasks like clustering or semantic search. This
model is the fastest generation of related studies and still
provides good quality. In this step, a 384-dimensional dense
vector is generated for each CFG node using the pre-trained
model. This vector is added to the corresponding nodes of
the directed graph to generate complete graph data with node
feature vectors. These directed graphs are used as our raw
graph data.

B. Data Augmentation for Graphs

We used the following four data augmentation methods. As
shown in Fig. 2, our proposal uses two of them. The best
combination is explored in Section 5.

1) Node Dropping: Randomly discard some parts of the
vertex and its connections. The missing parts of the vertices
do not affect the semantic meaning of the graph, and so the
learned representation is consistent under the disturbance of
nodes. The dropping probability of each node follows a default
Bernoulli uniform distribution (or any other distribution).

2) Edge Perturbation: Randomly add or remove a certain
ratio of edges so that the learned representation is consistent
under edge perturbation. The prior information of the represen-
tation is that adding or removing some edges does not affect
the semantics of the graph. The dropping probability of each
node follows a default Bernoulli uniform distribution. We only
used Edge Removing in this evaluation.

3) Attribute Masking: Randomly removing the attribute
information of some nodes motivates the model to use other

information to reconstruct the masked node attributes. The
masking probability of each node feature dimension follows
a default uniform distribution. We only used simple Feature
Masking.

4) Subgraph Sampling: Use random walk subgraph sam-
pling [20] to extract subgraphs from the original graph. The
basic assumption is that a graph’s semantic information can
be preserved in its local structure.

Table I overviews the data augmentation for graphs. The
default augmentation (dropping, perturbation, masking) ratio
is set to 0.1, and the walk length is set to 10.

TABLE I. OVERVIEW OF DATA AUGMENTATION FOR GRAPHS

Data Augmentation Type Default Setting
Node Dropping Nodes, edges Bernoulli distribution (ratio = 0.1)

Edge Perturbation Edges Bernoulli distribution (ratio = 0.1)
Attribute Masking Nodes Uniform distribution (ratio = 0.1)

Subgraph Sampling Nodes, edges Random Walk (length = 10)

C. Graph Contrastive Learning

Motivated by recent developments in graph contrast learn-
ing, we propose a graph contrast learning framework for
malware classification. As shown in Fig. 2, in graph contrast
learning, pre-training is performed by maximizing the agree-
ment between two augmented views of the same graph by
contrast loss in the potential space. The framework consists
of the following four main components:

1) Graph Data Augmentation: Throughout the GraphCL
framework, given graph data G, two related augmented graphs,
Ĝi, Ĝj , are generated as positive sample pairs by data augmen-
tation.

2) GIN-based Encoder: GIN-based encoder f(·) is used
to generate graph-level vector representation. There are three
layers in the GIN-based encoder, and the hidden layer has 64
dimensions. Through the readout function, the embedding of
all the nodes is summed to obtain initial graph representation
hi, hj for augmented graphs Ĝi, Ĝj . Graph contrast learning
does not apply any constraint to the GIN-based encoder.

3) Projection Head: Nonlinear transformation g(·), called
a projection head, maps the augmented representations to
another latent space. Contrast loss is computed in the latent
space, and zi, zj are obtained by applying a two-layer percep-
tron (MLP).
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Figure 2. Proposed malware graph contrastive learning framework for graph representation generation

4) Contrastive Loss Function: Contrastive loss function
L(·) is defined to enforce the maximum consistency between
positive pairs zi, zj and negative pairs. Here we exploit the
normalized temperature-scale cross-entropy loss (NT-Xent)
[21] [22] and obtain a graph-level final representation of zG.

D. Graph Classification

By pre-training with GraphCL, we can obtain a valid graph
representation zG. To further verify the effectiveness of our
method, different classification models can be chosen for the
process, such as random forest, logistic regression, SVM,
etc. We chose C-Support Vector Classification (SVC) as the
algorithm to validate our pre-trained model’s effectiveness.

IV. IMPLEMENTATION DETAILS

We verified the effectiveness of our proposed contrastive
learning framework by implementing it with open-source
libraries. The implementation details are introduced in this
section.

A. Malware Geometric Multi-Class Dataset

1) PE Files Source: Our PE file sample was obtained from
the BODMAS Malware Dataset [23]. The software types of
all the PE file samples used in our dataset are executable
files under an x86-architecture Windows platform without any
Dynamic Link Library (DLL) type.

2) Dataset Description: From the BODMAS dataset, we
selected eight families of malware and took 500 samples
from each family, for a total of 4000 samples in our dataset.
Our dataset is named MGD-MULTI. The malware family
distribution information is shown in Table II.

Due to the difficulty of collecting benign samples and the
imbalanced data problem, we did not include white samples
in our multi-class dataset. In our previous malware detec-
tion work [24], the MGD-BINARY dataset contained benign
samples. We used almost the same GIN model to represent
the PE samples, with a slightly different operation of the
READOUT layer this time compared to the GIN model in

TABLE II. MALWARE FAMILY DISTRIBUTION OF MGD-MULTI

Family Name Category Name Origin Count Selected Count Graph Data Size
sfone worm 4729 500 3.2 GB
upatre trojan 3901 500 879.4MB
wabot backdoor 3673 500 4.1 GB

benjamin worm 1071 500 263.1MB
musecador trojan 1054 500 1.5 GB

padodor backdoor 655 500 2.9 GB
gandcrab ransomware 617 500 6.6 GB
dinwod dropper 509 500 3.3 GB
Total - 16209 4000 22.7 GB

our previous work, giving the final representation a higher
vector dimensionality. Based on our previous research, we
believe that the GIN model can effectively distinguish benign
samples from malicious ones. In future work, we will add
benign samples to our dataset.

Among the different types of malware, we chose families
that are more common and have a relatively large number in
BODMAS. Due to some limitations of the CFG extraction tool
for the PE files we used, many samples couldn’t be recognized,
causing extraction failure. In addition, for large PE file sam-
ples, the process of extracting CFG is very time-consuming.
Since the extraction of some samples will fail, we selected a
family with more than 500 samples in BODMAS and relatively
small original PE files. We further improved the efficiency
by only selecting successful samples whose total extraction
time is less than 20 seconds in which the total extraction
time includes the time of the feature vectors generated by the
pre-trained language model. We finally got our MGD-MULTI
whose extracted graph data statistical information is shown in
Table III.

TABLE III. GRAPH STATISTICS OF MGD-MULTI

Dataset # Graphs #Classes #Features Avg. #Nodes Avg. #Edges
MGD-MULTI 4000 8 384 3861.75 5494.82

3) Dataset Splitting: We split 4000 pieces of data in MGD-
MULTI into training, validation, and testing sets of 50%, 20%,
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and 30%, respectively. Since the results of the validation set
and the test are similar, only the test set results are shown.

4) Pre-trained Language Model MiniLM: SentenceTrans-
formers is a python framework for state-of-the-art sentence,
text, and image embeddings. The initial work was described
in a paper from the Sentence-Bidirectional Encoder Represen-
tations from Transformers (Sentence-BERT) [25]. We used the
MiniLM model provided by the SentenceTransformers library
with the model name, all-MiniLM-L6-v2. The model details
used in this paper are shown in Table IV.

TABLE IV. PRE-TRAINED MINILM MODEL DETAILS

Name all-MiniLM-L12-v2
Base Model microsoft/MiniLM-L12-H384-uncased

Max Sequence Length 256
Dimensions 384

Normalized Embeddings true
Size 120 MB

Pooling Mean Pooling
Training Data 1B+ training pairs

5) Graph Contrastive Learning: PyGCL [26] is a PyTorch-
based open-source Graph Contrastive Learning (GCL) library,
which features modularized GCL components from published
papers, standardized evaluation, and experiment management.
The batch size of all the experiments is 128, and the optimizer
is Adam with a learning rate of 0.0001.

V. EVALUATION AND DISCUSSION

In this section, we apply the GraphCL model and discuss
the experiment results and limitations of our method.

A. Evaluation Metric

We used the following evaluation metrics to assess the
performance of our proposed models:

• The Micro-averaged F1 score is defined as the harmonic
mean of the precision and recall:

MicroF1-score = 2× Micro-Precision × Micro-Recall
Micro-Precision + Micro-Recall

• The Macro-averaged F1 score is defined as the mean
of the class-wise/label-wise F1-scores:

MacroF1-score =
1

N

i=0∑
N

F1-scorei

where i is the class/label index and N is the number of
classes/labels.

B. Evaluation Results

Next we apply the GraphCL model and discuss the experi-
ment results of our method.

1) Different Data Augmentation Combination Results: We
selected five different data augmentation methods: Identical
(I), Edge Removing (ER), Node Dropping (ND), Feature
Masking (FM), and Random Walk Subgraph (RWS). To
compare the different data augmentation approaches on the
GraphCL model, we used both data augmentation approaches
for the input graph itself (Identical + Identical) as the GraphCL

model baseline. We also tried different combinations of data
augmentation, such as ER and ND, FM and ND, FM and
ER, RWS and ER, RWS and ND, and RWS and FM. The
experimental results are shown in Table V. The best two data
augmentation combinations were RWS and FM. We obtained
the best Micro-F1 (0.9958) and Macro-F1 (0.9959).

TABLE V. DIFFERENT AUGMENTATION COMBINATIONS

Method (+SVC) Augmentation1 Micro-F1 Macro-F1
GraphCL I + I 0.9883 0.9883
GraphCL ER + ND 0.9925 0.9924
GraphCL FM + ND 0.9942 0.9942
GraphCL FM + ER 0.9942 0.9942

GraphCL RWS2+ ER 0.9950 0.9949
GraphCL RWS + ND 0.9950 0.9949
GraphCL RWS + FM 0.9958 0.9959

1 Default ratio setting is 0.1.
2 RWS uses a default walk length setting of 10.

2) Best Combination with Different Ratio Results: In the
previous set of experiments, we found that the best data
augmentation combination is RWS + FM. Based on this
combination, we also investigated the results on different ratios
on the FM side, and the FM results on different ratios are
shown in Table VI.

TABLE VI. BEST COMBINATION WITH DIFFERENT RATIO RESULTS

Method (+SVC) Augmentation (Ratio) Micro F1 Macro F1
GraphCL RWS1+ FM (0.1) 0.9958 0.9959
GraphCL RWS + FM (0.2) 0.9967 0.9967
GraphCL RWS + FM (0.3) 0.9975 0.9976
GraphCL RWS + FM (0.4) 0.9958 0.9958
GraphCL RWS + FM (0.5) 0.9942 0.9941

1 RWS uses a default walk length setting of 10.

3) Comparison of Different Methods: Our previous studies
focused on supervised learning. This study is a graph con-
trastive learning method in an unsupervised setting. Baseline
1 is a direct graph-level encoding of an input graph using GIN
as an encoder, and then the embedding effect is evaluated using
SVC. Baseline 2 is data augmentation using the input graph
itself. Baseline 3 is our previous work [24] on graph classifica-
tion, trained using the GIN model in a supervised setting, with
a two-layer MLP directly connected after the readout layer
for direct classification. A comparison of different methods is
shown in Table VII. GraphCL with a setting of RWS + FM
(0.3) achieved the best classification results.

TABLE VII. COMPARISON OF DIFFERENT METHODS

Name Method Type Micro-F1 Macro-F1
Baseline 1 GIN-Encoder + SVC U1 0.9617 0.9620
Baseline 2 GraphCL (I + I) + SVC U 0.9883 0.9883

Baseline 3 GIN + MLP (Previous work [24]) S2 0.9958 0.9957
Proposal GraphCL (RWS + FM 0.3) + SVC U 0.9975 0.9976
1 U denotes unsupervised learning.
2 S denotes supervised learning.

We used t-SNE technology to visualize the embedding
of Baseline 1 and our proposed method. As shown in Fig.
3, the method of Baseline 1 has already clustered some
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(b) Proposal: GraphCL (SS+FM 0.3)

Figure 3. t-SNE visualization of Baseline 1 and Proposal

categories, such as the malware of the “padodor” family, but it
cannot cluster the “gandcrab” family well. On the other hand,
our comparative learning model proposal can better cluster
different categories in the eight classes, and a large distance
between different categories is maintained.

C. Current Limitations

GraphCL (I + I) is a combination of two Identical, and
the effect is equivalent to turning a training set of N samples
into 2N samples. The same data model is learned twice for
the same data, so the obtained result naturally outperforms
GIN-Encoder. The RWS + FM method is most effective
because neither method changes the structural information of
the original graph. The RWS method samples a subgraph that
is smaller than the structure of the original graph, but still
retains most of the original graph’s structure. For the FM
method, the original graph structure is not changed at all, but
the values of some dimensions of the node feature vectors
are masked, which makes the node features more robust. On
the contrary, the other two methods (ER and ND) change the
original graph structure more, so the results are lowered.

Because of the relatively large graph structure we extracted
from the PE file and the high dimensionality of the nodes in
each graph (384 dimensions), our result still leads to a slow
training of the GraphCL model even though the dataset size
is not too large, only 4000 pieces of data.

The training stage requires around ten minutes with GeForce
RTX 3090. We desire a better way to generate node features,
such as a lower dimensional in a method that retains its
effectiveness.

VI. CONCLUSION

We proposed the unsupervised learning of different families
of malware using graph comparison learning and the multi-
classification of learned vectors using SVC and obtained good

results. We extracted the CFG of the malware, embedded the
disassembly code in a basic block through a large pre-trained
language model MiniLM, and obtained a directed graph with
node features. The advantage of a directed graph is that it
contains the call structure information of the sample in addi-
tion to the features of each node. We also produced a multi-
classification dataset: MDG-MULTI. Unsupervised GraphCL-
based malware classification methods have surpassed graph-
based supervised learning methods, such as the Graph Isomor-
phism Network (GIN) for graph classification. In future work,
we will shift our focus to unsupervised learning.
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Abstract—In order to increase the security of Android appli-
cations, much effort is realised to assist developers in building
secure code that is robust against security attacks. In fact,
more attention is given to secure the development life-cycle,
from requirement analysis to design, coding to test, and every
step of the development process. Many security Integrated
Development Environment (IDE) plug-ins have been proposed
to assist developers in building secure applications. However, as
far as we know, there is no study reviewing the existing tools
and their effectiveness in detecting known vulnerabilities. The
objective of this paper is to close this gap. We developed a
classification framework of the current existing security IDE
plug-ins in the context of Android application development.
This classification framework allows to highlight salient features
about 14 selected tools such as: (i) the analysis-based approach,
(ii) the vulnerabilities checks coverage, and (iii) the development
stage on which these tools could be employed. Obtained results
allowed to establish an overview of secure Android applications
development. Limits such as: tools unavailability, benchmarks
incompleteness, and the need of dynamic analysis approaches
are among the significant findings of this study. We believe this
work provides useful information for future research on IDE
plug-ins for detecting Android related vulnerabilities.

Keywords—Android; Secure Coding; Classification Framework;
IDE Plugins.

I. INTRODUCTION

Mobile applications have become an integral part of our
daily life. Android operating systems maintain a leading posi-
tion with the most significant market share ”70 percent on Feb.
2022” [1]. In order to address Android users’ expectations,
the development of Android applications has been growing at
a high rate. As a result, Android applications have become
an ideal target for attackers to exploit users private data.
According to the official MITRE organisation data-source
for Android vulnerabilities [2], recent years witnessed the
most significant increase of Android security threats, ”1034
vulnerabilities the last couple years”. And it continues to
increase with ”34 vulnerabilities for only the two first months
of 2022”. These vulnerabilities could be exploited to create
harmful actions, such as creating malwares and stealing users
private information.

In exploratory studies [3][4], Android developers practices
are pointed out as the main reason for security vulnerabilities:
considering security as a third party activity; lacking awareness
about security measures; and making decision in an ad-hoc
manner are among the main reasons for considering developers
as the first creators of security vulnerabilities. To deal with
these issues, both industry and academia have started recently
to integrate security into the software development life-cycle,
shifting from just ensuring the development speed with letting
the security checks to external stakeholders, to employing new
software development paradigms such as DevSecOps [5]. In
these paradigms, developers are forced to adhere a secure de-
velopment process by means of training sessions and analysis
tools. In this context, it becomes essential to provide Android
developers with an overview of existing security analysis
plugins. This is the main contribution of our paper. After
selecting a sample of open source IDE tools, we proposed
a classification framework based on three dimensions: 1) the
analysis based approach (static or dynamic); 2) the covered
security vulnerabilities by each tool; and 3) the development
stage on which these tools could be employed. To limit the
scope of our study, the following factors are considered:

• We consider only tools integrated in the IDE environment,
• For industrial tools, we select only free and available

ones,
• For academic tools, if the tool is not available, our analy-

sis will be performed through reading the corresponding
published paper.

The rest of the paper is organised as follows. Section II
introduces material to understand the context and the com-
parison methodology. Section III summarises the existing
related works reviewing the IDE plugins used for securing
Android applications development. Section IV presents our
proposed classification frameworks. Based on this framework,
we present the results of our search and the analysis phases
in section V. We give a set of resulting observations in
Section VI. Finally, Section VII concludes the paper and
provides tracks for future work.
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II. BACKGROUND

Android provides a layered software stack composed of
native libraries and a framework as an environment for run-
ning Android applications. Developers implement different
types of applications: (i) natives, that restrict their access to
Application Programming Interfaces (APIs) provided by the
framework and, (ii) hybrids, that could also be web appli-
cations. Since considering the security of hybrid applications
should cover a wide range of potential security issues coming
from the web, our study covers only native applications.
These applications are built using four types of components:
activities, services, broadcast receivers and content providers.

Each Android application runs within its own sandbox,
which is an isolation mechanism during runtime. Conse-
quently, applications cannot communicate without having
proper permissions. Thus, permission system restricts the ac-
cess to applications, to its components and to system resources
(contacts, locations, images, etc) to those having the required
permissions. Permissions are declared by developers in the
manifest file. Their manipulation is shown in many studies
as the source of many security issues[6]: privilege escalation
resulting from the over declaration of permissions [7], com-
munication issues resulting from the use of undocumented
message types of intents [8], etc.

We focus on security vulnerabilities (Vi) that could be
mistakenly introduced by developers and exploited to craft
attacks (Ai). Based on the existing benchmarks such as
Ghera[9] that contains open source applications implementing
vulnerabilities, we started by considering a not exhaustive list
of vulnerabilities that belong to the following class of attacks
(we intend to extend this list in the future).

1) A1. Privilege escalation (PE): this attack occurs when
an application with less permissions gains access to the
components of a higher privileged application by exploit-
ing one of the following vulnerabilities: Pending Intent
with empty base action (A1.V1); Fragments Dynamic
Load (A1.V2); privileged component export (A1.V3);
permissions over-privilege (A1.V4) or weak permissions
checking (A1.V5).

2) A2. Data Injection: It consists of a malicious manipula-
tion of data to gain control over the system by exploiting
Ordered Broadcasts (A2.V1); Sticky Broadcasts (A2.V2);
Components use call(args) to invoke provider-defined
method (A2.V3) or External Storage (A2.V4)

3) A3. Code Injection: consists of injecting potentially ma-
licious code that is then interpreted/executed by the ap-
plication using Dynamic code loading without verifying
the integrity and authenticity of the loaded code (A3.V1)

4) A4. Information leaks: they occur when an application
private data are accessed by unauthorised applications
using Block Cipher algorithm in ECB mode (A4.V1)
or CBC mode (A4.V2) or encryption key stored in the
source code (A4.V3) or loading files from internal to
external storage (A4.V4)

5) A5. Android components hijack by exploiting Activities

that start in a new task (A5.V1); Applications with low
priority activities (A5.V2) or Pending Intent with implicit
base intent (A5.V3).

Note that for sake of space, more details of each vulnerability
are provided in Appendix [10].

The effectiveness of an analysis tool in detecting known
vulnerabilities is closely related to the analysis method used
by the tool. Analysis approaches are generally classified into 3
groups: (i) Static analysis, which inspects the program without
running it to identify coding flaws. It is performed over the
Abstract Syntax Tree (AST) that represents the syntax of a
programming language as a hierarchical tree-like structure.
Furthermore, formal verification can be used to identify er-
rors in code design. (ii) Dynamic analysis, which evaluates
the behaviour of the program while it is running based on
different methods among them: (1) bytecode Instrumentation
to determine how information flows in the program; and (ii)
software testing techniques such as Fuzzing to find unknown
vulnerabilities. Finally, (iii) Hybrid analysis combines both
static and dynamic analysis to improve analysis results.

III. RELATED WORKS

Recent works [11][12] present a general review of existing
tools for mobile applications. They list salient features such as
their supported IDEs, applicable languages and their abilities
to detect security vulnerabilities. However, they do not focus
on the Android ecosystem. We focus on Android, and provide
a more consistent analysis and finer applicability assets.

Mejı́a et al. [13] conducted a systematic review to establish
the state of the art of secure mobile development. They found
seven solutions for assisting secure development. These solu-
tions are classified based on: 1) the type of the use (method-
ologies, models, standards or strategies); and 2) the related
security concern (authentication, authorisation, data storage,
data access and data transfer). After analysing the results of
this research, we consider that the number of solutions is
limited regarding the real existing ones in the literature. In
addition, we found that none of the presented solutions is
proposed as a tool or a plugin for secure development. In
our work, the search and analysis process is more substantial.
Indeed, we present a more important number of solutions,
which are intended to be used as IDE plugins.

The closest work to our research is the assessment study
proposed by Mitra et al. [14]. It evaluates the effectiveness
of vulnerability detection tools for Android applications. The
authors reviewed 64 tools and empirically evaluated 14 vul-
nerability detection tools against the Ghera benchmark [9]
that implements each vulnerability inside a single Android
application. As a result, they found that the evaluated tools
for Android applications are very limited in their ability to
detect known vulnerabilities. The sample of tools in this study
is intended for use by pen-testers after the application release.
In addition, the evaluation process is limited to the academic
tools. In our work, we are interested in academic and industrial
free tools, which are specifically designed as security assisting
tools.
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We did not find existing research work that studies Android
IDE plugins from a security perspective. After analysing the
existing benchmarks, we consider that Ghera repository is the
most useful means for evaluating the analysis tools. Indeed,
Ghera summarises a non-exhaustive list of well known vulner-
abilities related to the development of Android applications.
It provides an open source Android application implementing
each vulnerability. Therefore, to conduct our study, we used
the same benchmark as Mitra et al. [14] to evaluate the list of
selected plugins.

IV. CLASSIFICATION FRAMEWORK AND METHODOLOGY

The classification framework aims to answer the following
questions: (i) Which IDE plugins are used to check Android
application vulnerabilities?; (ii) How the selected tools analyse
the checked vulnerabilities? (the adopted analysis approach);
(iii) What are the vulnerabilities among the presented ones
are covered by the selected tools?; and finally (iv) When
these tools can be used in the development process (speci-
fication, design, coding and testing). We present in Figure 1
the followed search methodology to identify relevant security
assistance tools.

A. Overview of the search methodology

This phase highlights the tools used by designers and/or
developers to prevent security issues in Android applications.
Our primary source of information were published academic
reviews [11] and public GitHub repositories [15] [16]. For
industrial plugins, we consider only free and available ones
extracted from the OWASP list[17]. We also included the tools
we investigated while we were building the PermDroid[18], a
tool to prevent permissions related security issues based on
formal methods. On the other hand, some excluding criteria
are considered: (i) Tools that do not work during the devel-
opment process like Anadroid [19] (malware detection), and
MassVet [20] (analyses packaged applications in Google-Play
store); (ii) Tools that cannot be used within the IDE e.g.
ComDroid [21] warns pen-testers of exploitable inter applica-
tions communication errors related to the released applications
(see investigations [22][14]); (iii) Tools that are integrated in
the IDE but are not concerned by security vulnerabilities,
like PMD [23]. These tools are used for checking coding
standards, class design problems, but cannot be used for
identifying code smells related to security issues.

B. Shallow analysis

The analysis process here is performed through only reading
the available documentation and/or the published correspond-
ing papers. We dug the documentations on many stages.
Some vulnerabilities such as A1.V4 (the over-privilege use of
permissions) have been investigated by some of our students
and revised by the first author of this paper. The remaining
vulnerabilities analysis is realised by the first author and
revised by the second author. Other features relevant to our
study are also extracted.

C. Deep analysis

In this phase we perform an experimental analysis that
completes the preceding one. It consists of performing an
empirical evaluation by running the selected tools against
the defined vulnerabilities according to the evaluation process
summarised in Figure 2.

Figure 2. Deep Analysis Process

This evaluation is conducted for only available and free tools
such as Sonarlint , Androidlint , FixDroid and FindBugs. We
attempted to experiment more tools but this was not possible
due to the unavailability of the tools. We contacted the authors
of PerHelper, 9Fix and Vandroid but we did not receive an
answer yet. Consequently, we decided to perform a second
iteration on the documentation analysis for the unavailable
tools instead of experimenting them (which was not possible).
Finally, as our study is on vulnerabilities that could be found
at the code level, our deep analysis could not be applied on
tools such as Sema, PoliDroid−As, Page because the inputs of
these tools are respectively: GUI Storyboards for Sema, Textual
specification for PoliDroid−As and Page of the application, and
not the application source code.

Figure 1. Search Methodology
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TABLE I
IDE SECURITY ANALYSIS TOOLS FOR ANDROID APPLICATIONS

Tool Name Ref. Year SD Stage Focus Approach Method Availability AV
Curbing [7] 2011 CR Permission Over-privilege Static, Manual AST No 2.2
Lintent [24] 2013 CR Communication static FM Ye 4.x
PermitMe [25] 2014 CR Permission Over-privilege Static AST No 5.0
Page [26] 2014 Spec Privacy policies Static NL No -
Vandroid [27] 2018 CR Communication Static FM No 9.0
Androidlint [28] 2019 CR Communication Static AST Yes all
Sema [29] 2019 Design General Security Properties Static FM Yes 10
PerHelper [30] 2019 CR Permission Over-privilege Static AST No 10
PoliDroid-As [31] 2017 Spec Privacy security policies Static NLP No 8
9Fix [32] 2021 CR General Code smells Static AST No 12
Sonarlint [33] 2021 CR General Code smells Static TA Yes 12
FindBugs [34] 2016 CR General Code smells Static AST Yes 7
Cocunut [35] 2018 Spec Privacy policies Static H Yes -
FixDroid [36] 2017 CR General Code smells Static AST Yes 7
1 AST: Abstract Syntax Tree; CR: Code Review; FM: Formal Methods; Spec: Specification;
2 SD Stage: Software Development Stage; AV: Android Version

V. ANALYSIS AND EVALUATION RESULTS

In this Section, we present analysis results of tools with
regards to the classification criteria presented in Section IV.

A. Shallow analysis

1) IDE plugins: As a result of the applied selection process.
We present 14 plugin for Android vulnerabilities analysis
(cf. Table I). We reported for each tool the software de-
velopment stage (SD stage), the type of covered security
vulnerabilities (Focus), the analysis approach, the analysis
method, its availability and the Android Version (AV), a useful
up-to-date information.

2) Analysis approaches: 98% of the analysis approaches
are static, mainly AST analysis and formal methods.

• Static AST Analysis Most of IDE plugins investigate
statically the program AST provided by the IDE such
as Sonarlint , FindBugs and AndroidLint. Other tools, such
as PerHelper, PermitMe and Curbing also investigate the
AST to find the declared permissions in the application
and the list of API calls requiring those permissions. The
goal is to detect extra declared permissions that are not
associated to any API call.

• Formal Methods: Lintent analyses the data-flow to for-
mally check flow information with regards to security
properties. Lintent uses the Formal Calculus for reasoning
on the Android inter-component communication API, and
Type and Effect to statically prevent privilege escalation
attacks on well typed components. In the same line, Sema
uses Formal Verification of security properties in order to
generate a secure code.

When comparing our observations with the security analysis
methods presented in Section II, we found that only some
static ones are adopted by studied plugins. Dynamic and
hybrid approaches are not referred despite their advantages.
We underline this point in detail in Section VI.

3) Security vulnerabilities: The shallow analysis covers all
the vulnerabilities of Appendix [10]. For each category, we
observe whether the associated vulnerabilities are covered (or

not) by the tools. We consider True Positive [TP] (resp. False
Negative [FN]) cases: a vulnerability is present and detected
(resp. not detected) by the tool. We identified three main
classes:

• Tools that are specialised in a specific and unique se-
curity concern were easy to investigate. Based on the
corresponding published papers for the plugins: Curbing,
PermitMe and PerHelper. They are clearly specialised in
detecting privilege escalation attacks (A1) resulting from
the extra use of permissions (V4) in the application. For
other tools such as 9Fix, the list of covered vulnerabilities
was explicitly declared in the related paper. Consequently,
it was easy to know that these tools detect A3.V1
vulnerability. Last but not least, Coconut, FindBug, Page
and PoliDroid−As cover other types of vulnerabilities not
included in our study.

• Tools specialised in detecting a specific type of attacks
but the number of covered vulnerabilities is too large are
less easy to investigate. As an example, Lintent could
theoretically detect a large number of vulnerabilities as it
formalises a notion of safety against privilege escalation.
Based on the related published paper, it was not easy to
decide whether the tool detects the vulnerability or not as
the described formal model was too general. Fortunately,
we found the list of covered vulnerabilities mentioned
in the corresponding git repository [37]. Thus, we found
that A1.V1, A1.V4 and A5.V4 are covered by the tool.
For Sema it is explicitly declared that it covers all the
vulnerabilities present in Ghera. However, we could not
experiment the tool as the inputs of Sema are graphical
storyboards and not source code.

• Finally, for industrial tools such as Androidlint , Sonarlint ,
FixDroid, it was hard to investigate the covered vul-
nerabilities based on the documentation. The scope of
these tools is general and the documentation is too
large. We found that the following vulnerabilities: A2.V1,
A4.V1, A4.V2, A4.V3 are covered by Sonarlint . For the
remaining properties, we did not found any information
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indicating whether they are covered by these tools or not.
4) Design Level: It is broadly admitted that security con-

cerns should be handled as early as possible during the
development. Secure development lifecycle (SDLC) method-
ologies have been adopted by many software organisations,
e.g., Microsoft through their Microsoft Security Development
Lifecycle (SDL) [38], OWASP with their SDLC and Software
Assurance Maturity Model (SAMM) processes [39], etc. Ta-
ble I shows that most tools focus on coding:

• Specification: PoliDoid−AS, Page, Cocunut
• Design: Sema, Vandroid
• Coding & Testing: Curbing, Lintent , PermitMe, Androidlint ,

Vandroid, 9Fix, PerHelper , Sonarlint , FindBugs, FixDroid.
On the one hand, we found that most of IDE plugins are
considered at the coding phase of the development life cycle.
They act as code review tools notifying developers about
their ”unconscious” security issues. On the other hand, a few
works allowing security checks at specification, design and
verification phases have been proposed.

B. Deep analysis results

The objective of this part of our study is to confirm shallow
analysis results with an experimental evaluation using Android
application benchmarks. We mainly focused on the considered
vulnerabilities, especially the A1 (privilege escalation) attacks.
Indeed, we found in CVE details [2], that privilege escalation
witnessed the most significant increase among the Android
security threats in the last couple years. Vulnerabilities related
to Privilege escalation also represent 69.9% of attacks against
Android applications. The results are published in the technical
report [10].

We can observe that the deep evaluation confirmed that
the following tools: Curbing, PermitMe, and PerHelper are
specifically oriented to detect over-privilege vulnerabilities
(A1.V4) and not the other vulnerabilities (A1.V1, A1.V2,
A1.V3, A1.V5). Our deep evaluation also confirmed that
none of the privilege escalation vulnerabilities are covered by
Sonarlint , FindBugs, FixDroid and Androidlint . For tools that
are not available (Vandroid and 9Fix), an additional careful
documentation-based analysis also confirmed that none of the
privilege escalation vulnerabilities is covered.

To conclude, none of the studied tools covers all the privi-
lege escalation attacks and we plan to tackle this limitation.

VI. DISCUSSION

Our analysis study raised some lessons:
• Tools outdatedness and availability: Since the creation

of the first version of Android in 2008, the system
and the framework levels have shown many security
improvements to protect users privacy. A new Android
version is released every six months. As a consequence,
most of the security assisting IDE plugins become out-
dated, and not able to deal anymore with new types
of application components, or new released APIs. Four
factors are of interest when considering outdated tools:
(i) the date of the last commit, (ii) the supported IDE

type, (iii) information leaks, (iv) the integration of the
tools within the last IDE versions. Besides observing that
the date of the last commit for many tools is old, most
tools are still supported by Eclipse only, which is no more
used for developing Android applications. Furthermore,
among the proposed tools, only a few is available for use
in real Android development projects. Hence, among the
14 analysed tools, eight academic tools are not available
for use.

• Tools Effectiveness: Tools such as Lintent , PerHelper,
PermitMe are based on Felt et al. [40] permission mapping
over-privileged applications detection. This permission
mapping is outdated and does not consider an accurate
permission set. Our study shows that none of the assessed
industrial plugin covers over-privilege vulnerabilities.

• Analysis approaches for security: as observed in Sec-
tion II, most tools use static approaches to extract in-
formation that enables to check the validity of security
properties patterns. As a first direction of improvement,
static analysis performances of IDE plugin could be
improved by adopting complementary analysis techniques
such as Symbolic Execution, to allow sound results in
case of inter-component communication analysis. Other
static analysis techniques have started being used by static
analysis tools like SonarQube. The latter tool performs
Static Taint Analysis to detect vulnerabilities related to
fault injection. Finally, we were surprised to observe
that none of the investigated tools takes advantage from
the integrated IDE Android simulator to perform dy-
namic analysis. Adopting dynamic analysis approaches
could be an interesting direction to improve security
IDE plugin analysis results. This enables to analyse API
calls performed dynamically. Furthermore, other dynamic
analysis techniques could be used such as dynamic code
instrumentation to exploit run-time source code, and
fuzzing as a software testing technique for automatic
input generation.

• Benchmark availability and incompleteness: Ghera is an
excellent reference to be used to evaluate the security
analysis plugins that deal with open source projects, as it
implements an open source application with most known
vulnerabilities. However, it suffers from the lack of some
vulnerabilities, such as service hijack. It also suffers from
the lack of a complete description (component hijacking
description). Availability of more relevant benchmarks
could be a real breakthrough towards more thorough
security analysis.

VII. CONCLUSION AND FUTURE WORK

In order to secure Android applications development against
software vulnerabilities, it is necessary to integrate security
in the software development cycle for assisting developers.
In this paper, we provided Android developers an overview
of existing security analysis plugins capabilities with regards
to Android application development. To provide meaningful
and exploitable results, we performed two types of analysis: a
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shallow analysis, then an experimental analysis for evaluating
the selected IDE plugins security coverage against the defined
vulnerabilities. In the empirical part of our study, we mainly
focused our efforts on privilege escalation vulnerabilities as
these ones are among the hardest vulnerabilities to mitigate,
and are related to a complementary research work within our
team. Our study highlighted two main research gaps, which
could benefit from future work such as: the need of developing
tools that cover the whole life-cycle; and enrich the existing
benchmarks by new open source applications implementing
other Android related vulnerabilities.

The main perspectives related to our work will consider:
1) Extending the list of analysed vulnerabilities to better
cover the presented attacks; 2) adding new attacks related
to networking, web and phishing; 3) and completing the
empirical analysis step.
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Abstract—Globally identifiable, internet-connected embedded
systems can be found throughout critical infrastructures in
modern societies. Many of these devices operate unattended for
several years at a time, which means a remote software update
mechanism should be available in order to patch vulnerabilities.
However, this is most often not the case, largely due to interoper-
ability issues endemic to the Internet of Things (IoT). Significant
progress toward global IoT compatibility has been made in recent
years. In this paper, we build upon emerging IoT technologies
and recommendations from IETF SUIT working group to design
a firmware update architecture which (1) provides end-to-end
security between authors and devices, (2) is agnostic to the
underlying transport protocols, (3) does not require trust anchor
provisioning by the manufacturer and (4) uses standard solutions
for crypto and message encodings. This work presents the design
of a firmware manifest (i.e., metadata) serialization scheme based
on CBOR and COSE, and a profile of CBOR Web Token (CWT)
to provide access control and authentication for update authors.
We demonstrate that this architecture can be realized whether
or not the recipient devices support asymmetric cryptography.
We then encode these data structures and find that all required
metadata and authorization information for a firmware update
can be encoded in less than 600 bytes with this architecture.

Index Terms—ACE; SUIT; COSE; IoT; security.

I. INTRODUCTION

The need for secure firmware updates in the Internet of
Things (IoT) has been apparent for several years. Seen in a
longer perspective, the IoT is still in its infancy, and the current
situation regarding software updates for IoT is comparable to
personal computers in the 1990s [1]. Most embedded systems
do not have a system in place for remote software updates,
which means device operators must manually download and
install them on each device [2]. As a result, many IoT deploy-
ments are simply never updated, even after vulnerabilities are
found, because the labor cost outweighs the perceived benefit.

The IoT is traditionally characterized by a lack of standards,
which incentivizes companies to develop proprietary solutions
[3]. For example, Texas Instruments (TI) and Amazon Web
Services introduced an update framework specifically for TI
devices running Amazon FreeRTOS [4]. This approach leads
to vendor lock-in, where each manufacturer offers mutually
incompatible software ecosystems. This ultimately hurts the
industry and consumers: it prevents end users to freely com-
pose networks of devices from different manufacturers, and
it creates prohibitively high costs for smaller companies to
enter the market and compete, whose only option might be to

Authorization
Server	(ACE)

Client	(ACE)
Author	(SUIT)

access	token	(ACE)

manifest	(SUIT)

firmware	image

Firmware	Server	(SUIT) Resource	Server	(ACE)
Firmware	Consumer	(SUIT)

Fig. 1. Our proposed firmware update architecture, combining ACE authoriza-
tion mechanisms with proposed Software Updates for IoT (SUIT) solutions.

become sub-providers to providers of proprietary ecosystems.
Embedded systems come with a wide range of hardware,
operating systems, capabilities and constraints, which should
not be a reason for incompatibility. New standards, such as
6LoWPAN [5], DTLS [6], CoAP [7] and OSCORE [8], enable
secure IPv6 networking on devices with only tens of kilobytes
of RAM, resulting in constrained devices being globally
addressed with internet protocols. Although the content of
firmware updates varies between devices, an industry-wide
standard for the distribution of these updates enables the
desired interoperability, where the same update infrastructure
can serve multiple, or heterogeneous, deployments, instead
of requiring several custom solutions. The need for common
standards in the area and its challenges is identified within the
Internet Engineering Task Force (IETF) standard [9] leading to
the formation of the Software Updates for IoT (SUIT) working
group. To have long term impact, a secure update framework
must support existing embedded systems and systems which
have yet to be conceived. The working group describes a
firmware update solution consisting of three components: a
mechanism for transporting updates, a manifest containing
metadata about the update, and the firmware image [10]. SUIT
suggests the following design requirements for the update
architecture: (i) agnostic to firmware image distribution, (ii)
friendly to broadcast delivery, (iii) built on state-of-the-art
security mechanisms, (iv) not vulnerable to rollback attacks,
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(v) minimal impact on existing firmware formats, (vi) enables
robust permissions controls and (vii) diverse modes of opera-
tion.

Among the challenges of specifying and implementing an
architecture to meet these requirements are how to solve access
control and credential management. Without adequate security,
an update mechanism becomes an attack vector in itself, and
can be used to install malware or simply brick devices. Hence,
IoT devices must be able to verify the origin and integrity of
the firmware specified in the manifests, and the permissions
of the update author. In this paper, we present a solution to
this problem based on the Authentication and Authorization
for Constrained Environments (ACE) framework. A high level
illustration is shown in Figure 1. The main contributions of this
work are presented through the following sections:
IV A firmware manifest design and update architecture,

based on the ACE framework and SUIT recommenda-
tions, to provide both authentication and authorisation
mechanisms for secure updates.

V Proposals for the use of CBOR Web Tokens (CWT) for
Proof-of-Possession (PoP) in the update architecture.

VI An implementation and evaluation of the manifest and
access tokens described in Sections IV and V.

The rest of the paper is organized as follows. The IoT security
standards providing the basis of our update architecture are
discussed in Section II. Related work is presented in Section
III. In Section VII we discuss the security consideration of the
proposed architecture, and conclude the paper in Section VIII.

II. BACKGROUND AND THREAT MODEL

This section presents IoT security standards and protocols
which form the basis of our proposed update architecture,
followed by the assumed threat model.

We briefly summarize the Constrained Application Proto-
col (CoAP), Concise Binary Object Representation (CBOR),
CBOR Object Signing and Encryption (COSE), Public Key
Infrastructure (PKI), Authentication and Authorization for
Constrained Environments (ACE) and CBOR Web Tokens
(CWT).

A. The Constrained Application Protocol (CoAP)

Typical constrained devices are sensors, actuators or both.
Heavy computations are offloaded to more powerful devices,
while the nodes receive commands, transmit sensor readings
and perform periodic tasks. These types of networks are well-
suited to RESTful services, but traditional web protocols like
HTTP incur an unacceptable overhead for small devices. This
has been alleviated by CoAP, a lightweight version of HTTP
using binary message encodings rather than human-readable
formats and running on top of UDP instead of TCP.

B. CBOR encoding and COSE

In web applications, where computing resources are plen-
tiful and human readability is advantageous, data representa-
tions such as XML and JSON have widespread use. For the
IoT, CBOR has become the preferred encoding scheme as it

Fig. 2. Network protocols for token-based authentication in the IoT (ACE)
along with their web counterparts (OAuth2.0).

is compact, offers lower message overhead and is designed
for efficiency [11]. In applications requiring cryptographic
operations, COSE is a standard with increasing usage in
IoT [12]. COSE provides a standardized format for encryption,
signing and Message Authentication Codes (MAC).

C. Public Key Infrastructure (PKI)

PKI provides the basis of authentication and access control
in modern networked systems, by managing the distribution
and revocation of digital certificates. These certificates rely on
asymmetric cryptography, which is computationally demand-
ing for constrained devices. New standards and proposals for
lightweight certificate enrollment targeting IoT have provided
important PKI building blocks [13][14]. Experimental analyses
of these protocols have demonstrated that PKI enrollment is
now within the capabilities of constrained devices [15][16].
However, many existing IoT networks still rely on Pre-Shared
Keys (PSK), shared with all parties the devices communicate
with, or raw public keys (i.e., asymmetric cryptography with-
out attached certificates).

D. The ACE Framework

ACE is an authentication and authorization framework for
IoT, built on CBOR, COSE, CoAP and OAuth 2.0 [17]. Clients
request access to protected resources from an Authorization
Server (AS). If successful, the AS grants the client a token
which is bound to a secret key in the client’s possession, a
specific resource and an expiration date. This token is then
used as proof of authorization when accessing the Resource
Server (RS). The RS can optionally send an introspection
request to the AS to confirm the token’s validity. A network
stack with ACE is shown in Figure 2. In the context of our
proposed architecture, the recipient IoT devices act as the RS,
as illustrated in Figure 1.

There exists a number of proposals for profiling ACE to be
used together with DTLS [18], OSCORE [14] or MQTT [19].

E. CBOR Web Tokens (CWT)

The ACE framework uses CWT instead of their OAuth
counterpart, JSON Web Tokens (JWT) [20]. A token is es-
sentially a small, serialized object containing claims about a
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subject, with some cryptographic guarantees generated by the
issuer (i.e., the AS). The precise encoding of CWT claims are
use-case dependent, but all signatures, MACs and encryption
are done following COSE format specifications. Access tokens
are bound to a key known to the token bearer. These are
known as Proof-of-Possession (PoP) keys, and the semantics
of binding them to CWTs and requesting them through ACE
are described in two separate documents, [21] and [22].

F. Threat Model

Our assumptions on the capabilities of an attacker follow
the Dolev-Yao adversarial model [23]. An attacker can eaves-
drop and record sent messages, and inject messages into the
communication. We assume that the adversary cannot break
chryptographic functions, and does not have direct access to
tampering with the IoT devices.

III. RELATED WORK

Firmware updates can be grouped into two categories:
image-based updates and differential updates. A 2017 survey
among embedded software engineers found that almost 60%
of respondents had a way of remotely updating their products
and all of them used systems developed in-house, with a
clear preference for image-based updates [2]. Bootloaders
that utilize this approach, such as MCUboot [24], partition
the device ROM into two sections – one for the old image
and one for the new – in a way that a backup exists if
the new firmware fails to boot. Differential firmware updates
are far more diverse, encompassing module-based approaches
[25][26], binary patching [27], binary compression [28], and
more. Our work regards the secure distribution of firmware
updates, and is agnostic to the firmware content or installation
method.

A. Update Distribution Architectures

Software updates on systems with relatively few resource
constraints are done via package managers, such as RPM
or dpkg, and various commercial app stores. The trust an-
chors required to verify updates with PKI operations, such
as code signing, are pre-installed in the operating system. A
2010 paper argued that because update architectures are an
attractive target to attackers, recipients should never rely on
a single signature [29]. Instead, the authors advocated for a
(t, n) signature threshold scheme, whereby a recipient will
not accept an update unless t out of n trusted signers have
provided a signature. A profile of this scheme for constrained
IoT was later proposed in 2018 [30]. Devices would be
provisioned with the Original Equipment Manufacturer (OEM)
certificate and trust anchors. The OEM would send signed
update metadata to a device owner’s domain controller server.
This server would then sign and forward the message to the
end devices; hence the update is (2, 2) in the (t, n) notation.

Code signing by firmware update authors presents a problem
for the IoT. In order for devices to verify the signatures, they
must be provisioned with a list of authorized authors and
their trust anchors. Moreover, update authors (for instance

the OEM) are likely to be from outside the device owner’s
organization, and the device’s lifetime may exceed that of the
validity period of the update author’s certificate which was
available when initially deploying the IoT device. Our work
solves these problems by incorporating a token-granting Au-
thorization Server, which is capable of handling all certificate-
based authentication on behalf of the IoT devices.

B. Software defined IoT

An approach to software updates for IoT is presented in
[31], where more powerful devices act as controllers for more
constrained IoT devices, building upon earlier work to define
software defined networks for IoT [32]. This approach can
offer solutions for heterogeneous networks which include both
more powerful devices and devices which are themselves too
constrained to act as fully independent endpoints, but does not
address questions of standardisation.

C. Ongoing Standardisation Work

Key points of providing well specified mechanisms for
secure software updates, are to achieve long time support
capabilities and limit the risks of reliance on proprietary
systems. Hence proposals for solutions need to relate to the
ongoing standardisation efforts in the area. The SUIT working
group within IETF has produced three core documents: one
RFC describing the SUIT architecture [33], one RFC on
a firmware manifest information model [34] and one draft
specifying a proposal for a manifest format [35]. The pro-
posal describes one instantiation of firmware manifests with
CBOR/COSE encoding. It includes a new scripting language
and recommendations that a series of commands should be
embedded in SUIT manifests for firmware installation. This
approach has its drawbacks, most notably the steep increase
in parser complexity, which is likely to deter some vendors
from adopting the standard. Including scripts in the manifest
would also introduce new security vulnerabilities. The pro-
posed scripting format contains instructions to verify firmware
digests and check update compatibilities. This generates new
issues about error handling, and how the device should proceed
if an update author neglects to include critical security checks
in the installation script. Our work defines a set of proce-
dures to be followed by all manifest recipients; the manifest
itself contains no instructions. The SUIT documents do not,
however, describe how manifest encryption keys are to be
distributed, nor how recipient devices are meant to verify
author permissions. With the exception of scripting support,
our manifest design follows the recommendations stated in
these documents, and extends it by including lightweight
solutions for authorization.

A 2019 paper by Zandberg et al. was the first to provide an
implementation and performance analysis of a SUIT firmware
manifest [36]. The work focused primarily on the RAM, ROM
and CPU overhead incurred based on the choice of signing
algorithm used for the manifest. Our work, in contrast, is
focused specifically on how a SUIT manifest must be encoded
to support token-based access control and key distribution, and
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considers both PSK and certificate-based use-cases. A recent
survey on IoT update solutions shows that the study of SUIT
related solutions is so far in its infancy, with only one other
work mentioned besides the Zandberg et al. paper [37]. The
short paper by Hernández-Ramos et al. discuss update related
challenges. They conclude that the SUIT proposals might
benefit from being aided by blockchain based mechanisms,
which illustrates their complementary approaches [38].

D. Lightweight Machine-to-Machine

The Lightweight Machine-to-Machine (LwM2M) protocol
is a device management protocol targeting IoT. The versions
of the protocol since 2018 include a firmware update object
[39]. This specification is similar to the SUIT model as it
supports a push or pull architecture for firmware metadata,
and firmware images can either be packaged with the metadata
or retrieved from another server. However, security considera-
tions are explicitly left outside the scope and no threat model
is described. Access control, authentication and confidentiality
are left entirely to the transport and application layer security
mechanisms. This means that LwM2M is not a competitor
to the SUIT proposals, but rather a possible framework in
which the update solutions could be used. Early attempts in
this directions have been reported in [40].

IV. PROPOSED FIRMWARE UPDATE ARCHITECTURE

The communication architecture proposed in SUIT is flex-
ible in a way that updates can be triggered either by the
devices or the firmware/update authors (i.e., push or pull). The
manifests can be distributed with or without the corresponding
firmware images [33]. Our proposed architecture abides by
these principles, but deviates in the way authors are authenti-
cated and firmware is verified. SUIT states that a manifest
should be directly signed by its author. This requires the
provisioning of trust anchors and legitimate author identities.
Moreover, the most constrained devices which still rely on
symmetric keys (i.e., PSK) lack the ability to verify digital
signatures. We approach this as an access control problem
and provisioning devices with a list of trusted authors before
deployment is insufficient for a number of reasons, such as:

• Author certificates may expire or are revoked.
• Original trusted Update Authors may fail to issue updates

(e.g., when devices outlive their warranty).
• Device owners may not want to accept all updates issued

by the manufacturer.
Hence we conclude that authentication is not sufficient for
authorization. To address these concerns, we propose inte-
grating the SUIT communication model with access control
mechanisms provided by the ACE framework. This solution
would allow device operators to centrally manage the list
of authorized Update Authors (UA), and could be realized
entirely using existing standard-based building blocks. Addi-
tionally, our proposed architecture can be realized whether or
not the recipient IoT devices can verify digital signatures.

Combining SUIT and ACE results in the architecture illus-
trated in Figure 1. The recipient IoT devices act as firmware

consumers from the SUIT perspective. Update Authors (UA)
in SUIT play the role of the client in ACE (i.e., the en-
tity requesting tokens). The client requests access to the
firmware/update from the Authorization Server (AS). Finally
the firmware updates are stored at, and can be downloaded
from, a SUIT firmware server.

A. Authorization Tokens

A simple approach to distributing firmware updates with
ACE would be to use one of the mentioned proposed profiles
of the framework for secure channel establishment (with
DTLS, OSCORE or MQTT). With an encrypted and mutu-
ally authenticated channel between the Update Author and
recipient, manifests and images would not require further
signatures or authentication codes. However, to enable a larger
range of use-cases, firmware manifests must be standalone
verifiable objects [9]. In our proposed update architecture,
tokens are issued to the UA simply to authorize the distribution
of manifests. The manifests themselves are authenticated and
(partially) encrypted, and can be sent over any channel.

An ACE exchange always begins with establishing a secu-
rity context between the client (i.e., UA) and the Authorization
Server (AS). At this time, the AS authenticates the client and
verifies their permissions to distribute updates before issuing
an access token. If a symmetric PoP key is requested, it
will be sent to the client over this secure channel. Access
tokens are not required for the distribution of firmware images.
Instead, the manifests contain a secure message digest of
the corresponding image. This ensures integrity, and allows
devices to retrieve firmware images from another server. The
firmware retrieval could take place over an encrypted channel,
or a combination of untrusted channels and encryped firmware
images, depending on the confidentiality needs. We leave the
details of this outside the scope of our architecture.

Our update architecture leverages the ACE framework for
the provisioning of CBOR Web Tokens for PoP. There is some
flexibility in how these tokens are protected and authenticated
with COSE, which is discussed in Section V. The CWT
standard defines a set of common claims to include in each
token, but leaves the precise meaning of the fields up to the
particular use-case. We use four of these and define them as:
iss : issuer i.e., the URI of the AS server
aud : audience i.e., the recipient device class’s UUID
iat : issued at i.e, the start of the access token’s validity
exp : expiration i.e., the end of the access token’s validity
In addition, all tokens contain the confirmation field (cnf)
which contains the PoP key, following the specification in [21].

B. Manifest Distribution

Our proposed architecture is designed to support both
image-based and differential updates with dependencies. In the
latter case, recipient devices must parse the dependency list,
retrieve corresponding manifests, and parse their dependency
lists (illustrated in Figure 3). Installing updates often requires
devices to reboot, and potentially lose track of the state in
the update process. We propose that devices query a known
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Fig. 3. Procedure followed by recipient devices for manifest dependency tree
traversal and firmware update installation.

Fig. 4. Update sequence diagram for one possible use-case. The Update
Author (UA) establishes a secure channel with the AS before pushing firmware
manifest A to a recipient device. Since firmware update A is dependent on
firmware update B, the device pulls the dependency list and parses it. Note
that token introspection is an optional step.

manifest distributor at startup and request the latest manifest
and corresponding access token. The device will know the
update is complete when it receives a manifest matching its
current firmware.

SUIT describes three categories of update architectures:
server-initiated, client-initiated and hybrid updates. The re-
cursive process for dependency installation used in our ar-
chitecture is categorized as a client-initiated update. Figure 4
depicts interactions between actors for an update with a single
dependency. The flow is server-initiated, for the cases where
the update author has a known access path to the IoT device,
but could easily be turned into client initiated through adding
a polling step by the IoT device.

Fig. 5. Our proposed firmware manifest structure. The manifest is encoded as
two separate CBOR maps, with the integer key values indicated in parentheses.

C. Manifest Design

We propose encoding firmware manifests as two separate
CBOR maps: one containing information about the intended
recipient of the update and another containing information
about dependencies and image contents. The latter is en-
crypted, and both are authenticated in a single operation using
an Authenticated Encryption with Associated Data (AEAD)
algorithm. With this design, it is possible for a UA to broadcast
an access token and manifest to a fleet of IoT devices,
and any devices to which the update does not apply can
quickly ascertain this without performing any cryptographic
operations. Hence it is in line with SUIT recommendations to
keep the update mechanism broadcast friendly. It is sensible
to encrypt information about the image contents, in order to
conceal information that is useful to an adversary attempting
to gain insights into the software running on devices and its
potential vulnerabilities. This includes the dependencies and
the exact firmware URI.

In accordance with SUIT’s recommendations, device classes
representing the target IoT devices are given a 128-bit Univer-
sally Unique Identifier (UUID) [41], which is present through
the manifest’s class_uuid field. In our proposed architec-
ture, devices ascertain whether the source of the manifest is
authorized to issue updates by comparing this field to the
aud value in the accompanying access token. A timestamp
is mandatory in order to prevent rollback attacks, in which an
attacker replays an earlier, legitimate firmware manifest with
known vulnerabilities. IoT devices must verify that a manifest
is issued more recently than their current firmware version. By
storing the included timestamp of the current firmware version,
a simple ordering check is sufficient to determine the temporal
relation between manifests, and does not require access to a
well synchronized clock.

The hash of the corresponding firmware image is included
in the image_digest field. The URI of the firmware
server can be specified in the encrypted firmware_uri
field unless the location is already known to the devices.
To handle use-cases where only devices with certain old
firmware versions require a patch, the manifests optionally
include a qualifiers list. This contains a list of firmware
digests that a device must already have installed for the
update to apply; otherwise it is discarded. The encrypted
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TABLE I
CRYPTOGRAPHIC ALGORITHMS EXECUTED BY THE RECIPIENT FOR EACH

APPROACH DESCRIBED IN SECTION V.

AEAD ECDSA ECDH KDF
A manifest, token
B manifest, token token manifest
C manifest token manifest manifest
D manifest token manifest

dependencies field indicates a list of firmware images
which must be installed before installing the present one. This
enables differential updates and is handled as per Figure 3.

D. COSE Wrappers

Our proposed manifest is designed for AEAD algorithms,
several of which are supported natively by the COSE standard.
These algorithms take a Content Encryption Key (CEK), a
plaintext and some Additionally Authenticated Data (AAD) as
inputs, and produce a ciphertext as output. The unencrypted
portion of our manifest design is used as the AAD, and the en-
crypted portion forms the plaintext. The resulting ciphertext is
encapsulated in a COSE_Encrypt object. In total, a recipient
IoT device will receive three separate CBOR-encoded objects,
all of which must be valid in order to accept the update: the
token, the AAD, and the COSE-wrapped encrypted manifest
data. The recipients field in a COSE wrapper is used to
encipher the CEK with Key Encryption Keys (KEK) known
only to the intended recipients. There are several ways to
derive this KEK, which is discussed in further detail in the
upcoming sections.

V. AUTHENTICATION OPTIONS

Access control and cryptography in the IoT must be dis-
cussed in the context of device capabilities; this ultimately
determines the available options. To this end, we group devices
into two broad categories: (i) devices that rely entirely on PSK,
(ii) devices that possess unique asymmetric key pairs (e.g., dig-
ital certificates) and can verify digital signatures. In this section
we describe four distinct applications of COSE for protecting
firmware manifests and the corresponding access tokens. Only
the first option is applicable to devices restricted to only
using PSK; the others are applicable wherever asymmetric
cryptography is available, where devices are provisioned with
certificates via a PKI. The message overhead of each option
is analyzed in Section VI.

A. Symmetric PoP Key with PSK

Reliance on PSK for security precludes the use of digital
signatures and Diffie-Hellman key exchange algorithms. In
addition, since the network’s security is based entirely on the
secrecy of the PSK, these keys should never be sent to a third
party (i.e., an Update Author). We address these constraints by
issuing a unique symmetric PoP key with each access token.
The key is sent to the author over its secure channel with the
AS, and is also included in the cnf field of the access token.
The token is encapsulated in a COSE_Encrypt0 object using

the network PSK for encryption by the AS, and the manifest is
encapsulated in another using the PoP key. It should be noted
that this approach is subject to attack vectors not present in
the other authentication methods (see Section VII).

B. Symmetric PoP Key

Symmetric PoP keys are an option also where asymmetric
cryptography is available. We suggest the following approach,
which is not conventional, but well-suited to this particular
application. The AS generates the PoP key and encrypts it with
itself in a COSE_Encrypt0 object. This is then included in
the cnf field of the access token, and the token is encapsulated
as the payload of a COSE_Sign1 object signed by the AS.
(The following later verification of this signature is what
requires asymmetric cryptography capabilities by the receiving
IoT device.) The UA distributes the CEK to recipient devices
via the recipients field in the manifest’s COSE wrapper.
Recipients can then verify that this CEK is the one contained in
the signed token by decrypting the cnf field. The motivation
for this approach is to avoid including any recipients in the
token itself, as this would require the AS to have knowledge
of the intended recipients’ public keys. The UA must know
the recipients’ public keys in order to encipher the CEK.

C. Asymmetric PoP Key, Direct Key Agreement

In the case of asymmetric PoP keys, the cnf field of the
CWT contains the COSE encoding of a public key belonging
to the UA. The token is then encapsulated in a COSE_Sign1
wrapper. The UA now has two options for deriving a CEK
for the manifest. The first is through direct key agreement.
This type of algorithm applies a key exchange protocol – in
this case Elliptic Curve Diffie-Hellman (ECDH) – and a Key
Derivation Function (KDF) to generate the CEK directly. The
author must use the key pair bound to the token to prove their
authorization.

D. Asymmetric PoP Key, Key Wrap

The second asymmetric PoP key approach is to use the
key derived through ECDH as a Key Encryption Key (KEK)
to encipher a randomly-generated ephemeral CEK. These
two approaches have implementation nuances and security
considerations which are discussed in Sections VI and VII.
Table I summarizes the cryptographic operations that recipient
devices much perform in order to process manifests and tokens
with each of the four described authentication options.

VI. IMPLEMENTATION

The encoding scheme for each authentication options dis-
cussed in the previous section is shown in Table II. In this
section, we generate firmware manifests and access tokens for
each of the four cases. The purpose of this exercise is both to
demonstrate the viability of the proposed architecture, and to
evaluate the differences in storage and transmission overhead.
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TABLE II
COSE WRAPPERS FOR EACH MANIFEST-TOKEN COMBINATION

DESCRIBED IN SECTION V.

Authentication Manifest Token
A PSK COSE_Encrypt0 COSE_Encrypt0
B Symmetric PoP key COSE_Encrypt COSE_Sign1
C Asymmetric PoP key COSE_Encrypt COSE_Sign1
D Asymmetric PoP key COSE_Encrypt COSE_Sign1
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Fig. 6. Encoded sizes of the manifest, token and AAD for each approach
in Section V.

A. Profile and Assumptions

For our implementation and analysis, we populate the
manifest fields illustrated in Figure 5 with example data. In
order to do so we make the following assumptions:

• Images are identified with 32-byte digests.
• Timestamps are represented in relative time.
• The manifest has two qualifiers and two dependencies.
• The firmware server URI is coaps://example.com.
• The Authorization Server URI is coaps://example.com.
The authenticated and encrypted example manifest com-

ponents are 138 and 116 bytes, respectively, after CBOR
serialization. COSE offers a variety of algorithms with a
range of key sizes for each cryptographic operation. For our
implementation, we have chosen the following:

• ECDSA signatures with 256-bit keys.
• AES-CCM with 128-bit keys, 64-bit tag and a 13-byte

nonce for content encryption.
• AES 128-bit key wrap.
• ECDH Ephemeral-Static (ES).
• HMAC-Based Extract-and-Expand Key Derivation Func-

tion (HKDF) with SHA-256.

B. Results and comparison with other SUIT proposals

The update and authentication information is separated into
three separate CBOR-encoded objects: the token, the en-
crypted manifest data, and the plaintext authenticated manifest
data (a.k.a. the additionally authenticated data, or AAD). The
results are shown in Figure 6. Option A has the smallest total
size, with all three CBOR objects totalling 380 bytes. Option
C has the largest footprint, totalling 537 bytes. Since the
differences are relatively minor, the choice of method should
be guided by the offered security properties, as discussed
below in VII.
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Fig. 7. Encoded sizes of the manifest, AAD and token when the update has
multiple recipients.

In the most recent SUIT manifest proposal there are exam-
ple manifest samples, which allow us to compare our proposals
with the draft. In [35] the minimal manifest is only 237 bytes,
but for example manifests with content similar to the sample
used in our evaluation, the size is between 270 and 400
bytes. The main difference is the addition of our relatively
large access tokens, since they are designed to be independent
authorization tokens, compliant with ACE requirements. Given
this added security functionality we find the added overhead
to be clearly acceptable.

In some deployments, it may be preferable for UAs to
upload both manifests and firmware images to a dedicated
firmware server to be retrieved by devices at a later time. This
is feasible within our framework as long as the corresponding
access token is stored alongside the manifest. The storage
overhead for manifests encoded with multiple recipients is
shown in Figure 7. The plot shows the encoded size of the
required objects for 1-4 recipients for each authentication
method. In Option A, all recipients receive an identical man-
ifest since they possess the same PSK. In Option B and D,
the CEK is wrapped, each additional recipient only requires
an additional entry in the recipients field of the COSE object.
Option C, however, derives a unique CEK for each recipient,
which means the manifest must be re-encrypted for every
target device, making C the least efficient option for broadcast
scenarios.

VII. SECURITY CONSIDERATIONS

The proposals in this paper are founded on well-vetted stan-
dards and encryption algorithms. However, there are protocol
details that must be fully understood in order to avoid security
lapses. A malicious firmware image could permanently disable
expensive hardware and compromise an entire network, there-
fore, great care must be taken to ensure an update distribution
mechanism does not become an attack vector in itself.

A. Non-Repudiation

The PSK use-case described in Section V-A precludes any
guarantees for the access token. Since the AS uses a symmetric
key known to all recipients, an adversary with control over
any device would be capable of generating fraudulent tokens
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and PoP keys. This is problematic, although PSK networks are
already subjected to similar risks. Any adversary in possession
of a PSK could cause significant damage and disruption, even
without the ability to issue firmware updates. If a symmetric
PoP key is used and the token is signed by the AS, as in
Section V-B, non-repudiation is only guaranteed for the token,
but not necessarily the manifest. The UA must encipher the
PoP key for each recipient, so if any of the recipients are
controlled by an adversary, that adversary would then be in
possession of a valid token and the associated PoP key. The
use of symmetric PoP keys also breaks end-to-end security
between the author and recipients, because the key is known to
the AS. The analysis presented in Section VI demonstrated that
asymmetric PoP keys with Key Wrap has a similar overhead
but without the risks, making that approach clearly preferable.

B. Key Agreement

The manifest exchange between the author and recipients
is one-way, i.e., there is no nonce exchange or handshake
like in DTLS or EDHOC. The manifest’s CEK is either
wrapped (Options B and D) or derived directly (Option C),
as described in Section V from the author and recipients’ key
pairs. In COSE, ECDH key derivation comes in two types:
Static-Static (SS) or Ephemeral-Static (ES). In the former
case, the author of the COSE object declares that the CEK
is either wrapped or derived from the key pairs bound to
the author and recipient. In the latter case, the author of the
COSE object provides an ephemeral key pair generated for
a single encryption operation. ECDH-ES is generally safer to
use, because even if an adversary obtains the author’s private
key, it is not usable for decryption of other manifests or
impersonation of the author. It is therefore preferable for UAs
to request access tokens bound to an ephemeral public key,
not the public key found in their certificate.

C. Firmware Image Digests

Firmware manifests are only linked to firmware images via
the inclusion of a secure message digest. If a weak algorithm
with the possibility of a hash collision is used for this purpose,
such as SHA-1, devices may be exposed to fraudulent images
referenced by authentic manifests.

VIII. CONCLUSION

In this work we have presented an architecture based on
existing standards, which can address the urgent need for
secure firmware updates in the IoT. We have described the
challenges and limitations of access control in constrained
environments, and why a token-based framework, such as
ACE, is a promising candidate solution. In addition, we have
proposed encoding schemes for firmware manifests using the
CBOR and COSE standards, and detailed how these would
work in conjunction with CWT to provide authorized updates.
Examples of these objects were encoded and the result totaled
no more than 600 bytes for the firmware manifest data,
including authentication and authorization.
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Abstract—Recently, the number of Internet of Things (IoT)
devices has increased significantly, as they have become af-
fordable to most people. This spread has highlighted a critical
security threat, namely the increasing number of Distributed
Denial of Service (DDoS) attacks. As these resource-constrained
IoT devices are built to be cost-efficient, their security measures
are limited. Moreover, most users are not aware of the security
measures that they must apply. Nowadays, almost every IoT
device (e.g., fridge, air conditioner, thermostat, toaster) is able
to connect to the internet, and this allows the user to access
and control it with its own smartphone application. The lack of
security measures in these devices was highlighted in September
2016, when a large-scale DDoS attack was launched using a
botnet of compromised IoT devices. This type of attack has been
since used in different forms and has been classified as Mirai
DDoS Botnet Attack. This paper presents a detailed analysis of the
Mirai attack and of the source code of the Mirai malware, reports
on the implementation of the attack in a controlled environment,
and proposes possible solutions that could help in mitigating the
attack.

Index Terms—Mirai Attack; Authentication; Internet of
Things; malware; security.

I. INTRODUCTION

Since its discovery in 2016, the Mirai’s diffusion has been
rapid and dramatic at the same time [1]. In August 2016,
a new trojan that preyed on Unix Operating System’s Exe-
cutable and Linkable Format (ELF) files was discovered by a
“MalwareMustDie” whitehat group [2]. The trojan aimed to
send telnet attacks to other systems. During 2016 only, Mirai
infected thousands of IoT devices. The power of this malware,
which works with BASHLITE to carry out a DDoS attack,
was clear to everyone in September 2016, when a huge DDoS
attack took down Brian Krebs’s [3] website with traffic of 620
Gbits/s. The attack was carried out with a huge number of bots
that were located all around the world. In the same month,
the French cloud and web hosting company OVH [4] became
victim of another DDoS attack with a bigger traffic than the
previous attack, i.e., 1 Tb/s. In this case, it was reported that
the botnet was composed of 145,607 different devices from 8
different regions around the world, and they mainly were IoT
devices like IP cameras and Digital Video Recorders.

In October 2016, the code of the Mirai was released so
anyone can retrieve it from the internet [5] for analysis
purposes. This inevitably led to a bigger diffusion of the code

that other parties modified and improved. Due to this, the
number of compromised Internet of Things (IoT) devices in
2016 varied from 213,000 to 493,000. In the same month, Dyn
[6], a core ISP was hit by a massive DDoS attack against its
DNS (Domain Name Server) infrastructure on the east coast
of America, and this brought down some of the websites
for which it provided services such as Twitter, Spotify, and
Reddit. In November 2016, the Mirai took down almost all
of Liberia’s [7] websites, as the African state has only one
internet cable, which provides a single point of failure for
internet access. In the same month, a botnet of 400,000 IoT
devices was up for rent on the deep web. The price was $2,000
for 20,000 compromised nodes. Furthermore, in December
2016, the British ISP TalkTalk [8] reported that Mirai had
targeted customers using its Dlink DSL-3780 router.

In February 2017, Kaspersky Lab [9] researchers found that
a hacker had created a variant of Mirai based on the Windows
operating system. The researchers claim that the ability of this
malware to spread across different Operating Systems is very
limited. However, it was a sign that the Mirai power increased
after releasing its source code. Later, in December 2017, two
suspects admitted their guilt in developing and deploying the
Mirai botnet. Obviously, this is not the end of Mirai’s history
as the vulnerabilities of the IoT devices that the malware uses
are still present. If we cannot address this threat, the Mirai will
become more powerful as vulnerable devices increase. Some
other variants of Mirai are listed in Table I.

The main goal of this work is to suggest lightweight
solutions for securing IoT devices against the Mirai malware
attacks. We propose three lightweight solutions that can be
used to secure resource-constrained vulnerable IoT devices
with negligible overhead on the manufacturing cost. The key
contributions of this work are:

• First, we present a detailed analysis of the Mirai source
code, which is publicly available on the git repository
[5] at GitHub since 2017. This analysis is important as it
provides a more detailed description of the Mirai attack
source code, i.e., what is the role of each Mirai source
file in the execution of the Mirai attack.

• Our second contribution is the implementation of the
Mirai code in a controlled environment, to show that
although the Mirai attack has been long known, it is
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TABLE I
DIFFERENT VARIANTS OF MIRAI

No. Name First Appearance Exploit
1 Mirai original [5] August 2016 Telnet 23/2323, brute force
2 Satori [10] December 2017 Telnet 23/2323, Port 37215/52869, 2 exploits CVE-

2014-8361 and CVE-2017-17215
3 Hajime [11] March 2017 Telnet 23/2323, brute force, later closes the open

ports
4 IoTroop [12] October 2017 Vulnerability scanning instead of password brute-

force
5 Okiru [13] January 2018 IoT with RISC architecture, telnet default passwords

4 types of router exploits
6 Masuta, PureMasuta [14] January 2018 EDB 38722 D-Link exploit
7 Jenx [15] January 2018 2 exploits, CVE-2014-8361 and CVE-2017–17215
8 OMG [16] March 2018 Make IoT a proxy server
9 Wicked [17] June 2018 Port 80,81,8080,84433, new exploits, router exploits,

cctv rce, CVE-2016-6277 command injection
10 Satori / 2018 [18] July 2018 Android Debug Bridge (ADB) commands
11 Torii [19] September 2018 Rich set of features for exfiltration of (sensitive)

information, modular architecture capable of fetching
and executing other commands and executables

12 Hakai, Yowai [20] January 2019 Several hard coded exploits, ThinkPHP
13 Covid Mirai [21] March 2020 TeamSpeak, Huawei default passwords
14 Satori – 2021 [22] February 2021 Vantage Velocity field, Python script
15 Matryosh [23] February 2021 Android Debug Bridge, TOR network is used

still very relevant, as a large number of devices are still
vulnerable to it.

• Our third contribution is to propose three lightweight
solutions to improve the security of IoT devices against
Mirai and Mirai-like attacks. Contrary to previously pro-
posed, state-of-the-art solutions, our solutions are ap-
plicable to both new and existing IoT devices, they
do not require increased computational power, storage
capability, or battery capacity, and they do not add any
extra manufacturing cost to the devices.

The rest of the paper is organized as follows: Section II
briefly discusses Mirai’s evolution and analyzes related works
that propose solutions to mitigate it. Section III describes how
the Mirai attack works, focusing in particular on the Mirai
source code. This is followed by the description of a real-world
experiment that we conducted to gain remote access to an IoT
device by launching a Mirai attack. The last part of Section III
discusses three proposed solutions to limit the damage caused
by the lack of security measures in IoT devices. Finally, we
conclude our work in Section IV.

II. BACKGROUND AND RELATED WORK

In this section, first we briefly present (in sub-section II-A)
different variants of the Mirai malware that have appeared in
the last six years. Next, we briefly summarize (in sub-section
II-B) security solutions proposed by other researchers.

A. Background: Evolution of the Mirai malware

The first variant of the Mirai that appeared in 2016 had
separate loader and scanner modules. First it looked for open
telnet ports and then used the default username, passwords,
and password brute-force on port 23/2323. After this first
variant, many other variants of Mirai appeared in the last six
years. A list with a few of these key variants is shown in Table

I. Below we list some of the changes identified in the working
methodology of these different variants.

• The bot is able to do the scanning too, no separate
scanning module is needed anymore.

• Several new exploits, such as router http interface vulner-
abilities, Android Debug Bridge remote code execution,
are added, in addition to the telnet as default.

• Some variants (e.g., IoTroop [12]) can do vulnerability
scanning besides finding predictable credentials.

• In addition to being capable of carrying out DDOS
attacks, some variants provide extra functionality, such as
providing proxying functionality (using IoTs to forward
packets in order to hide the source of the packet origin)
[16].

• The number of devices involved has been increased, e.g.,
RISC processors [13].

B. Related work

The increasing number of botnets created using the Mirai
attack has motivated cybersecurity researchers to develop
efficient solutions to this problem. The solution used in the
past proposes to analyze the Mirai traffic to find specific
patterns that will allow the identification of the attack. This
is the typical procedure that is used to analyse a malware,
and it is done by using a honeypot. This strategy has been
used in [24] [25]. A honeypot works as an IoT device and
accepts all the attacker requests and replies with the intended
commands. In particular, the honeypot used in [25] is made
of two parts, as shown in Figure 1. The front-end part, which
interacts with the Mirai malware, replies with the intended
telnet commands. The back-end part records all the commands
used by the malware to compromise the fake device and all
the incoming traffic. The authors discovered that in the initial
phase, the Mirai executes many telnet commands intended to
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gain control of the device’s shell. The possibility to discover
if the Mirai malware is attacking a device is an interesting
solution, but it does not offer any protection against this type
of attack. It would be very difficult to store information for all
different IoT devices and the pattern that identifies the malware
on the devices, and instruct them to check each access attempt.
This approach is infeasible, as we know that most IoT devices
have very low computational power and even lower storage
capability and battery capacity.

Fig. 1. Multi-component honeypot structure [25]

Another security solution to the Mirai botnet builds a
whitelist-based intrusion detection technique for IoT devices
[26]. This solution uses a gateway router which acts as a
firewall for a set of IoT devices belonging to the local network
that the router serves. The proposed mechanism is called
Heimdall. It uses the gateway router to build a profile for
each responsible device. A profile contains mainly a whitelist
of the destinations (IP addresses) that a specific device can
legitimately reach to perform its functions. Moreover, the
profile also stores the typical traffic pattern of that device,
including some statistics, e.g., number of TCP, UDP packets
of the incoming and outgoing traffic. This is useful to prevent
both the device from being attacked by Mirai (incoming
traffic) and carrying out the attack (outgoing traffic). The
profile is dynamic, so it is continuously updated, increasing
the traffic pattern’s precision. This approach seems attractive,
as it does not require additional resources from the IoT device,
because the Heidmall router does all the work. However, the
solution faces some serious problems: First, the list of a single
device’s destinations may change very frequently, as usually
the backend services of IoT devices are hosted on some public
cloud infrastructure due to the devices’ limited capabilities.
Accordingly, the IP address of the destination servers may
change very often. Secondly, this mechanism can become
victim of a DNS poisoning attack. An attacker modifies the IP
address from which the traffic is coming into a malicious one,
so that the gateway router will reject some legitimate traffic.

After the public release of the Mirai source code, another
countermeasure was developed, in the form of a worm called
Hajime [11] [27]. This piece of ”benign” malware works
basically as Mirai; it uses the default logins to control IoT
devices. It even uses the same username-password dictionary
of Mirai. The purpose of Hajime is to gain access to the

vulnerable devices to close their open ports, e.g., ports 23,
7547, 5553, and 5358, so that an attacker will not be able to
use them. Thus, this code is like an anti-Mirai, as it hacks
the devices to secure them. The problem with this approach is
that the code is not persistent, as it is loaded on the device’s
RAM, and therefore it is deleted after each reboot.

Later in [28], the authors employed a static analysis to
audit firmware of IoT devices to check its susceptibility
against Mirai, which is not a feasible solution considering all
scenarios of IoT applications. The authors in [29] propose a
model made of a transformer-encode and use a hierarchical
structure to extract semantic features from the information and
functions to classify the malware. In [30], the authors proposed
a Fog Computing-based IoT-DDoS defense framework for
contemporary real-time IoT traffic to identify the presence of
Mirai malware in the network. The authors in [31] proposed a
Machine Learning (ML)-based mechanism for detecting Mirai
Botnet attacks in IoT-based networks. The ML-based detection
mechanism was detecting the attack using a real traffic dataset
of IoT devices.

Having considered all these existing solutions [11], [24]–
[31] with their advantages and drawbacks, we propose three
new lightweight solutions against the Mirai attack that use
an external device to authenticate the user to the IoT device,
without the need to increase the capabilities of the device itself.

III. PROPOSED APPROACH

In this section, we first analyze the Mirai source code and
discuss the Mirai attack on vulnerable, resource-constrained
IoT devices. We then propose our solutions for securing the
IoT devices against Mirai-like attacks.

A. Mirai source code analysis

The main idea behind the Mirai attack (see Figure 3 is to
create a botnet made of IoT devices that a BotMaster/attacker
can control to carry out a DDoS attack [32]. Initially, the
Command and Control (CNC) server starts scanning for IP
addresses with port 23 (telnet) open to control the bots. When
such devices are found, the attacker injects the malware code
as it controls the shell, and then the bot’s information (IP
address, port, and authentication credentials) are stored in a
list. Once the malware is installed on the devices, it hides.
The device continues its regular activities without knowing
that it has been infected.

The Mirai malware source code can be found on the git
repository [5] at GitHub. The code is mainly written in
two programming languages, namely Go and C. The Go
programming language is used to implement the part of the
code which is used to control the CNC server [33]. The script
named “admin.go” implements the primary administration
interface that issues commands from the CNC server. The code
script named “clientList.go” keeps track of the data needed
to execute an attack, including a map/hashtable of the bots
which are charged to carry out a specific attack. This code is
also responsible for recording and checking the state of the
bots before and after the attack. The attack requests initiated
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Fig. 2. Default username and passwords in scanner dictionary

by the CNC server are executed by the code script named
“attack.go”. This part of the code parses and formats the
commands received, and sends them to the appropriate bots
via code script named “api.go”. The code script “attack.go”
can also set the attack duration, and the attack command is
sent to the individual bot through the code script “api.go”.

Fig. 3. Mirai Attack procedure

The most crucial piece of code in the CNC server is
“main.go”, which regularly listens for connections on ports 23
(telnet) and 101 (apibot responses). If a connection to port 23
is found, the device is acquired and its credentials are stored.

In the case of a port 101 connection, the control is handed over
to the code script “api.go” which deals with an individual bot.

The code for the bot is written in the C programming
language. It includes different functions built explicitly for
different types of attack. The script “attack udp.c” is able to
carry out various types of UDP DDoS attacks, such as Generic
Routing Encapsulation (GRE), Reflective Denial of Service
(bandwidth amplification), DNS Flood via Query of type A
record (map hostname to IP address), and Flooding of random
bytes via plain packets, under specific commands. The code
scripts “attack tcp.c” and “attack app.c” work similarly and
can realize different types of attacks. The code script named
“scanner.c” is used by the bots to do a brute force scanning
on a range of IP addresses using a port scan (SYN scan)
and trying to access vulnerable devices using a dictionary of
default usernames and passwords, which is shown in Figure
2. This scanning aims to gain access to other vulnerable IoT
devices and add them to the pool of botnets. If accessing a
new device is successful, the bot reports to the CNC server
information on the victim, i.e., IP address, port number, and
authentication credentials. The Mirai also uses the code script
“killer.c” which is responsible for killing various processes
like telnet and ssh inside the bot. All the executable of the bot
is controlled by the code script “main.c”, which establishes the
connection to the CNC server, starts the attack, kills processes,
and even scans for additional bots to add to the botnet by
making use of the other pieces of code as described above.

B. Experimental setup

We performed a real-world experiment to prove how vul-
nerable are the resource constrained IoT devices which we
are using in our daily lives. This experiment (see Figures 4
and 5) was conducted using the Mirai Botnet DDoS attack
technique. First, IoT device IP addresses were collected from
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Fig. 4. Mirai scanning code

Fig. 5. Mirai DDoS attacks

an open access database. When such a device is found, we
look on the website shodan.io [34] for the type of device.
We used 20 IoT devices with public IP address; 18 of these
were found on shodan.io database. Based on this, we created
an emulated network with all the devices we collected and
launched the Mirai Botnet attack. In our emulated network,
20 different devices were placed, with open port 23. For
18 of them, we set up default credentials according to the
shodan.io database. Since we chose the devices randomly we
believe this experiment was a small scale but realistic one. We
observed that the botnets were able to carry out the scanning
and infection.

C. Lightweight security solutions to mitigate Mirai Attack

In our proposed approach for addressing the Mirai attack,
we categorize the different resource-constrained IoT devices in
three different levels, which differ with respect to the security
features provided by the manufacturer. The details of these
levels are as follows:

• Level 0: No Security, i.e., no security measures have been
taken or applied to the IoT device.

• Level 1: Medium Security, i.e., few measures have been
taken and applied to the IoT device.

• Level 2: Full Security, i.e., continuous security service
and monitoring through a service provided by a special-
ized service provider or by the manufacturer.

We propose lightweight security solutions for the Level 0
(i.e., No security) IoT devices, as these are most commonly
used in various real-world applications. The following subsec-
tions provide details about our proposed solutions that could
help mitigate the different variants of the Mirai attack. Our
proposals are based on the assumption that the security solu-
tions must not affect the cost of the devices. This is because the
vendors are developing devices that are getting cheaper day by
day to make them affordable to many consumers. Hence, our
solutions must increase the security of these devices without
significantly affecting their cost. Additionally, we provide
security not only to the devices that will be built in the future
but also to those already in use.

1) Secure Authentication: Despite the solutions which are
already presented to mitigate the Mirai attack (refer to Section
II-B), we propose to improve the security of IoT devices by
protecting them with more secure and hardly guessable login
credentials. The malware to control and access these devices is
injected only after the device has been compromised due to its
weak login credentials. To make the prediction of username
& password (authentication process) more complex, an idea
is to generate a periodically random username & password
for accessing the device. These random values must be built
combining more random numbers generated through a pseudo-
random number generator (PRNG) such as Blum Blum Shub
[35].

67Copyright (c) IARIA, 2022.     ISBN:  978-1-68558-007-0

SECURWARE 2022 : The Sixteenth International Conference on Emerging Security Information, Systems and Technologies

                           79 / 106



This approach is somewhat complicated and insufficient
because the credentials will be challenging to guess not
only by the attacker but even by the owner of the device.
Because of this, the random values created periodically must
be stored in a different device, such as a smartphone. The
idea is to build an Android application that will store only
the current values for accessing the device, deleting the older
ones, and will keep them secure by using encryption at another
layer, e.g., using a password chosen by the user to access
the application. Obviously, the communication between the
external device and the IoT device for sharing the values must
be encrypted so that an attacker cannot sniff the credentials
during the data sharing. This leads to the necessity of adding
a cryptographic suite to the IoT device. The solution does
not significantly affect the manufacturing cost of the device,
as the only requirement is to build a PRNG application and
cryptographic functions to encrypt the data shared with the
android application in the device; these can be implemented
in hardware or firmware. Furthermore, the proposed solution
is also applicable to existing devices, by means of a firmware
update.

2) Biometric Authentication: The second solution aims to
reduce the cost of the device even more, as it uses some
features that are already present in the externally linked
devices, which again can be a smartphone. We propose to
utilize the biometric features e.g., digital fingerprint of the user
as authentication parameters. Nowadays, it is very common for
all smartphones to offer biometric authentication hence we
can use these already existing mechanisms for IoT devices.
The idea is to link a specific external device to one or more
IoT devices so that we do not have direct communication
between the IoT device and the database where its credentials
are stored. In fact, the external device itself communicates with
the Server with its ID, and provides the biometric authentica-
tion parameters. If such an external device is authorized for
the specific IoT device to which it requires access and the
credentials are the same as those stored in the server database,
the access is granted. This idea is similar to the OAuth (Open
Standard Authorization) concept where the authentication is
provided by a third party component and the IoT device is
only asking for authorization [36].

To better explain how this process works (see Figure 6),
we initially need to define the first part of the authentication
phase. When a new IoT device is booted, it must specify which
external device will be used for authentication. In order to do
this, the IoT device will be provided with some temporary
credentials that the user must use to authenticate in a specific
android application. Once the access has been completed, the
user must create new credentials based on some biometric
parameters used for future authentications. During this phase,
the server to which the IoT device refers will store the device’s
serial number from which the application/ios has been used.
For some specific devices, the serial number is the Unique
Device Identifier (UDID), along with the ID number of the
IoT device and the new authentication parameters. So each
time a user wants to access an IoT device, it will use the

android/ios application that will directly communicate with the
server to check the credentials. If everything is correct, it will
communicate both with the smartphone to notify the success of
the authentication operation and with the IoT device to unlock
it.

Fig. 6. Authentication process

3) Using One Time Password: The third solution is more
convenient and cost-effective than the previous ones, as it does
not inflict any additional cost on the IoT device, because the
external device does all the computational work. The only
weakness in the system is in the first authentication phase, in
which the credentials are default credentials and can be easily
predicted by an attacker. An initial username and password
written in the instruction booklet can be sold with the device to
overcome this problem. These can be used only once and only
for accessing the application. An even more secure approach
is to use a QR code for the first authentication as a One Time
Password (OTP). Moreover, the frequency of the OTP based
authentications could be optimised to improve the usability of
this approach.

IV. CONCLUSION

We discussed how vulnerabilities of IoT devices can be
exploited by a class of malware called Mirai, which creates
a botnet of IoT devices. We presented a detailed analysis
of the Mirai malware source code, and we implemented the
Mirai attack using the same code, that is available on the
Github. Our conclusion was that the attack is still very relevant
and that resource-constrained IoT devices are vulnerable to
it. We reviewed existing security solutions, whose take up in
practice presents a number of difficulties, and we proposed
three new ones, that provide security without increasing the
manufacturing cost of the devices. Our future research will
focus on validating these solutions by means of extensive
experimentation.
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Abstract—Central-managed security mechanisms are often
utilized in many organizations, but such server is also a security
breaking point. This is because the server has the authority for
all nodes that share the security protection. Hence if the attackers
successfully tamper the server, the organization will be in trouble.
Also, the settings and policies saved on the server are usually not
cryptographically secured and ensured with hash. Thus, changing
the settings from alternative way is feasible, without causing the
security solution to raise any alarms. To mitigate these issues, in
this work, we develop BlockFW – a blockchain-based rule sharing
firewall to create a managed security mechanism, which provides
validation and monitoring from multiple nodes. For BlockFW, all
occurred transactions are cryptographically protected to ensure
its integrity, making tampering attempts in utmost challenging
for attackers. In the evaluation, we explore the performance of
BlockFW under several adversarial conditions and demonstrate
its effectiveness.

Index Terms—Network security, Firewall, Blockchain technol-
ogy, Intrusion detection, Consensus algorithm

I. INTRODUCTION

It is difficult to overlook security policies over large net-
works for network administrators. When attacks occurred from
either internal or external network, it can be quite challenging
for them to quickly take measures and deploy new policies [3],
[16]. For example, performing penetration test toward multiple
servers in a network can be quite simple [18], such as setting
up scripts for automating the attack. However, it is quite an
opposite situation for network administrators, since collecting
information and deploying security solutions need to be done
one-by-one. This is very time-consuming and labor-costly
compared to performing an attack. To overcome this unfair
situation, commercialized central-managed security solutions
are provided by many security providers. These products give
administrators a dashboard or a cockpit, making it easier to
overview situations in the network. That is, information can
be collected, and policies can be deployed at one-stop.

However, what these solutions are offering can also become
a security breaking point of the system [12]. All endpoints, by
default, must trust the decision and command coming from
the central server of the security solution. If the management
server is compromised, it can become a huge loophole of the
security status in an organization [20]. For example, attackers
can command all security solutions deactivated in order to
reveal further exploits of the internal network.

Fig. 1 shows an example of a central-managed security
solution with its settings stored in a mutable database. We

Fig. 1. A Centralized Security Solution with Database in Mutable Storage

Fig. 2. Security Solution Vulnerability

can perform some value changes, not through the security
solution’s management console, but through the database con-
sole. Then we notice the existence of toolkit that can directly
access the offline database file, without any restrictions from
the configured database management system. Although the
attackers could not obtain the management console’s access
credential, they have a good chance to change the security
solution’s settings through several alternative methods, which
can be considered as unauthorized changes for the security
solution. In this case, although attackers may not be able to
find the exploit to the security solution itself, they can still
affect the security policies via different vulnerabilities on the
server that holds the centralized management of the security
solutions, as shown in Fig. 2.

The above potential threat creates the need of having a
second pair of eyes to closely monitor the management server
itself, making organizations with centralized security solutions
more insecure. However, as we closely inspect the example
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case we are studying, we can see that the issue itself is more
related to the underlying database. In other words, changes of a
security policy can be made through alternative routes that are
outside the designed workflow, which requires the validation
and the monitoring from others in the environment.

Motivation. As blockchain becomes a constantly discussed
topic recently, several of its characters can tackle the issues
of central-managed security solutions [9], [13]. They are the
immutability of occurred events, and evidence of transaction
events is cryptographically strengthened so that data integrity
will become extremely challenging to compromise, and the
underlying consensus algorithm will be able to follow one
version of the data with their recognition. Further, blockchain
requires its participants to hold a partial or full copy of the
network transaction log, called ledger. Transactions are col-
lected and validated by network maintainers, such characters
or equivalent may have different names in different platforms,
before being cryptographically sealed into a basic storage unit,
named block. Generated block contains the cryptographical
proof (e.g., hashes) of the previous blocks. This creates a
strengthened chain-like storage structure, which is challenging
to break [6], [7]. For attackers that would like to alter the
previously existed records, it will be extremely time-taking,
making such operation infeasible.

If attackers deliberately change the database records by
editing it forcefully, it will result in either the node being
ditched out of the network due to tremendous differences,
or the tampered database records will be restored from other
nodes [17]. Both situations are not favorable to the attackers.

Contributions. In this paper, our main goal is to deploy
a proof-of-concept of centralized security management on
top of blockchain, in order to showcase the feasibility and
resilience of such system under cyber-attacks. In particular, we
develop BlockFW – a blockchain-based rule-sharing firewall,
and investigate its performance under adversarial conditions.
The results indicate its capability of lowering the cost of
operating a security solution.

The rest of this paper is organized as follows. Section II
introduces the background and related work. Section III details
the design of BlockFW including the requirements and major
components. Section IV presents the performance evaluation
under some adversarial scenarios. Section V concludes the
work with future work..

II. BACKGROUND AND RELATED WORK

This section introduces the background on blockchain and
consensus algorithm, and discusses the related studies.

A. Blockchain

Blockchain, by its design and practice, is considered as
a kind of decentralized ledger technology (DLT) [7], [9]. A
block is the basic storing unit in the blockchain, which can be
formed in a periodic way including the collected transactions
within a time period. A consensus algorithm is applied in
the network to allow everyone validating the blocks and to
reach an agreement on the block version. Basically, consensus

algorithm will select a sealer to seal the latest formed block
with strong cryptography. The block is then distributed to all
network participants for updating their local copies.

To ensure the unification of the decentralized database is
the primary designing goal of a consensus algorithm. Below
are two typical algorithms.

a) Proof-of-Work (PoW): A PoW-based system will gen-
erate a challenging computational problem, in which a diffi-
culty control mechanism is involved. The level of difficulty
can be adjusted according to the system’s requirements. The
participant who first solves the problem will win the turn.

Being the first consensus algorithm in Bitcoin [23] with the
easy-to-understand design philosophy, PoW indeed dominates
the market of cryptocurrencies. However, with the network
participants increasing, many new challenges can be caused,
i.e., the tremendous waste of computational power on complet-
ing transactions. Profitable mining activities may encourage
the forming of mining pools. The concentration of computing
power leads to the threat of 51% attack [22]. That is, when
a particular group owns 51% or more computational power
of the whole network, it has unsurpassed domination on
manipulating future records [21].

b) Proof-of-Stake (PoS): As a possible solution to com-
plement PoW consensus algorithm, PoS chooses sealers by
rounds of selection rather than computing competitions. More
specifically, PoS asks participants to take some of their assets
(or coins) to join the election. The system chooses the prefer-
able stake by conditions. The selected stake’s owner wins the
turn [15]. The criteria of how the system decides the preferable
stake is crucial. For example, setting the criteria as preferring
a larger stake may cause monopoly. For this issue, coin-age
that measures a coin’s stagnation in an account is considered
as a promising solution [4].

PoS provides a more power-efficient method of reaching
consensus and providing more fairness of sealer selection to-
ward the participant with less computational power. However,
it does not prevent the 51% attack. Though PoS does not suffer
from the monopoly of computational power, it may suffer from
the monopoly of wealth. As opposite to 51% of computational
power, 51% of the wealth can provide unsurpassed advantages
on winning the stake [5].

B. Related Work

The application of blockchain technology in developing a
firewall is not new. In the literature, Steichen et al. [19] in-
troduced ChainGuard, which could use SDN functionalities to
filter network traffic for blockchain-based applications. Their
system required that all traffic to the blockchain nodes has to
be forwarded by at least one of the switches controlled by
ChainGuard. Li et al. [11] then developed a blockchain-based
filtration mechanism (similar to firewall) with collaborative
intrusion detection to help protect the security of IoT networks
by refining unexpected events. It is found that though some
ideas have been proposed on blockchain-based firewall, they
have not been widely implemented. This motivates our work
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to implement a prototype of blockchain-based firewall and
examine its performance in a practical setup.

Many research studies are focusing on the combination of
blockchain technology with intrusion detection. For instance,
Meng et al. [14] designed a blockchain-based approach to help
enhance the robustness of challenge-based intrusion detection
against advanced insider attacks, where a trusted node may
suddenly become malicious. Li et al. [9] introduced BlockCS-
DN, a framework of blockchain-based collaborative intrusion
detection for Software Defined Networking (SDN). A similar
scheme was also proposed by Meng et al. [13], which used
blockchain to enhance the robustness of trust management.
Some more relevant studies can refer to surveys [2], [9], [10].

III. BLOCKFW - A BLOCKCHAIN-BASED RULE-SHARING
FIREWALL

This section introduces how our proposed blockchain-based
rule-sharing firewall works. At first, we briefly describe how
to choose and decide a blockchain platform for our case. Then
we present the high-level architecture of our system including
the major software components.

A. The Requirement for underlying Blockchain Platform

Although different blockchain platforms share similar con-
cepts, the underlying implementation differences provide the
platforms with various advantages separately. Not all platforms
can become the data storage of our system. For our purposes
and goals, we consider a suitable platform that should have
the following characteristics:

• Semi-Dynamic Network: Servers may be added or
removed according to the changes or expands in services.
In the trend of X-as-a-Service, cloud, and virtualization,
the action of adding or removing service entities can be
dynamic. Though being dynamic, there are differences
from the public network: authentication is mandatory.
Nodes in the network cannot join or leave the network
autonomously, authorization entity or authorized person-
nel must get involved and approve the operation. This
specific characteristic creates a semi-dynamic all-known-
nodes network. Furthermore, since all network nodes are
responsible toward different tasks and may potentially be
vulnerable in different ways, we have to assume that part
of the network may become malicious. Hence the network
we are trying to deploy must be Byzantine-resistible.

• Stable Connection: Since servers are regarded as
critical infrastructure in IT-enabled businesses, they are
usually either connected through the internal network, or
the connections can be ensured by telecom SLA with the
company. Compared with the wide area network, it has
less flickering or instability issues. We consider that it can
accept having a blockchain-platform with higher counts
of exchanged messages during communication.

• Timing-Sensitive: When attacks occurred, we def-
initely expect that the traffic can be blocked as soon as
possible when being a network administrator. However,

Fig. 3. The Overview Structure of BlockFW

even deploying security policies through many central-
ized security solutions may take a while to reach every
client. Although it is unreasonable to have everything
responded at instant, the actions have been taken will
reach and execute by clients eventually. While the time
consumption should be in a reasonable length from the
command being given to the action being taken. Thus
a blockchain system that completes transactions in an
estimable time is important.

Based on the above characteristics, we figure out that our
BlockFW platform needs to be Byzantine tolerable with stable
transaction speed, in which these requirements are usually
satisfied in a private blockchain.

In this work, we decide to implement the system based upon
the DevLeChain platform [25] – a blockchain development
environment, which can be used to quickly and easily set up
a desired environment [8]. In addition, it supports multiple
different blockchain platforms. Hence, we can easily switch
between platforms to observe the differences.

B. The System Overview

As shown in Fig. 3, BlockFW features a simple and straight-
forward system structure, which consists of two major roles
and three major pieces of software.

The two roles are:
• Administrators: They have the permission to set and

alter firewall rules to the system. Each administrator will
be given a hardware key that has been registered into
the system. Existing administrators can set other keys
as administrators. The hardware key is regarded as the
wallet file of the administrator when interacting with the
blockchain.

• Clients: These are endpoints that listen and monitor
the given rules on the blockchain. They are installed with
firewall software, which can act according to the rules on
the blockchain.

The three major software components are:
• Management Console: The console is a command-

line interface for administrators to add new firewall rules
or manage existing firewall rules, as depicted in Fig. 4.
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Fig. 4. The BlockFW Management Console

Fig. 5. The BlockFW Management Console

It requires the administrator’s hardware key to function
correctly. If a non-registered hardware key is provided,
any command given to the management console will fail.
This is because the system’s backend smart contract is
enforced with Access Control List, which contains the
public-key-derived wallet addresses. Any non-registered
key will result in transactions that are unacceptable to the
smart contract, as it cannot be validated.

• Firewall-Commander: The firewall-commander is
the middleware between the blockchain and the system.
It monitors the blockchain for any changes periodically.
If the current firewall state is different from what the
blockchain has stated, it will synchronize the rules in
local system firewall, as shown in Fig. 5.

• Blockchain: The blockchain is acted as the decentral-
ized database among clients and administrators.

IV. PERFORMANCE EVALUATION

In this section, we present the environmental setup and
evaluate the system under different adversarial scenarios.

A. System Configuration

To test how effective the proposed system is, we configured
three nodes with client installed, one administrator node
with hardware key, and one attacking node toward the net-
work. Each node is given and configured with the information
listed in Table I.

TABLE I
ENVIRONMENTAL PLATFROM

VM Reousrces Software
Item Config. Item Version
CPU Intel Xeon W-2133

@ 3.6GHz x2
Hypervisor vmware ESXi 7.0

U3d
Memory 4GB ECC DDR4-

2666
Guest OS mxLinux 21

Storage 48GB HDD Blockchain
Platform

Ethereum 1.10.18

Network vmware vSwitch 1G Contract
Platform

EVM

Fig. 6. The network configuration for the testing environment

For concise and clear demonstration, we set up all entities
under the same network, as illustrated in Fig. 6. Servers are
running three common services: the SSH (Port 22), the Telnet
(Port 23), and the HTTP (Port 80).

B. Experiment-1: Attacking toward a Group of Servers

In this test, we assume that malicious node can brute-force
the SSH and Telnet, while sending invalid HTTP packet to the
web server. If any centralized security solution has not been
implemented, then administrators have to do it one by one. In
the comparison, our blockchain-based solution can complete
this task more quickly. For example, the administrators can
use the following commands via the management console, as
demonstrated in Fig. 7.

In particulary, we configured the Firewall-Commander to
refresh the rules every 5 seconds, as Clique consensus algo-
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Fig. 7. Blocking Port 22 and Port 23 through the Console

Fig. 8. Client updating firewall rules

rithm can finish packaging and generate blocks very quickly, as
shown in Fig. 8. It is guaranteed that the Firewall-Commander
can reach the updated rules within the refreshing period.

After updating the firewall rules, the attack could be instant-
ly stopped as shown in Figure 9. The attacker cannot performs
either SSH or Telnet to the protected servers.

Fig. 9. The NMAP scanning result of the server

C. Experiment-2: When the Network is under Stressed

Many centralized security solutions can be often affected
under the Denial-of-Service (DoS) attack. If the traffic flow
was stressed out the centralized management server, it be-
comes difficult for clients to send or receive heartbeat toward
and from the server. Hence, the deployment of security rules
may become challenging.

Although blockchain is, theoretically, not affected much
from DoS attacks toward single node, we still have to know
how much it may affect the system. Consensus algorithms,
especially those for private chains, have intensive message-
exchange protocols. In this case, if the message could not be
effectively exchanged, it will affect the rule deployment.

However, it is difficult to perform the experiment by really
stressing the nodes with loads, as they are all on the same
machine, and even the network switch is emulated. However,
it does not mean that we could not emulate the environment
through different ways. In this experiment, we deliberately
configured the vSwitch [24] to emulate an unreliable network
environment, as shown in Fig. 10. We configured the network
with the following parameters:

• Bandwidth: 128 kbps Full-Duplex

Fig. 10. Creating an unreliable network

Fig. 11. The mining output from the console

• Packet Loss: 15.0%
• Latency: 200 ms
As shown in Fig. 11, the time of generating a new block

instantly bumped up to around 23 seconds. Other nodes that
do not join the mining took another 2-3 seconds to receive
the new block. On the Firewall-Commander console, it took
around 30 seconds on average to complete the deployment of
new firewall rules.

Overall, it is found that our BlockFW system can still work
under a stressed network, while the speed of making a policy
may slow down. On the positive side, though it is becoming
slower, the policy is still reachable to the endpoint.

D. Experiment-3: When a Server is Tampered

As long as the administrator’s hardware key is removed
from the system, the smart contract on the blockchain cannot
be altered. However, we still tried to deliberately corrupt the
ledger copy in one of the servers, in order to investigate how
the system will react under this condition.

More specifically, we deliberately blank out one of the
blockchain database files, and see how the system reacts. As
shown in Fig. 12, it is found that the blockchain client detected
these anomalies in the local ledger, and immediately started
to sync with other nodes.

In conclusion, although an attacker can deliberately tamper a
local ledger copy, the blockchain client will instantly notice the
anomalies, start downloading chain data from other nodes and
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Fig. 12. Blockchain Synchronization Triggered

replacing the corrupted local copy. In this case, our BlockFW
can be more robust than a centralized security solution, if the
server is under attack.

V. CONCLUSION AND FUTURE WORK

In this paper, we developed a blockchain-based rule-sharing
firewall (called BlockFW) that can offer validation and mon-
itoring among multiple nodes. In the evaluation, we tested
BlockFW in several harsh network conditions and investigat-
ed whether it can perform better than a traditional central-
managed security solution. Based on the results, it is found that
our blockchain-based solution can continue to serve correctly
under a stressful network condition. Also, as no central server
exists in our system, there is no use for attackers to stress out
one of the servers to crash the system. We further demonstrated
the adversarial scenario when attackers tried to modify the
policies by directly editing the blockchain storage file on
one node, and identified that our system could recover itself
from other reachable nodes, making the attacker’s tampering
trial unsuccessful. These provide a good evidence that making
blockchain as the underlying database for the security solution
is viable with particular advantages.

However, the BlockFW system we are developing requires
some further improvements. On functionality phase, the im-
plementation is less than a traditional firewall has, in which
we are actively developing a new version to overcome this
issue. Another important topic that we have not discussed is
whether BlockFW can handle a large network the same as
the current central-managed security solutions. This is because
permission-based blockchain has to utilize voting-based con-
sensus algorithms that require to exchange many messages
to reach consensus compared with a traditional lottery-based
consensus algorithm (e.g., PoW / PoS). Too many nodes may
result in slowdown and a waste of network resources. Thus,
the scalability issues are always important when developing a
blockchain-based solution.
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Abstract—The European Union’s Green Deal and other similar
regulations advocate to reuse batteries of electrical vehicles
(”second life”) to reduce greenhouse gases. To ease the assessment
of the best fitting second life applications for a distinctly used
battery, product life cycle data plays an important role. A digital
battery pass will be mandatory for future batteries and will
contain such data collected throughout the product’s life cycle.
Having trustworthy data is one key element of the battery pass
in order to provide authentic batteries. This paper presents a
concept to securely bind the pass to the battery itself by using
physical unclonable functions for creating a unique identifier
per battery. The approach is based on certificates and makes
use of Certificate Transparency to foster trust in the issued
certificates. Attacks on product life cycle data or certificates and
counterfeiting batteries can be detected.

Index Terms—physical unclonable function; Certificate Trans-
parency; electric vehicle battery; battery identity; battery pass.

I. INTRODUCTION

The European Union’s (EU) Green Deal aims to reduce
greenhouse gases towards net-zero emissions by 2050 [1]. One
of the measures is to lower the use of fossil energies in the
transportation sector. Electrically driven vehicles foster this
goal and are expected to achieve high sales numbers in the
upcoming years: The Faraday Institute forecasts a worldwide
demand of more than 5,900 GWh in the year 2040 (2020: 110
GWh) [2]. The rise of Electrical Vehicles (EV) is accompanied
by an increasing need for high voltage batteries. However,
batteries degrade during usage and charging. They can only
be used in an EV until their capacity degraded to 80% [3] [4].
This will result in a large number of dismounted and unusable
EV-batteries having a negative economical, ecological and
social impact [5]–[7]. However, these batteries may be still
fine for other use cases. To support recycling and reusing of
products and materials the EU introduced the Circular Econ-
omy Action Plan containing the reuse of batteries as one pillar
[8]. Its goal is to set up applications for a battery’s second
life either as complete product in a different environment or
dismantled in new products.
The new mass market for EV batteries will also encourage
the production of counterfeit batteries. Non-certified or non-
qualified batteries can introduce safety risks due to deviations
from specifications of genuine products and especially due
to cost-savings in risk reducing controls and management sys-

tems [9]. Reduced capacity and lifetime, overheating, and self-
ignition, as well as social aspects like underpaid workers and
bad working conditions during manufacturing are examples
for likely effects when using counterfeit EV-batteries.

Circular economy and the fight against counterfeiting em-
phasize a need for authentic batteries: Trust in the battery’s
quality, evidence in the correct implementation of the specifi-
cation, and traceability of the product life cycle enhance the
opportunities for second life applications and lower the risk
of introducing low quality and dangerous products into the
market.
Both, the readiness for circular economy and the circulation of
only high-quality batteries, shall be regulated within the new
and as of today drafted EU-regulation about the treatment of
(old) batteries [10]. The proposal presents a digital battery
pass as a record of manufacturer, materials, and specifications
of every single battery. This paper presents an approach to
inherently bind the digital pass to the physical battery by using
certificates based on Physical Unclonable Functions (PUF).

Physical Unclonable Function: A PUF uses physical devi-
ations that occur during production to create a unique and
unclonable identifier [11]. It is described as a challenge-
response-pair (CRP) where a device to be authenticated needs
to prove the ownership of the PUF-identifier. There are two
different types: weak PUFs always provide the same identifier,
strong PUFs can create multiple identifier. An example for
a weak PUF is the SRAM-PUF which takes advantage of
the cells’ random behavior after powering whereas an optical
PUF where randomly distributed particles on a surface are
illuminated from different directions creating unique shadows
is an example for a strong PUF [12]. PUFs are used as an
computational and financial inexpensive alternative of storing
cryptographic keys or identifier in non-volatile memory [11].

Certificate Transparency: Certificate Transparency (CT) was
originally developed by Google and is about transparent and
trust-worthy issuing of certificates used in the Web PKI [13].
It is summarized in the experimental RFC 6962 [14] and
deals with the difficulties of trusting Certificate Authorities
(CA) in general: private keys associated with a certificate may
be stolen or created in a wrongful way such that encryption

76Copyright (c) IARIA, 2022.     ISBN:  978-1-68558-007-0

SECURWARE 2022 : The Sixteenth International Conference on Emerging Security Information, Systems and Technologies

                           88 / 106



itself would not be damaged but an attacker might be able
to decrypt the communication without knowledge of the the
necessary key. A common way to check the trustworthiness
of CAs is to examine audits. However, audits often check
for formal aspects only than for a correct implementation of
technical processes.
The idea of CT is about storing certificates in publicly
available append-only logs that can be validated by everyone.
Figure 1 shows the steps needed to implement CT: The owner
of the domain requests a certificate by the CA which creates
a pre-certificate and sends it to the log. The latter is managed
as a Merkle Tree [15]. A Signed Certificate Timestamp (SCT)
ensuring that the certificate is added to the log is send to the
CA. The certificate is extended with the SCT and transferred
the domain owner. From this time on, the domain owner can
use it as normal certificate, e.g., for hosting websites. At the
end user’s site, the certificate is checked for the existence of
SCTs, e.g., during TLS handshake. Some internet browser
require that the certificate is signed with at least two SCTs.
The certificate logs are checked periodically by external
monitors. The domain owner is informed if there are new and
especially odd activities with certificates of its domain.

Domain 
Owner

CA

Log

Website

Certificate

(1) requests certificate

(2a) sends 
pre-
certificate

(2c) send SCT

(3) sends cert 
and SCTs

(4) serves websites 
and certificate

(2b) add certificates to 
logs, powered by 
Merkle trees

User Agents

End User

Monitors

(6) checked by

(5) via browser 
through HTTPS

(7) notify of newly 
issued certificate

Fig. 1. Implementation of certification transparency (illustration based on
[13]).

Furthermore, there are other methods for detecting counterfeit
products, e.g., by statistical measures [16], physical inspection,
or electrical examination [17]. However, the presented concept
is triggered by the EU regulation concerning the battery
pass and therefore, the concept of logging and auditing is
reasonable.

The remaining paper is structured as followed: Section II
describes related work as a basis for a concept for authentic

batteries which is introduced in Section III. Current and future
activities are summarized in Section IV.

II. RELATED WORK

To the best of our knowledge, the idea of a digital product pass
for single products is unique to batteries. Other applications
do have static product records or they are only implemented
for a group of products and not for single devices, e.g., like the
International Material Data System (IMDS) [18], the Building
Information Modeling (BIM) based Material Passport [19], or
the Cradle-to-Cradle (C2C) Passport [20]. Additionally, the
battery pass will be the first pass that is required by law. The
following related research results introduce only comparable
parts of the presented concept.

A. PUFs based on batteries

In [21], Bosch describes the calculation of PUF identifiers
out of a set of different parameters: pressure drop between
two sides of the battery, the batteries natural frequency, the
temperature pattern, the open circuit voltage (OCV) or the air
leak rate [21]. The created PUF identifier is saved as a physical
tag on top of the battery or in the battery management system’s
memory. However, the identifier can only be calculated in
a dismounted state. This method shows the possibility of a
battery PUF creation in general.
[22] presented a method to authenticate an outstation in a
distributed energy storage network. This work takes advantage
of the fact that the cells’ voltages differ at the same state
of charge (SoC). Both, the outstation and the master station,
sanitize a challenge-reply-table with continuously updated
measurements presenting a model of every cell. The authen-
tication challenge is formed out of a selection of cells. The
SoC and the voltages are measured and sent back to the master
station. If the actual measurements match with the values in the
challenge-reply-table the outstation is accepted as authentic.

Both works demonstrate that it is feasible to use PUFs on bat-
teries. However, existing works use the PUF as a mechanism
to create an identity. We want to extend this to use the PUF
as a derivation for cryptographic keys.

B. Blockchain with PUFs

A common mechanism to implement digital product passes
is the use of blockchain [23] [24]. Casino et al. described
a blockchain as ”distributed append-only timestamped data
structure” [25] where no central and trusted authority is
involved. Exchanging assets, digital or physical, between two
blockchain participants is achieved and recorded with transac-
tions. They have to be validated by other participating nodes
using a consensus algorithm in order to prevent corruption
or forgery of branches. Blockchains in the sector of supply
chain management can increase trust, traceability, transparency
and accountability. They are installed for better visibility and
enhanced optimization of a supply chain. [25]

PUFChain is a method that combines blockchain with PUFs
within the Internet-of-Everything (IoE) domain where trusted
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nodes authenticate IoE-data collected from client nodes [26].
The process is divided in three phases: During the enrollment,
the client’s PUF-CRP are calculated and stored in a secure
database. The phases of transactions consist of data collection,
PUF response generation, and hashing of both. The data
and the hash is added to the blockchain and needs to be
authenticated by trusted nodes. These nodes recalculate the
hash by using the client data and the pre-calculated PUF
response retrieved from the database and validate the block
if both hashes match. An application of PUFChain in the
Internet-of-Energy can be found in [27].

An approach to enable trust in supply chain by tracing was
presented in [28]. Newly manufactured devices need to be
registered in a blockchain with a unique ID, e.g., a PUF.
Device transfers are recorded in the blockchain. The con-
tractual ownership alters only after a transfer confirmation
which is done by calculating the unique device ID of the
received device and comparing it with the ID mentioned in
the transaction payload. End users can check the device’s
authenticity by matching the computed ID with the blockchain
content.

Whereas blockchain is a popular method for storing tamper-
proofed data, we decided to use a different approach. In our
opinion, the system consists for trusted partners. Therefore, a
decentralized distribution of data is not necessary. A database
can be hosted, e.g., by the EU enforcing the battery reg-
ulations. Another aspect is that in this specific application
consensus algorithms are useful only to a limit extent as it
will just provide a proof of formal attributes of transaction but
not on the transaction content itself: For example a blockchain
party validating a new block cannot check the correctness of,
e.g., a new temperature maximum or a degradation of capacity
as it does not have access to the battery itself.

III. CONCEPT FOR AUTHENTIC BATTERIES

A. Introduction

The general aim of our method is to have one single source
of truth containing information about the battery’s life cycle
including the manufacturing process, product acceptance tests
(PAT), measures of quality control, and the usage history.
Tracing materials and processes foster consumer’s trust in the
battery and enables an easier assessment of the batteries’ status
for recycling or reusing.
The data of the life cycle record is stored in a database that can
be permissioned in order to control and restrict read and write
access of supply chain parties involved. Access control also
protects the parties’ intellectual property (IP). It is mandatory
to have a secure binding between the life cycle record and
the battery itself ensuring the correspondence between both.
The secure binding is established by the use of certificates
in combination with PUFs that provide unique identifiers for
each battery.

Battery
assembly

PAT 
execution

Vehicle 
assembly

New
min./max.

SoH
downgrade

Maint.

Vehicle 
disassembly

Entering
2nd Life

Production Consumer

Recycling

Battery
Pass

Fig. 2. Battery pass as life cycle record.

B. Data for battery pass’s records

Data is added to the battery pass during manufacturing,
product testing, and quality controlling. At end user level, the
data is needed to emphasize a remarkable downgrade of, e.g.,
the state of health (SoH) or capacity and to record minimum
and maximum temperatures, voltages and currents. The latter
are important to assess the batteries health for a second life
application. The data acquisition building the life cycle record
is split into three phases (see Figure 2).
Assembly and initial product testing takes place during the
production stage at the battery OEM (original equipment
manufacturer). Information about manufacturer, working con-
ditions, date of production, and results of acceptance tests are
stored in the battery pass. Afterwards, the battery is transferred
to the vehicle’s OEM to be built into the intended vehicle.
Again, information about the vehicle manufacturer, working
conditions, and the vehicle including the vehicle identification
number (VIN) are stored in the record.
We are assuming the car to be delivered to the consumer
directly after production. At this stage the battery will be
used in its intended environment. Significant changes of the
battery’s quality will be logged to the life cycle record. These
changes include temperature, voltage and current maxima and
minima and SoH and capacity downgrade. This information
will ease the battery’s assessment before entering the second
life.
The preparation of the second life is divided into two steps:
First, the battery is dismounted from the vehicle and the date
and the implementing company are stored in the life cycle
record. The activity of entering the second life contains events
like firmware updates, quality tests and maintenance activities.
Again, the battery will be transferred to a consumer. We
assume an environment in which the life cycle record can be
sanitized. Therefore, the stage of the second life equals the
consumer stage.

The format of the battery pass’s data is not defined inhere.
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However, the JSON data format may be reasonable as it is
widely used and easy to read and process.

C. Security Considerations

With the presented concept the following security related
aspects shall be considered: The battery pass and its records
shall be bound to the battery in order to state out that these
records are only valid for this specific battery. Manipulation of
the battery pass has to be detectable as well as the circulation
of counterfeit batteries having no or stolen battery passes.
Updates of the records shall only be possible from the battery
itself or from a system that has access to the battery. This
ensures the validity of the data without the possibility of
data added by a third-party not involved in the process. Trust
and transparency shall be treated to foster the battery pass’s
acceptance by the user and in general a successful assessment
of second life applications.

D. Security Architecture

The technical implementation of our method is based on
signed battery data whereas the keys are derived from the
battery’s PUF. Figure 3 shows the overall process of adding
data and verifying the battery’s identity. We are assuming the
private and public key derived from the PUF already exist. As
elaborated in the related work section (Section II), this is a
reasonable assumption.
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Fig. 3. Implementation of digital pass with certificates. a. Update of battery
records b. Verify that certificate belongs to records c. Verify that battery
belongs to certificate.

Three phases are applicable:
The most functional part of the method is adding and updating
data of the battery as it is described in Sec. III-B. If new data
is generated it will be sent to a central database containing
historic and current data of each battery (Figure 3a). In
the battery the data is signed with its private key. Only
the signature is added to a battery specific certificate also
containing the public key. If a certificate already exists for the
battery a reissuing is needed and the old one has to be revoked.
The certificate itself is attached to an append-only log. We
are relying on Certificate Transparency which is a commonly
used method developed by Google to store and handle identity
certificates in a trusted and verifiable way. Whereas the log
itself does not fulfill any functional requirement, it provides
additional trust and transparency into the certificate as it can
be validated from external and public parties.
One could argue to add the battery data to the certificate
introducing the advantage of having one single document
containing all relevant information about the battery. How-
ever, having this, the battery’s data is publicly available and
therefore, IP may be revealed as well as the opportunity for
malicious analysis about production statistics and performance
of a battery OEM. A dedicated database can be restricted to
a reduced number of users.

In order to check the validity of the data in accordance with the
corresponding certificate, access to the data and the certificate
is needed. Using the public key stored in the certificate the
signatures can be verified (Figure 3b). In this context, another
opportunity to avoid disclosure of IP may be possible by
letting the signatures be checked by the database itself and
letting it deliver a summary of data not revealing IP.

In the third phase, it is checked that the certificate belongs to
the battery as described in Figure 3c. Therefore, a challenge-
response-mechanism is used where the user sends a challenge
consisting of random number encrypted with the public key
to the battery. The challenge is decrypted using the battery’s
private key and the response is sent back to the user. If the
response equals the original random number it is verified that
the certificate belongs to the battery as the private key is
directly derived from the battery’s PUF.

To reduce the risk of stolen or reproduced keys by an attacker
the derived key may be stored in a Hardware Security Module
(HSM), e.g., placed on the Battery Management System
(BMS). However, the cost-efficiency of HSMs in the context
of industrial applications with large quantities having high
pressure on costs has to be evaluated [29].

E. Challenges

The main challenge of the presented method is the derivation
of keys from the battery’s PUF. It is required that the keys do
not change over time. However, due to aging of cells and the
battery pack the PUF and therefore, the keys may change. The
validation steps mentioned above cannot be executed anymore
resulting in a failure of the complete method. The same applies
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for genuine repairs or maintenance activities of the battery.
Single cells will not be exchanged probably, but battery packs.
This would result in a new PUF and so in invalid existing
private and public keys.
To overcome both, two approaches might be appropriate: First,
using a model forecasting the cell and battery aging in order to
create static cryptographic keys. And second, if an imminent
change is foreseeable having a mechanism to modify the
existing keys, e.g., with pre-calculated challenges and a hash
chain for tracking expired keys.
Instead of using the battery’s cells to create unique identifier
one could also use the surrounding electrical components as
origin for physical unclonable functions. The entropy might
be enough to create cryptographic keys as there are many
components built in one battery pack. These components do
not age in the same way as cells do.

Challenges also arise in the general use of the battery pass.
Standardization across companies is mandatory to enable
comparability of batteries. This also applies for the update pro-
cedure of the battery pass. Questions concerning the frequency
and the resolution of record updates have to be answered.

F. Security Analysis

In the following section it is analyzed if the presented concept
complies with the requirements stated in Section III-C.

Attack Model: We assume that the attacker has read and
write access to the database. As the certificates are stored
publicly following the methods of Certificate Transparency the
adversary can read certificates. However, the attacker cannot
read or re-create the battery’s private key as we assume that
the physical access to the battery and its related components
is restricted.

Binding battery pass and battery: The battery pass and the
physical battery are bound using the cryptographic keys cre-
ated from the battery’s PUF.

Detection of manipulated battery pass: A manipulation of data
in the database will be recognized when the data’s signature
is verified. The verification of the signatures should be a
mandatory step when working with these batteries, e.g., for
an assessment of the second life applications.

However, manipulation or deletion of data can result in finan-
cial and ecological damage as it is the basis for further use
of the battery. If the data is deleted, assumptions based on
statistical measures have to be consulted which may result in
a worse assessment of the state of health.

Circulation of counterfeit batteries: If an attacker duplicates
the certificate in order to sell a counterfeit battery with a
pseudo-valid certificate, the attack may not be recognized until
the link between the certificate and the battery is verified.
Whereas signature for the data is valid, the challenge-response
will fail: The public key of the certificate does not match to
the private key of the battery. Therefore, the decryption of the
response will fail.

Update of battery pass only with access to battery: Records
can be added to the database without having access to the
battery. However, the battery pass, i.e., the certificate can only
be reissued with the record’s signature which is created with
the cryptographic keys derived from the PUF. Therefore, a
valid update of the battery pass is only possible with physical
access to the battery.

Generating trust and transparency: Trust and transparency for
user’s acceptance and for trustworthy assessment of second life
applications is created with the use of cryptographic keys on
the one hand and on the other hand with the use of Certificate
Transparency where certificates can be validated by external
parties.

Several attack scenarios have been described. None of them
can be executed on its own as there need to be attacks
on multiple system parts to be successful. However, it also
showed that a verification of the different links between
certificate, data and battery is mandatory to ensure the system’s
security.

Nevertheless, a complete and in-depth security analysis will
be executed in the future to strengthen the given statements.

G. Efficiency of Data Transfer and Verification

In the current EU project MARBEL (Manufacturing and
assembly of modular and reusable Electric Vehicle battery for
environment-friendly and lightweight mobility) the efficiency
of data transfer with a state-of-the-art BMS has been analyzed
in a Proof-of-Concept. Tests have been made with a frequency
of data transfer ranging from 5 Hz to 200 Hz sending single
MQTT (Message Queuing Telemetry Transport protocol) mes-
sages. Authentication and encryption was established using
the Transport Layer Security (TLS) protocol adding a security
related overhead to every message. The average message size
summed up to 90 bytes which corresponded to a measured
maximum data rate of 144 kBits/s. The findings from these
tests appear to support the assumption of an efficient data
transfer. However, a continuous stream of battery data might
not be required as the degradation of the battery’s state of
health is a slow process. Data may be also buffered over a
defined time and sent in blocks.
Data will be verified on servers which can be highly optimized.
Therefore, it is expected that the verification can be carried out
efficiently as well.

IV. CONCLUSION AND FUTURE WORK

Circular economy and the fight against product counterfeiting
increase the need for authentic products. The digital battery
pass is one example for achieving trust and traceability of a
product. The paper presented a concept to manage a battery’s
life cycle record by using certificates. The correspondence
between the batteries identity and the battery pass is achieved
with PUFs constructed of the battery’s physical deviations.
Using the PUF-enabled certificates, it is possible to detect
counterfeit as well as low-quality batteries. Challenges occur
in the consistency of PUFs due to aging and maintenance
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issues of the product pass.
Future work includes the implementation of a Proof-of-
Concept followed by a performance analysis and an in-depth
formal security analysis in order to evaluate the functionality
in general and the security measures of the concept. Other
mechanisms for detecting counterfeit electronic products will
be analyzed and might enhance the presented concept. The
consistency of PUFs in the context of batteries will be part of
further extensive investigations.
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Abstract—Tesla vehicles offer a wide range of services, includ-
ing an autopilot. As a central vehicle component, the autopilot
has been the focus of much media and research attention. Several
articles have highlighted flaws in the autopilot service. These
flaws make the autopilot service relevant for Automotive Digital
Forensics (ADF) investigations since vehicle automation is likely
to cause accidents. This paper presents an ADF investigation
of the file system of a Tesla autopilot hardware version 2.0. We
identified metadata characteristics, including general information
(such as Linux user accounts, extensions, and timestamps) and
vehicle-specific characteristics (including surveillance and safety-
related information that is of great use in investigations of modern
vehicles). The paper evaluates the forensic reliability of memory
acquisition and the usability of the identified features.

Index Terms—automotive, vehicle, digital forensics, automotive
digital forensics, tesla, autopilot, metadata, vehicle forensics

I. INTRODUCTION

The total number of Tesla deliveries has steadily increased
in recent years. In the first quarter of 2021, Tesla delivered
184,800 vehicles [21], in the second quarter of 2021, 201,250
[22], in the third quarter, 241,300 [23] and in the fourth quarter
of 2021, 308,840 [24]. These figures show an increase of
66,99% in one year. The company’s electric vehicles offer
various services, including the autopilot. According to an in-
vestigation by Isidore and Valdes-Dapena [25], bugs regularly
appear in Tesla’s autopilot. As a result, its vehicles and autopi-
lot are likely to be part of ADF investigations. Understanding
the Tesla car and its features, including the autopilot and file
system, is key to a successful ADF investigation. Buchholz
and Spafford show that the file system is essential in Digital
Forensics (DF) and ADF investigations [26]. This leads to the
following research question, “What are DF- and ADF-specific
characteristics that can be captured in the file system of a
modern vehicle?” with the hypothesis “The file system of the
Tesla autopilot contains metadata relevant to answer forensic
questions in ADF investigations.” Our contributions are:

• Identification of metadata characteristics of a Tesla au-
topilot hardware version 2.0.

• Identification of general DF characteristics of a vehicle-
specific file system.

• Identification of vehicle-specific characteristics from a
Tesla autopilot snapshot.

• Evaluation of the forensic soundness of the data acquisi-
tion method from the Tesla autopilot Electronic Control
Unit (ECU).

This paper is structured as follows – Section II highlights
related work in Tesla analysis and ADF investigations. The
research question is further analyzed in Section III by consid-
ering the characteristics and metadata of the Tesla autopilot
and their relevance to ADF. The implementation of a forensic
analysis of the Tesla autopilot is presented in Section IV.
Section V summarizes the results of the investigation. The
evaluation in terms of forensic soundness, usability, limita-
tions, and assumptions is presented in Section VI. Section VII
concludes the paper and gives an outlook on future work.

II. RELATED WORK

We are not the first to look at Tesla vehicles. In this
Section, we highlight different research focusing on security
analysis of Tesla vehicles, its components, and services. Such
investigations hold valuable information that can be used in DF
investigations. Furthermore, we highlight ADF investigations
on Tesla vehicles in existing research and how our approach
and research goals differ.

In [17], Tencent’s Keen Security Labs present a security
analysis of a Tesla vehicle. They reverse-engineered the in-
vehicle Controller Area Network (CAN) bus and show prob-
lems that lead to wireless exploitation of such vehicles. A sim-
ilar problem was presented in [16], where the authors remotely
compromised the gateway of the Body Control Module (BCM)
of Tesla vehicles. ADF investigations can benefit from such
security analysis. Such information helps determine where logs
and other valuable information are stored to answer forensic
questions.

Tristan Rice published a multi-part blog post about a
security analysis of a Tesla Model 3, starting with [20]. The
author reverse-engineered various services (e.g., the autopilot
and software update system), the internal structure, security
configurations (e.g., firewalls and iptables), and the internal
API. Such descriptions enable forensic scientists to identify
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locations with characteristics relevant to DF investigations.
This knowledge is valuable for security analysis and benefits
ADF investigations.

In [19], Gomez et al. focus on the architecture, commu-
nication data, and snapshot capabilities of a Tesla autopilot
hardware version 2.0, and the authors evaluate how these fea-
tures affect the handling of personal data. Our work analyzes
the same autopilot version but focuses on the relevance of the
file system for ADF investigations.

Ebbers et al. published an article analyzing several IOS and
Android apps for different vehicles [18]. They sent Subject
Access Requests (SARs) to Original Equipment Manufacturers
(OEMs) to get all the information OEMs have about each
user. The authors found that data for smartphone apps may be
encrypted or stored in plain text on smartphones. Some OEMs
- such as Tesla - can transmit various vehicle data that could
be relevant to DF investigations. Others OEMs - such as Ford
and Mercedes [18] - are pretty limited in data availability.

The highlighted articles focus on security issues and data
handling in Tesla vehicles. To the best of our knowledge, no
article has been published on the Tesla autopilot file system
and its relevance of DF investigations.

III. INVESTIGATION OF THE CHARACTERISTICS OF THE
TESLA AUTOPILOT

Carrier defines digital investigations as “a process by which
we develop and test hypotheses that answer questions about
digital events” [15]. Thus, DF investigators need to reconstruct
digital events based on the data they collect and analyze. As
highlighted by Gomez et al. in [14], this is also true for
ADF, but with a focus on automotive systems. In addition,
the authors mention the importance of forensic questions of
interest. The questions are in focus throughout this article and
are:

• Who performed or is responsible for a digital event?
• What digital event was performed?
• When did the digital event take place?
• Where did the digital event take place?
• How did the digital event take place?
• Why did the digital event take place?

A. Tesla’s autopilot from the perspective of digital forensics

The Tesla autopilot is an advanced driver assistance system.
It supports the driver with various services such as cruise
control, lane assistant, navigation, and automatic distance
assistant. Tesla introduced autopilot in hardware version 1
in 2014, followed by hardware version 2.0 and 2.5 in 2016
[12]. The latest version is 3, which was introduced in 2019
and installed in all new Tesla vehicles since then [11]. We
will focus on hardware version 2.0 due to its availability in
the investigated vehicle. In addition, snapshots of the Tesla
autopilot in hardware version 3 are usually encrypted. Based
on a study by MIT, hardware version 2.0 is still installed in
Tesla vehicles on the road [1] [2].

As mentioned by Rice in [20], the autopilot introduces sev-
eral services and features. Examples include the service itself

and the Hermes service, enabling communication between the
OEM backend and Tesla vehicles. Hermes is also used to
provide updates to features and components in the vehicle.
Tesla vehicles store the files of the autopilot in encrypted form
[10]. This causes problems with extracting the autopilot from
in-vehicle systems during ADF investigations. Older versions
of the autopilot were not encrypted, as described in an article
by Keen Security Labs [9]. During the ADF investigation, the
analyst must decrypt any encrypted autopilot. To do so, the
analyst needs either the corresponding decryption key or an
exploit for the autopilot.

B. Metadata in digital forensic investigations of file systems

Buchholz and Spafford define characteristics related to
metadata based on the forensic questions who, where, when,
what, why, and how [26]. They emphasize the importance of
metadata in file systems to answer these forensic questions.
As described by Carrier in [15], metadata is directly linked to
the describing object. Thus, its metadata also changes when
the object is modified, deleted, or otherwise changed. This
fact makes metadata an important consideration in DF studies.
Compared to deleting files (e.g., log files) or modifying
text files, manipulating metadata is more challenging for an
attacker.

As a result, DF investigators must validate the trustworthi-
ness of the collected information to trust the metadata. In DF,
trustworthiness is referred to as forensic soundness [8], which
corresponds to the degree of the following attributes, as shown
by [7]:

• Correctness: information that was actually stored in mem-
ory when the snapshot was taken.

• Atomicity: There should be no signs of concurrent system
activity.

• Integrity: Captured memory areas will not be modified
after the capture timestamp t.

The goal of DF investigations is to achieve a high level
of forensic soundness to ensure the trustworthiness of the
captured metadata.

IV. DIGITAL FORENSIC FEATURES OF A TESLA AUTOPILOT
HARDWARE VERSION 2.0

This paper focuses on the Tesla autopilot, i.e., hardware
version 2.0. We analyzed the collected data using two ap-
proaches to enable comparability and minimize analysis errors
by forensic tools: (1) developing a Python tool for analysis
and (2) using Magnet AXIOM, a sophisticated DF tool. This
approach also allows us to determine general characteristics
of the Tesla autopilot relevant to future studies.

We conducted the ADF investigation following the process
model proposed by [14]. The authors highlight four steps:

1) Forensic readiness: Determine if relevant data sources
and tools are available to conduct an investigation.

2) Data collection: Obtain necessary information.
3) Data analysis: Analyze the data collected.
4) Documentation: Prepare a report presenting the results.
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Forensic readiness is given for Tesla autopilot analyses.
Snapshots can be created using various methods, e.g., chip-
off or live acquisition. Tools for analysis are available with
a custom Python tool and Magnet AXIOM. We discuss data
acquisition and analysis in the following. This paper is the
documentation of the results of the ADF investigation.

A. Acquisition of the Tesla autopilot

We acquired a Tesla autopilot (hardware version 2.0) from a
2017 Tesla Model S. We performed a chip-off of the installed
memory device on the autopilot ECU. Chip-offs are a DF
technique that has proven successful in ADF investigations, as
[6] demonstrated in the analysis of a Volkswagen infotainment
system.

Data on the extracted chip was acquired using a memory
adapter that translates the pin-out to Universal Serial Bus
(USB). Using a write blocker, we could ensure the data’s
integrity during the acquisition process. Write blockers are
used in investigations to prevent changes to the data on the
target evidence.

The result of the acquisition process was a snapshot of the
Tesla autopilot. We created a duplicate and continued working
on the duplicate only.

B. Python tool for Tesla autopilot analysis

The next step is to analyze the collected data. As suggested
by [14], the data should be initially reviewed. We expected
the snapshot to be encrypted. However, we were able to read
the contents of the snapshot. In addition, we found that the
snapshot was stored as SquashFS (a common read-only file
system for Linux). This confirmed the security analysis results
presented in [9].

We mounted the file system and identified several folders,
all related to the classic Linux file system structure. Examples
include bin, etc, home, and lib. We have also identified vehicle-
specific folders such as the opt folder. It contains binaries for
the autopilot and the Hermes service used for communication
between the Tesla backend and Tesla vehicles. Another inter-
esting folder for ADF investigations is the lib folder that stores
all libraries used. Those can be valuable during penetration
testing and identification of vulnerable libraries.

To automate the analysis process, we implemented a custom
Python tool - in form of a Jupyter Notebook - to collect
various metadata from the mounted file system. The tool uses
“os.walk()” to recursively collect all directories and files. In
addition, the implementation determines the timestamp of the
last modification and the extension of each file. Finally, we
create graphs to present the results.

The tool collected 4216 unique files and 447 directories
from the mounted file system. We used the framework python-
magic [5] to determine the file type. For 291 files (6.91%),
the framework was unable to determine the type. We assume
that the reason are corrupted magic bytes of the files (e.g.,
from custom file-types) and dot files from Linux. However,
we were not able to confirm our assumption. The same is

true for timestamps. The timestamp for 275 files and folders
(6.52%) could not be determined for the same reasons.

As shown in Figure 1 and Table I, the most commonly used
extension is .so, followed by .0 (linked file on a Linux system),
.crt, .pem and .conf. The extensions with numbers (e.g., .1 or
.2) are user-defined extensions probably used to arrange files
within a directory.

TABLE I
NUMBER OF FILE EXTENSIONS WITHIN A TESLA AUTOPILOT

Extension Count
.so 356
.0 221

.crt 140
.pem 133
.conf 103
.mo 100
.sl 46
.1 41
.2 33

.img 32
.sh 28
.txt 26

.map 26
.hlp 25
.bin 24

Extension Count
.4 19

.rules 18
.56 15

.hwdb 14
.6 14
.5 11
.10 9

.wav 9
.pdf 8
.3 7

.profile 7
.00 7
.13 6
.16 6

We created the line graph shown in Figure 2 from the col-
lected timestamps. Several peaks in the timestamps are clearly
visible. Table II lists the ten most frequently timestamps.

TABLE II
THE TIMESTAMP RESULTS WERE USED TO CREATE A LINE GRAPH.

Timestamp Occurrences
Fri Jul 19 05:16:47 2019 1234
Fri Jul 19 05:51:13 2019 587
Fri Jul 19 05:51:12 2019 332
Fri Jul 19 05:28:04 2019 208
Fri Jul 19 05:28:03 2019 192
Fri Jul 19 05:51:06 2019 158
Fri Jul 19 05:23:04 2019 112
Fri Jul 19 05:51:18 2019 108
Fri Jul 19 05:29:59 2019 105
Fri Jul 19 04:22:50 2019 74

C. Analysis of the Tesla autopilot using Magnet AXIOM

To validate our results from Section IV-B and compare the
findings of another tool, we analyzed SquashFS using Magnet
AXIOM. The forensics tool identifies various indicators and
presents them in a final report. Magnet AXIOM identified so-
called people. In the case of a Tesla autopilot, these relate to
Linux user accounts. Magnet AXIM identified a total of 103
accounts that contain usernames and IDs. These include com-
mon user accounts such as root, daemon, and bin. In addition,
automotive and autopilot-specific usernames were also identi-
fied, including temperature monitor, visualizer, legacyvehicle,
drivermonitor, gps, and hermes.

The autopilot contains various media files. In particular,
these are audio files used in the infotainment system. Examples
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Figure 1. File types in the Tesla autopilot

are .wav files for steering wheel warnings or forward collision
warnings.

Another category highlighted by Magnet AXIOM is doc-
uments. For the autopilot, these include a .csv sample file, 8
.pdf user manuals, and 26 .txt files, i.e., READMEs.

Magnet AXIOM has identified 32 .img files. These files are
the firmware images of the various services implemented in
the Tesla autopilot hardware version 2.0. All the .img files
contain the string “HW2”, indicating that these files refer to
hardware version 2.0.

For the operating system information, Magnet AXIOM
correctly detected the use of buildroot. The operating system
version is specified as “2016.05-g977a322”. This is the string
that is included in the buildroot configuration.

V. RESULTS OF THE FORENSIC ANALYSIS

We implemented an ADF investigation on the Tesla autopi-
lot file system and performed two analyses using a custom
Python tool and Magnet AXIOM.

A. Answering forensic questions using the collected metadata

The metadata found is able to answer most of the forensic
questions highlighted in Section III. Table III summarizes the
results related to the forensic questions. The questions about
“Who performed or is responsible for a digital event?” can be
traced to the user accounts highlighted by Magnet AXIOM.
In addition, “who” can be answered cron-jobs too. The next
question relates to “Where did the digital event take place?”
and is to be answered with the file and folder structure within
the file system. “When did the digital event take place?” uses
the timestamp collected by the custom Python tool as well
as logs located in different location within the file-system.
Some log files are located in the etc folder. However, these are

general system logs and not application logs. Together with the
configuration files (i.e., the .conf and .profile extensions), we
can partially answer the question “How did a digital event take
place?”. The collected metadata cannot answer the question
“Why did a digital event take place?”.

If different log-files or other event management systems
store information such as the user accounts, cron-jobs, and
time-stamps, such data can be correlated with the results we
highlighted. Hence, this information can be used to prove who
or what is responsible for a digital event.

TABLE III
RESULTS OF THE ANALYSIS IN RELATION TO THE FORENSIC QUESTIONS

Forensic questions Corresponding identified metadata
Who User accounts and cron-jobs

Where Files and folders structure
When Timestamps of the files and log-files
What Log files within the etc folder
How Configuration files (.conf and .profile extension
Why Can not be answered using the collected metadata

B. Specific characteristics of digital forensics for the automo-
tive sector

In Section IV, several general metadata characteristics were
identified. Some of which are specific to the automotive sector.
These were also listed but not elaborated on.

The analysis revealed several metadata features that are spe-
cific to ADF. One example is the distribution of timestamps.
Vehicles, unlike smartphones or personal computers, are cyber-
physical systems. Therefore, they interact with the physical
outside world. This leads to safety requirements and regula-
tions. Consequently, updates must undergo in-depths testing
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Figure 2. Timestamp of the files within the Tesla autopilot

and certification prior to roll-out. An update must ensure
that it does not affect safety-critical systems such as brakes
and airbags. This could be a reason for the distribution of
timestamps. Tesla could update its autopilot in larger releases
compared to small update cycles as known from common IT
systems. This allows the manufacturer to verify and certify the
update for use in vehicles in the field. Unfortunately, we cannot
verify this assumption based on the available information.

As can be seen in Table I, .so is the most common extension.
Thus, the Tesla autopilot uses a lot of shared libraries. With
the use of shared libraries, the behavior of different services
becomes comparable. Shared libraries store similar logs and
perform related digital events. Hence, using shared libraries is
a valuable autopilot feature for DF and penetration testing. In
penetration testing, a vulnerability in a shared library can be
used to exploit multiple services that use the .so file.

Magnet AXIOM identified several user accounts. Most are
common to Linux Operating System (OS). However, some are
specific to automotive. Two user accounts are named cantx
and canrx. Both refer to the onboard CAN bus protocol. In
addition, several user accounts in the file system snapshot refer
to cyber-physical systems, e.g., temperature monitor, roades-
timator, drivermonitor, and rainlightsensing. Monitoring and
safety-related user accounts are also part of the autopilot.
The dash cam, camera, backup camera, vision, and gps are
examples. Further research on these services for ADF-specific
data classes [4] could be valuable.

As a result, several vehicle-specific DF features could be
identified within the metadata of the file system of a Tesla
autopilot snapshot. Therefore, we can confirm our hypothesis
that the file system of the Tesla autopilot contains metadata
relevant to answering forensic questions in ADF investigations.

VI. EVALUATION

This Section discusses the forensic soundness of the data
acquisition, the usability of the identified characteristics, as
well as limits and assumptions of the investigation.

A. Forensic soundness

Forensic soundness is the degree of correctness, atomicity,
and integrity in memory acquisitions [7]. The definitions of
these three attributes were revised by Ottmann et al. in [8] to
allow for literal usability. Snapshots that satisfy integrity also
satisfy atomicity and correctness [8]. SquashFS is a read-only
file system, and we used a write blocker during collection.
Since we performed a chip-off, the memory is frozen at time t
when we removed the chip from the ECU. Thus, the integrity
of the acquired snapshot is guaranteed.

B. Usability in automotive digital forensic investigations

We have published our custom Python tool on GitHub
[3]. Therefore, the results can be replicated on other Tesla
autopilot snapshots. The identified metadata characteristics
are valuable for future research. This is especially true for
the vehicle-specific characteristics mentioned in Section V-B.
Future studies and research can use the information obtained
in this article.

C. Limits and assumptions

We assume that the timestamps were not tampered while the
autopilot was running. Furthermore, we assume that the system
clock is correct. Otherwise, the timestamp analysis could not
be conducted in the presented way [26]. The highlighted
ADF-specific characteristics are specific to the analyzed Tesla
autopilot. However, due to the reuse of hardware and software
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in modern vehicles, those characteristics will be helpful in
future investigations.

VII. CONCLUSION AND FUTURE WORK

In this article, we investigated the properties of metadata in
modern vehicles. We focused on a Tesla autopilot hardware
version 2.0 ADF investigation included the collection of data
within the autopilot ECU using a chip-off. Analysis of the
collected data was performed using two approaches. First, with
a self-written Python tool. Second, with Magnet AXIOM, a
sophisticated DF tool.

The analysis captured files and directories, file extensions,
timestamps, user accounts, media data (e.g., audio), documents
in the form of .cvs, .txt, and .pdf files, image files, and general
file system information, e.g., that the image was created with
buildroot. The most popular extensions were .so, .0, and .crt.
We found that the most commonly used timestamp was July
19, 2019.

Vehicle-specific metadata was also identified during the in-
vestigation. This includes cyber-physical system-specific user
accounts such as temperature monitor, visualizer, legacyve-
hicle, drivermonitor, gps, and hermes. In addition, security-
related user accounts were captured. Examples include
dash cam, camera, backup camera, vision, and gps.

The investigation revealed several DF features that allow
answering forensic questions in ADF: who, where, when, what,
and how. Questions regarding “why” cannot be answered with
the collected metadata.

The results highlighted in this paper are valuable for future
studies of the Tesla autopilot ECU and modern vehicles in
general. Future work will focus on the file system of other
components of the vehicle ecosystem and on refining the
analysis methods. In addition, future work will focus on newer
hardware versions of the Tesla autopilot.
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Abstract—Cognitive biases are ever-present in the data subject’s 
decision-making in relation to consent to online tracking. 
However, the exploitation of cognitive biases via dark patterns 
can render the obtained consent illegal. This paper aims to 
combine a variety of legal sources in order to evaluate the 
legality of consent attained through consent banners. It further 
provides recommendations on how to resolve this issue in the 
form of: abolishing the presumption of rationality in data 
subjects; illustrating the need for more research into the extent 
to which cognitive biases affect the usability of consent; and 
normative recommendations for data protection authorities. 
The results from this study can aid web developers to strive 
towards designing compliant consent banners. 

Keywords- cognitive bias; consent; consent banners; GDPR; 
data protection. 

I.  INTRODUCTION 
 Currently, most websites collect personal data in order to 

profit from selling these data to third parties. The ePrivacy 
Directive (ePD), under Art.5(3), requires the data subject’s 
consent for any storage of tracking technologies on their 
device [1]. In addition, the General Data Protection 
Regulation (GDPR) imposes legal requirements for valid 
consent [2]. Unfortunately, there are no formal requirements 
as to how consent should be obtained by websites. Recital 17 
ePD stipulates that consent can be given by any appropriate 
method as long as it is “a freely given, specific and informed 
indication of the user’s wishes”. Consent banners have 
quickly become the norm where personal data are being 
processed by websites. They are an inseparable part of the 
data subject’s daily web browsing activities. Research shows 
it would take the average data subject 244 hours per year to 
read every privacy policy they encounter on each website 
they visit [3]. It is argued that data subjects have developed 
coping mechanisms to deal with the burden of consent 
banners [4]. Data subjects are prone to deviations from 
rationality in their decision-making [5, p.1]. This opens the 
possibility for exploitation of data subjects’ decisions via 
unfair practices such as dark patterns.  

The existing literature on cognitive biases and dark 
patterns shows their potentiality to affect online users’ 
decision-making. However, no assessment of the extent to 
which exploitation of cognitive biases via dark patterns can 
affect the legality of consent obtained through consent 
banners has been made. This paper aims to provide such an 
assessment. 

Section II provides the legal background regarding 
consent to tracking technologies. Section III provides 
definitions of cognitive biases and dark patterns. Section IV 
introduces the immediate gratification bias, maps it to dark 
patterns and to the GDPR valid consent requirements. 
Section V follows the same approach in relation to the 
information overload bias. Section VI provides concluding 
remarks and recommendations. 

II. LEGAL BACKGROUND 
Since the right to the protection of personal data is a 

fundamental right governed by Art. 8 of the European Charter 
of Fundamental Rights and Art. 8 of the European 
Convention of Human Rights, any online personal data 
processing must comply with the existing privacy legislation 
to safeguard this right [6][7]. Therefore, in the European 
Union, any use of tracking technologies that process personal 
data must be compliant with the ePD and the GDPR [8, p.96]. 
Under Art.5(3) ePD, the use of tracking technologies is only 
permitted when the user “has given his or her consent”. The 
validity of consent is always assessed under the GDPR 
according to Art. 2(f) ePD. This is because the GDPR acts as 
lex generalis. It lays down the general rules regarding consent 
to tracking technologies, while the ePD acts as lex specialis 
– it particularises the general rules of the GDPR in relation to 
tracking technologies [9, p.13]. 

Art. 4(11) GDPR defines “consent” as “any freely given, 
specific, informed and unambiguous indication of the data 
subject’s wishes by which he or she, by a statement or by a 
clear affirmative action, signifies agreement to the 
processing of personal data relating to him or her”.  

Research by Santos et al. [8] provides a comprehensive 
analysis of the consent requirements by grouping them into 
several high- and low-level requirements. The legal consent 
requirements classification from Santos et al. [8] will be used 
in this paper because it provides an in-depth analysis which 
does not merely consult the GDPR legal provisions and EU 
case law but also secondary sources such as Data Protection 
Authorities’ (DPA) decisions and guidelines. Santos et al. [8] 
derive an additional “readable and accessible” consent 
requirement from Art. 7(2) GDPR, which states that consent 
requests must be “clearly distinguishable from the other 
matters, in an intelligible and easily accessible form, using 
clear and plain language.” Additionally, consent must 
always be revocable under Art. 7(3) GDPR [8]. 
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III. COGNITIVE BIASES AND DARK PATTERNS 
To cope with the vast amount of information presented to 

them daily, data subjects deploy cognitive heuristics to aid 
their decision-making [10, para 33]. Cognitive heuristics do 
not require an assessment of a situation in its full intricacy 
but rather help the data subject arrive at a quick decision with 
minimum effort by ignoring part of the information presented 
[5, p.4][11, p.451]. According to Kahnemann’s dual-process 
theory, the mind has two modes: a fast, heuristics-based 
system and a slow, rational system. The fast system leads to 
automatic decisions, such as when asking a person what 2+2 
equals, people are likely to give an automatic answer. The 
slow system requires consideration of many factors. An 
example is “checking the validity of a complex, logical 
argument”. A key element here is that tasks performed 
through the slow system need attention and cannot be 
performed if attention is diverted [12]. 

Cognitive heuristics are generally beneficial because they 
save people time and mental capacity [13, p.140]. However, 
cognitive heuristics sometimes lead to cognitive biases. This 
is because the appropriate decisions are sometimes 
incorrectly weighted against the consequences [14, p.2]. 
Cognitive biases have been defined as a “systematic (…) 
deviation from rationality in judgment or decision-making" 
[5, p.1]. There are many types of cognitive biases, but this 
paper merely discusses two cognitive biases – the immediate 
gratification and information overload bias, which according 
to previous work affect data subjects’ tendency to consent to 
online personal data processing [15, p.105][16, p.16-19][10, 
para 34].  

Existing literature shows that cognitive biases such as the 
immediate gratification bias affect data subjects’ decision-
making by making them underestimate the future 
consequences of personal data disclosure [17, p.25]. 
Moreover, research shows that rational privacy decision-
making is improbable in an economic sense [17, p.22]. 
Cognitive biases make rational decision-making more 
challenging due to design manipulation via dark patterns that 
often nudge data subjects into taking unintended actions [3, 
p.105]. Therefore, cognitive biases can be exploited via dark 
patterns [18]. Previously, legal research has been conducted 
on the legality of dark patterns in consent banners [19]. 
However, none of the existing literature examines the legality 
of the exploitation of cognitive biases through their inevitable 
interaction with dark patterns. 

Recently, the European Data Protection Board (EDPB) 
issued Guidelines on dark patterns in social media interfaces. 
Dark patterns are defined there as “interfaces and user 
experiences implemented on social media platforms that lead 
users into making unintended, unwilling and potentially 
harmful decisions in regards of their personal data”  [20, 
para 3]. Unfortunately, the EDPB’s Guidelines do not apply 
outside of social media interfaces. The recently adopted 
Digital Services Act also addresses dark patterns in Art. 23a, 
however, its application is limited to “providers of online 
platforms” [21]. The Digital Services Act does not provide a 

classification of the different types of dark patterns. The 
EDPB Guidelines group the different dark patterns into 
categories with a definition per each one. 

Existing literature shows that dark patterns are not only 
present in social media but also in manipulative practices 
regarding consent to online personal data collection [4][19]. 
Most importantly, the use of dark patterns can lead to the 
invalidation of consent if any of the valid consent 
requirements under the GDPR are not met [16, p.15][20]. 

For the purposes of the ensuing legal analysis, the EDPB 
Guidelines’ classification will be used, as if it applies to all 
intermediary services, in order to map the cognitive biases to 
their corresponding dark patterns and to establish whether 
there are any GDPR valid consent violations.  

IV. IMMEDIATE GRATIFICATION BIAS 
This section introduces the relationship between the 
immediate gratification bias and dark patterns in consent 
banners. It further conducts a brief legal analysis on the 
legality of the exploitation of immediate gratification. 

A. Definition 
The immediate gratification bias has been defined as the 

human propensity to disregard future risks or benefits in favor 
of immediate gratification. It often comes into play when data 
subjects browse the web and a consent banner interrupts their 
browsing activity by asking them to consent to all data 
processing or tailor their privacy preferences.  

Research confirms that cognitive biases, such as the 
immediate gratification bias, can lead to systematic errors in 
privacy-related decisions [17, p.24]. As data subjects are 
prone to underestimating the long-term risks associated with 
personal data disclosure [10, para 47], they often choose the 
immediate gratification of accepting all processing purposes 
as opposed to taking the effort to configure their privacy 
settings [15, p.105][17, p.25]. 
B. Mapping to dark patterns 

The EDPB’s dark pattern named Hindering, with a 
subcategory called Longer Than Necessary is defined as 
“When users try to activate a control related to data 
protection, the user experience is made in a way that requires 
more steps from users, than the number of steps necessary for 
the activation of data invasive options. This is likely to 
discourage them from activating such control.” [20, p.62].  

The exploitation of the immediate gratification bias by 
websites comes into play when only the option to “accept” 
tracking (or “accept all”) exists and no “reject all” option is 
present in the consent banner interface.  Often, data subjects 
are faced with a consent banner that does not give them the 
option to reject all trackers but only an option to manually 
configure their privacy settings on a second or third layer of 
the banner. An example is Figure 1 below. 

The absence of a “reject all” option is a clear example of 
the interactive superiority of the “accept all” button because 
data subjects can consent to tracking with one click but can 

89Copyright (c) IARIA, 2022.     ISBN:  978-1-68558-007-0

SECURWARE 2022 : The Sixteenth International Conference on Emerging Security Information, Systems and Technologies

                         101 / 106



refuse tracking by having to click at least once more. 
Additionally, the empirical study by Nouwens et al. found 
that eliminating the “reject all” button from the initial page of 
a consent banner increased the likelihood of consent by 22-
23% [22, p.8]. 

 

 

 
Figure 1. Example of the immediate gratification bias in a consent 
banner on www.verywellhealth.com accessed on 5 May 2022. 

As a result, data subjects prefer to accept privacy-invasive 
tracking in exchange for immediate access to a webpage [17, 
p.21]. 
C. Mapping to GDPR consent requirements 

According to Art. 4(11) GDPR, as mentioned above, 
consent must be unambiguous. Santos et al. provide two low-
level unambiguous consent requirements called configurable 
banner and balanced choice [8]. I argue these low-level 
requirements are violated when the immediate gratification 
bias is exploited due to the absence of a “reject all” button. 

 
1) Configurable banner 
For consent to be unambiguous, there needs to be a clear 

“yes/no” option according to Article 29 Working Party 
(A29WP) and several DPAs [8, p.116]. A29WP has phrased 
this as “The user should have an opportunity to freely choose 
between the option to accept some or all cookies or to decline 
all or some cookies and to retain the possibility to change the 
cookie settings in the future.” [23, p. 5]. Therefore, this 
suggests that a requirement for a “reject all” option can be 
read from Art. 7(3) GDPR, which states that withdrawing 

consent should be as easy as providing it. Additionally, 
Recital 66 ePD states that “The methods of providing 
information and offering the right to refuse should be as user-
friendly as possible.” The EDPB further identifies that when 
the Longer Than Necessary dark pattern is in effect, this leads 
to a violation of Art. 7(3) GDPR [20, p.62].  

Also, if consent can be collected only through one mouse 
click, data subjects should be able to refuse data processing 
just as easily [23, p.2]. This view is further shared by the 
Italian DPA, which states that the mechanism for refusing 
consent should be “as user-friendly and accessible as the one 
in place for giving one’s consent.” [24]. Moreover, the 
French DPA issued a decision against Facebook because it 
did not provide a “reject all” option. It was ruled that the 
method for refusing consent must have “the same degree of 
simplicity as the method envisaged for accepting”. 
Moreover, “the mere presence of a “Settings” button in 
addition to the “Accept all” button tends, in practice, to deter 
refusal and therefore does not allow compliance with the 
requirements laid down by the GDPR” [25, paras 90&44].  

 
2) Balanced choice 

Balanced choice was interpreted from Art. 7(3) GDPR, 
which states that withdrawing consent must be as easy as 
giving it [8, p.117]. Therefore, the choice to accept or refuse 
tracking must be equivalent. In his Opinion on Planet49, AG 
Szpunar suggests (while referring to accepting and refusing 
cookies) that “Both actions must, optically in particular, be 
presented on an equal footing.” [26, para 66]. While this 
specifically refers to the visual superiority of the “accept all” 
option over the “reject all” option, it can be argued that it 
refers to its interactive superiority as well. In other words, the 
“accept all” and “reject all” options must be interactively 
equivalent. This view is shared by the Greek DPA, which 
states that “The user must be able, with the same number of 
actions (“click”) and from the same level, to either accept the 
use of trackers (those for which consent is required) or to 
reject it…” [27]. 

Consequently, if no “reject all” button is provided and 
data subjects must click more than once to reject data 
processing, this means that manipulation via Hindering: 
Longer Than Necessary is taking place. This is further 
evidenced by the fact that user experience research has shown 
that users spend no more than a minute on websites and that 
93.1% of users faced with consent banners stop at the first 
layer of the interface [28][22, p.8]. Therefore, the absence of 
a balanced choice violates the requirement for unambiguous 
consent. 

 
3) Freely given 

Placing the mechanism to refuse consent at the second 
layer of a consent interface amounts to a subversion of the 
data subject’s will because it obstructs the exercise of their 
free will by making the mechanism for accepting consent 
more user-friendly. 
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The EDPB specifies that “free” implies real choice and 
control for data subjects” in its discussion of freely given 
consent [29, para 13]. The French DPA confirms this by 
stating that “By applying this requirement of freedom of 
consent to cookies, it considers that making the optout 
mechanism more complex than the method allowing them to 
accept cookies, for example, by relegating to a second 
window the button allowing them to refuse cookies, amounts 
in actual fact, in general terms, in the context of browsing on 
the Internet, to altering users’ freedom of choice by 
encouraging them to favour acceptance of these cookies 
rather than their refusal.” [25, para 97]. The use of dark 
patterns strips data subjects of their agency because it 
interferes with their ability to exercise control of their 
decisions. This is done in various ways, but it mostly relates 
to a nudge towards the use of their heuristics-based system 
via an exploitation of the online choice architecture of 
consent banners. This includes exploiting both the visual 
design and the language used in consent banners. 
Accordingly, this exploitation clashes with the notion of 
freely given consent [30, p.10]. The EDPB refers to the 
Norwegian Consumer Council and it states that “Dark 
patterns aim to influence users’ behaviours and can hinder 
their ability “to effectively protect their personal data and 
make conscious choices”, for example by making them 
unable “to give an informed and freely given consent” [20, 
p.7]. 

V. INFORMATION OVERLOAD BIAS 
This section introduces the relationship between the 
information overload bias and dark patterns in consent 
banners. It further conducts a brief legal analysis on the 
legality of the exploitation of information overload. 

A. Definition 
When humans are faced with substantial amounts of 

information that they must read to reach a certain decision, 
information overload may occur. This means they are more 
likely to dismiss the presented information entirely as 
opposed to filtering out the important parts [16, p.16]. The 
information overload bias comes into play when a data 
subject is flooded with information regarding the processing 
of their personal data in a consent banner, which renders 
selecting the privacy-friendly settings even more difficult 
[10, para 34]. Literature shows that consent is highly 
dependent on the “cognitive load” imposed on data subjects, 
and if they are overburdened with information, it increases 
the likelihood of them giving consent to personal data 
processing [10, para 34]. 

B. Mapping to dark patterns 
The use of the information overload bias by websites in 

consent banners can be correlated with the dark pattern the 
EDPB has classified as Overloading. The relevant 
subcategory of this dark pattern is called Too many options 
and is defined as “Providing users with (too) many options to 

choose from. The amount of choices leaves users unable to 
make any choice or make them overlook some settings, 
especially if information is not available. It can lead them to 
finally give up or miss the settings of their data protection 
preferences or rights.” [20, pp.60-61].  

An example of the information overload bias in practice 
is shown in Figure 2 below. In the example we can see 8 
adjustable toggles to enable data collection. When the 
question mark button is clicked a brief explanation for each 
purpose is displayed. The consent banner, when visited 
through the website, contains more than 20 adjustable 
toggles. As previously mentioned, data subjects do not spend 
more than a minute on a webpage [28]. It is apparent how 
presenting the data subject with this many options leads to 
information overload. 

 

 
Figure 2. Example of the information overload bias in a consent 
banner from www.phdstudies.com accessed on 5 May 2022. 

C. Mapping to GDPR consent requirements 
1) Informed 

AG Szpunar ruled informed consent implies that the data 
subject understands the consequences of the processing [31, 
para 47]. The CJEU further ruled in Planet49 that the 
information provided must be “clearly comprehensible and 
sufficiently detailed so as to enable the user to comprehend 
the functioning of the cookies employed” [32, para 74]. 

If data subjects cannot make an informed decision, as 
previously evidenced by behavioral research findings, due to 
being overloaded with information [33, p.76], and due to their 
inability to read all the processing information available in 
consent banners and privacy policies [34, p.68][15, 
p.104][33, p.75], then consent cannot possibly be informed 
under Art. 4(11) GDPR. This leads to the invalidity of 
consent as a legal basis and to unlawful data processing.  

Data subjects must understand what will happen to their 
data and what the outcome of using their data will be. For 
example, data subjects need to understand that consenting to 
targeting cookies may lead to them being exposed to 
personalized advertisements. The Belgian DPA has ruled that 
when the user had to follow the policies of 449 vendors, 
providing informed consent was “illusory and 
impracticable” [35, p.7]. 
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Overloading data subjects with information nudges them 
into using their fast, heuristics-based system. The large 
amount of time they would have to spend informing 
themselves about the different processing purposes and their 
consequences imposes a high transaction cost. Data 
controllers provide data subjects with information regarding 
personal data processing, and the time data subjects spend 
reading this information is considered the transaction cost. 
High transaction costs obstruct data subjects from making a 
rational decision, which is why they are likely to disregard 
informing themselves about the data processing and are more 
likely to click consent [36, p. 31]. 

 
2) Readable and accessible 

Pursuant to Recital 32 GDPR, a consent request must be 
“clear, concise and not unnecessarily disruptive to the use of 
the service for which it is provided”.  
“Clear and concise” 

Art. 13 GDPR imposes informational requirements on 
data controllers when personal data are being collected from 
data subjects. Art. 12 GDPR imposes requirements on the 
modalities through which that information is provided to data 
subjects. Art. 12(1) GDPR provides “The controller shall 
take appropriate measures to provide any information 
referred to in Articles 13 [...] relating to processing to the 
data subject in a concise, transparent, intelligible and easily 
accessible form…”. In a discussion of Art. 12(1) GDPR and 
its requirement for “concise” information, A29WP has 
recommended that “data controllers should present the 
information/ communication efficiently and succinctly in 
order to avoid information fatigue.” [37, para 8]. Information 
fatigue is also known as information overload. It was first 
presented by the sociologist Georg Simmel, who introduced 
the theory that the overload of sensations in the urban setting 
made people indifferent and prevented them from logical 
reactions [38].  Presenting data subjects with too much 
information is a violation of the requirement for “concise” 
consent requests because it leads to information fatigue. As 
previously discussed, data subjects do not spend more than a 
minute on a webpage [28]. This makes it even more apparent 
how information fatigue is very likely to occur because of the 
amount of time an average person spends on a webpage and 
the amount of information they have to process in that 
minute.  

VI. CONCLUSION AND FUTURE WORK 
The current data protection legal framework needs to be 

amended and supported with best practices to sufficiently 
protect data subjects against the exploitation of their 
vulnerabilities. While it gives data subjects control over their 
personal data (i.e., the right to decide whether to consent to 
tracking), it does not protect them against exploitation of the 
mechanisms used to obtain consent [18, p.48]. Therefore, the 
following recommendations are provided so that the validity 
of consent can be improved. 

The presumption of rationality in data subjects is wrong. 
The GDPR imposes on data subjects a presumption of 
rationality [39]. However, rational decisions are practically 
impossible given the cognitive load imposed on the data 
subject. In fact, research has proven that rational privacy 
decision-making is improbable [17, p.22]. Therefore, the 
assumption of rationality should be abolished and more 
emphasis should be placed on cognitive biases and their 
exploitation via dark patterns in consent banners. Future work 
from behavioral psychology and behavioral economics 
research could conduct real-world surveys to examine to 
what extent cognitive biases affect data subjects’ decision-
making in relation to accepting tracking via consent banners. 

The exploitation of cognitive biases via dark patterns 
negatively affects the usability of consent. The illegality of 
the obtained consent leads to an inefficient data protection 
legal system. A way efficiency could be improved is through 
increasing the usability of consent banners. There is a need 
for a contextual interpretation of manipulation via dark 
patterns that takes into account the human propensity to 
exhibit cognitive biases. Arguably, this can be achieved 
through a contextual approach to usability, which considers  
user needs and limitations, i.e., cognitive biases. More 
research is needed on the extent to which cognitive biases 
affect the usability of consent banners. Moreover, research is 
needed on whether the development of usability tools and 
usability evaluation methods can improve the usability of 
consent banners. Future research could also examine whether 
cognitive biases affect other matters not related to data 
protection and online consent, such as, for example, users’ 
ability to apply cybersecurity practices, tools and policies. 

It is recommended that DPAs issue guidelines on 
cognitive biases and dark patterns in consent banners, as well 
as guidance for data controllers on how to achieve valid 
consent without exploitation. A classification of dark patterns 
and cognitive biases related to consent will contribute to 
companies’ abilities to recognize and avoid them. 
Additionally, DPAs could create a set of design principles 
applicable to consent banners that could standardize their 
design in order to minimize the possibilities for exploitation 
of cognitive biases. Furthermore, a way in which it can be 
ensured that consent banners are not exploiting cognitive 
biases is conducting usability assessments. Usability 
assessments can provide scientifically supported evaluations 
of the extent to which consent banners are compliant with the 
GDPR consent requirements [40, p.4]. Usability assessments 
can also aid with the identification of usability problems in 
the consent banner interface which will further prompt web 
developers to strive toward GDPR-compliant consent banner 
design and prevent the exploitation of cognitive biases. 
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