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Forward

The Fifteenth International Conferences on Pervasive Patterns and Applications (PATTERNS 2023), held
on June 26 - 30, 2023, continued a series of events targeting the application of advanced patterns, at-
large. In addition to support for patterns and pattern processing, special categories of patterns covering
ubiquity, software, security, communications, discovery and decision were considered. It is believed that
patterns play an important role on cognition, automation, and service computation and orchestration
areas. Antipatterns come as a normal output as needed lessons learned.

The conference had the following tracks:

 Patterns basics

 Patterns at work

 Discovery and decision patterns

 Medical and facial image patterns

 Tracking human patterns

Similar to the previous edition, this event attracted excellent contributions and active participation from
all over the world. We were very pleased to receive top quality contributions.

We take here the opportunity to warmly thank all the members of the PATTERNS 2023 technical
program committee, as well as the numerous reviewers. The creation of a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
that dedicated much of their time and effort to contribute to PATTERNS 2023. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals, organizations and
sponsors. We also gratefully thank the members of the PATTERNS 2023 organizing committee for their
help in handling the logistics and for their work that made this professional meeting a success.

We hope PATTERNS 2023 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in the area of pervasive patterns and
applications. We also hope that Barcelona provided a pleasant environment during the conference and
everyone saved some time to enjoy this beautiful city.
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Protecting Your Online Privacy:
Insights on Digital Twins and Threat Detection

Sergej Schultenkämper
Bielefeld University of Applied Sciences and Arts

Bielefeld, Germany
sergej.schultenkaemper@hsbi.de

Frederik S. Bäumer
Bielefeld University of Applied Sciences and Arts

Bielefeld, Germany
frederik.baeumer@hsbi.de

Abstract—This paper presents considerations for the use of
Digital Twins for protecting online privacy and detecting potential
threats. While Digital Twins offer a promising approach to
modeling individual vulnerability and identifying online threats,
there are still significant challenges to be addressed. One of the
primary challenges is the need for diverse and comprehensive
training data, as Digital Twin instantiation relies heavily on
machine learning algorithms. To address this issue, the authors
describe two datasets for Digital Twin instantiation based on
Computer Vision and Natural Language Processing techniques.
In addition, the authors also examine the limitations of current
approaches for creating Digital Twins and propose potential areas
for future research. The main objective of this work is to provide
insights and considerations for the use of Digital Twins in online
privacy protection and threat detection.

Index Terms—Digital Twin; Privacy; Social Networks

I. INTRODUCTION

In recent years, the widespread use of the internet and social
media has resulted in an explosion of personal data available
online. While this has provided a multitude of opportunities
for users to connect with others and share information, it
has also created significant privacy risks. The practice of
doxing, or the public release of personal information, is a
particularly concerning example of how online privacy can be
compromised [1]–[3]. Doxing can lead to harassment, stalking,
and even physical harm [4]. As the amount of personal data
available online continues to grow, the risk of doxing and other
privacy threats also increases.

To address this issue, researchers have proposed the use
of Digital Twins (DTs) as a way to model the vulnerability
of individuals to privacy threats on the Web [5]. DTs are
computer-based models that simulate or mirror the life of
a physical entity or process and are commonly used in the
manufacturing and aviation industries to monitor, control, and
optimize the life cycle of real-world assets [6]. In the context
of privacy threats on the web, a DT would represent a digital
representation of a real person instantiated by information
available online [5]. Essentially, existing methods and ap-
proaches can be used here since modeling knowledge and
merging data points of an entity have been practiced on the
Web for many years. However, one of the central challenges
is to find, extract, and disambiguate the smallest particles of
knowledge. Here, modern Artificial Intelligence (AI) methods
are used that can evaluate image and text datasets. However,

there aren’t yet so many available training datasets in the
domain of privacy that make it possible to train these models.
Furthermore, the individual pieces of information that can
be found and assigned to an entity, both individually and in
combination with other information, are to be evaluated in
terms of their influence on the privacy of users on the Web,
in order to ultimately be able to derive from the mass of
information when a risk exists and users need to be warned.

The ADRIAN research project explores the use of DTs to
model the vulnerability of individuals to privacy threats on
the web (see Figure 1). The aim of the project is to warn users
about the resulting threats that can arise from combined data
and highlight the potential of DTs in mitigating such threats.
In this paper, we discuss the concept of DTs and how they can
be instantiated using information available on the web. We also
present two datasets used by us and discuss the methods used
to instantiate the DTs. Our paper reflects the idea of using DTs
to model the vulnerability of individuals to privacy threats and
the potential for further research in this area.

Profile data
&

published
Contents

Sports apps &
Social media platforms Modern Threats

Twitter

Threat analysis

Publishes
Content

User Warning

Instagram

Facebook

Doxing

Social Engineering

Deanonymization

Evaluation

Digital Twin

Threat model

ADRIAN

Fig. 1. ADRIAN Privacy Framework Overview

The paper is structured as follows: We discuss related work
in the context of privacy research in Section II and describe
our DT-based approach and datasets in Section III. Finally, we
discuss our ideas in Section IV and draw our conclusions in
Section V.

1Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-049-0
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II. RELATED WORK

In the following, we discuss the concept of DTs and
show existing approaches for Information Extraction (IE) and
modeling, both on text and image data.

A. Concepts for (Human) Digital Twin and Integration Levels

The term DT is an ambiguous concept found in various
research and practice areas, such as mechanical engineering,
medicine, and computer science [6]. Developments in AI
have expanded its usage, with DTs defined as computer-based
models that simulate, emulate, mirror, or ‘twin’ the life of a
physical entity, which may be an object, a process, a human,
or a human-related feature [6]. DTs serve as living, intelligent,
and evolving models that represent the virtual counterpart of
a physical entity or process, used to monitor, control, and
optimize their physical counterparts’ life cycle.

There are three levels of integration for DTs [6]: (a) Digital
Model, (b) Digital Shadow and (c) Digital Twin. A Digital
Model is the basic representation of a physical object or
system in the virtual world, without any automatic information
flow between the virtual and physical worlds. Changes in
the physical object must be manually updated in the digital
model. A Digital Shadow takes this further and involves a
unidirectional automatic information flow from the physical
world to the virtual world. Sensors measure information from
the physical model and transmit signals to the virtual model.
A complete DT exists when the virtual and physical environ-
ments communicate bidirectionally, with information flowing
automatically between both environments. This allows the DT
to accurately reflect the current state and development of its
physical counterpart.

With a look at sociotechnical systems, however, the matter
becomes different. Sociotechnical systems encompass both
human and machine components, making it relevant to explore
the notion of a Human DT [7]. Despite its growing signifi-
cance, there is no consensus on a standard definition or under-
standing of this concept [8]. The digital data that is available
about individuals is often referred to under the term “Digital
Footprint” or “Digital Representation” with the two terms
often used interchangeably. These concepts are about data that
is left by users on the Internet, often unknowingly and without
clear identification or connection to the person. To differentiate
the concepts of “Digital Footprint”, “Digital Shadow”, and
“Digital Twin”, several aspects can be considered, such as
identifiability, active or passive data collection, individualized
or aggregated evaluation, real-time or later analysis, decision-
making authority, and comprehensive representation [7]. The
Human DT aims to store and analyze relevant characteristic
properties of an individual for a specific situation. This may
include demographic or physiological data, competence or
activity profiles, or health status [7].

In the ADRIAN research project, we understand the term
as the digital representation of a real person, instantiated by
information available on the Web [5]. In this context, the DT
can never reflect the entire complexity of a real person, but it
reproduces features that, alone or in combination with other

links to
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Twitter

validates

Linktree

YouTube

Search

Strava

Instagram

Facebook

links to

links to

links to

validates

validates

Fig. 2. Matching and Validation of User Profiles [9]

attributes, can pose a threat to the real person. In this way, the
DT makes it possible to model and measure the vulnerability
of a person. The modeling of DTs is based on established
and freely available standards of the semantic web, such as
Schema.org and Friend of a Friend (FOAF). This makes it
possible to easily connect and extend DTs. At the same time,
the sheer number of possible sources of information, the
quality of the data, and a multitude of contradictory data make
modeling challenging. AI-driven methods from various fields,
such as Natural Language Processing (NLP) and Computer
Vision (CV), can help.

B. Instantiating Digital Twins using Semantic Techniques

Modeling DTs requires information that must be obtained
from unstructured sources and heterogeneous datasets in the
first step. In the second step, the information must be converted
into a logical, semantic, and machine-readable structure. A
key challenge is finding information about a person who
can basically be on different social networks under different
identities. Previous work in this area shows that interlinking
between networks (see Figure 2) can be used in many cases to
detect and verify matching profiles [9]. In addition, features,
such as email addresses and usernames are reused (with
variations) and, together with other features, enable profiles
to be merged (e.g., profile pictures) [5].

For modeling DTs based on social network data, existing
work on ontologies can be used. Different approaches have
been devised to tackle the issue of interoperability by es-
tablishing shared standards for knowledge and information
exchange. Numerous ontologies have been developed for the
representation of personal networks, including FOAF and
Semantically-Interlinked Online Communities (SIOC) [10], as
well as for threats, exemplified by Structured Threat Informa-
tion eXpression (STIX) [11]. Furthermore, Schema.org serves
as an ontology for representing biographical information.

To extract data and map it into these structures
(see Figure 3), different techniques are used depending on the
type of data. Named Entity Recognition (NER) is essential
for understanding and processing unstructured text data [12].
NER facilitates the identification and classification of specific
entities like names, places, organizations, and dates found in
unstructured text sources, such as social media content, web

2Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-049-0
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Fig. 3. Instantiated Human DT on Real Data

pages, and chat logs. However, the underlying NER models
can be extended to recognize and extract different entities
from diverse domains. Furthermore, recent work based on this
also considers the connection between entities. One example
is LUKE (Language Understanding with Knowledge-based
Embeddings), which is a pre-trained contextualized represen-
tation model for words and entities based on a bidirectional
transformer. It performs exceptionally well on various tasks
related to entities, including relationship classification, where
the model classifies the relationship between two entities.

Along with texts, images are a predominant type of data to
handle. Models for understanding and processing visual infor-
mation are currently being researched. Vision language models
like Bootstrapping Language-Image Pre-training (BLIP) and
Bootstrapping Language-Image Pre-training with frozen uni-
modal models (BLIP-2) have emerged for multimodal deep
learning. These models are able to create representations
between natural language text and visual input (e.g., images).
This representation can be utilized for a wide range of tasks,
including image captioning and visual question answering.
Vision language models have the potential to enhance the
analysis of images in the context of privacy and enrich DTs.

III. ENRICHING DIGITAL TWINS: DATASETS

The two approaches to IE mentioned above are based on
trained models whose training data do not necessarily consist
of data relevant to the use case of this work. For this reason,
models are fine-tuned to better fit the requirements of an
application domain. In this section, we address two different

Fig. 4. Attribute Extraction via VQA

but related studies that examine the privacy implications of CV
and NLP. In Section III-A, we discuss our work on developing
a dataset based on the VISPR dataset [13], with a focus on
human characteristics that may have privacy implications for
visual content. In Section III-B, we explore the use of NER
to identify potential privacy risks in German patient forums,
particularly with respect to health-related entities from textual
information.

A. VQA Evaluation Dataset

Extracting personal information attributes from images of-
fers great potential to instantiate DTs. Especially on social
networks, a lot of portrait photos are shared or photos of
vacations (e.g., the Eiffel Tower in the background) and new
acquisitions (e.g., cars). We develop methods that can extract
and categorize this information. However, suitable evaluation
datasets are lacking so far. In our recent work, we have
developed a dataset based on the VISPR dataset [13]. The
main goal was to extract sensitive information based on various
human characteristics from visual content. The original VISPR
dataset consists of 22,167 images with a total of 115,742 labels
containing 68 personal information attributes. We focused on
annotating a subset of these attributes that relate specifically
to human characteristics (see Figure 4). Our dataset contains
annotations for nine key attributes, as described in Table I.

These attributes include approximate age (a1 age approx),
gender (a4 gender), eye color (a5 eye color), hair color
(a6 hair color), presence of tattoos (a11 tattoo), partial
nudity (a12 semi nudity), full nudity (a13 full nudity),
skin color (a17 color), and physical disabilities
(a39 disability physical). For each attribute, we specified
certain characteristics to ensure the consistency of the dataset.
Based on the dataset, we then investigated the effectiveness
of a vision-language approach for pre-selecting relevant
images and extracting human attributes as data enrichment
in the ADRIAN research project. The BLIP model evaluated
performed well in detecting the number of people in an
image and in detecting certain human attributes, such as age,
hair color, nudity, and tattoos. However, it had difficulty
determining eye color and distinguishing between different
degrees of nudity. Overall, the BLIP model performed well
in human characteristic recognition, but showed weaknesses
in document extraction.

3Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-049-0
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TABLE I
FURTHER ANNOTATED VISPR CHARACTERISTICS

Attribute Id Annotations # Images
a1 age approx child, adult, elderly 1711
a4 gender male, female 1863
a5 eye color blue, green, gray, brown 1348
a6 hair color black, blond, brown, gray, red 1759
a11 tattoo yes, no 45
a12 semi nudity yes, no 247
a13 full nudity yes, no 11
a17 color black, brown, white 1914
a39 disability physical yes, no 41

Fig. 5. Entity Recognition for Health Data

B. NER Evaluation Dataset

In another recent study, we evaluated different NER models
on a dataset we created based on German patient forum
texts. The annotated entities, examples of the entities, and the
number of labels are shown in Table II. The focus was on
the annotation of medical entities relevant to the instantiation
of the DT, including “Anatomy”, “Diagnosis”, “Diseases”,
“Drug”,“Symptoms”, and “Treatment” (see Figure 5).

The evaluated German BERT (GBERT) [14] and XLM-
RoBERTa [15] models showed very good performance in
accurately extracting health-related data from the texts with
high precision and recall values. GBERT showed a better result
for labels with a high number (Anatomy, Diagnosis, Diseases,
and Symptoms), while XLM-RoBERTa showed better perfor-
mance on entities with a low number of labels (Drug and
Treatment). Based on these NER models, which can detect
privacy-relevant entities in German patient forums, we are able
to improve existing DTs. However, our approach primarily
targets the recognition of entities in the text as the first stage
of our research. Our plan is to extend this work by extracting
relationships between these entities in the next phase. By
incorporating relationship extraction capabilities, we will be
able to identify connections, such as drug-dosage and drug-
disease associations. This improvement increases the accuracy
of IE and the quality of DTs in the health domain.

TABLE II
NER DATASET FROM GERMAN PATIENT FORUMS

Entity Examples # Labels
Anatomy Eyes, Vessels, Intestine 1294
Diagnosis ECG, Ultrasound, Gastroscopy 635
Diseases Flu, Hemorrhoids, Stroke 3022
Drug Omeprazol, Fluoxetine, Ibuprofen 390
Symptoms Headache, Fever, Tired 1249
Treatment Eyeglasses, Massage, Physiotherapy 361

IV. DISCUSSION

The use of DTs as a measure of user vulnerability to
privacy threats on the web is an exciting and promising area of
research. However, it is important to recognize the limitations
of these models, particularly in the context of the complexity
of the real-world entities they seek to represent.

One challenge in creating DTs is the need to accurately rep-
resent the vast amount of personal data available online. While
tools and NLP techniques have improved significantly in re-
cent years (see Section II), they are still limited in their ability
to accurately extract and interpret information. Additionally,
the use of standards, such as FOAF [16] and Schema.org
for modeling DTs can help to improve interoperability, but
it does not address the problem of the quality and consistency
of the data. Moreover, the use of DTs raises concerns about
the ethical and legal implications of the collection and use of
personal data. As the amount of information available online
continues to grow, the risk of privacy violations also increases.
The use of a semantic web further exacerbates this issue, as
the interconnectedness of data can lead to the unintentional
disclosure of sensitive information [5].

In the context of the ADRIAN research project, it is impor-
tant to note that while we aim to create DTs that accurately
reflect the real-world entities they represent, it is impossible to
create a complete DT. This is because the vast amount of data
available online makes it impossible to monitor every piece
of information related to an individual. Moreover, the data
sources are very complex, for example, user-generated texts,
which, with spelling errors, neologisms, and incompleteness,
make IE considerably more difficult. Or images, which can
be of very different nature and are also prone to leading to
incorrect conclusions (e.g., a poster of the Eiffel Tower in the
background as an indication of the location). However, this
does not diminish the importance of our work. By combining
relevant information from different sources, we can identify
potential privacy threats and warn users before they become
victims.

In this paper, we present the two datasets that we use to train
and evaluate our AI-based methods. The VQA dataset can be
used to evaluate further VQA privacy models, which showed
very promising results in person characteristic recognition. A
major challenge in our evaluations was distinguishing real
people from statues, which requires further experimentation.
As far as document identification is concerned, the model
recognizes passports and credit cards but has difficulty iden-
tifying driver’s licenses and national ID cards. The second
dataset, based on German patient forums, was used to train
and evaluate the German GBERT and XLM-RoBERTa mod-
els. These models show high accuracy in detecting medical
entities. The distribution of entities in patient forums is very
unbalanced. GBERT performed better on entities that occur
more frequently, while XLM-RoBERTa performed better on
entities that occur less frequently.
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V. CONCLUSION

In this paper, we have explored the concept of DTs and their
potential use in modeling the vulnerability of individuals to
privacy threats on the web. We have demonstrated how DTs
can be instantiated using information available on the web
and the effectiveness of these models in identifying potential
privacy threats. Our study highlights the need for increased
awareness of the privacy risks associated with sharing personal
information online and the potential for DTs to be used as a
measure of user vulnerability.

While our study provides valuable insights into the potential
of DTs in the context of online privacy, there is still much work
to be done in this area. Further research is needed to explore
the effectiveness of DTs in mitigating privacy threats, as well
as to investigate the ethical and legal implications of their
use. Additionally, the development of standardized methods
for instantiating and evaluating DTs would be a valuable
contribution to the field [5].

In conclusion, DTs have the potential to revolutionize the
way we approach privacy threats on the web. By providing
a measure of user vulnerability, these models could help
individuals take proactive steps to protect their privacy and
prevent doxing and other privacy violations. We look forward
to further research in this field.
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Abstract— The Industrial Metaverse (IM) is an upcoming topic 

for companies and offers new possibilities to digitalize and 

optimize their business processes together with AI capabilities. 

In the production domain, the Industrial Metaverse is a step 

towards the vision of predicting factory behavior for 

optimization purposes. A central challenge is a complete factory 

model necessary as the base to predict its behavior. Therefore, 

the IM approach is promising to build and contain this model 

out of available single Digital Twins of factory parts. 

Consequently, an IT target landscape is required to build an 

Industrial Metaverse for Digital Twins. This paper evaluates 

different design pattern options for an industrial IT architecture 

reference implementation of an IM that companies can use in 

current IT landscapes. It also proposes a high-level roadmap 

towards the proposed target IT architecture of an IM. 

Keywords-Industrial Metaverse; Digital Twin; Virtual 

Commissioning; PLC; Digital Factory. 

I.  INTRODUCTION  

The term Metaverse is widely used at the moment to 
describe a virtual environment with the ability for  immersive 
collaboration among participants using technologies such as 
virtual, mixed or augmented reality [1]. In the industrial 
context, a similar term emerged: the Industrial Metaverse (IM) 
[2]–[4]. In the context of manufacturing, the common 
understanding of this term is a virtual representation of a 
factory (Figure 1), either with a connection to a real factory as 
a Digital Twin (DT) of the complete factory, or as a model of 
the planned, not yet realized factory [5].  

 

Figure 1.  Example of a photorealistic Digital Twin in NVIDIA Omniverse 

Several companies have started projects to gain the 
benefits of an IM, e.g., project iFactory by  the BMW Group 
in NVIDIA Omniverse [6]. One of the most promising 
benefits lies in integrating Artificial Intelligence (AI) into IM. 
The vision is to predict the behavior of production processes 
inside a virtual representation of the plant so as to prevent 
unforeseen defects before commencing the real 
manufacturing process, e.g., path and action planning of 
Automated Guided Vehicles (AGVs) for intralogistics to 
avoid jams or deadlocks, or assembly of a rare product variant 
not previously validated.  

After this introduction, this paper focus on use cases for an 
IM in Section II. Then, the requirements for these use cases 
are defined in Section III and related state of the art work is 
presented in Section IV. In Section V the single components 
of the architecture options are defined, The architecture 
options itself are presented in Section VI. This paper ends with 
the roadmap towards the recommended target architecture in 
Section VII and sums up central results in Section VIII. 

II. USE CASES FOR AN INDUSTRIAL METAVERSE 

The following section describes use cases that it was not 
possible to realize in the past without an IM, or only with 
extraordinary effort. The listed use cases is not exhaustive, but 
it demonstrates the high potential that an IM offers.  

Firstly, one of the most obvious use cases for an IM is to 
integrate planning data created by different production 
planning departments such as logistic, factory or process 
planning to check the validity, maturity and consistency of  
production planning scenarios along the product lifecycle [7]. 
Additionally, many external suppliers contribute to the 
realization of the factory. Therefore, a new milestone with an 
OEM approval for all suppliers based on the virtual 
representation of the complete factory, and not only parts of it 
than today, can increase overall efficiency of the realization 
process and boost reliability during the ramp-up phase. 

Secondly, IM can be used as a training platform for 
employees to train processes or maintenance aspects before 
building the real factory. 
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Figure 2: Architecture for a VC for MES 

 
Thirdly, current virtual commissioning (VC) of single 

programmable logic controllers (PLC) is state of the art for 
original equipment manufacturers (OEM) in the automotive 
industry [8]. A VC of several PLCs or superimposed control 
systems, such as manufacturing execution systems (MES), is 
a new use case enabled by an IM (Figure 2) to validate control 
strategies deeply before ramp up. 

Fourthly, the most promising use cases that an IM offers 
originate from its integrated AI capabilities to simulate, 
predict and optimize the production process before operation, 
e.g. to avoid undesirable incidents or identify optimized 
process parameters [9]. 

Last but not least, IM has an enormous potential to 
promote the use of AI technologies in real production 
scenarios in the factory by providing synthetic data to train AI 
algorithms to identify production problems, such as quality 
issues, using computer vision systems. In order to improve the 
accuracy and reliability of AI algorithms, the necessary 
training data can be generated out of the IM, whereas it is 
either impossible to obtain from reality or only very sparsely 
available. 

III. REQUIREMENTS 

This section describes the main requirements for an IM 
used to predict production behavior. 

A. Integration into Business Processes 

First, the main requirement for successfully implementing 
IM use cases so as to achieve its benefits is its integration into 
the company’s business processes. Figure 3 shows a proposal. 
This can mean either restructuring current business processes, 
e.g., integrating the VC results into an IM, or implementing 
new business processes, such as predictive production. 
Ignorance of integrating new technologies into business 
processes is a widespread pitfall [10]. 

 

 
Figure 3: Use Case Integration into Business Processes throughout the 

Production Lifecyle 

B. Integrating IM into Current IT Landscapes 

The second essential requirement for successfully 
implementing an IM is its integration into the company’s 
current IT landscape. Due to costs, complexity and time-
constraints, a greenfield approach, that is the planning and 

realization of a complete new factory, is seldom practical. In 
the current IT landscape holding data for a DT of the factory, 
the following kinds of authoring systems can contribute to the 
virtual representation of the complete factory: 
  

 Suites for product data management (PDM) and 
product lifecycle management (PLM) [11] 

 Individual planning systems [12] 

 Systems for virtual commissioning (VC) [8]  
 
These IT systems need to provide some kind of interface to 
transfer data for the virtual representation of the factory into 
the IM. A new additional process besides the established 
business processes to build up this representation is generally 
not an economical solution. 

IV. RELATED WORK 

DTs for VC to pre-program PLCs before the physical 
ramp-up of the controlled equipment have already been 
established for years in the automotive industry [8][13], 
especially in the body shop. In other areas, there is still a lot 
of work to be done towards extensively using DT for VC. DTs 
exist normally for single cells or stations, but there is currently 
no known VC system for an entire factory, as this would 
require VC of an MES. These single DTs are normally 
archived after the physical ramp-up, e.g., on a file system. If 
the automation equipment needs extending or reorganizing for 
new products or product variants, the DTs are reused to plan 
for these changes. In all other cases, the DTs are generally not 
touched after their physical counterparts have been built. The 
creation of DTs for a VC is performed using standard systems 
[8]. Current approaches add automated testing to VC systems 
[14]. 

Additionally, there are architecture recommendations for  
cyber-physical systems (CPS) to support a DT connected to 
its physical counterpart [15]. None of these are capable of 
realizing an IM where several people can collaborate on one 
virtual representation.  

There are several architecture proposals for an IM, e.g., 
those cited in sources [16][17]. One of the most popular 
systems used in the industry is NVIDIA Omniverse (Figure 4) 
[18]. 

 
Figure 4: Architecture NVIDIA Omniverse 

 

NVIDIA Omniverse (OV), which was released in 2019, is 
a collaboration platform for 3D production pipelines that 
enables multiple partners to work independently on different 
parts of the scene using a wide range of tools and syncing the 
changes instantly across all the tools. In order to facilitate this, 
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the assets and scenes are represented using Pixar’s Universal 
Scene Description (USD), as shown in Figure 5 [20], and 
accessed via OV’s database and collaboration engine 
Omniverse Nucleus. Omniverse also supports material 
descriptions written in the Material Definition Language 
(MDL). Along with the developer framework, Omniverse Kit 
comes pre-packaged with a world-class rendering software 
and support for physics-based simulation.  

The ability to connect existing authoring systems to the 
Nucleus through an open application programming interface 
(API) enables easy integration of existing IT systems into the 
IM. There are already several connectors on the market, e.g., 
for the VC system Visual Components or a proof-of-concept 
connector for the VC system CIROS. Through the API 
connector, a DT from a VC system can be streamed directly 
to the OV nucleus. The responsibility of the master DT can 
remain with the VC system. The standardized API connector 
makes it is possible for DTs created with different systems by 
multiple vendors to directly interact in a single virtual 
representation of the factory inside OV, so that there is no 
danger of a vendor lock between connected DTs.  

Additionally, OV offers a large variety of AI algorithms 
that can be executed efficiently with high performance on 
NVIDIA hardware. These are ideal prerequisites for 
implementing AI methods for predictive production.  
 

 
Figure 5: Python snippet to generated USD files and its rendering 

 
Therefore, we focus our architecture options in the next 

sections on OV to integrate existing DTs into a single virtual 
representation of a complete factory.  

V. ARCHITECTURE COMPONENTS 

The following sections describe different architecture options 

for integrating interacting DTs into an Industrial Metaverse. 

Each architecture option orchestrates the same architecture 

components, as follows: 

A. Programmable Logic Controller (PLC) 

The PLC component interacts with actuators and sensors 
through a digital or analog input/output interface (I/O). The 
control logic that controls the sequence of the PLC outputs 
that are set according to the PLC inputs is implemented inside 
the PLC in a generally standardized PLC language [19]. 

B. Manufacturing Execution System (MES) 

 The MES is a control logic that superimposes current 
PLCs. The essential responsibility of an MES is to represent 
all orders, products, materials and other resources currently in 
use inside a factory. The MES provides Key Performance 
Indicators (KPI) such as Overall Equipment Effectiveness 
(OEE) to control the behavior of the factory. Modern MESs 
integrate functionality, such as the control logic for PLCs. The 
communication between an MES and the shop floor is also 
performed via digital/analog input/output. 

C. Digital Twin (DT) for Virtual Commissioning (VC) 

The information for single DTs of production equipment, 
such as a cell or a station, is stored in standard systems for VC 
[8]. These systems generally contain a geometric 3D model of 
the equipment. Additionally, the DT contains kinematic axis 
modeling to define the mechanical behavior of the linear or 
rotational axis of the equipment. Some systems support even 
the physics of rigid bodies, such as gravitation or friction. 
Besides this mechanical model, the objects have an I/O 
behavior model that communicates with the controller and 
other sensors/actuators via I/O. An example of a behavior 
model is a conveyor that starts with a digital input and informs 
of its current operation status through a digital output. 

D. Industrial Metaverse (IM) 

The IM is a platform holding the virtual 3D-representation 
of the factory. Additionally, it offers optional services such as 
AI, photorealistic rendering, or support for animation and 
simulation [18]. 

E. Orchestration Layer (OL) 

The orchestration layer is responsible for synchronizing 
multiple single DTs, e.g., the overall sequence of processes in 
the factory. For example, the processes of DT B run after 
completion of the processes executed by DT A. Another 
example is synchronizing the flow of material between the 
single DTs, so that the virtual factory in the IM can 
manufacture a complete spectrum of digital products. 

F. Automation Equipment (AE) 

This architecture component represents the shop floor 
equipment that is controlled by a controller, either a PLC or 
an MES. 

VI. ARCHITECTURE OPTIONS 

This section defines the design criteria and the architecture 
options of an IM. 

A. Design Criteria 

The presented architecture options for an IM with the goal 
of predicting production behavior differ in the following 
design criteria:  

 

1) Location Control Logic: The control logic of the 

automation equipment is defined either entirely in the PLC, in 

a hybrid between PLC and MES, or only in MES.  

8Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-049-0

PATTERNS 2023 : The Fifteenth International Conference on Pervasive Patterns and Applications

                            16 / 73



2) Location DT: The services, e.g., the mechanical or I/O 

behavior model of the DTs, are located either in the original 

standard VC system or in the IM itself. VC systems are 

complex, and the current market leader started development 

ten to fifteen years ago. Therefore, a complete refactoring of 

the IT landscape for an integration of DTs into IM takes too 

long. It makes more sense to integrate available VC systems 

into to the architecture option. 

3) Location Orchestration Layer: The OL is located 

either inside the IM or as an external component outside the 

IM. The main part of the OL is a messaging system to 

synchronize the multiple DTs. For instance, Kafka [20] , 

MQTT [21] or OPC UA Pub Sub [22] could be possible 

implementations. In addition, a protocol is also required inside 

the OL to define the semantics of the individual messages and 

the corresponding behavior of the interacting DTs. 

 

These design criteria present the following six IM architecture 

options:  

B. IM Architecture Option A 

Regarding IM architecture option A., the DTs are located in 

the VC systems (Figure 7). 

 

 
Figure 6: Architecture Options A and B 

 

 

Figure 7: Architecture Options C and D 

The Omniverse offers an open API, with which the static 

geometry of the DT is initially loaded from the VC system 

to OV through USD. The control logic is located in the PLC, 

as it is normally implemented on the shop floor. The PLC 

sends digital and analog output signals to the automation 

equipment inside the DT via an I/O interface between the 

PLC and the VC system. It receives digital and analog input 

signals from the DT about the conditions of the DT objects, 

such as, e.g., sensors. The VC system calculates the 

dynamic movements of the DT objects, e.g., linear or 

rotational axes. The corresponding changes of the objects’ 

positions and orientations, defined, e.g., by a 4x4 

transformation matrix T, are streamed from the VC system 

to OV through the API. OV does not calculate the object’s 

trajectory in architecture option A. The orchestration of the 

multiple DTs in OV is implemented in the OL, within which 

the operation sequence and the material flow in OV are 

synchronized.  

C. IM Architecture Option B 

IM architecture option B (Figure 6) differs from option A in 

the way the control logic is implemented. Option A handles 

the entire control logic inside the PLC, whereas option B 

splits the control logic into two parts:  

1) Control Logic in the MES: This part of the control 

logic handles the product variants or product orders, e.g., 

control logic for a specific product feature that other product 

variants do not have. 

2) Control Logic in the PLC: This part handles control 

logic focusing on the shop floor, such as safety functions or 

real-time control logic for, e.g., axis. 

D. IM Architecture Option C 

IM architecture option C (Figure. 7) implements the 

complete control logic inside the MES. In comparison to 

option A, option C allows the implementation of control 

logic in one instance concerning multiple cells, lines or even 

9Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-049-0

PATTERNS 2023 : The Fifteenth International Conference on Pervasive Patterns and Applications

                            17 / 73



an entire factory. This option offers much more flexibility to 

change the control logic in one instance than would be 

required in multiple PLCs in options A or B. The parts DT, 

VC and OV are the same as in options A and B. 

E. IM Architecture Option D 

The main difference in the IM architecture of option D 

(Figure 7) is the implementation of the DT in OV. In options 

A-C, the DTs were located outside the OV in multiple VC 

systems. As the features of OV increase, e.g., Omnigraph, it 

will become possible in the future to integrate the single DTs 

of the automation equipment into OV to create a single DT of 

the factory. Option D abandons all the VC systems because 

their functionality is integrated into OV.  Despite the 

integration of the single DTs into OV, an OL is still required 

inside OV for the purpose of synchronization. An individual 

OL can also be implemented inside or outside the OV using 

the OV API.  

F. IM Architecture Option E and Option F 

Both IM architecture options E and option  F (Figure 8) are 

addressed in this paper for the sake of completing the 

architecture options available with regard to combining 

design criteria.  

 
Figure 8: Architecture Options E and F 

 

In options E and F, the DTs are implemented inside OV, 

similarly to option D. Also, the control logic of option E 

corresponds to the control logic of option B. Option F 

corresponds to option C with regard to the control logic. 

G. Internal versus External Orchestration Layer 

All diagramed options A-F show the OL inside OV. The 

advantage of an internal OL is the use OV internal functions 

to synchronize, e.g., the temporal sequence or the material 

flow among the DTs. The corresponding options A* to F* 

have an external OL with the same responsibility as their 

internal equivalents (Figure  9). 

 
Figure  9: Option A* and D* with an external OL 

 

With an external OL its tasks is getting more transparent. 

E.g., the OL of options A*-F* have to implement the I/O 

synchronization between the DTs to keep the transformations 

T of the 3D-objects correctly along the timeline. Additionally 

the OL has to know the ids of the DT objects to manage the 

transformations of the DT objects correctly. 

The advantage of implementing an external OL is that it hides 

completely the OV from the above layers, e.g., the PLCs in 

option D* (Figure 9). Hence, an external OL offers the 

possibility to change the OV without a reimplementation of 

the OL and an adaption of the above layers.  

VII.  IM ARCHITECTURE ROADMAP   

For simplification, we focus in this section on the internal OL 

options A-F, but the roadmap can easily transferred to the 

external OL options A*-F*. 

Regarding IM architecture options A-F, one can find in most 

cases the implementation of the control logic as in option A 

or D, through the sole use of PLCs. The target architecture is 

implemented in option F with the following motivation: 

Firstly, because it offers the greatest flexibility in changing 

the control logic through its implementation in the MES 

system; secondly, the integration of the single DTs into OV 

offers the minimal number of systems required for 

implementing the DT of the entire factory. Practically, this 

reduces complexity concerning technical and organizational 

aspects and consequently license and maintenance costs. 

 

 
 

Figure 10: Roadmap for IM architecture 
 

To implement an IM architecture, we propose a roadmap 

(Figure 10) starting with option A, because the regular 

control logic from the shop floor is not touched and the 
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existing VC systems need not to be replaced, but only an 

interface to OV to stream the positions of the DT objects. For 

the synchronization of the DTs, an implementation of the OL 

is necessary that can be reused almost completely with some 

adaptations in options B-F. 

The roadmap assumes that with one development path, only 

one of the design criteria “control logic” or “location of DTs” 

is changed. At the current stage, there is no preferred 

development path. Its realization speed and costs is 

significantly dependent on the single roadmaps of the 

systems MES and OV, because MES will integrate today’s 

PLC functions and OV will integrate present DT VC 

functions.  

VIII. CONCLUSION 

This paper presents for the first time different architecture 
options to realize an Industrial Metaverse based on the 
existing IT landscape. The two main assumptions are, firstly, 
that the existing control logic implementation found in current 
shop floors is based on PLCs, and, secondly, that to program 
these PLCs, current implementations of DTs for VC are based 
on separate VC systems within current IT landscapes. It was 
possible to define design criteria and to classify the 
architecture options into six categories.  

Here, we have succeeded in defining a roadmap proposing 
a step-by-step implementation towards a target architecture. 
The presented architecture options are the prerequisite of the 
complete DT of the factory, which is the necessary to use OV 
internal AI algorithms to optimize and predict the behavior of 
production scenarios.  

REFERENCES 

[1] H. Pozniak, "Could engineers work in the metaverse?“, 

Engineering & Technology, vol. 17, no.4, pp. 99–106, May 

2022. 

[2] J. Lee, P. Kundu, "Integrated cyber-physical systems and 

industrial metaverse for remote manufacturing“, 

Manufacturing Letters, vol. 34, pp. 12–15, Oct. 2022. 

[3] X. Yao et. al., "Enhancing wisdom manufacturing as industrial 

metaverse for industry and society 5.0“, Journal Intelligent 

Manufacturing, Nov. 2022. 

[4] Z. Zheng et.al., "Industrial Metaverse: Connotation, Features, 

Technologies, Applications and Challenges“, in Methods and 

Applications for Modeling and Simulation of Complex 

Systems, in Communications in Computer and Information 

Science, vol. 1712, Springer Nature Singapore, pp. 239–263. 

2022. 

[5] W. Kritzinger, M. Karner, G. Traar, J. Henjes, W. Sihn, 

"Digital Twin in manufacturing: A categorical literature 

review and classification“, IFAC-PapersOnLine, vol. 51, no. 

11, pp. 1016–1022, 2018.  

[6] N. Kshetri, "The Economics of the Industrial Metaverse“, IT 

Prof., vol. 25, no. 1, pp. 84–88, Jan. 2023. 

[7] Y. Jiang, O. Kaynak, H. Luo, M. Liu, S. Yin, "Industrial 

Metaverse: Solutions from a higher-dimensional world“, Nov. 

2022 (preprint). 

[8] T. Lechler, E. Fischer, M. Metzner, A. Mayr, J. Franke, 

"Virtual Commissioning – Scientific review and exploratory 

use cases in advanced production systems“, Procedia CIRP, 

vol. 81, pp. 1125–1130, 2019. 

[9] Y. Chen, S. Huang, W. Gan, G. Huang, Y. Wu, "Federated 

Learning for Metaverse: A Survey“, 2023. 

[10] G. S. Day, P. J. H. Schoemaker, "Avoiding the Pitfalls of 

Emerging Technologies“, California Management Review, 

vol. 42, no. 2, pp. 8–33, Jan. 2000 

[11] J. Duda, S. Oleszek, K. Santarek, "Product Lifecycle 

Management (PLM) in the Context of Industry 4.0“, in 

Advances in Manufacturing III, in Lecture Notes in 

Mechanical Engineering. Cham: Springer International 

Publishing, pp. 171–185, 2022. 

[12] C. Lorch und B. Lüdemann-Ravit, "A new IT Architecture for 

the Digital Factory“, 2nd International Stuttgart Conference on 

Automotive Production, Stuttgart, Nov. 2022 (in press). 

[13] S. Suss, A. Strahilov, C. Diedrich, "Behaviour simula-tion for 

virtual commissioning using co-simulation“, in IEEE 20th 

Conference on Emerging Technologies & Factory Automation 

(ETFA), Luxembourg: IEEE, pp. 1–8, Sep. 2015. 

[14] P. Bartz, M. Decottignies, Y. Montagnol, K. Kouiss, F. P. 

Terra, C. L. D’Elia Machado, "Manufacturing machine virtual 

commissioning: Automated validation of the control 

software“, in IEEE International Conference on Electrical, 

Computer and Energy Technologies (ICECET), Cape Town, 

South Africa:, pp. 1–5, Dec. 2021 

[15] S. K. Jagatheesaperumal M. Rahouti, "Building Digital Twins 

of Cyber Physical Systems With Metaverse for Industry 5.0 

and Beyond“, IT Prof., vol. 24, pp. 34–40, Nov. 2022. 

[16] M. A. I. Mozumder, M. M. Sheeraz, A. Athar, S. Aich, H.-C. 

Kim, "Overview: Technology Roadmap of the Future Trend of 

Metaverse based on IoT, Blockchain, AI Technique and 

Medical Domain Metaverse Activity“, in IEEE 24th 

International Conference on Advanced Communication 

Technology (ICACT), Pyeongchang, Korea, pp. 256–261, Feb. 

2022 

[17] H. Ning et. al. "A Survey on Metaverse: the State-of-the-art, 

Technologies, Applications and Challenges“, 2021. 

[18] NVIDIA Omniverse - Designing, Optimizing and Operating 

the Factory of the Future, (12. April 2021). [Online Video]. 

https://www.youtube.com/watch?v=6-DaWgg4zF8&t=24s 

[19] M. Tiegelkamp, K. H. John, "SPS-Programmierung mit IEC 

61131-3: Konzepte und Programmiersprachen, 

Anforderungen an Programmiersysteme, Entscheidungs-

hilfen", Springer, Berlin, Germany, 2009.  

[20] G. Shapira, T. Palino, R. Sivaram, K. Petty, "Kafka: the 

definitive guide: real-time data and stream processing at 

scale", Second Edition. Sebastopol, CA: O’Reilly, 2022. 

[21] S. Quincozes, T. Emilio, J. Kazienko, „MQTT Protocol: 

Fundamentals, Tools and Future Directions“, IEEE Latin Am. 

Trans., vol. 17, no. 09, pp. 1439–1448, Sep. 2019 

[22] J. Aro u. a., "Praxishandbuch OPC UA: Grundlagen, 

Implementierung, Nachrüstung, Praxisbeispiele". Würzburg: 

Vogel Communications Group, Germany, 2020. 

11Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-049-0

PATTERNS 2023 : The Fifteenth International Conference on Pervasive Patterns and Applications

                            19 / 73



Requirements for the Application of Knowledge
Graphs in Automotive Manufacturing

Jan Michael Spoor
Team Digital Factory Sindelfingen

Mercedes-Benz Group AG
Sindelfingen, Germany

jan_michael.spoor@mercedes-benz.com

Christian Graewe
Automotive Connected Customer Journey

NTT DATA Deutschland AG
Erfurt, Germany

christian.graewe@nttdata.com

Jens Weber
Mechanical Engineering Department

DHBW Lörrach
Lörrach, Germany

weberj@dhbw-loerrach.de

Abstract—The application of knowledge graphs drives in
particular the development of Digital Twins. Thus, the creation of
knowledge graphs becomes an important objective in automotive
manufacturing. In the current literature, multiple requirements
are given. In this paper, we conduct a categorization of these
requirements. In addition, we evaluate expert interviews to enable
a comparison of the requirements mentioned by practitioners
with the requirements mentioned in the literature. While the
industry experts agree with most challenges and requirements
from the literature, some requirements differ. Most notably, real-
time monitoring is not seen as a high priority by the practitioners.
The application of predictive maintenance is seen as a subsequent
application and not as a fundamental feature. Lastly, the integra-
tion of external partners such as suppliers is seen as controversial
between the industry experts. This conducted evaluation provides
a foundation to further develop use cases and implementation
concepts in automotive manufacturing. In future work, we plan
to add technical implementation requirements and conduct first
use cases of knowledge graphs.

Index Terms—Cyber-Physical Systems, Knowledge Based Sys-
tems, Production Engineering

I. INTRODUCTION

Within the highly automated Body-In-White (BIW) assem-
bly of the automotive industry, an improved representation,
documentation, and production connectivity as well as plan-
ning knowledge are required to further drive the automation
level. For this purpose, knowledge graphs are developed for
manufacturing applications. A knowledge graph is defined
by Ehrlinger and Wöß [1] as a system which acquires and
integrates information into an ontology and applies a reasoning
to derive new knowledge. In their review, Buchgeher et al. [2]
list among others knowledge fusion, creation of Digital Twins
(DT), automated process integration, and program generation
as use cases for knowledge graphs. Thus, the development of
knowledge graphs is an essential part of the development of
DTs and as such highly relevant in the current development
and implementation of DTs within the automotive industry,
in particular the BIW assembly. In addition, Spoor et al. [3]
highlight the importance of knowledge representation within
the BIW assembly for inference procedures of fault detection.

In order to drive the development of DTs and to improve ex-
isting ontologies, Mercedes-Benz decided to run an evaluation
of the requirements for the applications of knowledge graphs.
Objective of the initiative is the discussion of applications,

requirements, and future use cases of knowledge graphs with
senior staff members and industry experts. Thus, the academic
view of knowledge graphs is complemented by the view of
industry experts. This enables a refinement of the requirements
for an application in the BIW assembly line. The results of the
conducted interviews and the comparison of the results with
the academic point of view are presented in this paper.

In Section II, an overview of the current literature is pro-
vided and the requirements from the literature are grouped and
categorized. In Section III, the methodology of the interview
process is described. Subsequently, the results of the interviews
are presented and contrasted with the requirements from the
literature in Section IV. To summarize the paper and to provide
a future outlook, a conclusion is given in Section V.

II. LITERATURE REVIEW

As structure for the requirements of knowledge graphs,
we use the ISO/IEC 25010 criteria [4]. In particular, we use
the quality model characteristics and add specific technical
requirements of knowledge graphs in the automotive industry
per category. The sub-characteristics of ISO/IEC 25010 still
apply as evaluation criteria of the requirements but are not ad-
ditionally discussed. The ISO/IEC 25010 criteria are discussed
in the literature and considered to be useful for the evaluation
of software architectures [5]. The derived requirements for
knowledge graphs from the literature review and the respective
ISO/IEC 25010 characteristics are summarized in Figure 1.

Functionality As first step of the application of knowledge
graphs, a suitable data preprocessing is necessary. This in-
cludes a check for redundancy and preprocessing in order to
counteract this since duplication is a rather common problem
in knowledge graphs [6]. In addition, it is necessary to have
comprehensive data validity checks and conduct an extensive
Data Cleansing prior to the import and storage of data
since Machine Learning (ML) and Artificial Intelligence (AI)
require solid databases for the training. Thus, Josko et al.
[7] propose a data defects ontology for knowledge graphs.
Weikum [8] states that it is crucial to think judiciously about
data source discovery and data quality assessment.

As second requirement, the overall Relation Modeling using
an ontological model as well as a query engine to access
this information is necessary. Ontologies are developed by,
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Fig. 1. Overview of the different requirement categories. Adapted from ISO/IEC 25010, we identified important requirements along the eight categories [4].
Business requirements are a cross-section to be taken into account in all vertical categories. All requirements rely on the technical feasibility of the concept.

e.g., Giustozzi et al. [9]. Most common in the automotive
industry are product, process, and resource (PPR) models, e.g.,
by Ferrer et al. [10]. Yahya et al. [11] list as a requirement for
ontologies that the scope should not be too application-specific
and applicable in all areas of the production. Currently avail-
able semantic model-based ontologies are limited regarding
this requirement.

Furthermore, the knowledge graph should provide an as-
is-model as well as a defined to-be-model. Spoor et al. [3]
see the knowledge graph as method for inference procedures
and fault detection. Bellomarini et al. [12] differentiate a
knowledge base management system from a knowledge graph
management system since the latter includes Big Data and
analytics capabilities. Ehrlinger and Wöß [1] describe the
knowledge base and reasoning engine as components of a
knowledge graph. Thus, the capabilities of the Reasoning
Engine is a core functional requirement of knowledge graphs.

Since knowledge graphs most commonly use the Resource
Description Framework (RDF) consisting of subject, predi-
cate, and object, these relations have an uncertainty in case
of inconsistencies within the applied datasets [13] and the
data cleansing will not be able to resolve all inconsistent
information. Thus, a knowledge graph should Enable Fuzzy
Information and be applicable for fuzzy inferences. Noy et al.
[14] state that each entity may have multiple types and specific
types matter in different scenarios.

Performance Firstly, Real-time Monitoring and the speed of
integration of new or changed data is a performance-specific
requirement for knowledge graphs. In the literature, often a
real-time data availability and processing is demanded [11].

Secondly, the integration and Application of Big Data is
required [12]. Combined with real-time monitoring, this highly
affects the ISO/IEC 25010 performance sub-characteristics of
time behavior, resource utilization, and capacity.

Compatibility In this category, the main requirement is the
Integration of PPR Models including existing, currently devel-
oped, and future ontologies. A knowledge graph should enable

a problem-free integration of all systems related to the man-
agement of ontologies [11]. Different knowledge domains in
manufacturing often use different systems and thus, an efficient
integration of heterogeneous data from knowledge domains
such as factory, building, system, resource, process, product,
strategy, performance, and management is required [15]. This
includes different applied systems within the production line,
all relevant data management software applications, and also
systems of external partners such as suppliers [16]. Thus, the
knowledge graph has to be able to manage the Integration
of Heterogenous Data Sources and extract knowledge from
multiple structured and unstructured sources [14]. This results
in interoperability requirements that are difficult to implement.

Knowledge graphs should in addition be able to provide
data for the Training of AI Models. In particular, they improve
explainability by applying the knowledge graph’s reasoning
capabilities [17] and function as fundamental source for the
development of DTs by providing a direct DT Interface [2]. It
should be noted that the boundary between knowledge graphs
and DTs is rather blurred and implemented knowledge graphs
themselves are sometimes considered as DTs [18]. However,
knowledge graphs are most certainly important foundations for
any DT development. Thus, there is a high relevance in the
co-existence criteria between subsequent applications such as
the DT or AI models and the knowledge graph.

Usability Within the context of scientific knowledge graphs,
Auer et al. [19] name the development of methods for
exploration, retrieval, and visualization of knowledge graph
information as future challenges in the development of knowl-
edge graphs. Thus, an appropriate Visualization of Relations,
the Exploration Capabilities for finding new causal relations
among the industrial data, and the possibility for an Informa-
tion Retrieval of difficultly accessible knowledge are specific
requirements. Although the original proposal is in the context
of scientific knowledge graphs, these requirements are also
relevant for the BIW assembly, the automotive industry, and
manufacturing in general.
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Reliability Data in real-world scenarios often lack relia-
bility and thus, ontologies often contain errors, redundancies,
inaccuracies, or contradicting relations in particular if different
domain ontologies from different data sources are merged
[8]. This results in a reduction of reliability of the applied
knowledge graph. Thus, it is important to detect, identify,
and mark potential reliability issues and inform users about
these problems. Therefore, an applied knowledge graph must
provide information about its own reliability and errors for
users and industry experts to later correct these instances.
Hence, a Data Defect Management for users to handle errors,
redundancies, inaccuracies, or contradicting relations is a
relevant feature of applied knowledge graphs.

A further aspect of the reliability of knowledge graphs is
its Long-term Accuracy since the knowledge base continuously
changes over time. Noy et al. [14] state that it is critical to
manage changing schemas and type systems, without creating
inconsistencies. In practical applications, a system needs to
change organically based on changing input data due to,
e.g., company mergers or splits, scientific discoveries, and
organizational changes of divisions.

Security The ISO/IEC 25010 sub-characteristics are impor-
tant for knowledge graph management systems. However, the
application of a suitable Data Governance for the knowledge
graph is most relevant as part of the overall IT Governance of
the company [16]. This includes among others data security,
data consistency for an improved decision making by users,
profitable use of the data, and most notably an organizational
concept for the accountability of the data quality [20]. Thus,
applied knowledge graphs should also contain concepts for
organizations and users to manage, improve, and correct data
quality. This is related to the data cleansing and data defect
management but differs since it focuses not on applications
and systems themselves but the overall organization and com-
pany guidelines. In addition, this includes the organizational
decision on the confidentiality of data and ontologies within a
knowledge graph since malicious users could potentially use
the exploration and information retrieval aspects of knowledge
graphs to gain access to sensitive and business-relevant data.

Maintainability Regarding maintainability, the aspects of
re-usability and modifiability can be improved by follow-
ing the Linked Data Principle as stated by Yahya et al.
[11] as an important future development task for improved
knowledge graphs. These principles are as following: 1) the
use of Uniform Resource Identifiers (URI) as names for
entities, 2) the use of HTTP URIs, 3) the provision of
useful information when searching a URI, using standards
such as RDF or SPARQL, and 4) the inclusion of links to
further URIs. The application of linked data is often difficult
since the data owners are different organizations (or sub-
organizations within a company), different URIs are used for
the same real-world entity, complementary information exists
across different datasets, the data is erroneous, out-of-date, or
conflicting, and different conceptualizations of the domain for
each dataset apply [21]. However, following the linked data
principle enables a high maintainability and scalability.

Portability Using the same rationale as in the category
of maintainability, the linked data principle also ensures an
adaptability and replaceability of knowledge graphs within
organizations. Thus, the linked data principle is a core re-
quirement for maintainability as well as portability.

In addition to the requirements based on the ISO/IEC 25010
characteristics, overarching business and economic require-
ments have to be met within an application in automotive
manufacturing. In general, the development, implementation,
and use of a knowledge graph should follow economic ade-
quacy. This includes development and running costs compared
to the usage benefits such as among others reduced production
costs, reduction of complexity, or faster production planning
and development. This is realized by a prior development
of a business case to ensure an economic cost and benefit
consideration. Further, not only the technical implementation
and integration into the IT systems but also the integration
into the business processes must be considered. In addition, a
company which wants to develop a knowledge graph should
carefully consider their current know-how and availability of
their IT workforce. If the development and maintenance of
a knowledge graph cannot be conducted by current internal
capacities, external capacities or an investment in internal
capacities should be considered. Furthermore, the knowledge
graph should be in adherence to the company’s strategic
direction, compliance guidelines, and IT governance. The
business and economic requirements should be evaluated as
a cross-section over the relevant vertical categories.

In conclusion, the technical feasibility of the proposed
knowledge graph should also be evaluated since some require-
ments currently lack extensive use cases so that a feasibility
assessment is not always completely possible. The technical
feasibility should also cover the analysis of the current hard-
ware and software of the IT landscape and the interoperability
of these systems. Server capacities or applications of cloud or
hybrid cloud solutions should be evaluated regarding available
storage capacities, performance, and interfaces.

III. METHODOLOGY

Building on the developed categorization from the literature,
guided and quantitative expert interviews were conducted. The
methodology of the interview process can be structured into
six consecutive phases. An overview of the six phases of the
interview process is given in Figure 2.

The first phase of the used methodology is the development
of the interview guideline and of a quantitative questionnaire.
This includes questions regarding all identified special re-
quirements. Within the guided expert interview the focus was
the precise definition of the requirements from an industry
perspective. Guided interviews were selected since they enable
the interviewee to add necessary details and further ideas,
concepts, or requirements not covered by the conducted lit-
erature review. The quantitative questionnaire was in addition
designed to query the approval or rejection by the interviewee
of individual sub-aspects. For all questions, the approval was
measured using a five-level Likert scale.
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Fig. 2. Sketch of the applied methodology along six phases for the conduction
of the interviews with industry experts from automotive manufacturing.

The first phase includes the selection of relevant industry
experts. Only manufacturing industry experts with a high
seniority levels of >10 years of industry expertise and either
experience within data and knowledge modeling of the BIW
assembly or prior experience with the development, applica-
tion, or implementation of knowledge graphs were selected.
This was checked via a pre-screening of potential interviewees
and only interviews with relevant industry experts were con-
ducted. Disadvantageously, this resulted in a rather small set
of interviewed experts. In total, the whole described interview
process was conducted with twelve industry experts (N=12)
from German automotive BIW manufacturing departments.

After the first interview sessions were conducted, each
expert completed a quantitative questionnaire. Subsequently,
the results of the guided interviews and the quantitative
questionnaire were aggregated to flesh-out relevant questions
regarding the requirements and identify the most controversial
opinions or opposing statements. Using the updated set of
questions, a second round of guided interviews was conducted.
In particular, the interviewees were confronted with statements
from the literature or other interviewees contradicting their
former assertions and asked to clarify their statements. Thus,
the most relevant questions were discussed in greater detail
and the assessment of requirements was further fleshed-out.

Concluding, the interview transcripts were evaluated using
as coding categories the ISO/IEC 25010 characteristics and
as sub-categories the derived requirements from the literature.
We separated within the coding of the transcripts factual
statements and opinion statements. After the first coding of
the interviews, the requirement categories from the literature
were adjusted so that literature and interview structure aligned
along the new set-up requirements. These are the requirement
categories listed in Section II. Subsequently, a second coding
of the interview transcripts using the updated coding logic was
conducted. The resulting statements were then analyzed, eval-
uated, and compared with the statements from the literature.

IV. RESULTS

The results of the interviews are presented by descending
order starting with the most mentioned categories. While this
might not reflect the technical difficulties, it shows the focus
within the practical application in the automotive industry.

The most mentioned and discussed category during the
interviews was the Integration of Heterogenous Data Sources.
The main concerns of the practitioners are the compatibility of
different sources as well as the applications that access infor-
mation of the knowledge graph. Applications which access the
data from the knowledge graph are, e.g., Microsoft PowerBI
and other analytics tools. Often, multiple analytics applica-
tions are in use within the same organization. Thus, multiple
Application Programming Interfaces (API) are required for an
integration within the IT landscape of the automotive industry.
Important input data sources are the Internet of Things (IoT)
applications and sensor data. A major challenge in particular
is how to keep data within a knowledge graph up-to-date. The
concern is often that the data sources need to be adapted prior
to the implementation of the knowledge graph in association
with a high level of necessary manual effort. Furthermore,
data sources exist in different organizationally separated units
within an enterprise such as production, maintenance, research
& development, or sales, in particular aftersales. Thus, the
German automotive industry sees the development of industry
standards as a crucial part of a knowledge graph development.
The integration of heterogenous data sources is discussed in
the literature [16] and also a well-know current limitation and
future challenge in the development of knowledge graphs [14].
Thus, the perception from the literature and by the industry
experts match regarding this topic.

The next relevant topic is the applied Data Governance.
Most interviewed industry experts and practitioners have re-
ferred to directives already in force within their company.
Thus, the topic has already a high visibility within the German
automotive industry. However, the details of the application
are still part of a discussion. Multiple experts name data
democratization, the idea of providing all employees with the
necessary data, as a core principle for the management of the
information generated by the knowledge graph. Other experts
state that access control and access rights should strictly apply
since a knowledge graph contains critical information. In
addition, the access of suppliers, whose efficiency in providing
solutions to businesses would be greatly improved as a result
by the knowledge graph, is seen as a potential risk of losing
internal company knowledge. Thus, the role of knowledge
graphs needs further discussion within management science
regarding the level of data democratization and integration of
external partners and suppliers. While the literature states high
benefits in the integration of external partners [16], this has
yet not been sufficiently discussed in application.

Within the topic of Relation Modeling, the integration of
contextual information and implicit knowledge by employees
are perceived as important topics. While the context and im-
plicit knowledge is perceived as highly relevant to understand
the application, possible faults, and presented data, there is a
lack of ideas on how to integrate the implicit knowledge and
how to manage or update implicit knowledge. Since not all
users share the same technical terms within large organizations
such as German automotive companies, it is crucial to enable
an identification of entities by multiple, sometimes ambiguous,
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terms. An exemplary case of ambiguous terms is the diversity
of variants which are sometimes referred to as the same car
model but in other instances strictly distinguished. Unfortu-
nately, the embedding of implicit knowledge is considered
necessary and knowledge graphs without this information
might be of no value to users. Implicit knowledge is a well-
know challenge in the literature [14].

Regarding Data Cleansing, there is a consensus among the
experts that manual data correction processes are doomed to
fail. The knowledge graph should provide functionality to
automatically check redundancies, validate the logic of the
RDF information of new or changed entities, check for cur-
rency of the data, and identify data defects. This is important
since industrial process data and decision-making processes
are highly susceptible to error and the current data sources are
often inadequately prepared. This matches with the recognized
challenges from the literature [8] and highlights the need to
develop concepts for data validation.

The implementation of knowledge graphs according to the
Linked Data Principle is very important to the experts and is
discussed in the practical application. The usage of URI, RDF,
and SPARQL is recognized by all experts as an important
factor for the maintenance and modifiability of the system by
software suppliers, as well as the connection with the supply
chain. All experts promote a collaboration within the German
manufacturing industry to align standards and ontologies.
Projects within initiatives such as AutomationML are currently
conducted and first results evaluated.

Regarding usability, Information Retrieval was mentioned
the most. The idea to search multiple connected queries at once
is seen as a core advantage of knowledge graphs compared to
commonly used databases. Currently used databases are seen
as opaque with a lot of unused data and as a hurdle to extract
the necessary data. However, the experts are highly critical if
the knowledge graph should display the full complexity to all
users. The experts fear that users may not be able to find their
way around and that too many functions and displayed data
might be a hurdle regarding usability. Thus, the capabilities
should be limited for certain users for an improved usability.
This should encourage academics to further research and
develop concepts in the field of user experience of knowledge
graphs. The resulting transparency by a knowledge graph is
seen as an important feature. This feature is enabled by user
interfaces with refined information retrieval capabilities.

Most noteworthy, an application of Real-time Monitoring
is seen as controversial among the industry experts. Although
real-time capabilities are considered to be potentially useful,
experts have doubts about the technical feasibility with the
given IT infrastructure since currently implemented systems
struggle regarding real-time data processing. Using a cost-
benefit consideration, all interviewees list real-time monitoring
as a subsequent, secondary, or optional requirement. This is in
contrast to the literature such as Yahya et al. [11] and results
mostly from the technical feasibility.

Similar to the information retrieval, the Visualization of
Relations should only contain the most useful data and context

information. Links to other entities should be displayed and the
network visualized but the information should also be reduced
to only the most relevant data for the given user type. However,
the industry experts struggle to provide best practices and
examples. Thus, it is concluded that data visualization is still
a relevant future research topic.

The application of a Reasoning Engine is also not seen
as highly important since other tools are already in place.
The knowledge graph should be capable of adding more
context to currently identified problems but not necessarily act
as a separate reasoning engine. Thus, the knowledge graph
as proposed by the industry experts is more similar to a
knowledge base since Ehrlinger and Wöß [1] describe the
reasoning as core differentiation between a knowledge base
and a graph. Thus, practitioners see the knowledge graph as a
method to add further context to already identified errors. The
error detection is conducted in a separate application.

Regarding the Integration of PPR Models, the interviewees
note that a knowledge graph should use current PPR models
but PPR data are currently even within the same organiza-
tion heterogenous and not aligned. Thus, it is important to
merge, classify, and semantically enrich current models. One
interviewee proposed to first build up a new narrow graph
and steadily further develop and enlarge its knowledge base
using additional PPR data. This is also acknowledged by the
literature as a challenge and as a necessary requirement for
the development of knowledge graphs [11].

The wide-scale application and Training of AI in production
engineering is currently not achieved and seen as too far from
a practical application in the automotive industry production.
However, the knowledge graph is seen as a foundation of
a useful database for future applications of AI and its ex-
plainability and thus, the necessary data quality and machine-
readability should be ensured. More important is currently the
DT Interface since the contextual information across multiple
systems is an important success factor of the DT development.

An unsolved aspect is the Long-term Accuracy of a knowl-
edge graph. An autonomous development and updating of
the knowledge graph are seen as necessary but currently no
solution for this topic exits. For example, if a part is changed,
repaired, or updated during maintenance work, this should
be noted and recorded accordingly within the knowledge
graph. These updates of input data are frequent and thus, this
processes must be automatically connected. Furthermore, with
long-term use changes of the domain ontologies will occur and
should trigger an automated update of the graph structure.

A second unsolved challenge is the Data Defect Manage-
ment. It is unclear for the interviewees how problems in
the database of the knowledge graphs should be managed.
Proposals range from technically capable users as product
owners, over rule-based consistency checks, to ML methods.

The interviewees see the necessity for an Application of
Big Data since, e.g., an interviewee states that an exemplary
manufacturing cell generates 37 GB data per day. Another
expert states that a processing of 1 TB production data per
day per factory location is currently feasible. As the amount

16Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-049-0

PATTERNS 2023 : The Fifteenth International Conference on Pervasive Patterns and Applications

                            24 / 73



of cells per factory goes into the hundreds, either data and fea-
tures have to be selected prior or further Big Data capabilities
must be implemented to provide additional functionality for
large scale pattern detection and data mining. Solutions are in
particular hybrid clouds where high-risk data is stored locally.

The industry experts are uncertain on how to Enable Fuzzy
Information since some knowledge is not a priori known
but predicted and fuzzy categorized. However, the knowledge
graph should primarily display confirmed factual information.
In addition, context might shift dynamically over time creating
fuzzy transitions. Overall, the knowledge graph should act as
a cross-section between predictions, assumptions, and facts.

The Exploration Capabilities were not a focus of the prac-
titioners but the analytic deep-dive capabilities are recognized.
The infrequent mentioning of this topic might be due to a focus
on operation and not analytics aspects of most interviewees.

In conclusion, the economic benefits are named as cost
reduction due to process optimization, improved product
quality to ensure competitiveness, and an enabling of cross-
functional and organizational collaboration on production data.
Current IT governance and strategies are already in place to
enable a development of knowledge graphs. However, internal
competencies are still under development and communities
within an organization are necessary for the education and
training of employees in the application of knowledge graphs.

V. CONCLUSION AND FUTURE WORK

This contribution lists the most relevant requirements for a
knowledge graph implementation within the automotive indus-
try and proposes a useful categorization for these requirements.
In addition, the requirements from the body of literature and
from industry experts are listed and compared.

While most requirements match between literature and
practitioners, most notably, the real-time capabilities and rea-
soning engine are seen as a secondary priority since the
knowledge graph should primarily enable users and subsequent
applications to gain contextual information. In addition, the
aspect of data governance and access rights for users and
external partners such as suppliers are highly controversial.
Thus, management science should focus on data governance
concepts in the context of knowledge graphs in future research.

This manuscript is limited by the small amount of inter-
viewed experts and due to the focus on the German automo-
tive industry. In subsequent work, more international experts
should be interviewed and their opinion compared to the here
given results. In addition, we want to evaluate the technical
requirements and implementation of knowledge graphs in the
automotive industry in future research projects.
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Abstract—A dentist’s primary objective when screening for X-
ray problems is to determine the shape, number, and position of
teeth. Computational tools have been proposed to aid specialists
in making more accurate diagnoses rather than relying solely
on the trained eyes of dentists. Teeth segmentation and object
detection are the core functions of these tools when applied to
X-ray images. Segmenting and detecting the teeth in images is
actually the first step in enabling other automatic processing
methods. Medical image segmentation, especially in dentistry
field, has been transformed by Deep Learning (DL) in recent
years. U-Net with its different extensions and modifications has
been among the most popular deep networks developed for
medical image segmentation. However, it is difficult to determine
which one will work best for teeth segmentation. In this study, dif-
ferent semantic segmentation models are selected based on their
common use in medical image segmentation. Models include:U-
Net++, ResU-Net++ and MultiResU-Net. Using panoramic X-ray
dataset, MultiResUNet architecture performed better than the
other segmentation models with an accuracy of 97.16%.

Keywords: Convolutional Neural Networks, Deep learning,
Deep Neural Networks, Image Segmentation, Medical Image
Processing, Semantic Segmentation.

I. INTRODUCTION

Artificial Intelligence (AI) is becoming increasingly popular
and widely used in medical care. The application of AI in
the field of dentistry has shown successful results in the
dental clinic examining routine [1]. Thus, AI can be used
in dentistry to detect and recognize different variables from
images, such as segmenting teeth from other tissues. Even
though the use of artificial intelligence has grown rapidly and
widely in the health care field, its application in dental care
has been relatively slow [2].

In recent years, there has been increasing interest in ap-
plying the Deep Learning (DL) models for medical image
analysis. The deep learning, typically the Convolutional Neural
Network (CNN, or ConvNet) has made a significant contri-
bution to the medical images analysing tasks especially the
segmentation. Semantic segmentation methods based on DL
have demonstrated state-of-the-art performance over the past
few years. It has been demonstrated that these techniques
have been successful in classifying, segmenting, and detect-
ing medical images. For these applications, the U-Net [3]
deep learning technique has become very popular. The U-
Net shape with its variations and extensions (i.e. U-net++ [4],
Resunet++ [5]) has long been recognized as the dominant deep

network architecture. In this regard, it is the most widely used
architecture in the medical imaging segmentation field.

In computer-assisted procedures topically aim to applied in
dental clinics, teeth segmentation is an essential step. By using
this technique, it is possible to provide approximate outline
images of doubtful regions in order to provide features that
can distinguish tooth tissues from other types of tissues.

In this paper, we demonstrate the use of U-net shapes
to improve the performance of automatic teeth segmentation
from panoramic radiographs. We evaluate the performance
and segmentation accuracy of these model using a pre-request
dataset provided by Intelligent Vision Research Lab (Ivi-
sionlab) alongside its ground truth [6]. Based on the results
presented in this paper, these methods can be used to improve
the detection and segmentation of teeth in panoramic X-ray
images.

The first section discusses automatic tooth detection in
panoramic images. In the second section, the methodology
for evaluating the U-net algorithm is explained. Three and
four sections describe the results of the evaluation experiment
and the setup, respectively. In the last section, the findings of
this study are summarized.

II. RELATED WORKS

In the last two decades, teeth segmentation has been the sub-
ject of research, mainly using threshold, region-based methods
and and machine learning methods.

Jader et al., [7] present the development of the first method
for segmenting and recognizing teeth from panoramic X-ray
images using a region-based CNN (R-CNN). This algorithm
adds a branch for automatic recognition of object masks
simultaneously with the branch for class classification and
bounding box recognition [8].

In order to segment the teeth from 3D dental model, Xu et
al., [9] proposes an approach based upon deep convolutional
neural networks for segmenting 3D dental models. Further,
Tian et al., [10] introduced an automated method of segment-
ing and describing teeth from 3D dental images by utilizing
OCTREE sparse voxel technology, CRF model based on
conditional random fields, and a 3D CNN named OCN [11].

Furthermore, Zhu et al., [12], studied the tooth segmentation
and detection of teeth using Mask R-CNN. On the basis of 100
images collected from a hospital, their method successfully
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distinguished between complex, crowded tooth structures. A
fully (R-CNN) method for automatic tooth segmentation is
being evaluated by Lee et al., [13] to evaluate it using
individual annotations of panoramic radiographs.

A novel feature-steered graph CNN has been developed
by Sun et al., in their study [14]. Using this network, in-
dividual teeth were segmented and identified from digital
dental castings. Towards this goal, the framework constrains its
segmentation and labeling based on the distribution of crown
shapes and concave contours. This method is more accurate
than other DL-based dental segmentation methods, such as
PointNet [15], OCTREE-based CNN [11], and the two-phase
cast segmentation methods.

In Zhao et al., [16], attention networks were utilized for
the segmentation of attention in a two-stage network for
localizing multiple teeth from a publicly available panoramic
X-ray image dataset. Silva et al., [17] introduced TSAS-Net
for the segmentation and localization of teeth from the panning
dataset.

Using comprehensive semantic data, Cui et al., [18] pre-
sented a comprehensive method for segmenting teeth based
on Generative Adversarial Networks (GAN’s) [19]. This paper
presents a deep segmentation network based on an automatic
pixel-level tooth segmentation method (ToothPix) using a
conditional GAN structure (CGAN). A comparison of the
ToothPix method with existing methods, such as Mask R-
CNN and Pix2pix showed that it outperformed state-of-the-
art methods. Furthermore, as part of their efforts to exploit
3D cone beam computed tomography (CBCT) images that are
robust to metal artifacts generated by the procedure, Chung et
al., [20] have proposed the use of CNN for pixel-wise labeling
of CBCT images.

A U-shaped deep CNN (U-Net) architecture was used by
Zheng et al., [2]. The authors propose a variant of the Dense
U-Net that is anatomically constrained during design [3] that is
designed to integrate oral anatomy knowledge with data-driven
Dense U-Nets. They aim to provide an automated means of
segmenting and detecting lesions in CBCT images.

In addition, the technique proposed by Yang et al., in their
work [21] aim to combines mathematical analysis (i.e.level
set ) with deep learning CNN in order to segment the teeth
from CBCT images. Where Leite et al., [22] described a
methodology for combining different CNN models to assess
the ability of a new AI-based tool to detect and segment
teeth from panoramic radiographs. They developed a detector
that detects teeth and fine-tunes the segmentation map by
combining DeepLab-v3 [23] architecture and a pretrained
ResNet-101 [24] to detect teeth.

A novel technique described by Chandrashekar et al., [25]
combines independent tooth segmentation and identification
models obtained from panoramic radiographs. Through the
use of tooth segmentation and identification models, their
collaboration aims to improve collaborative learning. Through
collaboration, segmented teeth are identified and numbered to
enhance results.

A recent study by Hou et al., [26] described a Teeth U-net

model for the segmentation of dental panoramic X-ray images.
The aim was to solve the problem of accurate segmentation
of all teeth in dental panoramic images and the determination
of clear boundaries between roots. As a means of recovering
image features in the network, dense skip connections between
the encoder and decoder are proposed through the use of
multi-level connections. Where Duman et al., [27] used 434
anonymized, mixed-size panoramic radiography images over
the age of 13 years as data, they developed automatic tooth
segmentation models using a Pytorch implementation of the
U-Net model.

In terms of teeth segmentation, the transfer learning models
show promising results. Haghanifar et al., [28] aimed to
automate the process of segmenting teeth and detecting dental
caries in panoramic images by utilizing automatic diagno-
sis systems. Through transfer learning, the proposed model
extracts relevant features from x-rays and draws predictions
using a capsule network.

III. METHOD

The dentist uses panoramic radiographs to obtain an
overview of the entire mouth and jaw, including all the
teeth, in dentistry. It has been used to detect larger concerns
like infections, impacted teeth, and tumors. There is a low
resolution in panoramic radiography X-ray images, which
contributes to noise in the images. To process dental X-ray
images, it is necessary to distinguish between the ROI and
backgrounds [29]. In this research we compare 3 different
CNN models that used regularly in medical image segmen-
tation task and evaluate their results using a publicly available
dataset. The following repositories contain all the code used
in this paper:

• U-net++:
https://github.com/MrGiovanni/UNetPlusPlus

• ResUNet++:
https://github.com/DebeshJha/ResUNetPlusPlus

• MutiResU-Net:
https://github.com/nibtehaz/MultiResUNet

A. Dataset and Ground Truth

It is noteworthy that panoramic X-ray images provide a
greater degree of patient comfort than other radiographics,
such as intraoral images (bitewing and periapical), and are less
invasive, while examining a greater portion of the maxilla and
mandible [30]. For dental image analysis, only a few datasets
of panoramic X-ray images are publicly available.

Only a few sets of dental images were available for image
analysis in the past, and almost all of these were intraoral X-
rays (bitewing or periapical). The UFBA-UESC dental images
dataset was published by Silva et al., [17] to fill this gap,
and it has proven to be a valuable resource for the com-
munity. The original data set was published with annotations
for semantic segmentation only, which utilizes binary masks
to distinguish teeth from non-teeth pixels. Jader et al., [7]
modified the UFBA-UESC Dental Images dataset to include
instance segmentation information, and a total of 276 images
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Figure 1: Three different simple panoramic X-ray images from Ivisionlab [6] alongside with their ground truth.

containing 32 teeth were used for training and validation, with
the remaining 1224 images being used for testing. Recently,
Silva et al., [6] from Ivisionlab they annotated 543 images
with number information (including the 276 used by Jader et
al., [7]) to evaluate semantic segmentation.

The dataset for this paper was obtained from Ivisionlab [6],
[31] in order to perform our experiments . In this dataset,
total of 1500 panoramic X-ray images with high variability
have been grouped into ten categories in this dataset. It
has also been updated with more instance annotations and
includes information regarding numbering. A combination of
panoramic X-ray images and ground truth images is included
in this dataset. Figure 1 shows some samples of the dataset
alongside ground truth.

B. Models Architectures Overview

1) U-net++ Architecture: The U-net++ architecture [4] in
terms of medical image segmentation, is a more powerful
architecture. There are several nested, dense skip pathways
connecting the encoder and decoder sub-networks in this
architecture. As a result of the redesign of the skip pathways,
the semantic gap between the feature maps of the encoder and
decoder sub-networks is reduced.

2) ResUNet++ Architecture: The ResUNet++ Architec-
ture [5] is based on the Deep Residual U-Net (ResUNet) [32],
which is a deep residual learning concept combined with
an U-Net. There are three encoder blocks and three decoder
blocks comprised of the ResUNet++ architecture. An encoder
block comprises two successive convolutional blocks of 3× 3
and an identity mapping. Using residual blocks, a deeper
neural network that can solve the degradation problem in each
encoder using residual blocks that propagate information over
layers. Consequently, channel interdependencies are improved
while computational costs are reduced.

3) MutiResU-Net Architecture: In MutiResU-Net architec-
ture [33], a MultiRes block is proposed as a replacement
for two convolutional layers. The number of filters in the
convolutional layers is controlled by a parameter within each

MultiRes block. A MultiRes block has been proposed in
order to enhance U-Net’s capability to analyze and assess
data at multiple resolutions. In some cases, there is a dis-
crepancy between the features propagated through the encoder
network and the features propagated through the decoder
network. In order to balance these two incompatible feature
sets, MutiResU-Net offers some additional processing (i.e.Res
paths).

IV. RESULTS AND DISCUSSION

A. Evaluation and Assessment Metrics

In order to evaluate the predictive performance of each
detection model, we use F1 and F2 scores. F1 scores are
calculated by combining precision and recall, and therefore
provide a more accurate measure of predictive performance
than simply the percentage of correct predictions. Where F2
is defined as the weighted average mean of precision and recall
(given a threshold value). A F2 score places more emphasis on
recall than precision, in contrast with the F1 score, in which
precision and recall are equally weighted.

A measurement of accuracy is used to determine how
closely a measurement is to a standard or known value.
Moreover, segmentation tasks are commonly evaluated by
Dice scores and Jaccard indices in medical imaging. It is
common for convolutional neural networks to be optimized
for cross-entropy (weighted) when they are trained to segment
images. The purpose of this measurment is essentially to
quantify the overlap between our prediction output and the
target mask.

The relevant mathematical expressions are as follows:

Precision =
TP

TP + FP
(1)

Recall (Sensitivity) =
TN

TN + FP
(2)

F1-Measure =
2 · TP

2 · TP + FP + FN
(3)
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F2-Measure =
TP

TP + 0.2 · 0.8FN
(4)

Accuracy =
TP + TN

TP + TN + FP + FN
(5)

Jaccard index =
TP

TP + FN + FP
(6)

Where TP is true positive, TN—true negative, FP—false
positive, and FN—false negative cases.

B. Quantitative and Qualitative Comparison

In the following Table I and Figure 2, U-Net shape CNN
models are quantitatively analyzed using IvisionLab data [6].
It is notable that MutiResU-Net outperformed compare with
other methods with accuracy of 97.16%. This is because
MutiResU-Net performs better on heterogeneous datasets than
classical U-Net [33].

V. EXPERIMENTS

The experiments were conducted using Python, more specif-
ically Python3 [34]. Where in order to construct the network
models, Keras [35] was used with Tensorflow [36] as the
backend.

VI. CONCLUSION

The results of our study indicate that MutiResU-Net may
succeed the other U-Net architectures in the future, particularly
when it comes to segmenting teeth from panoramic X-ray
images. This experiment and assumption relied on a single
dataset for the evaluation of different models, which could
explain why MultiResU-Net performed better. Future research
should conduct experiments with different datasets to see
whether this claim holds.
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TABLE I: QUANTITATIVE COMPARISON OF DIFFERENT CNN MODULES APPLIED TO IVISIONLAB DATASET [6].

CNN Evaluation Matrix
Model Jaccard index Recall Precision Accuracy F1-Measure F2-Measure

U-Net++ [4] 0.8591 0.9228 0.9273 0.9715 0.9218 0.9217
ResU-Net++ [5] 0.8501 0.9098 0.9283 0.9703 0.9161 0.9115

MultiResU-Net [33] 0.8588 0.9162 0.9339 0.9716 0.9218 0.9176
∗ Bold font indicates the best value.

Figure 2: Qualitative analysis and comparison of the different CNN models using sample of panoramic X-ray images from IvisionLab
dataset [6]. (First row): shows the original images, (Second row): ground truth, (Third row): U-Net++ [4], (Fourth row): ResU-Net++ [5]
and (Fifth row): MultiResU-Net [33] segmentation results.
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Abstract—A dentist’s primary objective when screening for X-
ray problems is to determine the shape, number, and position of
teeth. Computational tools have been proposed to aid specialists
in making more accurate diagnoses rather than relying solely
on the trained eyes of dentists. Teeth segmentation and object
detection are the core functions of these tools when applied to
X-ray images. Segmenting and detecting the teeth in images is
actually the first step in enabling other automatic processing
methods. Medical image segmentation, especially in dentistry
field, has been transformed by Deep Learning (DL) in recent
years. U-Net with its different extensions and modifications has
been among the most popular deep networks developed for
medical image segmentation. However, it is difficult to determine
which one will work best for teeth segmentation. In this study, dif-
ferent semantic segmentation models are selected based on their
common use in medical image segmentation. Models include:U-
Net++, ResU-Net++ and MultiResU-Net. Using panoramic X-ray
dataset, MultiResUNet architecture performed better than the
other segmentation models with an accuracy of 97.16%.

Keywords—Convolutional Neural Networks, Deep learning,
Deep Neural Networks, Image Segmentation, Medical Image Pro-
cessing, Semantic Segmentation.

I. INTRODUCTION

Artificial Intelligence (AI) is becoming increasingly popular
and widely used in medical care. The application of AI in
the field of dentistry has shown successful results in the
dental clinic examining routine [1]. Thus, AI can be used
in dentistry to detect and recognize different variables from
images, such as segmenting teeth from other tissues. Even
though the use of artificial intelligence has grown rapidly and
widely in the health care field, its application in dental care
has been relatively slow [2].

In recent years, there has been increasing interest in ap-
plying the Deep Learning (DL) models for medical image
analysis. The deep learning, typically the Convolutional Neural
Network (CNN, or ConvNet) has made a significant contri-
bution to the medical images analysing tasks especially the
segmentation. Semantic segmentation methods based on DL
have demonstrated state-of-the-art performance over the past
few years. It has been demonstrated that these techniques
have been successful in classifying, segmenting, and detect-
ing medical images. For these applications, the U-Net [3]
deep learning technique has become very popular. The U-
Net shape with its variations and extensions (i.e. U-net++ [4],
Resunet++ [5]) has long been recognized as the dominant deep

network architecture. In this regard, it is the most widely used
architecture in the medical imaging segmentation field.

In computer-assisted procedures topically aim to applied in
dental clinics, teeth segmentation is an essential step. By using
this technique, it is possible to provide approximate outline
images of doubtful regions in order to provide features that
can distinguish tooth tissues from other types of tissues.

In this paper, we demonstrate the use of U-net shapes
to improve the performance of automatic teeth segmentation
from panoramic radiographs. We evaluate the performance
and segmentation accuracy of these model using a pre-request
dataset provided by Intelligent Vision Research Lab (Ivi-
sionlab) alongside its ground truth [6]. Based on the results
presented in this paper, these methods can be used to improve
the detection and segmentation of teeth in panoramic X-ray
images.

The first section discusses automatic tooth detection in
panoramic images. In the second section, the methodology
for evaluating the U-net algorithm is explained. Three and
four sections describe the results of the evaluation experiment
and the setup, respectively. In the last section, the findings of
this study are summarized.

II. RELATED WORKS

In the last two decades, teeth segmentation has been the sub-
ject of research, mainly using threshold, region-based methods
and and machine learning methods.

Jader et al., [7] present the development of the first method
for segmenting and recognizing teeth from panoramic X-ray
images using a region-based CNN (R-CNN). This algorithm
adds a branch for automatic recognition of object masks
simultaneously with the branch for class classification and
bounding box recognition [8].

In order to segment the teeth from 3D dental model, Xu et
al., [9] proposes an approach based upon deep convolutional
neural networks for segmenting 3D dental models. Further,
Tian et al., [10] introduced an automated method of segment-
ing and describing teeth from 3D dental images by utilizing
OCTREE sparse voxel technology, CRF model based on
conditional random fields, and a 3D CNN named OCN [11].

Furthermore, Zhu et al., [12], studied the tooth segmentation
and detection of teeth using Mask R-CNN. On the basis of 100
images collected from a hospital, their method successfully
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distinguished between complex, crowded tooth structures. A
fully (R-CNN) method for automatic tooth segmentation is
being evaluated by Lee et al., [13] to evaluate it using
individual annotations of panoramic radiographs.

A novel feature-steered graph CNN has been developed
by Sun et al., in their study [14]. Using this network, in-
dividual teeth were segmented and identified from digital
dental castings. Towards this goal, the framework constrains its
segmentation and labeling based on the distribution of crown
shapes and concave contours. This method is more accurate
than other DL-based dental segmentation methods, such as
PointNet [15], OCTREE-based CNN [11], and the two-phase
cast segmentation methods.

In Zhao et al., [16], attention networks were utilized for
the segmentation of attention in a two-stage network for
localizing multiple teeth from a publicly available panoramic
X-ray image dataset. Silva et al., [17] introduced TSAS-Net
for the segmentation and localization of teeth from the panning
dataset.

Using comprehensive semantic data, Cui et al., [18] pre-
sented a comprehensive method for segmenting teeth based
on Generative Adversarial Networks (GAN’s) [19]. This paper
presents a deep segmentation network based on an automatic
pixel-level tooth segmentation method (ToothPix) using a
conditional GAN structure (CGAN). A comparison of the
ToothPix method with existing methods, such as Mask R-
CNN and Pix2pix showed that it outperformed state-of-the-
art methods. Furthermore, as part of their efforts to exploit
3D cone beam computed tomography (CBCT) images that are
robust to metal artifacts generated by the procedure, Chung et
al., [20] have proposed the use of CNN for pixel-wise labeling
of CBCT images.

A U-shaped deep CNN (U-Net) architecture was used by
Zheng et al., [2]. The authors propose a variant of the Dense
U-Net that is anatomically constrained during design [3] that is
designed to integrate oral anatomy knowledge with data-driven
Dense U-Nets. They aim to provide an automated means of
segmenting and detecting lesions in CBCT images.

In addition, the technique proposed by Yang et al., in their
work [21] aim to combines mathematical analysis (i.e.level
set ) with deep learning CNN in order to segment the teeth
from CBCT images. Where Leite et al., [22] described a
methodology for combining different CNN models to assess
the ability of a new AI-based tool to detect and segment
teeth from panoramic radiographs. They developed a detector
that detects teeth and fine-tunes the segmentation map by
combining DeepLab-v3 [23] architecture and a pretrained
ResNet-101 [24] to detect teeth.

A novel technique described by Chandrashekar et al., [25]
combines independent tooth segmentation and identification
models obtained from panoramic radiographs. Through the
use of tooth segmentation and identification models, their
collaboration aims to improve collaborative learning. Through
collaboration, segmented teeth are identified and numbered to
enhance results.

A recent study by Hou et al., [26] described a Teeth U-net

model for the segmentation of dental panoramic X-ray images.
The aim was to solve the problem of accurate segmentation
of all teeth in dental panoramic images and the determination
of clear boundaries between roots. As a means of recovering
image features in the network, dense skip connections between
the encoder and decoder are proposed through the use of
multi-level connections. Where Duman et al., [27] used 434
anonymized, mixed-size panoramic radiography images over
the age of 13 years as data, they developed automatic tooth
segmentation models using a Pytorch implementation of the
U-Net model.

In terms of teeth segmentation, the transfer learning models
show promising results. Haghanifar et al., [28] aimed to
automate the process of segmenting teeth and detecting dental
caries in panoramic images by utilizing automatic diagno-
sis systems. Through transfer learning, the proposed model
extracts relevant features from x-rays and draws predictions
using a capsule network.

III. METHOD

The dentist uses panoramic radiographs to obtain an
overview of the entire mouth and jaw, including all the
teeth, in dentistry. It has been used to detect larger concerns
like infections, impacted teeth, and tumors. There is a low
resolution in panoramic radiography X-ray images, which
contributes to noise in the images. To process dental X-ray
images, it is necessary to distinguish between the ROI and
backgrounds [29]. In this research we compare 3 different
CNN models that used regularly in medical image segmen-
tation task and evaluate their results using a publicly available
dataset. The following repositories contain all the code used
in this paper: U-net++ [30], ResUNet++ [31] and MutiResU-
Net [32].

A. Dataset and Ground Truth

It is noteworthy that panoramic X-ray images provide a
greater degree of patient comfort than other radiographics,
such as intraoral images (bitewing and periapical), and are less
invasive, while examining a greater portion of the maxilla and
mandible [33]. For dental image analysis, only a few datasets
of panoramic X-ray images are publicly available.

Only a few sets of dental images were available for image
analysis in the past, and almost all of these were intraoral X-
rays (bitewing or periapical). The UFBA-UESC dental images
dataset was published by Silva et al., [17] to fill this gap,
and it has proven to be a valuable resource for the com-
munity. The original data set was published with annotations
for semantic segmentation only, which utilizes binary masks
to distinguish teeth from non-teeth pixels. Jader et al., [7]
modified the UFBA-UESC Dental Images dataset to include
instance segmentation information, and a total of 276 images
containing 32 teeth were used for training and validation, with
the remaining 1224 images being used for testing. Recently,
Silva et al., [6] from Ivisionlab they annotated 543 images
with number information (including the 276 used by Jader et
al., [7]) to evaluate semantic segmentation.
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Figure 1: Three different simple panoramic X-ray images from Ivisionlab [6] alongside with their ground truth.

The dataset for this paper was obtained from Ivisionlab [6],
[34] in order to perform our experiments . In this dataset,
total of 1500 panoramic X-ray images with high variability
have been grouped into ten categories in this dataset. It
has also been updated with more instance annotations and
includes information regarding numbering. A combination of
panoramic X-ray images and ground truth images is included
in this dataset. Figure 1 shows some samples of the dataset
alongside ground truth.

B. Models Architectures Overview

1) U-net++ Architecture: The U-net++ architecture [4] in
terms of medical image segmentation, is a more powerful
architecture. There are several nested, dense skip pathways
connecting the encoder and decoder sub-networks in this
architecture. As a result of the redesign of the skip pathways,
the semantic gap between the feature maps of the encoder and
decoder sub-networks is reduced.

2) ResUNet++ Architecture: The ResUNet++ Architec-
ture [5] is based on the Deep Residual U-Net (ResUNet) [35],
which is a deep residual learning concept combined with
an U-Net. There are three encoder blocks and three decoder
blocks comprised of the ResUNet++ architecture. An encoder
block comprises two successive convolutional blocks of 3× 3
and an identity mapping. Using residual blocks, a deeper
neural network that can solve the degradation problem in each
encoder using residual blocks that propagate information over
layers. Consequently, channel interdependencies are improved
while computational costs are reduced.

3) MutiResU-Net Architecture: In MutiResU-Net architec-
ture [36], a MultiRes block is proposed as a replacement
for two convolutional layers. The number of filters in the
convolutional layers is controlled by a parameter within each
MultiRes block. A MultiRes block has been proposed in
order to enhance U-Net’s capability to analyze and assess
data at multiple resolutions. In some cases, there is a dis-
crepancy between the features propagated through the encoder
network and the features propagated through the decoder

network. In order to balance these two incompatible feature
sets, MutiResU-Net offers some additional processing (i.e.Res
paths).

IV. RESULTS AND DISCUSSION

In this section, we present quantitative and qualitative
validations using panoramic X-ray images, then compare the
results with different CNNs approaches.

A. Evaluation and Assessment Metrics

In order to evaluate the predictive performance of each
detection model, we use F1 and F2 scores. F1 scores are
calculated by combining precision and recall, and therefore
provide a more accurate measure of predictive performance
than simply the percentage of correct predictions. Where F2
is defined as the weighted average mean of precision and recall
(given a threshold value). A F2 score places more emphasis on
recall than precision, in contrast with the F1 score, in which
precision and recall are equally weighted.

A measurement of accuracy is used to determine how
closely a measurement is to a standard or known value.
Moreover, segmentation tasks are commonly evaluated by
Dice scores and Jaccard indices in medical imaging. It is
common for convolutional neural networks to be optimized
for cross-entropy (weighted) when they are trained to segment
images. The purpose of this measurment is essentially to
quantify the overlap between our prediction output and the
target mask.

The relevant mathematical expressions are as follows:

Precision =
TP

TP + FP
(1)

Recall (Sensitivity) =
TN

TN + FP
(2)

F1-Measure =
2 · TP

2 · TP + FP + FN
(3)

F2-Measure =
TP

TP + 0.2 · 0.8FN
(4)
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TABLE I: QUANTITATIVE COMPARISON OF DIFFERENT CNN MODULES APPLIED TO IVISIONLAB DATASET [6].

CNN Evaluation Matrix
Model Jaccard index Recall Precision Accuracy F1-Measure F2-Measure

U-Net++ [4] 0.8591 0.9228 0.9273 0.9715 0.9218 0.9217
ResU-Net++ [5] 0.8501 0.9098 0.9283 0.9703 0.9161 0.9115

MultiResU-Net [36] 0.8588 0.9162 0.9339 0.9716 0.9218 0.9176
∗ Bold font indicates the best value.

Figure 2: Qualitative analysis and comparison of the different CNN models using sample of panoramic X-ray images from IvisionLab
dataset [6]. (First row): shows the original images, (Second row): ground truth, (Third row): U-Net++ [4], (Fourth row): ResU-Net++ [5]
and (Fifth row): MultiResU-Net [36] segmentation results.
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Accuracy =
TP + TN

TP + TN + FP + FN
(5)

Jaccard index =
TP

TP + FN + FP
(6)

Where TP is true positive, TN—true negative, FP—false
positive, and FN—false negative cases.

B. Quantitative and Qualitative Comparison

In the following Table I and Figure 2, U-Net shape CNN
models are quantitatively analyzed using IvisionLab data [6].
It is notable that MutiResU-Net outperformed compare with
other methods with accuracy of 97.16%. This is because
MutiResU-Net performs better on heterogeneous datasets than
classical U-Net [36].

C. Experimental Setup

The experiments were conducted using Python, more specif-
ically Python3 [37]. Where in order to construct the network
models, Keras [38] was used with Tensorflow [39] as the
backend.

V. CONCLUSION

The results of our study indicate that MutiResU-Net may
succeed the other U-Net architectures in the future, particularly
when it comes to segmenting teeth from panoramic X-ray
images. This experiment and assumption relied on a single
dataset for the evaluation of different models, which could
explain why MultiResU-Net performed better. Future research
should conduct experiments with different datasets to see
whether this claim holds.
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Abstract—Quantum algorithms have the potential to out-
perform classical algorithms for certain problems. However,
implementing quantum algorithms in a reusable manner and in-
tegrating them into applications poses new challenges. To ensure
reusability and integrability, quantum algorithm implementations
must handle different problem sizes, be able to be processed by
different quantum computers, and should also be able to be used
and integrated by non-quantum experts. In classical software
engineering a variety of best practices and design principles to
achieve reusability of classical software components are well-
known and documented as patterns. However, quantum software
engineering currently lacks best practices for creating reusable
implementations of quantum algorithms. To close this gap, this
paper presents five patterns that describe proven solutions for
modularization, integration, and translation of quantum algo-
rithm implementations, further extending the existing quantum
computing pattern language.

Index Terms—Quantum Computing; Pattern Language; Quan-
tum Software Engineering; Quantum Computing Patterns.

I. INTRODUCTION

Quantum algorithms have the potential to outperform their
classical counterparts by exploiting quantum mechanical phe-
nomena such as entanglement. Most quantum algorithms are
hybrid, comprising classical and quantum computations. This
includes not only variational quantum algorithms (VQAs) [1],
e.g., the Variational Quantum Eigensolver (VQE) and Quan-
tum Approximate Optimization Algorithm (QAOA) [2], but
also Shor’s algorithm for prime factorization [3][4] and Grover
search [5], which require classical pre- and post-processing
steps and are therefore also hybrid [6].

Implementing a quantum algorithm is a complex task requir-
ing expertise in the field of quantum computing and software
engineering. Implementations consist of code that represents
quantum circuits, and code defining the classical logic of the
quantum algorithm. These algorithm implementations can then
be integrated in hybrid quantum-classical applications [7] to
solve specific problems. Thus, the reusability of implementa-
tions of quantum algorithms and their integration into appli-
cations, where their hybrid nature on the level of algorithms
and applications poses additional challenges [8], are of great
importance to quantum software engineering [9].

Reusability in the context of quantum algorithm imple-
mentations comprises multiple aspects: One aspect is the
reusability of an implementation in different applications. The
programming language used for the implementation has a large
influence on its reusability, e.g., quantum algorithms imple-
mented in a Python-based quantum programming language can

easily be integrated directly into applications also implemented
in Python. Another aspect is the reusability for different
problem instances. Reusable implementations of quantum al-
gorithms, e.g., to solve the maximum cut problem [10], should
be able to process graphs of different sizes, which may affect
the number of qubits required. Moreover, reusable algorithm
implementations should be executable on different hardware,
i.e., quantum computers of different vendors.

To achieve a high degree of reusability, classical software
engineering provides many well-documented and well-known
best practices for structuring the code of classical applications,
such as modularization to achieve separation of concerns.
To the best of our knowledge, similar best practices for
implementing quantum algorithms and integrating them into
applications are neither well-established nor well-documented
in the emerging field of quantum software engineering.

An established method to document best practices for
solving recurring problems are patterns [11]. They provide a
structured way to capture design and architectural knowledge
in a human-readable format. Patterns have been originally
introduced by Alexander [12] in the domain of building
architectures. Today they are widely used in different domains
including software engineering, e.g., for the design of object-
oriented applications [13], the integration of enterprise appli-
cations [14], or cloud computing [15]. Typically, patterns of a
certain domain are organized in a pattern language. Patterns
within a pattern language are interconnected, to facilitate the
combination of related patterns and ease the understanding of
similar problems and their solutions.

In the quantum computing domain, Leymann [16] intro-
duced a pattern language, which has since been extended
several times [2][17][18][19][20][21]. The pattern language
contains patterns of different categories, e.g., patterns related
to quantum operations or specific quantum algorithm classes.
However, patterns documenting best practices to improve the
reusability of quantum algorithm implementations are not yet
part of the language. To close this gap, we extend the quantum
computing pattern language by five new patterns that cover
different aspects of reusability of such implementations.

The structure of this paper is as follows: Section II provides
fundamentals on quantum software engineering and introduces
the used pattern format and authoring process. Next, Sec-
tion III explains the new patterns in detail, followed by a short
discussion in Section IV. Then, related work is presented in
Section V and Section VI provides a conclusion.
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II. BACKGROUND

This section introduces fundamentals of quantum software
engineering. Additionally, the concept of patterns, the pattern
format used in this paper, and the pattern authoring process
are described in more detail.

A. Quantum Software Engineering

Quantum software engineering is an emerging field that
aims to apply software engineering principles to the devel-
opment of applications using quantum algorithm implemen-
tations [22]. In particular, the reusability of such implemen-
tations is a main goal of quantum software engineering [9].
One aspect of reusability is the ability to integrate quantum al-
gorithm implementations into different applications. Typically,
quantum algorithm implementations are integrated into hybrid
quantum-classical applications [7], or hybrid applications for
short, to solve problems that can only be solved efficiently
using a quantum computer, while classical computers are used
for general purpose computation and data storage.

Most quantum algorithms are hybrid algorithms, including
variational algorithms as well as all algorithms that require
classical computing for pre- and post-processing [6]. Thus, a
quantum algorithm implementation is divided into a quantum
part and a classical part. Although both classical and quantum
parts can be implemented in similar text-based programming
languages, developing quantum parts requires expert knowl-
edge of quantum computing and its mathematical foundations
in addition to software engineering knowledge.

Quantum computers use unique instruction sets. To make
use of synergies with the existing patterns this paper focuses
on gate-based quantum computing. For the gate-based quan-
tum computing model, quantum gates represent the operations
performed on qubits and together with the measurements to
retrieve the results of the quantum computation, they form the
quantum circuit that can be processed by a quantum computer.
However, quantum computers of different vendors support
different gates natively, which can lead to vendor lock-in when
implementing quantum algorithms.

The inputs of a quantum algorithm, e.g., the problem in-
stance, must be encoded into the quantum circuit. Therefore,
reusable quantum algorithm implementations require a dy-
namic generation of quantum circuits based on the given input.

B. Pattern Format and Authoring Method

Patterns provide proven solutions for recurring problems in
a structured, human-readable manner. Alexander et al. [12]
originally introduced the concept of patterns in the domain of
building architectures. This concept has then been adopted by
the information technology domain. For documenting patterns
in this domain, Coplien [11] provides guidelines for writing
software patterns. In this work, the already established pat-
tern format of the quantum computing pattern language that
follows these guidelines for documenting patterns is used.

Each pattern has a descriptive name and a mnemonic icon.
A short question briefly introduces the problem solved by
the pattern. Next, the context in which the problem occurs
and the forces acting in that context are described in detail.
Forces are aspects of the problem context that require special
focus. Understanding these forces is crucial as solutions often
cannot resolve the forces but rather balance the forces with
varying tradeoffs [11]. Then, the solution is presented along
with a solution sketch, followed by a paragraph describing
the result of applying that solution. The solution is presented
in an abstract, technology-independent manner so that it can
be applied in a broad context. Finally, real world occurrences
of the pattern are listed in known uses and relationships to
patterns solving similar problems or that are recommended to
be used in combination are provided in related patterns.

To identify patterns for quantum software engineering solv-
ing recurring problems, we empirically inspected quantum
algorithm implementations of well-established libraries like
Qiskit [23] and Amazon Braket [24]. Additionally, we an-
alyzed algorithm descriptions from scientific literature and
quantum computing tutorials. Moreover, we evaluated the
potential applications of established best practices of classical
software engineering in the context of quantum computing.
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Figure 1. Overview of the quantum computing pattern language [16] including the new patterns.
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III. PATTERNS FOR QUANTUM SOFTWARE DEVELOPMENT

As a first step to capture best practices for quantum software
development and execution, five new patterns are introduced
in this section that extends the existing quantum computing
pattern language [2][16][17][18][19][20][21]. Figure 1 shows
an overview of the categories of the quantum computing
pattern language, including the new Development and the
extended Execution category. The existing patterns mostly
focus on the program flow, which uses unitary transformations
to manipulate quantum states, e.g., to create specific data
encodings for an algorithm, and measurements to read out
the results of a quantum computation. The new patterns focus
on modularization, reusability, and the integration of quantum
algorithm implementations into hybrid applications.

The two patterns QUANTUM MODULE and QUANTUM
MODULE TEMPLATE focus on encapsulating the implemen-
tation of the quantum part of a quantum algorithm as reusable
modules. QUANTUM MODULES can generate quantum cir-
cuits with a known structure and behavior, while QUAN-
TUM MODULE TEMPLATES allow the integration of arbitrary
behavior into the generated quantum circuit. In contrast, a
HYBRID MODULE is used to package a complete quantum
algorithm implementation containing the quantum as well as
the classical parts, such as the continued fraction expansion
of Shor’s algorithm [3], of the quantum algorithm. Its main
use case is distribution and deployment of a quantum algo-
rithm implementation for integration into hybrid applications.
The implementation of a HYBRID MODULE can again be
modularized, e.g., using QUANTUM MODULES or QUAN-
TUM MODULE TEMPLATES. A CLASSICAL-QUANTUM IN-
TERFACE facilitates the use of quantum algorithms by non-
quantum computing experts. Last, a QUANTUM CIRCUIT
TRANSLATOR enables the execution of quantum circuits on
quantum computers of different vendors by translating the
circuits into a compatible format. In the following subsections
these patterns are presented in detail.

A. Quantum Module

Problem: How can the implementation of
the quantum part of a quantum algorithm
be packaged for reuse independent of con-
crete input values?

Context: Each quantum algorithm is a hybrid algorithm,
i.e., parts of the algorithm require quantum computers and
other parts require classical computers for their execution.
For the execution of the quantum part, a quantum circuit
implementing the required operations is needed. However,
quantum circuits are problem-specific and, thus, depend on
various inputs, e.g., the problem instance or initial values for
parameterized quantum gates, which are then optimized by
a classical optimizer. Therefore, the implementation of the
quantum part of a quantum algorithm must be input-agnostic
in order to be reusable.

Forces: Quantum circuits to be processed by a quantum
computer must already contain all appropriately encoded input
values. A static implementation of a quantum circuit that does
not allow the quantum circuit to be changed based on some in-
put values cannot be reused to solve different problems. Thus,
a reusable implementation of the quantum part of a quantum
algorithm needs to be able to adapt the quantum circuit to
different input values. The input values that need to be encoded
in a quantum circuit are, first, the problem to be solved, e.g., an
implementation of Shor’s algorithm [3] would require as input
the number to be factored into primes, and second, parameters
used for optimization or machine learning, e.g., for QAOA [2].

Moreover, implementing the quantum part of a quantum
algorithm requires in depth knowledge of quantum computing
and the underlying mathematical concepts. Thus, quantum
computing experts are required in the development teams.
However, other parts of the algorithm that only require clas-
sical computation, e.g., classical optimizers, may not require
quantum computing knowledge at all and can be implemented
by different teams without a quantum computing expert.
Solution: Separate the implementation of the quantum part
of the quantum algorithm into one or more QUANTUM
MODULES. These modules contain the code that generates
quantum circuits based on input values provided to the module.
Quantum modules can also be used to reduce the number of
code duplicates by implementing common parts of a quantum
circuit as a reusable quantum module.

The solution sketch in Figure 2 depicts that a QUANTUM
MODULE receives input values and uses generative code to
construct quantum circuits depending on these input values.
This ensures the reusability of the QUANTUM MODULE, as
the implementation can create quantum circuits for different
problem sizes as well as parameters.

Quantum
Module

Inputs

Inputs

Code

Quantum 
Circuit

X

Figure 2. Solution sketch: QUANTUM MODULE.

Result: A quantum algorithm implementation is partitioned
into (i) QUANTUM MODULES containing the implementations
of the quantum part, and (ii) additional classical code required
for the control flow and other classical computations of the
quantum algorithm. The quantum modules are independent of
the concrete input values, which increases their reusability for
different quantum algorithm implementations.

The separation of code that generates quantum circuits
into quantum modules can thus also be reflected in the
organizational structure of the development teams. Only
the teams working on the quantum modules need quantum
computing experts, while other teams mainly need experts in
classical software engineering.
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Known Uses: QUANTUM MODULES can already be found
in several libraries for building quantum circuits. In Amazon
Braket [24], the Grover algorithm [5] is offered as a module
with functions to build the oracle and execute the Grover
search. Another example of a QUANTUM MODULE for cre-
ating oracles is the PhaseOracle in Qiskit [23]. Generic parts
used in multiple quantum algorithms, such as the quantum
fourier transformation used in Shor’s algorithm [3] are avail-
able in Amazon Braket [24] and Qiskit [23]. The quantum
phase estimation, which is also part of Shor’s algorithm can be
constructed in Qiskit [23] with the PhaseEstimation module.
Related Patterns: A QUANTUM MODULE generating specific
quantum circuits for a quantum algorithm can be used inside
a HYBRID MODULE that contains the implementation of the
overall quantum algorithm with its quantum and classical
parts. Quantum circuits generated by a QUANTUM MODULE
can be integrated into a QUANTUM MODULE TEMPLATE to
create a complete quantum circuit, if the QUANTUM MODULE
only generates a part of a quantum circuit. The boundary
of a QUANTUM MODULE is directly corresponding to the
QUANTUM-CLASSIC SPLIT [16]. The QUANTUM-CLASSIC
SPLIT pattern states, that there is necessarily a separation –
a split – between code executed on classical computers and
code executed on quantum computers. Thus, the QUANTUM
MODULE pattern is related to this pattern.

B. Quantum Module Template

Problem: How can the implementation of
the quantum part of a quantum algorithm
be packaged for reuse when some of the
behavior is determined later?

Context: Some quantum algorithms can be implemented in a
reusable manner, but their behavior may be partially modified
depending on the problem to which the algorithm is applied.
For example, the Grover search algorithm [5] contains an
unspecified oracle. The information required for defining the
concrete behavior of this oracle may not be available until a
later point in time. Similar cases are algorithms like QAOA [2],
which do not specify a concrete ansatz to use. Thus, imple-
mentations of the quantum part of such algorithms, where the
unspecified behavior can be integrated later, are required.

Forces: Quantum algorithms may intentionally leave parts of
the behavior of the quantum part unspecified until a later
point in time. For example, the Grover search [5] uses an
unspecified placeholder gate, as the specific function that
marks the correct values cannot be known before it has been
decided what to search for. In the case of QAOA, the choice of
a suitable ansatz depends on information that is only available
at runtime. However, for the algorithms to be executed, the
missing behavior must be integrated before the execution of
the quantum circuits on a quantum computer. Note, that similar
situations can arise if the development of a quantum algorithm
is split between different teams.

Integrating quantum behavior into an existing circuit re-
quires a specification of the requirements an implementation
has to fulfill to be integrated and function correctly. This
includes the specification of the input qubits available, possible
ancilla qubits, on which qubits and in what form the output
is expected, and any other requirements or restrictions, e.g.,
on the creation of entanglement between quantum bits. Some
of the restrictions, e.g., the number of available ancilla qubits,
may additionally depend on the quantum computer used for
execution, as a quantum computer with more qubits can
allocate more ancilla qubits if the number of qubits used in
the circuit is otherwise constant.
Solution: Implement the generic behavior of the quantum part
of a quantum algorithm in a QUANTUM MODULE TEMPLATE.
This module accepts inputs, that define the unspecified be-
havior to be integrated into the final quantum circuit. The
behavior can either be specified as a quantum circuit or as
a QUANTUM MODULE that generates the required quantum
circuit. This circuit then gets integrated by the QUANTUM
MODULE TEMPLATE into the main quantum circuit that
represents the generic behavior.

To ensure that the behavior input, in form of a quantum
circuit, can be integrated to correctly perform the operations
it contains, the QUANTUM MODULE TEMPLATE must include
specifications in the documentation that can be used to build a
compatible quantum circuit, as outlined in the pattern forces.
This specification is mainly a contract that needs to be fulfilled
by the quantum circuit serving as input for the template.
Similar contracts, e.g., plugin contracts [25], are also used
in classical software engineering.

Quantum
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Code
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Figure 3. Solution sketch: QUANTUM MODULE TEMPLATE.
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Figure 3 sketches the essential building blocks of a QUAN-
TUM MODULE TEMPLATE. The template requires two kinds
of inputs: (i) the input values representing the problem to be
solved as well as parameters affecting the circuit generation,
as used in the QUANTUM MODULE, and (ii) behavior inputs
partially specifying the behavior of the algorithm, provided
in the form of a quantum circuit or a QUANTUM MODULE.
Much like the QUANTUM MODULE, the QUANTUM MODULE
TEMPLATE uses the input values to generate a quantum
circuit, which is still incomplete as it does not include the
behavior from the behavior inputs yet. If the behavior inputs
are provided in the form of a quantum module, this module is
used to generate a quantum circuit from the inputs. Finally, the
quantum circuit is integrated into the incomplete main circuit.
However, implementations of the template are not limited to
the exemplary steps shown here.

Result: The generic behavior of the quantum part of a
quantum algorithm is implemented as QUANTUM MODULE
TEMPLATE that requires behavior inputs to generate an exe-
cutable complete quantum circuit. The behavior inputs specify
the parts of the algorithm’s behavior that cannot be known in
advance. Thereby, their influence on the resulting quantum
circuit can be significantly higher than with a QUANTUM
MODULE. The behavior inputs must be compatible with the
required input definitions of the template.

The integration of the behavior inputs can be done at design
time if the behavior is provided as QUANTUM MODULE, since
the QUANTUM MODULE generates the circuit based on the
input values. Templates can be nested inside other templates
to compose quantum circuits from QUANTUM MODULES
implementing higher level circuit functions. This facilitates the
replacement of a part of a quantum circuit if that part should
be generated by a new QUANTUM MODULE implementing an
improved algorithm, e.g., a more efficient state preparation.

Known Uses: Various quantum algorithms, e.g., the algorithm
of Deutsch [26] or the Grover search [5], use an unspecified
unitary gate as placeholder. Implementations of the generic
behavior of these algorithms are available in Amazon
Braket [24] and Qiskit [23]. These algorithms need oracle
circuits to replace the placeholder gate, which are described in
the ORACLE pattern [16]. The oracle replacement is described
in [27] in an Oracle Expansion Task for workflows using the
Quantum Modeling Extension. Generic parts of QAOA [2],
such as state preparation and the mixer operator are imple-
mented in Amazon Braket [24] and Qiskit [23] and can be used
by providing a quantum circuit encoding the cost function.

Related Patterns: A QUANTUM MODULE TEMPLATE is a
special kind of QUANTUM MODULE that additionally accepts
behavior inputs, which are integrated into the generated quan-
tum circuit. QUANTUM MODULE TEMPLATES can be used to
integrate, e.g., ORACLES [16] and STATE PREPARATION [16]
circuits into an executable quantum circuit allowing circuits
to be built from smaller modules.

C. Hybrid Module

Problem: How can the implementation of a
quantum algorithm requiring both classical
and quantum computations be packaged so
that it can be integrated into applications?

Context: Quantum algorithms often require classical computa-
tion for pre- and post-processing of the quantum computation
results [6]. This means that almost all quantum algorithms are
hybrid. Thus, any implementation of a quantum algorithm has
to contain both the quantum and the classical parts for the
algorithm to be functional.
Forces: Quantum algorithms typically require a classical com-
puter for some parts of their computation. This means that they
can have multiple quantum and classical parts. For example,
VQAs, such as VQE and QAOA, alternate between quantum
and classical computations [1][2]. Both, the quantum and the
classical part, are required for the algorithm to work correctly.
This also includes the control flow of the algorithm, which is
included in the classical part of the algorithm.

Integrating a quantum algorithm into an application requires
the implementation of the entire algorithm. A dedicated inter-
face is required to enable the integration into applications.
Deploying the algorithm to a hybrid runtime, which can exe-
cute both the quantum and the classical part of the algorithm,
even requires both parts to be deployed together.
Solution: Package the entire quantum algorithm, i.e., both the
quantum parts and the classical parts, as a HYBRID MODULE.
This module can be composed of smaller modules, e.g.,
QUANTUM MODULES. It also contains the control flow logic
to orchestrate the quantum and classical computation. The
HYBRID MODULE should provide an interface that facilitates
its integration into applications. This interface should mainly
accept the required problem-specific input values, i.e., the
problem that should be processed by the algorithm. Moreover,
the interface of a HYBRID MODULE can also allow behavior
inputs to the classical as well as quantum computation, similar
to the QUANTUM MODULE TEMPLATES.

An exemplary sketch of a HYBRID MODULE is shown in
Figure 4. It includes the control flow logic and implemen-
tations of classical and quantum parts with a loop between
quantum and classical computation. The implementation of
such a hybrid module can consist of multiple smaller modules,
e.g., the three classical and one quantum computation steps
shown can each be implemented in a separate module.

Classical
Program 

Hybrid
Module

Inputs

Figure 4. Solution sketch: HYBRID MODULE.
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Result: The entire quantum algorithm implementation is pack-
aged as a HYBRID MODULE. It contains both the quantum
and the classical parts, as well as the control flow logic.
HYBRID MODULES can be used to deploy the algorithm as
a standalone service, e.g., in a hybrid runtime environment
that can execute both the classical and the quantum part [28].
Furthermore, a HYBRID MODULE can be distributed as a
library that implements the quantum algorithm and can be
integrated into classical applications. It provides an interface
for the application to use. To facilitate the integration of a HY-
BRID MODULE by problem-domain experts, a CLASSICAL-
QUANTUM INTERFACE can be used as the modules’ interface.
Known Uses: One concrete example are implementations of
Shor’s algorithm [3] which computes the prime factors of
the input number. The period-finding calculated on the quan-
tum computer and the classical post-processing performing
the continued fraction expansion is packaged as a HYBRID
MODULE in Amazon Braket [24], Qiskit [23] and Q# [29].

Other examples of HYBRID MODULES are implementa-
tions of VQAs [1], e.g., QAOA and VQE implementations
for the Qiskit Runtime contain the full quantum algorithm
implementation [23]. Beisel et al. [30] showcase a service
ecosystem enabling a workflow-based composition of HYBRID
MODULES for VQAs.
Related Patterns: The quantum part of the algorithm imple-
mentation inside a HYBRID MODULE can be organized into
QUANTUM MODULES and QUANTUM MODULE TEMPLATES.
To facilitate their integration into applications by problem-
domain experts without quantum computing knowledge, the
HYBRID MODULE can expose a problem domain-specific
CLASSICAL-QUANTUM INTERFACE.

D. Classical-Quantum Interface

Problem: How can a quantum algorithm
implementation be used by developers with-
out quantum computing knowledge?

CC

Context: Using a quantum algorithm implementation often
requires in depth quantum computing knowledge. For
example, the Grover search algorithm requires that the
user provides a quantum circuit for the missing oracle [5].
Other algorithms, like QAOA, require choosing an ansatz,
which also requires quantum computing knowledge [1][2].
However, software developers who want to integrate a
quantum algorithm implementation into an application have a
deep understanding of the problem domain rather than deep
knowledge of quantum computing.
Forces: To integrate a quantum algorithm implementation
into an application, a compatible interface is required. A
HYBRID MODULE already provides an interface enabling its
integration into applications, however, using this interface may
still require considerable quantum computing knowledge. For
example, it may require the problem instance to be provided
in the form of a behavior input to the quantum part of an
algorithm, or it may have parameters that otherwise influence

the quantum part, e.g., by enabling certain error mitigation
methods. The effects of the changes, e.g., on resource require-
ments or runtime, are difficult to estimate without knowledge
of quantum computers. Thus, to facilitate the integration of
quantum algorithms by problem-domain experts without quan-
tum computing knowledge, such an interface is not sufficient.
Solution: Use a CLASSICAL-QUANTUM INTERFACE that
hides the quantum implementation details. Inputs can be
provided to the interface in formats specific to the problem
domain. These problem domain-specific inputs are internally
converted into inputs in the formats required by the imple-
mentation of the quantum part.

The documentation of interface inputs that affect the quan-
tum part requires special consideration, since understanding
their impact on algorithm execution is important informa-
tion when integrating the quantum algorithm implementation.
Thus, the impact of these inputs on the algorithm should be
documented in a comprehensible and easily understandable
manner by the interface developer. For example, a parameter
that increases the accuracy of the result, but also increases the
number of gates in the generated circuits, which can result
in increased errors with current quantum computers, could
be documented as follows: “Increasing this parameter can
increase the accuracy of the result. However, it also increases
the probability of computation errors accumulating, which can
negate any improvement in accuracy.“

Figure 5 shows the interaction of a classical program with
a quantum algorithm implemented as a HYBRID MODULE
through a CLASSICAL-QUANTUM INTERFACE. It transforms
the problem domain-specific input of the classical program
into the inputs required by the quantum algorithm. This inter-
face can also be integrated directly into the HYBRID MODULE.

Classical
Program Hybrid Module 

  

Transformed 
Input

Problem-
specific 
Input

Classical-Quantum 
Interface

Figure 5. Solution sketch: CLASSICAL-QUANTUM INTERFACE.

Result: The quantum algorithm implementation can be uti-
lized using a CLASSICAL-QUANTUM INTERFACE. Problem
domain experts can make use of this quantum algorithm im-
plementation through the CLASSICAL-QUANTUM INTERFACE
created for their domain. The knowledge required to utilize
the algorithm implementation is presented in the interface
documentation, and the format of input parameters is familiar
to problem-domain experts.
Known Uses: Domain-specific libraries for quantum com-
puting are among the first having implemented this pattern.
Examples for already implemented CLASSICAL-QUANTUM
INTERFACES can be found in the chemistry domain in Qiskit,
Amazon Braket, and Q# [31][32][33]. They offer transforma-
tion modules that map the electronic structure of molecules
to qubits. Furthermore, Qiskit [23] provides a finance module
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enabling portfolio optimization by implementing a transformer
that takes a generic optimization problem as input and outputs
a cost operator that can be used in a quantum algorithm.
As many classical problems can be formulated as such an
optimization problem, this can be used as a CLASSICAL-
QUANTUM INTERFACE for different problem domains.
Related Patterns: The CLASSICAL-QUANTUM INTERFACE
enables the integration of quantum algorithm implementations
into applications. It can be used as an interface for a
quantum algorithm implemented as a HYBRID MODULE.
This interface provides a bridge between the different
programming paradigms separated by the QUANTUM-
CLASSIC SPLIT [16]. It is a special kind of FACADE [13] for
quantum algorithms that not only hides the complexity of the
algorithm, but also translates between the quantum computing
domain and the problem domain.

E. Quantum Circuit Translator

Problem: How can a quantum circuit be
executed by different quantum computers
with different instruction sets? A B

Context: Quantum circuits can be implemented in different
programming languages and with different quantum gates.
However, quantum computers typically only support specific
circuit formats and instruction sets, which hinders interoper-
ability and leads to vendor lock-in [34]. Thus, executing a
quantum circuit on different quantum computers often requires
a translation of the quantum circuit.
Forces: There are a multitude of quantum programming
languages available for implementing quantum algorithms [7].
A quantum circuit may be implemented in a programming
language that is incompatible with the targeted quantum com-
puter. The circuit needs to be re-implemented in a compatible
quantum programming language and instruction set. However,
a manual re-implementation is error-prone, time-consuming,
and requires expertise in quantum computing, and, hence,
is not feasible for real-world problem sizes. Therefore, an
automatic translation, transforming unsupported gates into
gates natively supported by the quantum computer, is required.
Solution: Use a translator to convert the quantum circuit
into the target language and transpile the circuit to the target
instruction set, i.e., replace unsupported gates with equivalent
gates from the target instruction set.

The solution sketch in Figure 6 shows the application of a
QUANTUM CIRCUIT TRANSLATOR that translates a quantum
circuit between two programming languages and instruction
sets. The SWAP gate connecting the outer qubit wires in the
left quantum circuit has been decomposed into three C-NOT
gates in the right target quantum circuit.
Result: A QUANTUM CIRCUIT TRANSLATOR is able to au-
tomatically translate a quantum circuit into a target format,
enabling components with different circuit formats and in-
struction sets to use the same circuit. A QUANTUM CIRCUIT

Quantum Circuit 
Translator

  

Quantum 
Circuit

Quantum 
Circuit

Figure 6. Solution sketch: QUANTUM CIRCUIT TRANSLATOR.

TRANSLATOR increases the reusability of QUANTUM MOD-
ULES, as it enables their use with different quantum computers.
However, the translated circuits do not need to be executed
directly, but can instead be used as inputs for a QUAN-
TUM MODULE TEMPLATE. Therefore, a QUANTUM CIRCUIT
TRANSLATOR enables the composition of quantum algorithms
based on modules implemented in different programming
languages. Thus, a QUANTUM CIRCUIT TRANSLATOR can be
used to increase the interoperability of QUANTUM MODULES.
Known Uses: A widely used format for defining quantum
circuits is OpenQASM [35], an open quantum assembly
language. It can be imported and exported by many
quantum software development kits (SDKs) such as Amazon
Braket [24], Qiskit [23] and Cirq [36]. For estimating whether
a quantum circuit can be executed, the NISQ Analyzer [34]
needs the transpiled circuit for the respective quantum device.
It includes multiple circuit translators. For the Python SDK
Pennylane [37] there is a plugin enabling the support for
IBM quantum computers without additional libraries. Explicit
translation is supported by pytket [38] from and to Cirq [36].
Qconvert [39] can convert from pyQuil or OpenQASM to
several other formats by using their web tool.
Related Patterns: The QUANTUM CIRCUIT TRANSLATOR
pattern is related to the MESSAGE TRANSLATOR pattern
from the enterprise integration pattern language [14]. With
a CANONICAL DATA MODEL [14] quantum circuits of any
language can be translated into any other language using at
most two translators for each language. A circuit translator can
be used to translate circuits generated by a QUANTUM MOD-
ULE implemented in one programming language before using
them with a QUANTUM MODULE TEMPLATE implemented in
a different programming language.

IV. DISCUSSION

The validity of a software engineering pattern strongly
depends on the number of real-world uses of that pattern [11].
Each of the newly introduced patterns has a number of known
real-world uses documented in the known uses section.

Except for quantum computing libraries aiming for a larger
user base such as Qiskit, most quantum software development
is currently ad-hoc, e.g., for a one-time experimental algorithm
implementation without applying best practices from classical
software engineering. The prevalence of ad-hoc development
can be partly explained by the fact that only today’s largest
quantum computers have surpassed the amount of qubits that
can be simulated on a classical computer [28]. Additionally,
these qubits are still noisy, which further limits their potential
applications [6]. Therefore, most quantum algorithms cannot
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show their quantum advantage for relevant problem sizes on
today’s quantum computers. Thus, current implementations of
quantum algorithms are often single-use, e.g., for a proof-
of-concept, as the limited hardware available today can only
process small problems. Therefore, the majority of examples
of the QUANTUM MODULE and HYBRID MODULE patterns
have been found in the larger quantum computing libraries.
As stated above, implementing quantum algorithms requires a
deep understanding of quantum computing, its mathematical
foundations, and software engineering, which is a rare com-
bination of skills. Thus, many implementations are created by
physicists without a software engineering background.

Quantum algorithms are expected to be an essential part
of many applications in various domains once they can solve
problems of relevant size. Since applications integrating quan-
tum algorithms do not depend on the algorithms’ implemen-
tation details, the HYBRID MODULE pattern that can hide all
this complexity inside the module will be useful here.

Splitting the implementation of an algorithm into multiple
modules is an established technique used to reduce the com-
plexity of an implementation. To refine this established de-
sign principle with quantum computing-specific requirements,
we introduced the module patterns to the growing quantum
software engineering discipline. The two patterns, QUANTUM
MODULE and QUANTUM MODULE TEMPLATE, can be used
to modularize quantum algorithm implementations. Modular-
ization can be used on multiple levels. For example, QUAN-
TUM MODULES can be used to build a HYBRID MODULE.

To ensure the interoperability of modules, they must expose
an interface that can be used by other modules. A well-defined
interface improves reusability and hides complexity, such that
quantum algorithm implementations can be used without deep
quantum computing knowledge. The CLASSICAL-QUANTUM
INTERFACE pattern is crucial for creating algorithm imple-
mentations that ease the integration into existing applications.

The last pattern, the QUANTUM CIRCUIT TRANSLATOR,
is mainly used for executing quantum circuits on different
quantum computers. It is required as hardware vendors have
not agreed upon a standard format for representing quantum
circuits. OpenQASM [35] is at the moment the most promising
candidate for such a format. However, even if all existing quan-
tum computers can interpret OpenQASM, we will most likely
still have many quantum programming languages with dif-
ferent properties. A QUANTUM CIRCUIT TRANSLATOR that
translates quantum circuits between two such languages can
also be used during the development of quantum algorithms.
With such a translator it becomes possible to use QUANTUM
MODULES implemented in other programming languages.

V. RELATED WORK

The patterns introduced in this work extend the exist-
ing quantum computing pattern language originally intro-
duced by Leymann [16] which is continuously growing
[2][17][18][19][20][21]. There are also other publications
defining terms and summarizing concepts in the quantum
computing domain [40][41]. However, these concepts are not

documented as patterns in the sense of the definition provided
by Alexander et al. [12] to guide developers in implementing
quantum algorithms. Furthermore, Huang et al. [42] describe
methods for validating quantum programs using anti-patterns.

Similar approaches documented for the field of quantum
computing are also established in other areas of information
technology. The QUANTUM CIRCUIT TRANSLATOR is based
on the same concept as the MESSAGE TRANSLATOR presented
in the enterprise integration patterns by Hohpe and Woolf [14].
It enables the communication between systems using different
message formats. Other related enterprise integration patterns,
such as the CANONICAL DATA MODEL and the NORMAL-
IZER, can also be adapted to the quantum computing domain.

Leymann and Barzen [43] present the Pattern Atlas, a pub-
licly available [44] tool to facilitate the visualization of con-
nections between patterns within a pattern language as well
as between different pattern languages. Moreover, it enables
the creation of Pattern Views [45], i.e., a collection combining
individual patterns and connections from different languages.

Sánches et al. [46] define the term quantum module and
its properties to describe how to modularize the design of
quantum circuits. The QUANTUM MODULE pattern defined in
our work differs significantly, as it includes classical code to
generate quantum circuits. However, the properties they identi-
fied for their quantum module definition must also be fulfilled
by any behavior inputs to QUANTUM MODULE TEMPLATES.

Piattini et al. [9] outline the importance of quantum software
engineering. They provide principles of quantum software
engineering, e.g., that quantum software has a hybrid nature
and suggest that reusable parts of quantum applications should
be identified for creating libraries and to provide reference
examples. The patterns presented in this work can be a part
of the answer towards creating reusable quantum algorithm
implementations. Beisel et al. [30] modularize recurring tasks
of VQAs in various microservices and integrate them using
workflows. Thereby, they follow established engineering con-
cepts to provide VQAs as reusable, automatically executable
workflows. Hence, their approach is an exemplary implemen-
tation of a HYBRID MODULE.

Georg et al. [21] describe the execution of quantum ap-
plications. The PRE-DEPLOYED EXECUTION and the PRI-
ORITIZED EXECUTION pattern can be applied to execute a
quantum application created by using the HYBRID MODULE
pattern, which packages the algorithm together with classical
dependencies inside a single module.

The quantum software lifecycle proposed by Weder et
al. [22] describes the development process of quantum
applications in ten phases. The patterns in this work
document best practices for the implementation phases with
more detailed instructions, e.g., for the Hardware-independent
Implementation phase by providing a QUANTUM MODULE
which has a generative classical part for building the
quantum circuit, or for the Quantum Circuit Enrichment
phase by using the QUANTUM MODULE and QUANTUM
MODULE TEMPLATE to better split the responsibility for the
implementation of oracles and state preparation.
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VI. CONCLUSION AND FUTURE WORK

Due to the novelty of quantum computing, there are so far
few, if any, established principles for quantum software devel-
opment. Implementing a quantum algorithm requires expert
knowledge in quantum computing and software engineering,
which makes it a multidisciplinary task. Currently, quantum
applications are often implemented ad hoc by physicists with-
out in-depth software engineering knowledge. Thus, this work
extends the quantum computing pattern language by five new
patterns to support quantum software engineers in their work
by making relevant knowledge easily accessible and digestible.
The four patterns in the development category, aiding devel-
opers in creating modularized and reusable implementations
of quantum algorithms, incorporate knowledge from classical
software engineering adapted to the quantum computing do-
main. The fifth pattern, QUANTUM CIRCUIT TRANSLATOR,
is part of the execution category and enables quantum circuits
to be executed on quantum computers of different vendors. Its
main use case is related to the execution of quantum circuits,
but it can also be used during development.

In the future, we will make the patterns available through
the Pattern Atlas [43] repository integrated into the PlanQK
platform [47]. This repository already contains all previously
published patterns. By introducing the patterns to the public,
we can receive valuable feedback in order to further refine the
existing patterns. It allows a continuous re-evaluation of the
patterns, including an analysis of the usability of the patterns.
Especially in such a new and rapidly growing domain as
quantum software engineering, any pattern language can be
expected to evolve with the domain as new best practices
emerge over time. Additionally, we plan to build a quantum
computing solution language [48] that can provide concrete
solutions to the problems presented in the pattern language.
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Abstract—In this work, we ponder the following research
question: Is it possible to predict if a given student might
either fail or drop out of an undergraduate course taking into
account its performance in prerequisite courses? Therefore, we
study the case of forecasting the risk faced by students of
failing or dropping out of the course of numerical methods in
an engineering bachelor’s program. To this end, the prediction
is based on the student’s academic history, which consists of
the grades the student has obtained in previous prerequisite
courses, whose concepts and skills are required to succeed in
the studied case of the numerical methods course. Additionally,
the admission test results are also used for forecasting purposes.
Moreover, we adopt machine learning, where supervised methods
for classification are fitted using the academic history of students
enrolled in the Engineering bachelor’s program with a major in
Systems Engineering at the University of Córdoba in Colombia.
We collected the academic history of 56 anonymized students
and carried out 10-fold cross-validation. The results of this
study reveal that a support vector machines method predicts
if a given student is at risk of failing or withdrawing from
the numerical methods course with mean values for accuracy,
precision, recall, and harmonic mean (F1) of 76.67%, 71.67%,
51.67%, and 57.67%, respectively. This method outperforms the
others studied in this work.

Keywords—Machine learning; educational data mining; classi-
fication algorithm; dropout and failure forecasting; student long-
term retention.

I. INTRODUCTION

This work is part of a broader project called Course Prophet,
whose goal is to design and implement an intelligence system
that predicts if a student is at risk of failing or dropping a
bachelor’s course, that belongs to the scientific computing
area in engineering, such as, e.g., numerical methods, linear
programming, and so forth. Therefore, in this work, we have
studied the case of forecasting if a given student might fail or
withdraw from the numerical methods course in the context
of a bachelor’s program with a major in systems engineering
at the University of Córdoba in Colombia.

The problem coped in this work shall be defined in Sec-
tion I-A, whilst we shall discuss the motivation to solve
it in Section I-B. In Section I-C, we shall present the key
assumptions taken into account in this study, and its scope.

Furthermore, we shall outline the contributions and organiza-
tion of the remainder of this paper in Section I-D.

A. Problem statement

In a bachelor’s degree, courses are organized and grouped
into each semester to train students. The foundation of each
subject is typically covered in the first semesters, with more
advanced topics introduced in the later semesters. This gradual
progression enables students to acquire skills and knowledge
progressively, starting with the basic concepts and building
towards more elaborated theories. However, students may still
find the coursework challenging at times, and instructors need
to ensure that they do not become overwhelmed, to ensure a
positive learning experience. So, some courses are prerequi-
sites of more advanced ones, for instance, differential calculus
is required to understand linear and non-linear programming.
Therefore, it is expected that the student’s performance in a
given course is influenced by their performance in prerequisite
courses. For example, a student who struggled to pass differ-
ential calculus might have poor performance in differential
equations and numerical methods.

Considering the relationship between courses, we ponder the
following research question: Can an artificial intelligence sys-
tem learn the regular patterns in a student’s academic history to
predict whether the student is at risk of failing or withdrawing
from a course, based on their academic performance in the
prerequisite courses?

To answer this question, we studied the case of the nu-
merical methods course, which builds on concepts taught
in prerequisite courses like calculus, physics, and computer
programming. This case study focused on the context of
the engineering students at the University of Córdoba in
Colombia, a public university.

To determine a student’s risk of failing or withdrawing from
the numerical methods course, we analysed their performance
in these prerequisite courses. In addition, we also considered
their performance in the Saber 11 test, which is the standard-
ized test used for bachelor program admission in Colombia.
In the United States, a similar test called the Scholastic
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Assessment Test (SAT) is used for the same purpose. The
University of Córdoba admits or rejects candidates based on
their Saber 11 test scores.

The performance in prerequisite courses is measured
through the student’s grades, whilst the admission test scores
achieved by the student, measure their proficiency in every
subject evaluated in the Saber 11 test. Therefore the student’s
grades and Saber 11 scores are the independent variables or
the student’s features, whereas the failure or dropout risk is the
target variable (a.k.a., dependent variable), hence, the problem
is finding the functional dependency between independent
variables and the target variable. In the particular context of
this study, the artificial intelligence system must infer the
regular patterns between the risk of failing or withdrawing
from the numerical methods course and the grades and Saber
11 scores achieved by the students in the past.

B. Motivation

Bachelor students at Colombian universities are graded
in the range from 0 up to 5. To maintain their student status,
bachelor students at Colombian universities must achieve a
minimum global average grade. At the University of Córdoba,
students are required to maintain a global average grade of at
least 3.3, as specified in Article 16 of the university’s student
code [1]. Article 28-th of the university’s code states that if a
student’s global average grade is between 3 and 3.3, they must
increase their grade to at least 3.3 in the next semester or risk
being dropped out. If a student’s grade falls below 3, they are
automatically withdrawn from the university (cf., article 16-
th in the student’s code [1]). The student who fails courses
might lose their student status according to university rules.
This problem is commonly referred to as student dropout.

On the other hand, those students who dropout courses
might take longer to fulfil the requirements to receive their
bachelor’s degree. This problem is known as long-term reten-
tion. Both issues might cause students psychological issues,
frustration, and financial loss.

Identifying students at risk in advance, allows professors
and lecturers to run plans of action and strategies to handle
previously mentioned issues. Moreover, precautions may be
taken to prevent those students from failing or withdrawing
from their courses. Some strategies include psychological sup-
port for students, or professors might suggest books, papers, or
websites, amongst other educative resources, which students at
risk might consult to review the material required to succeed
in the course.

Thus, eventually, students’ dropout and long-term retention
rates might decrease, considering that both problems are a
serious concern in the higher education systems and for policy-
making stakeholders at universities [2].

C. Key Assumptions and Limitations

In this study we have taken into account the following
assumptions:
• In the context of this study, we assumed that to succeed in

Numerical Methods course, the prerequisites are Linear

Algebra, Calculus I, II, III, Physics I, II, III, Introduction
to Computer Programming, Computer Programming I, II,
and III. The subjects included in the Numerical Methods
course are as follows:

(i) Approximations and computer arithmetic: the con-
cepts to understands these subjects are taught in
Introduction to Computer Programming.

(ii) Non-linear equations: students must have a working
knowledge of integral calculus (taught in Calculus
II), be able to program computers using iterative
and selective control structures (skills taught in
both Introduction to Computer Programming and
Computer Programming I), and understand Taylor
series, which is the foundation of the secant method,
a numerical method used to solve non-linear equa-
tions.

(iii) Systems of linear equations: the student must be
familiar with matrix and vector operations taught
in linear algebra in order to understand numerical
methods such as, e.g., Gauss-Seidel or Jacobi. Be-
sides, programming such methods are subjects dealt
in computer programming II course.

(iv) Interpolation: the student must know the topics
taught in calculus II to understand the background
of the Taylor polynomial interpolation, and the
subjects taught in courses such as linear algebra,
computer programming I, and II to implement the
other numerical methods for interpolation.

(v) Numerical integration: in this subject, algorithms
are used for computing integrals which cannot be
solved through analytic methods, hence, the student
must know what integration is (taught in calculus
II course), and how to calculate some integrals to
understand this subject.

(vi) Ordinary differential equations: In this subject, the
student must know concepts from all prior math-
ematics courses. It would be appropriate if the
student would have attended a differential equation
course, however, in the context of this study, this
course is simultaneously scheduled with numeri-
cal methods, so students attend both in the same
semester.

(vii) Numerical optimization: this subject is an introduc-
tion for more advanced courses such as, e.g., statis-
tics, linear and non-linear programming, stochastic
methods courses, and machine learning. To under-
stand this subject, the student must have mastered
topics taught in courses, such as computer pro-
gramming II and III, linear algebra, basic calculus,
and vector calculus (which is taught in calculus III
course).

• We assumed that a given students is at risk as long as
they might either fail or dropout the numerical methods
course.

• We assumed the admission test called Saber 11 might
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be useful to forecast the failure or dropout risk. As a
consequence, the score in each evaluated area is an input
variable for the prediction.

• We assumed that the student’s grades in prerequisite
courses and the score in the admission test are sufficient
input variables for forecasting the failure or dropout risk.

The scope of the research is limited as follows:
• We did not aim at designing an artificial intelligence

system that predicts the dropout rate nor the failure rate
of a given course.

• We did not consider additional input variables for the
prediction, such as, e.g., gender, ethnicity, or economic
variables, because the students who took the survey are
alike regarding these features. Thus, these features do not
help to differentiate students contributing little informa-
tion to the forecasting process. For instance, Figure 1
shows that 83.95% of the students in the sample are male.
Figure 2 indicates that over 90% of the students do not
consider themselves part of an ethnic group. Additionally,
Figure 3 reveals that more than 80% of the students
belong to the first economical stratum. This aligns with
the information presented in Figure 4, where over 90% of
the students’ family incomes are lower than two monthly
minimum wages.

Figure 1. Sample distribution according to the students’ gender.

D. Contributions and Paper Outline

The contributions of this work are as follows:
(i) A dataset with 56 records, each one with 38 attributes

corresponding to the independent variables, and another
attribute, which is the target variable. These students
have attended courses from the fifth semester up to the
ninth semester during the second half of 2022.

(ii) The prototype of an intelligence system that learns
regular patterns from the students’ academic history to
predict if a student might fail or dropout the numerical
methods course.

Figure 2. Sample distribution according to the students’ ethnic group.

Figure 3. Sample distribution according to the students’ economic stratifica-
tion.

(iii) An empirical study that reveals the support vector ma-
chine outperforms decision trees, Gaussian processes,
artificial neural networks, amongst other machine learn-
ing methods. During the evaluation, the support vec-
tor machines achieved the mean values for accuracy,
precision, recall, and harmonic mean (F1) of 76.67%,
71.67%, 51.67%, and 57.67%, respectively.

The rest of this paper is outlined as follows: in Section II,
we shall discuss the prior research on the problem addressed in
this work, whilst we present the methods adopted in this study
in Section III. In Section IV, we shall delve into de details of
experimental setting, present and analyse the results. Finally,
we shall draw the conclusions of this study and describe
directions for further work in Section V.

42Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-049-0

PATTERNS 2023 : The Fifteenth International Conference on Pervasive Patterns and Applications

                            50 / 73



Figure 4. Sample distribution according to the students’ family incomes in terms of Monthly Minimum Wages (MMW).

II. RELATED WORK

This work falls within the domain of educational data min-
ing, which aims to apply machine learning methods to large
educational datasets to gain insights into students’ learning
behaviour. This includes analysing educational data, studying
pedagogical theories using data mining, understanding stu-
dents’ domain knowledge, and evaluating their engagement
in learning tasks.

Although course failure and dropout are general education
problems, they have been mainly studied in the context of
online education where predicting student dropout is a con-
cerning issue. Previous research has used machine learning
methods to forecast whether a given student will drop out
of specific online courses, such as Computer Networks and
Communications, and Web Design [3]. In contrast, our study
aims not only to predict dropout but also to forecast the risk
of failing a course. Additionally, our system aims to make
predictions before the student begins the course, whilst the
previously mentioned study has focused on predicting dropout
during the course development.

Other studies have also focused on predicting failure and
dropout risk, but they have used different independent vari-
ables compared to those in our study. For example, some stud-
ies have used the number of course views and scores achieved
in assignments, tests, and projects as independent variables [4].
Other studies have used variables such as academic year, in
addition to the aforementioned variables and others [5].

Only academic data, such as, e.g., students’ age and grades
have been used for predicting students dropout as well. How-
ever, grades have been considered ordinal data in lieu of
quantitative information in some studies [6].

More recent studies conducted in the context of online
courses have focused on the prediction of course dropout
risk in STEM (Science, Technology, Engineering, and Math-
ematics) oriented courses [7] and mathematics course [8].
These studies use various independent variables, including
the number of content downloads, scores obtained on weekly
quizzes, video lesson views, and overall student activity in the
course. The target variable is the course dropout risk.

It is important to note that in both of the latter related
works, the prediction of the risk of not completing the course is
primarily based on the student’s behaviour during the learning
process. Nevertheless, our study takes a different approach by
focusing on the performance of the student in previous courses.

Additionally, other study is focused on predicting dropout
from bachelor’s degree instead of a specific course [9].

Furthermore, in the above-mentioned related works, the
following machine learning classifiers have been adopted: ar-
tificial neural networks or multilayer perceptrons [3]–[6], [8],
support vector machines [3], [4], [9], logistic regression [4],
[7], [9], decision trees [4], [7], [9], ensemble methods with
different kind of classifiers [3], [5], random forest [4]–[6], gra-
dient boosting [6], XGBoost [5], [6], and variants of gradient
boosting [6], [9], namely CatBoost [10] and LightGBM [11].

Finally, as far as we know, no related work has focused on
the independent variables that we consider in this work, which
are based on prerequisite student performance. Our aim is to
predict the risk of failure or dropout for a specific course.

III. METHODS

In this work, we adopted a quantitative approach, using
students’ grades that measure the performance during their
academic history, including their scores achieved in the ad-
mission test known as Saber 11. Moreover, due to we used
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machine learning methods for forecasting, this work is also
experimental regarding the nature of this approach, i.e., ma-
chine learning is an empirical discipline. With the experimental
work, our goal is measuring the quality of the forecasting that
depends on the capability of the machine learning methods to
generalize properly with new input data.

In order to fit the machine learning methods, it is necessary
to collect a dataset that include the history of students who
have failed, dropped out and succeeded the numerical methods
course, including their performance in the prerequisite courses
and admission test. The machine learning methods capture
the regular patterns that let the intelligence system predict
the target variable given new input variables corresponding
to future students.

The remainder of this section is organized as follows: we
shall explain the procedure carried out to collect the dataset
in Section III-A. In Section III-B, we shall discuss about
the machine learning methods adopted in this study. Finally,
in Section III-C, we shall describe the evaluation approach
conducted in this work.

A. The Dataset Collection

In 2022, we conducted a survey on 81 students pursuing
the bachelor’s degree of engineering with major in systems
engineering at the University of Córdoba in Colombia. These
students have attended courses from the fifth semester up to
the ninth semester.

In 2018, the curriculum structure of the above-mentioned
bachelor’s changed, thereby, we dropped 25 records corre-
sponding to those students who started to pursue the bachelor’s
degree with the previous curriculum structure. Therefore the
resulting dataset contains 56 out of 81 original records.

Let D = {(xi, yi)|xi ∈ RD ∧ yi ∈ {0, 1}∀i = 1, 2, . . . n}
be the complete dataset, where D and n are the number of
independent variables and records, respectively. If the ith stu-
dent either failed or dropped out the numerical method course,
the target variable is equal to one, i.e., yi = 1, otherwise it
is equal to zero, i.e., yi = 0. The real-valued xi represents
the ith student’s record, and its components represent the
independent variables. The first five components are scores
achieved by a given student in each subject evaluated through
the admission test called Saber 11, and each score is in the
range of 0 up to 100, i.e., xij ∈ Z, where 0 ≤ xij ≤ 100
for j = 1, 2, . . . , 5. On the other hand, for each prerequisite
course, there are components whose values are the student’s
highest and lowest grade, including the number of semesters
the student has attended the course. Each grade is a real-
valued number between 0 and 5. There are eleven prerequisite
courses, hence, there are thirty three components, besides the
previous five ones, thereby, there is a total of 38 components
in every vector, i.e., D = 38. The meaning of each component
is explained as follows:
• xi1 is the score achieved by the ith student in the

mathematics subject of the admission test.
• xi2 is the score achieved by the ith student in the natural

science subject of the admission test.

• xi3 is the score achieved by the ith student in the social
science subject of the admission test.

• xi4 is the score achieved by the ith student in the critical
reading subject of the admission test.

• xi5 is the score achieved by the ith student in the social
English proficiency evaluation of the admission test.

• xi6 is the best grade that a given student achieved in
Calculus I course.

• xi7 is the number of semester a given student has attended
the Calculus I course.

• xi8 is the worst that a given student achieved in Calculus
I course.

• xi9 is the best grade that a given student achieved in
Calculus II course.

• xi,10 is the number of semester a given student has
attended the Calculus II course.

• xi,11 is the worst that a given student achieved in Calculus
II course.

• xi,12 is the best grade that a given student achieved in
Calculus III course.

• xi,13 is the number of semester a given student has
attended the calculus III course.

• xi,14 is the worst that a given student achieved in Calculus
III course.

• xi,15 is the best grade that a given student achieved in
Linear Algebra course.

• xi,16 is the number of semester a given student has
attended the Linear Algebra course.

• xi,17 is the worst that a given student achieved in Linear
Algebra course.

• xi,18 is the best grade that a given student achieved in
Physics I course.

• xi,19 is the number of semester a given student has
attended the Physics I course.

• xi,20 is the worst that a given student achieved in Physics
I course.

• xi,21 is the best grade that a given student achieved in
Physics II course.

• xi,22 is the number of semester a given student has
attended the Physics II course.

• xi,23 is the worst that a given student achieved in Physics
II course.

• xi,24 is the best grade that a given student achieved in
Physics III course.

• xi,25 is the number of semester a given student has
attended the Physics III course.

• xi,26 is the worst that a given student achieved in Physics
III course.

• xi,27 is the best grade that a given student achieved in
Introduction to Computer Programming course.

• xi,28 is the number of semester a given student has
attended the Introduction to Computer Programming
course.

• xi,29 is the worst that a given student achieved in Intro-
duction to Computer Programming course.

• xi,30 is the best grade that a given student achieved in
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Computer Programming I course.
• xi,31 is the number of semester a given student has

attended the Computer Programming I course.
• xi,32 is the worst that a given student achieved in Com-

puter Programming I course.
• xi,33 is the best grade that a given student achieved in

Computer Programming II course.
• xi,34 is the number of semester a given student has

attended the Computer Programming II course.
• xi,35 is the worst that a given student achieved in Com-

puter Programming II course.
• xi,36 is the best grade that a given student achieved in

Computer Programming III course.
• xi,37 is the number of semester a given student has

attended the Computer Programming III course.
• xi,38 is the worst that a given student achieved in Com-

puter Programming III course.

The dataset is not utterly balanced, nevertheless, Figure 5
shows it contains enough positive examples, namely those
where the students have either failed or dropped out courses.

Figure 5. Distribution of students who have failed or dropped out the
numerical course in compared to those ones who passed it

B. Classification Methods

The problem addressed in this work is finding the functional
dependency between the independent variables, x ∈ RD, and
the target variable, y ∈ {0, 1}, in other words, fitting the
function f : RD → {0, 1} given the training dataset (which
is a portion of the whole dataset). To cope this problem we
adopted supervised learning approach, specifically, classifica-
tion methods.

We used logistic regression as our first classification method
to predict the probability between two possible outcomes.
Logistic regression utilizes the sigmoid function of the linear
combination between input variables and weights, which are
fitted by maximizing the objective function based on the log-
likelihood of the training data given the binary outcome [12].

We fitted the logistic regression classifier through Limited-
memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algo-
rithm [13], [14].

With the logistic regression method, it is assumed there
exists a discriminant hyperplane to separate the examples in
two classes, which might be a reasonable assumption regarding
the high dimensionality of the dataset used in this study.
Nevertheless, we also adopted other classifiers that are far
better suited for non-linear classification problems, such as
the Gaussian process classifier. This is a probabilistic method
based on Bayesian inference. In the Gaussian process, the
probability distribution of the target variable is Gaussian or
normal, this explains the name of the method [15], [16].
The main advantage of the Gaussian process classifier is
the possibility of incorporating prior knowledge about the
problem, improving its forecasting even when the training
dataset is small. However, the computational cost of fitting
and making predictions with this method can become an issue
in domains with large-scaled datasets. In the context of this
study, the dataset is rather small, which makes the Gaussian
process classifier a suitable choice.

So far, the support vector machines (SVM) method is the
best theoretical motivated and one of the most successful
methods in the practice of modern machine learning [17, pg.
79]. It is based on convex optimization, allowing for a global
maximum solution to be found, which is its main advantage.
However, SVM method is not well-suited for interpretation in
data mining and is better suited for training accurate intelligent
systems. A broader description of this algorithm can be found
in the work by Cortes and Vapnik [18].

Both SVM and logistic regression are linear classification
methods that assume the input vector space can be separated
by a linear decision boundary (or a hyperplane in the case of
a multidimensional space). However, when this assumption is
not satisfied, SVM can be used with kernel methods to handle
non-linear decision boundaries (see Cortes and Vapnik [18]
for further details).

Although SVM method is considered one of the most suc-
cessful methods in the practice of modern machine learning,
multilayer perceptrons and their variants, which are artificial
neural networks, are the most successful methods in the
practice of deep learning and big data, particularly in tasks
such as speech recognition, computer vision, natural language
processing, and so forth. [19, pg. 3]. In this research, we
have adopted the multilayer perceptrons fitted through back-
propagated cross-entropy error [20], and the optimization al-
gorithm known as Adam [21]. We used multilayer perceptrons
with one and five hidden layers.

The multilayer perceptron method is a universal approxi-
mator (i.e., it is able to approximate any function for either
classification or regression), which is its main advantage.
However, its main disadvantage is that the objective function
(a.k.a., loss function) based on the cross-entropy error is
not convex. Therefore, the synaptic weights obtained through
the fitting process might not converge to the most optimum
solution because there are several local minima in the objective
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function. Thus, finding a solution depends on the random
initialization of the synaptic weights. Furthermore, multilayer
perceptrons have more hyperparameters to be tuned than other
learning algorithms (e.g., support vector machines or naive
Bayes), which is an additional shortcoming.

Except for the logistic regression method, all the above-
mentioned methods are not easily interpretable. Therefore,
we adopted decision trees, which are classification algorithms
commonly used in data mining and knowledge discovery.
In decision tree training, a tree is created using the dataset
as input, where each internal node represents a test on an
independent variable, each branch represents the result of the
test, and leaves represent forecasted classes. The construction
of the tree is carried out in a recursive way, beginning with
the whole dataset as the root node, and at each iteration, the
fitting algorithm selects the next attribute that best separates
the data into different classes. The fitting algorithm can be
stopped based on several criteria, such as when all the training
data is classified or when the accuracy or performance of the
classifier cannot be further improved.

Decision trees are fitted through heuristic algorithms, such
as greedy algorithms, which may lead to several local optimal
solutions at each node. This is one of the reasons why there is
no guarantee that the learning algorithm will converge to the
most optimal solution, as is also the case with the multilayer
perceptrons algorithm. Therefore, this is the main drawback
of decision trees, and it can cause completely different tree
shapes due to small variations in the training dataset. The
decision trees were proposed in 1984, Breiman et al. delve into
their details (cf., [22]). We also adopted ensemble methods
based on multiple decision trees such as, e.g., Adaboost
(stands for adaptive boosting) [23], Random forest [24], and
XGBoost [25].

C. Evaluation Approach

To evaluate the machine learning methods, we need several
pairs of training and test datasets. To this end, we carried
out experiments based on K-Fold Cross-Validation (KFCV),
hence, from the original dataset, we get K pairs of training
and test datasets. We chose K = 10, where it is usually 10
or 30. We did not choose K = 30 because the dataset is
small. Thus, we test each method K times through KFCV.
With the test outcomes, we calculate the mean accuracy, mean
precision, and mean recall to compare the learning methods,
and choosing the best hyper-parameters for each method (e.g.,
the regularization parameter in the multilayer perceptrons and
logistic regression).

IV. EVALUATION

Given the no free lunch theorem, there is no universal best
machine learning method for the problem at hand. To iden-
tify the most effective method, we conducted an experiment
using the models described in Section III-B. Details of the
experimental setup can be found in Section IV-A, with results
and their discussion presented in Sections IV-B and IV-C,
respectively.

A. Experimental Setting

The evaluation is conducted through K-fold cross-
validation, where K = 10, as it was mentioned in Section III-C.
This procedure is preformed in a dataset that contains 56
records or examples, with 38 independent variables for each
example (see Section III-A). The dataset is available online
to allow the reproduction of our study, and for further re-
search [26].

Finally, we programmed all the experiments with Python,
using the Scikit-Learn library [27], in Google Colabora-
tory [28].

B. Results

The results of the 10-fold cross-validation evaluation are
summarized in table I. Support vector machines (SVM) with
radial basis function kernel outperforms the other classifi-
cation methods in terms of accuracy and harmonic mean
(F1). Nonetheless, Random forest classifier achieved the high-
est precision, whilst the decision tree classification method
reached the best recall.

The mean recall value of the SVM with radial basis is in
line with the confusion matrix presented in Table II. During
all iterations of the 10-fold cross-validation evaluation, the
classifier correctly predicted only 11 out of 21 students at risk,
resulting in almost half of the actual positive examples being
falsely classified as negative (i.e., false negative instances).
Conversely, the SVM classifier misclassified only three ex-
amples as positive, which aligns with the mean precision
achieved during the evaluation. These results indicate that the
classifier has a low probability of misclassifying students not
at risk as being at risk, which is beneficial in avoiding the
wastage of resources for students who do not need them.
However, this classifier might miss identifying some students
who are actually at risk. The decision tree with entropy index
outperformed the recall of others classifiers, nevertheless, the
mean recall difference between the decision tree and SVM is
not statistically significant (i.e., p-value > 0.05), as it is shown
in Table I.

Regarding the size of the dataset, Figure 6 shows the re-
ceiver operating characteristics (ROC) curve for the SVM with
radial basis function kernel. The area under the curve (AUC) of
0.68 indicates that the classifier performs better than random
guessing, or that it provides some level of discrimination
between positive and negative examples. However, a larger
dataset might improve this performance. It is worth noting
that the AUC of this classifier is lower than the AUC of
the classifiers shown in Figure 7. In particular, random forest
outperforms the other classification methods in distinguishing
between positive and negative examples, with an AUC of 0.77.

In the domain of this study, where we are interesting in
predicting students at risk, it might be more important a
classification method that forecasts accurately to either avoid
spend resources in students who do not require them, or
to not help students who actually might fail or dropout the
numerical methods course. In other domains, such as, e.g.,
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TABLE I
TEN-FOLD CROSS-VALIDATION RESULTS

Machine learning Mean Mean Mean Mean
method Accuracy (%) p-value Precision (%) p-value Recall (%) p-value F1 (%) p-value

Support vector
machines with the
radial basis function
kernel

76.67 71.67 51.67 57.67

Support vector
machines with the
sigmoid kernel

71.67 0.45 40 0.15 23.33 0.08 28.33 0.08

Support vector
machines with the
polynomial kernel
(degree = 3)

66.67 2.26 48.33 0.22 48.33 0.84 46.67 0.51

Decision tree with
entropy index 68.33 0.34 48.33 0.18 70 0.3 56.57 0.94
Decision tree with
gini index

62.33 0.11 47.5 0.18 56.67 0.76 50 0.61

Logistic regression 64 0.1 47.5 0.24 28.33 0.09 33.33 0.1
Multilayer perceptron
with a single hidden
layer

57 0.005† 18.33 0.006† 25 0.1 20 0.01†

Multilayer perceptron
with five hidden
layers 64.33 0.04† 6.67 0.0003† 10 0.01† 8 0.001†
Gaussian process
with the rational
quadratic kernel 68.67 0.31 50 0.32 28.33 0.14 35 0.17
Gaussian process
with the periodic
kernel 62.33 0.01† 0 3.57× 10−5† 0 1.3× 10−4† 0 3.05× 10−5†

Gaussian process
with the dot product
kernel 62.33 0.04† 43.33 0.12 43.33 0.61 39.67 0.21
Gaussian process
with the Matern ker-
nel

69.67 0.32 65 0.72 38.33 0.3 38.33 0.45

Gaussian process
with the radial basis
function kernel 73.33 0.66 70 0.93 48.33 0.82 53.67 0.78
Gaussian process
with a sum of radial
basis function and
Matern kernel

70 0.4 63.33 0.68 38.33 0.37 45.67 0.44

Random forest with
the entropy index

72 0.56 75.83 0.82 48.33 0.8 55.67 0.88

Adaboost with the
entropy index 66.33 0.23 46.67 0.15 65 0.43 53.57 0.79
XGBoost 61 0.08 45.83 0.18 38.33 0.37 39.67 0.24
†Student’s paired t-test reveals the difference between means is statistically significant

TABLE II
CONFUSION MATRIX FOR SUPPORT VECTOR MACHINES WITH RADIAL

BASIS FUNCTION

Forecasted class
True class Student without risk Student at risk Total
Student without risk 32 3 35
Student at risk 10 11 21
Total 42 14 56

fraud detection, it might be far more useful a classifier with
high AUC to minimize false positives.

Furthermore, the best hyper-parameter setting for each ap-

proach, corresponding with the results shown in table I, is
presented as follows:

• Gaussian process classifier with radial basis function
kernel, the best values for σ and γ are 4 and 8, re-
spectively, where both values are applied to the formula
kG(xi,xj) = γ exp(−||xj − xi||2/2σ2).

• Gaussian process classifier with Matern kernel,
the best values for nu, σ and γ are 1.5,
3 and 1.5 × 10−5, respectively, where these
values are applied to the formula kM (xi,xj) =

γ 1
Γ(ν)2ν−1

(√2ν||xj−xi||2
σ

)ν
Kν

(√2ν||xj−xi||2
σ

)
, where

Kν(·) and Γ(·) are the modified Bessel function and the
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Figure 6. The ROC curve for support vector machine with radial basis function kernel

gamma function, respectively.
• Gaussian process classifier with the combination be-

tween radial basis function and Matern kernel as follows:
k(xi,xj) = γGkG(xi,xj) + γMkM (xi,xj), where γG
and γM are 8 and 1.5 × 10−5, respectively. The hyper-
parameter values used in the two previous kernels are
also used in this combination.

• Gaussian process classifier with dot product kernel, which
is defined a follows: kd(xi,xj) = 1 + 〈xi,xj〉.

• Gaussian process classifier with periodic kernel, where
sigma and p (periodicity) are 2−16 and 3, respectively.
The periodic kernel is defined as follows: kp(xi,xj) =

exp
(
− 2 sin2(π||xj−xi||2/p)

σ2

)
.

• Gaussian process classifier with rational quadratic kernel,
where σ and α are both 3 × 105. The kernel is defined
as follows: kr(xi,xj) = (1 + ||xj − xi||2/(2ασ2))−α

• SVM with radial basis function kernel, where γ and C
are 3.9×10−3 and 2, respectively. In this case the kernel
is defined as follows: kG(xi,xj) = exp(−γ||xj −xi||2).

• SVM with polynomial kernel, where d (degree) and C
are 3 and 4096, respectively. The kernel is defined as
follows: kp(xi,xj) = 〈xi,xj〉d.

• SVM with sigmoid kernel, where γ and C are 4.88×10−4

and 32768, respectively. The kernel is defined as follows:
ks(xi,xj) = tanh γ〈xi,xj〉.

• Multilayer perceptron with a single hidden layer, with
600 neurons in the hidden layer. This was fitted with an

initial learning rate and regularization parameter equal to
10−4 and 10−2, respectively. The activation function used
in the hidden layer is hyperbolic tangent function.

• Multilayer perceptron with five hidden layers. The num-
ber of neurons in the first, second, third, fourth, and fifth
layer are 600, 300, 100, 300, and 600, respectively. This
was fitted with an initial learning rate and regularization
parameter equal to 10−4 and 10−2, respectively. The
activation function used in the hidden layer is hyperbolic
tangent function.

• Logistic regression classifier was fitted with a regulariza-
tion parameter of 10−2.

• The decision trees were fitted using both the Gini and
entropy indexes. The parameters used were the given by
default in Scikit-Learn API.

• XGBoost algorithm were fitted with a learning rate,
maximum depth, and number of estimators equal to
3.13 × 10−2, 5, and 50, respectively. Besides, we used
the entropy index in the trees.

• Adaboost algorithm were fitted with a learning rate and
number of estimators equal to 0.13 and 110, respectively.
Besides, we used the entropy index in the trees.

• Random forest were fitted with 15 trees (with entropy
index), at least one sample per leaf, minimum three
samples per split, and a maximum depth of nine levels.
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Figure 7. The ROC curve for a) Gaussian process classifier with Rational quadratic kernel, b) decision tree with entropy index, c) Adaboost, and d) random
forest

C. Discussion

Based on the evaluation results, we found that the Support
Vector Machines (SVM) method with radial basis function
kernels was the most accurate classifier tested in this study.
However, when we conducted a paired t-test, we found statis-
tically significant evidence that SVM outperformed multilayer
perceptrons and Gaussian processes with dot product and
periodic kernels, but we did not find strong statistical evidence
that SVM was more accurate than all the other classifiers.

In addition, the paired t-test showed that the harmonic mean
(F1) of SVM was significantly better than that of multilayer
perceptrons and Gaussian process classifiers with the periodic
kernel. However, we did not find strong statistical evidence for
a significant difference between the harmonic mean of SVM
and the other evaluated classifiers.

Moreover, we observed that the multilayer perceptron and
the Gaussian process classifier with the periodic kernel had
the poorest performance amongst the classifiers tested in this
study. It is possible that increasing the dataset size might
improve the performance of the multilayer perceptron. In con-
trast, the poor performance of the Gaussian process classifier
with the periodic kernel might be due to the model’s inability
to repeat itself exactly.

Whilst the random forest classifier achieved the highest
precision amongst the classifiers tested in this work, the paired
t-test showed no significant difference between its precision
and that of SVM with radial basis function kernels. However,
random forest performed better than SVM in distinguishing
between positive and negative examples, as evidenced by its
higher area under the ROC curve (AUC) of 0.77, compared
to SVM’s AUC of 0.68. This difference is shown in Figures 6
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and 7, and suggests that random forest is better at accurately
identifying true positives and true negatives than SVM, even
though SVM is slightly more accurate overall.

Furthermore, the decision trees that make up the random
forest classifier can be used to extract insights and discover
knowledge that can help formulate theories about how a
student’s performance in prerequisite courses might influence
their performance in numerical methods. By analysing the tree
structure and the features that lead to high or low performance,
we can gain a better understanding of the underlying rela-
tionships between these variables and potentially develop new
strategies for improving student outcomes.

The Gaussian process classifier with the radial basis func-
tion kernel is another strong candidate for classification, as it
was the second most accurate method according to our results.
One advantage of this classifier over SVM is that it provides
a probability estimate of a given student being at risk, which
can be useful for making decisions. In contrast, SVM method
does not provide such a probability estimate.

To draw a more solid conclusion about the best classifier
for this problem, we would need to collect additional data to
evaluate the performance and generalization capability of the
classifiers.

V. CONCLUSIONS AND FUTURE WORK

In this work, we have studied several machine learning
methods for forecasting if a given student is at risk of failing
or withdrawing from the Numerical Methods course based on
their performance in prerequisite courses.

The aforementioned study was conducted using a dataset
with 56 records and 39 variables each (i.e., 38 independent
variables and one target variable), collected from students who
have attended courses from the fifth semester up to ninth
semester during the second half of 2022. The findings of the
study conducted in this work are as follows:

• Support vector machine (SVM) with the radial basis
function is more accurate than the other studied methods,
reaching the mean values for accuracy, precision, recall,
and harmonic mean (F1) of 76.67%, 71.67%, 51.67%,
and 57.67%, respectively.

• Whilst there is no strong statistical evidence that SVM
is more accurate than the other studied methods, there
is solid evidence that SVM with the radial basis function
outperforms the multilayer perceptron with one or several
hidden layers, as well as the Gaussian process classifier
with periodic and dot product kernels.

• SVM performs better with the radial basis function kernel
than with polynomial and sigmoid kernels.

• Gaussian process (GP) performs better with the radial
basis function kernel than with the other kernels evaluated
in this study.

• GP with the radial basis function is the second classifier
more accurate according to the evaluation conducted in
this study.

• During the evaluation, Random forest (RF) was found
to be the third more accurate classifier, with the highest
mean recall amongst all methods.

• There is no statistically significant difference between
the mean recall of RF and SVM with the radial basis
function.

For further work we recommend:
• Collect more data to study the performance of some

learning methods such as, e.g., multilayer perceptron,
random forest, Adaboost, and so forth.

• Combine more kernels in the Gaussian processes to study
their performance.

• Extend this study to other courses besides numerical
methods.

• Analyse the decision trees generated by random forest,
Adaboost, XGBoost, and other methods in more detail,
with the aim of identifying patterns or rules that can help
us gain deeper insights into the problem at hand.

• Propose a novel method that surpasses the performance
of all previously studied methods in this work, achieving
significantly higher accuracy and harmonic mean scores.

• Despite the dataset being sufficiently large, leading to
improved performance of most classification methods
compared to random guessing, with one of them achiev-
ing an area under the ROC curve (AUC) of 0.77, we shall
collect a larger dataset for further research. By doing so,
we might draw more robust conclusions regarding the
performance of the classifiers.

• Investigate the effectiveness of strategies and precautions,
such as, e.g., mentoring programs and personalized feed-
back, in coping with the risks of failure and dropout faced
by students.
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Abstract—The paper discusses the issues related to the use of
machine learning in designing and creating predictive models of
the territorial development of cities. Special attention is paid to
models that use satellite data, which is the most easily accessible
type of data and allows for the use of machine learning. The
proposed provisions are based on the authors’ current experience
in developing an information system for forecasting the territorial
development of cities based on remote sensing data of the
Earth. A novel approach to developing predictive models of
urban growth is presented, which is based on machine learning
methods. The approach uses satellite data from the Defense
Meteorological Satellite Program/Operational Linescan System
and Visible Infrared Imaging Radiometer Suite/Day-Night Band
for training. The corresponding machine learning optimization
problem is presented and discussed.

Keywords—Earth remote sensing; urbanization; evolutionary
models of urban development; cellular automata; machine learn-
ing.

I. INTRODUCTION

Existing computational models of urban evolution are too
resource-consuming, and the validation of forecasting results
is quite complicated. However, the growing flow of new data,
primarily data from remote sensing of the Earth, enables
the use of the ’Big Data’ approach for both prediction and
validation purposes. Remote sensing data have a high spatial
resolution and global coverage and are collected according to a
common methodology. To learn the model of a particular city
(or agglomeration) development, one can use both historical
data from a given city and data from other “similar” cities.
The parameters of the computational model based on “Big
Data” can be optimized by statistical and machine learning
methods. The quality of the simulation can be evaluated
by training the model on a piece of data. For example, by
training a predictive model of evolution on time series until
2017, you can get the system forecasts for 2018, 2019, and
subsequent years, and compare the forecast provided by the
system with the real territorial development of the city in
these years. A computing system based on such a model can
be used to analyze and refine the city’s development plans
by comparing the development plan of an already developed
city with the forecast of city development created based
on previous development and the geographical characteristics
of the earth’s surface. A comparative analysis of these two
spatiotemporal series of maps – “plans” and “forecasts” – can
indicate possible planning shortcomings and suggest ways to
eliminate them. The information system for forecasting the

territorial development of cities, on which the provisions of
this work will be illustrated, uses a computational model of the
spatiotemporal evolution of cities, developed by the authors.
Machine learning is very demanding on the quality of data, so
in the course of the research, the authors paid great attention
to data preprocessing (for methods of processing satellite data,
see [1]).

Figure 1: On the left – stable night-time lights of Moscow
region in 2008. On the right – an urbanization map that was

created based on these night-time lights.

Based on remote sensing data of the earth’s night surface,
the light footprints of cities are calculated. Night-time remote
sensing data, in turn, allow calculating the so-called urbaniza-
tion maps showing several levels of urbanization for a given
city - the city center, nearby neighborhoods, and so on, a total
of five levels. From these maps over several years, a time series
of urbanization maps for a certain period is compiled.

Figure 1 features the stage of defining the boundaries of the
compact residence of the population at a certain point in time.
The time series of such maps allow for studying the territorial
evolution of the city.

To model the dynamics of changes in this series, it is
necessary to use physical characteristics of the earth’s surface
that hinder or contribute to the development in this area. These
characteristics are extracted from the daytime multispectral
satellite images. Machine learning can be useful at different
stages of the system. For example, machine learning can
be used to process space images to detect and classify the
characteristics of the earth’s surface and objects located on it
(see, for example, [2]). In this work, the authors focus on the
role of machine learning in optimizing model parameters and
evaluating the quality of prediction results.

Figure 2 features an example of how the model calculating
a forecast works. The top row shows urbanization maps for
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Figure 2: An example of calculating a forecast using
semi-supervised learning based on data for Moscow.

2004, 2005, and 2006 (from left to right). The bottom row
shows a forecast for 2007, 2008, and 2009 (from left to right).
Such a forecast can be compared to real urban development to
assess the quality of the forecast and adjust model parameters.

The urban growth model is an important tool for predicting
and managing the expansion of cities. This paper discusses
urban growth prediction using historical satellite data from
the Defense Meteorological Satellite Program (DMSP) / Op-
erational Linescan System (OLS) and Visible Infrared Imaging
Radiometer Suite (VIIRS) / Day-Night Band (DNB). Night-
time DMSP and VIIRS data provide high-quality satellite
images that capture the urbanization process over time. A
machine learning optimization problem for the urban growth
model based on the Probabilistic Cellular Automata (PCA)
using historical satellite VIIRS data is also presented. The
PCA is a popular method for modeling urban growth.

In particular, the well-known SLEUTH (slope, land-use, ex-
clusion, urban extent, transportation, and hill shade) approach
is also based on PCA (see [3]). The model was trained and its
parameters were optimized with the help of historical VIIRS
data. Different approaches to the solution of the optimization
problem are also discussed in this paper.

The paper is organized as follows. Section II presents a
short review of the urban growth predictive models based on
machine learning. The authors’ approach to the application
of machine learning methods to urban growth is described
in Section III. Section IV features the comparison of two
predictive systems: the one developed by the authors and
SLEUTH. Section V describes the advantages of the authors’
system. Finally, Section VI concludes the paper.

II. URBAN GROWTH PREDICTION AND MACHINE
LEARNING: OUTLINE

Urban growth models can be defined as spatiotemporal
models, which can be generally grouped into three categories:
(1) Cellular Automata (CA), (2) Agent-Based Models (ABM),

and (3) Machine Learning models. Different machine learning
algorithms have been used in the context of urban growth,
including Logistic Regression (LR), Artificial Neural Net-
works (ANN), Linear Regression (LN), Decision Trees (DT),
Random Forests (RFs), and so on.

In a systematic review of urban growth models in [10], their
evolution, common frameworks, and applications were dis-
cussed. In particular, the review considered Cellular Automata
models, Agent-based models, and Machine Learning models.
In another review [7], it was demonstrated that RFs, Convolu-
tional Neural Networks (CNN), and Support Vector Machines
(SVM) are among the best algorithms for the classification and
analysis of patterns in data obtained from earth observation as
well as in urban growth problems. It was also emphasized that
hybrid approaches combining machine learning and cellular
automata have the potential for better performance in terms of
accuracy, efficiency, and computational cost.

Machine learning techniques have been applied to different
aspects of urban growth models, including calibration, sensi-
tivity analysis, and validation. In [11], SVMs were applied to
identify the most influential factors affecting urban growth in
the federal state of North Rhine-Westphalia. The study found
that land use change, population density, and road density
were among the most important factors. In [12], an artificial
neural network was used to develop an urban growth model
for the five largest cities in Greece. The model incorporated
various impact factors, such as social, economic, biophysical,
neighboring-related, and political driving forces.

In [8], a novel technique combining supervised classifica-
tion, prediction of urban growth, and machine learning was
developed to predict urban growth boundaries and evaluate
urban expansion. The technique showed that the expansion
of Nasiriyah City was haphazard and unplanned, resulting
in disastrous effects on urban and natural systems. In [9],
Artificial Neural Network-Cellular Automata (ANN-CA) and
Random Forest machine learning algorithms were used for ur-
ban growth modeling (2021–2041) in Islamabad, Pakistan. The
study found that the city’s urbanization has been unplanned
and erratic, leading to dire consequences for the environment
and urban systems.

Overall, machine learning techniques have shown promis-
ing results in improving the accuracy and efficiency of the
SLEUTH model for urban growth prediction. However, more
research is needed to further explore the potential of machine
learning in this field.

III. OUR APPLICATION OF MACHINE LEARNING METHODS
TO URBAN GROWTH

The problem considered here is the prediction of the future
growth of cities using PCA and historical satellite VIIRS
data. Specifically, it is necessary to find the parameters of the
PCA model that minimize the loss function, which measures
the difference between the predicted urban growth and actual
urban growth.
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The optimization problem can be formulated as follows:

argmin
𝜃∈Θ

ℒ(𝜃), (1)

where 𝜃 represents the model parameters, Θ is the parameter
space, and ℒ(𝜃) is the loss function that measures the discrep-
ancy between the predicted urban growth and the actual urban
growth observed in the VIIRS data.

The loss function ℒ(𝜃) can be defined as the sum of two
terms: a reconstruction loss ℒ𝑟𝑒𝑐 and a regularization loss
ℒ𝑟𝑒𝑔 . The structure of the reconstraction loss function in the
area 𝒜 is based on the mean squared error (MSE) between the
predicted urban growth and the actual urban growth at each
time step 𝑡 :

ℒ𝑟𝑒𝑐(𝜃) =
1

𝑛𝑇

∑︁
𝑥∈𝒜

𝑤𝑖(𝑡)

𝑇∑︁
𝑡=1

(𝑦𝑥,𝑡 − 𝑦(𝑖𝑥,𝑡; 𝜃))
2 (2)

where 𝑛 is the number of cells in the study area 𝒜, 𝑇 is the
number of time steps, 𝑤𝑥(𝑡) is the weight assigned to cell 𝑥
at time 𝑡, 𝑦𝑥,𝑡 is the observed urban growth level at cell 𝑥 and
time 𝑡, 𝑑𝑥,𝑡 is the input data at cell 𝑥 and time 𝑡, and 𝑦(𝑑𝑥,𝑡; 𝜃)
is the predicted urban growth level at cell 𝑥 and time 𝑡 based
on the model with parameters 𝜃.

The regularization loss ℒ𝑟𝑒𝑔 penalizes the complexity of
the model, and generally helps prevent overfitting. A common
choice for ℒ𝑟𝑒𝑔 is the 𝐿2 norm of the parameters:

ℒ𝑟𝑒𝑔 = 𝜆 · ||𝜃||22. (3)

The motivation behind such a formulation of the problem
is to develop a model that can accurately predict urban
growth and be quite stable and robust. Urbanization is a
complex process that involves various factors such as pop-
ulation growth, economic development, and land use change.
Accurately predicting urban growth can help urban planners
and policymakers make informed decisions regarding infras-
tructure development and resource allocation. Satellite VIIRS
data is a rich source of information about night-time lights
that provide unique information about population density. By
leveraging this data, machine learning models can learn to
identify patterns and predict urban growth with high accuracy.

To solve the optimization problem (1) efficiently, it is
possible to use the stochastic gradient descent method (SGD)
or one of its variants to update the parameters iteratively based
on a minibatch of data. In particular, the optimization problem
can be solved using gradient descent, which iteratively updates
the parameters 𝜃 in the direction of the negative gradient of
the loss function:

𝜃𝑡+1 = 𝜃𝑡 − 𝛼∇𝜃ℒ(𝜃), (4)

where 𝛼 is the learning rate and ∇𝜃ℒ(𝜃) is the gradient of the
loss function with respect to the parameters 𝜃.

The gradient of the loss function with respect to the pa-
rameters can be computed using backpropagation through the
neural network. It is also possible to use such techniques as
early stopping and learning rate scheduling to improve the
performance of the model.

IV. COMPARISON OF TWO PREDICTIVE SYSTEMS – OURS
AND SLEUTH

The model developed by the authors of this paper uses a
computational framework of probabilistic cellular automata:
the earth’s surface is divided into cells, the interactions of
which are described by some rules. The evolution of cell states
over time is modeled by discrete iterations of interactions
according to these rules. The same scheme is used in the well-
known SLEUTH model [3] [4].

SLEUTH is the most popular urban expansion model to
date. The SLEUTH model reflects the patterns of urban
expansion based on several input variables and is therefore
relatively easy to understand. The interaction of different
parameters of this model, as in any other cellular automaton,
is based on explicitly described rules. It is important to note
the already known shortcomings of SLEUTH (see [5]): adding
new variables to the model and assessing their impact (e.g.,
beautification, land values, socio-economic distribution, access
to utilities, etc.) are complex and time-consuming; the model
considers only the fixed spatial neighborhoods of variables,
although their spatial influence is not always the same; poor
performance.

The authors expect that the use of their model will help
to overcome the shortcomings of SLEUTH and will allow
moving from “manual selection” of model parameters to
their automated assessment, applying statistical and machine
learning methods.

The SLEUTH system was developed and implemented in
C programming language in the late 1990s. It is designed to
model the spatial structure of land use changes. Since then,
the system has practically not changed, having undergone only
minor changes after 2001 (the last change was in 2017). It
runs on a dedicated server and does not use parallelization
technologies. The system is based on the use of cellular
automata, which play a key role in it. The SLEUTH system
uses cellular automata to model the spatial structure of land-
use changes.

In general, working with the SLEUTH system is not an
easy task, including compiling its source codes, configuring,
preparing data, running diagnostics, analyzing calculation re-
sults, etc. Adding new modules to the SLEUTH system is also
difficult, due to its monolithic architecture and underdeveloped
diagnostics and I/O functions.

V. ADVANTAGES OF OUR SYSTEM

The prototype of the prediction module developed by the
authors of this paper has been tested and has shown encour-
aging quality results.

The proposed system has demonstrated very good per-
formance, thanks to the extensive use of parallelization of
computing and cloud technology. Due to the use of modern
architecture, this system is also easier to maintain and develop.

The performance of the system is very important, since the
high speed of operation allows for conducting a large number
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of experiments with different data and various model parame-
ters, and potentially opens up the possibility of using machine
learning, which will improve the quality of predictions.

Our approach has significant advantages over the SLEUTH
approach in terms of architecture, data used, model parameter
settings, and the implementation of the model itself. Using
the unique features of satellite data and cloud technologies,
our model can provide faster and potentially more accurate
forecasts of future territorial development.

At the architecture level, our system works in the cloud and
uses all its advantages, such as high scalability, parallelization,
the convenience of data storage, etc. The SLEUTH system, in
turn, runs on a single dedicated server with a limited set of
service functions and does not support parallelization. Thus,
to increase the performance of SLEUTH, you need to upgrade
the server at the physical level.

The authors use satellite data over different years, including
“night lights” (DMSP, VIIRS), which provides several ad-
ditional opportunities for forecasting territorial development.
In particular, “night lights” help to reliably determine the
boundaries of the compact residence of the population, as well
as to estimate the population density. In contrast, SLEUTH
relies on land-use maps and urbanization data, which may be
outdated and incomplete.

Historical data also provides a unique opportunity to assess
the quality of the predictive model and adjust additional global
parameters of the model. The use of more extensive and
diverse data sets allows for capturing changes over time better
and providing more accurate forecasts of future development.

The model parameter settings in the approach developed by
the authors differ from those used in SLEUTH. In the authors’
implementation of integer automata, the history of changes in
local data on the satellite data set used is taken into account.
By evaluating the parameters based on this story, including the
relationship between neighboring cells, the proposed model
can better account for the complex and dynamic nature of
urban development.

Effective application of machine learning and statistical
methods is possible only if there is a large amount of data. The
results of the work of “prediction” algorithms should be easily
interpreted and credible. One can recall the statement of the
economist J. M. Keynes where he claimed that the theory of
probability for many “has a taste of astrology or alchemy” [6]
(p. 8)). The same could be probably applicable to the results
of machine learning. Therefore, in the developed information
system, the initial focus is aimed at assessing the accuracy of
projected urban sprawl maps using validation methods as well
as visualizing the results at various stages of work.

The input data has spatial dimensions (latitude and longi-
tude) and a temporal component (time or time interval). Lo-
calization by space allows considering the local characteristics
of specific areas of interest and automatically adjusting the
local parameters of the algorithms using machine learning.
The presence of a time component in the data, in turn, allows
making additional adjustments to the parameters based on

historical data to improve the quality of the forecast and, where
it is possible, to compare the forecast and the real development.

In the proposed system (see Figure 2), the main manipulated
object is a time series of maps, where each pixel of data
(correspondent to some area of the surface) is classified, for
example, as “urban” or “non-urban”. The classification is not
binary but has several values corresponding to different ranges
of population density in the corresponding area.

The Map Web application allows simultaneously visualizing
different data layers and modeling results. Visualization, in
turn, provides an opportunity to obtain, study, understand, and
transfer to others difficult-to-formalize knowledge about the
process of urbanization.

The software created by the authors allows:
∙ Creating and processing time series of two-dimensional

data;
∙ Calculating the likely continuation for a given time series

of data;
∙ Making joint calculations of several time series (in par-

ticular, calculating a binary measure of the similarity of
two series of data cards.

As applied to the problem of spatiotemporal modeling of
cities, the functions mentioned above allow:

∙ Preparing data;
∙ Training and calculating the forecast;
∙ Visually comparing the forecast obtained after training on

historical data with the real development by calculation;
∙ Calculating a measure of the quality of the forecast,

which provides an opportunity to directly improve the
parameters of the forecast calculation algorithm;

∙ Conducting a comparative analysis of “plans” made by
policymakers and “forecasts” computed by the proposed
system.

The authors believe that a new round of progress in the field
of predictive computing systems for the territorial development
of cities will occur primarily due to the improvement of
nonfunctional characteristics, such as the simplicity of data
preparation, system performance, visualization efficiency, and
the ease of results interpretation at various stages of work.
Assessing the quality of modeling by training a model on a
piece of data at an early stage of system development helps to
improve the model and quantify the usefulness of certain data.
The use of the new model allows shifting from the manual
selection of model parameters to the selection of real data on
the territorial development of cities. The growing flow of new
instrumental data and data from techno-social systems, such as
social networks, will soon provide a substantial improvement
in the quality of forecasting with the help of statistics and
machine learning.

VI. CONCLUSION AND FUTURE WORK

This paper is aimed at considering the issues related to
the application of machine learning in designing and creating
predictive models for the territorial development of cities. The
use of satellite data in developing machine learning predictive
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models is also discussed. The role and importance of remote
sensing data, particularly night lights VIIRS/DNB satellite
data, in the development of these models, is highlighted. Ad-
ditionally, the authors share their experience in developing an
information system for forecasting the territorial development
of cities based on remote sensing satellite data.

Furthermore, a novel approach to developing a mathematical
model for urban growth prediction is presented. This approach
is based on machine learning using VIIRS/DNB satellite data.
The corresponding optimization problem for finding optimal
parameters of the urban growth predictive model is also raised
and discussed.

In the future, the authors plan to carry out practical ex-
periments involving urban growth predictive models in real-
world urban planning scenarios. To evaluate the performance
of the urban growth predictive model, quantitative metrics
will be employed to compare the predicted values with the
actual observed values using historical satellite data. These
metrics will provide a clear indication of how well the
model aligns with the observed urban growth in diverse real-
world scenarios. In particular, the Root Mean Square Error
(RMSE) metric will be used. By analyzing and comparing
the RMSE values across different regions and time periods,
a comprehensive assessment of the model’s accuracy can be
made, allowing for the identification of potential variations in
its performance. Furthermore, the authors intend to employ
validation techniques, such as cross-validation, to thoroughly
assess the robustness and generalizability of the model.
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Abstract—Design for Behavior Change can be used to enact
changes on an individual basis or beyond to gradually modify
users’ behaviors and constituting attitudes towards achieving a
desired goal. Today, achieving more sustainable behaviors is a
frequent goal of behavior change apps found on the market.
In order to be effective across a wide and diverse spectrum of
users and simultaneously avoid stigmatization or marginalization,
the design of such applications should be done in a diversity-
aware manner, which is often still lacking. In this paper, we
present a best practice analysis of existing applications in the
domains of food consumption, mobility, and energy consumption
that are available on the market in Austria, Europe. We present
the findings as a collection of three design patterns and discuss
their status as patterns versus anti-patterns in terms of how well
diversity factors are implemented in existing practice and where
improvements are necessary.

Index Terms—behavior change, sustainability, diversity, design
patterns.

I. INTRODUCTION

Behavior change support systems can be employed to mod-
ify users’ attitudes and behaviors in consideration of individual
motives, living contexts, and other individual or user-specific
factors. Today, such support systems are mainly available in
the form of apps that can be deployed across devices (typically
with smartphones and tablets the primaries, web and desktop
secondaries) to enable access to and continuous use of the
system.

The climate crisis constitutes one of the most relevant target
domains for behavior change [1]. A limiting factor of behavior
change effectiveness in this domain is an often insufficient
regard for gender and diversity aspects [2] in behavior change
support systems, which can cause disengagement from using
such systems and exclude groups of individuals from using
them [3].

In order to close this gap, the project biscuit4all [4] investi-
gates gender- and diversity appropriate design for behavior
change support systems in the climate-relevant application
domains mobility, nutrition, and energy consumption. In this
paper, we present the results from a best practice analysis
of behavior change in the Austrian (EU) market (Section III)
condensed into brief design patterns (Section IV) that show
best practices as well as areas for improvement (Section V)
to achieve better behavior change successes.

II. RELATED WORK

Theories of behavior change typically focus on behavioral
intention accompanied by other core variables concerning
conditions, habits, beliefs, responsibility perceptions and other
components. Commonly applied theories and models include
Triandis’ theory of interpersonal behavior [5] with attitude,
social factors, affect and frequency of past behavior impacting
intention and habits. Ajzen’s theory of planned behavior [6]
considers attitudes, norms and perceived behavioural control
as core components. Stern et. al’s value-belief-norm theory
[7] builds on values (biospheric, altruistic and egoistic), beliefs
and personal norms. Challenging factors that can pose issues in
the context of behavior change towards sustainability are cog-
nitive limitations, insufficiently perceived personal relevance
and missing tangibility, distrust and reactance [8].

Persuasive approaches such as the persuasive strategies
discussed by Oinas-Kukkonen and Harjumaa [9] and Fogg [10]
offer the possibility to directly address important factors of be-
haviour change and overcome some of these barriers. Common
approaches include providing information that underlines the
responsibility and agency of the individual, accurate feedback
and social feedback to increase literacy and correct self-
serving and in-group biases, by offering timely and location-
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specific prompts to battle bad habits and help with limited
cognitive resources.

Gender and other diversity dimensions including age and
class impact a number of factors important for sustainable
behaviour changes, such as attitudes and intentions or habits
in connection with societal roles. Women typically show, for
example, more positive attitudes towards sustainable behaviour
[11], different types of sustainable behaviour [12], [13], which
are also shaped through gender roles and access to free time
and resources that come with them [14], [15], and more
sustainable behaviour overall [16], [17]. We can also see
gender differences with regards to the type of values that
motivate behaviour [18].

Higher Income households typically have higher carbon
footprints [19], [20] but also more resources for high impact
changes. Both income and age-related differences can also be
seen in attitudes with younger people indicating to care more
about climate change [21] and being more likely to cycle [22],
and older people being more inclined to purchase food locally
[23]. The middle class is more likely to show sustainable
behaviour than the upper or lower class [24] but class associ-
ations with particular activities, such as cycling, also impact
willingness to adopt behaviours [25]. These observed differ-
ences change the persuasive effect of different approaches
to engagement strategy design and highlight the importance
of gender and diversity-sensitive design of behaviour change
support apps.

In their review paper from 2016, Thomson, Nash, and
Maeder [26] identified and collected a number of issues in im-
plementations of behaviour change techniques and persuasive
design principles in physical activity smartphone applications.
A lack of support for the diversity of user needs and pref-
erences was highlighted as one of the main issues identified,
alongside information flow and presentation, user engagement
and retention, and a generally fragmented use of persuasive
principles.

Design Patterns were originally conceived by Christopher
Alexander [27], [28] for capturing solutions in Architecture
and were later introduced for use in Software Engineering
by Gamma et al. [29]. Distinguishing features of patterns
are capturing of contextual information, problem focus, and
the potential to capture implicit knowledge [30], [31], [32].
They are also used in Human-Computer Interaction to capture
and communicating working solutions [33] and constitute an
effective way to capture a design state-of-the art in a way
that enables immediate reproduction to the pattern reader.
To address issues outlined by Thomson, Nash and Maeder,
the patterns presented in this paper draw from best practices
in diversity-sensitive design [2] for personalisation, feedback
design, and user engagement.

III. BEST PRACTICE ANALYSIS

The screening process and best practice analysis of behavior
change support apps followed procedures outlined in previous
content analyses of mobile apps [34], [35]. In January 2023,
the iOS App Store and the Android Play Store were screened

for relevant apps using smartphone devices. Only apps that
were free of cost were included in the analysis, as previous
studies suggest that users are reluctant to pay for apps and
prefer apps that are free of cost. We focused on analyzing
apps from three specific categories related to behavior change
support that are relevant for climate change: food consump-
tion, energy, and mobility.

To identify best practice examples in our study, we em-
ployed a two-step screening process. First, we searched for
apps that had been mentioned in reputable journal and mag-
azine rankings, indicating their recognition within the field.
Second, the thusly selected apps underwent a meta-analysis
that took factors such as the number of downloads, ratings,
and the level of star ratings into account. The operational-
ization of the best practice analysis was conducted using a
deductive categorization approach based on content analysis.
Predefined categories and characteristics of best practices
were established. Based on these criteria, the identified apps
were systematically analyzed and evaluated. The deductive
approach allowed for a structured and targeted analysis of the
apps to identify potential best practices. Apps lacking these
functionalities were automatically excluded from our analysis.

The screening process began by defining keywords relevant
to the selection of journals and magazines. Since the research
focused on German speaking locations, we conducted the
screening process on the basis of German keywords. For
the ”food consumption” category, we utilized keywords such
as ”Besser Essen Apps” (Better Eating Apps), ”Lebensmit-
tel retten” (Food Rescue), ”Ernährung” (food consumption /
nutrition), and ”Ernährung verändern” (Changing food con-
sumption). For ”energy,” we used keywords such as ”Energie
Apps” (Energy Apps), ”Energiesparen Apps” (Energy Saving
Apps), ”Stromsparen Apps” (Electricity Saving Apps), ”En-
ergieeffizienz” (Energy Efficiency), ”Gas sparen Apps” (Gas
Saving Apps), and ”Heizkosten sparen” (Save Heating Costs).
For ”food consumption” we utilized keywords such as ”Besser
Essen Apps” (Better Eating Apps), ”Lebensmittel retten”
(Food Rescue), ”Ernährung” (food consumption / nutrition),
and ”Ernährung verändern” (Changing food consumption).
Through this initial search, we identified 105 food consump-
tion apps, 119 mobility apps, and 54 energy apps. Via an
inclusion criterion of needing to be mentioned in reputable
journals or magazines at least 7 times, we narrowed down
the selection to 8, 15, and 8 apps, respectively. Subsequently,
we applied exclusion criteria that filtered out apps available
only in the paid version, with less than 1000 ratings, and
with less than 4-star ratings in the respective app store. We
also employed forward and backward snowballing techniques
based on in-app-store recommendations to potentially identify
additional relevant apps. The screening process led to the
identification of a total of 6 food consumption, 7 mobility,
and 7 energy apps for further analysis.

The content analysis of the identified apps was conducted
to gain insights into their features and functionalities. For
the systematic analysis, we derived the categories to be
examined from the work of Oinas-Kukkonen & Harjuuma

58Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-049-0

PATTERNS 2023 : The Fifteenth International Conference on Pervasive Patterns and Applications

                            66 / 73



[9]. For each app, we extracted information on the each
of the following categories: reduction, tunneling, tailoring,
personalization, self-monitoring, simulation, rehearsal, praise,
rewards, reminders, suggestion, similarity, liking, social role,
trustworthiness, expertise, surface credibility, real-world feel,
authority, third-party endorsers, verifiability, social learning,
social comparison, normative influence, social facilitation,
cooperation, competition, recognition, gender&diversity.

IV. PATTERNS

The results from the best practice analysis served as the
basis for the design patterns, which were generated using the
general structure outlined by Mirnig et al. [36]. An addi-
tional mining step was performed to consolidate the identified
practices per each of the categories by Oinas-Kukkonen &
Harjuuma [9], and then formulate an application domain inde-
pendent description that summarizes the underlying solutions.
The categories represented in the patterns were chosen based
on the common issues of behavior change systems outlined by
Thomson, Nash, and Maeder [26], which also served as the
primary inspiration for the problem statements. This match-
ing eventually resulted in three patterns for personalization
techniques, feedback tangibility, and effective tunneling. We
should note at this point that diversity-sensitive design was
usually a by-product and rarely the focus in the identified
practices. As a result, the mining focused on directly diversity-
sensitive or diversity supporting design. In the following,
we present the initial version of all three patterns using the
reduced structure by Mirnig et al. [37] in order to suit the
publication format.

A. Pattern 1: Personalization Techniques for Diversity Inte-
gration

This pattern describes solutions to enable users to fit the
app output and or general UI to their personal needs under
specific consideration of gender- and diversity-related factors.
This cannot only improve the interaction quality but also make
app interaction and output more appropriate and better usable
within a user’s individual situation.

1) Problem: If a user’s needs, preferences and abilities
are not adequately considered when designing a behaviour
change app, then successful usage of the app and adherence
to interventions on the user side will be limited [26].

Generalized (i.e., non-personalized) cues, reminders, or en-
tire routines are unlikely to fit every user’s context. As a
result, system output might mismatch in terms of the user’s
goals or be inappropriate regarding the user’s living situation.
Furthermore, either through use of the app or a change in
circumstances unrelated to the app, the user can be expected
to change and modify their goals, needs, and preferences
accordingly. This, in turn, will result in previously effective
techniques to no longer be (as) effective and/or established
routines or programs to no longer be appropriate.

2) Solution: In order to appropriately reflect and support
within a user’s individual situational context, behaviour change
success can be enabled via:

1) custom goal setting,
2) diversity-sensitive personalization,
3) personalization effects.

Custom goal setting allows the user to define their goals
on two levels:

• qualitative, and
• quantitative.

The qualitative level specifies the general target that is to
be achieved. Sustainability-related and other typical targets
are “eat less meat”, “reduce food waste”, and ”lose weight”
in food consumption, “fastest connection”, “cheapest connec-
tion”, or “lowest carbon emission connection” in mobility,
and “reduce consumption” or “achieve target consumption”
in energy. Additional targets depend on app purpose and
intended user group. For food consumption, targets to include
or exclude based on dietary requirements or preferences (e.g.,
celiac, vegetarian, vegan – ideally with a default preset and
additional customization to specify included and excluded
food categories) are recommended. Mobility can similarly
allow to set a preference for (or exclude) certain types of
mobility means or routes to accommodate motion sickness or
sustainability concerns. In Energy, personalization can be tied
to actions and events tied to the overall energy consumption.
Example factors here are number of laundries done within
a period, laundry temperature, or number of hot beverages
consumed within a certain period.

The quantitative level allows the user to define a specific
quantitative target on the previously defined qualitative level.
Suitable units for quantities depend on the use case but “cost
in [currency]” is commonly sensible across all three target
domains. The carbon footprint is commonly used in Energy
and Mobility but can serve in food consumption as well
when a user wants to additionally tailor their consumption
with sustainability in mind. The quantitative level should be
addressed with both predefined goals or suggestions as well
as customizability of quantities. It is important that a user
can customize on both levels and in the order of quality →
quantity. Presets that stop at the qualitative level or that do
not allow full quantitative customization run the risk of not
addressing user contexts appropriately.

Diversity-sensitive personalization allows a user to per-
sonalize the app and its output in accordance with their
individual situation. This is commonly achieved via tying
personalization-specific settings to a user profile, so that this
step does not need to be repeated unless necessary (i.e., when
circumstances change and the user wishes to change their set-
tings). Best practices in diversity-sensitive personalization are
still limited, though common settings include age, language,
and gender.

Diversity is not limited to the common factors listed
above. Financial situation is an important diversity factor and
must be addressed in order to avoid exclusionary design.
While this factor is partially addressed via goal setting,
further integration is important to avoid unintended side ef-
fects. E.g., if an app categorizes consumption or prices into
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cheap/medium/expensive, then these categories need to reflect
the general economic situation within the user’s economic
environment as well as what constitutes cheap vs. expensive
within the user’s individual situation. Financial situation can
be made an explicit value (e.g., enter monthly income and
expenses), though care should be taken to not make users
uncomfortable or stigmatize if social comparison techniques
are also employed. If possible, financial situation should be
implemented as a derived value and compare goal settings to
local averages; explicit definition should be optional.

The personalization can only be effective if it is tied to
actual personalization effects. Diversity-sensitive personaliza-
tion effects should go beyond cosmetics and either impact the
successful interaction with the app itself or the generated app
output. For the former, font size and colour contrasts need to be
customizable to accommodate preferences and disabilities. If
and wherever possible, cues, notifications, and general output
should be customizable regarding modes (visual, auditory,
haptic; inclusion of ‘silent’ modes) in order to accommodate
different daily situations and disabilities.

Customization choice can be reflected visually to commu-
nicate to the user that certain settings are currently active.
Nonfunctional and overbearing visuals should be avoided.
E.g., a user enters ‘woman’ as a gender in the profile and is
then presented with a bright pink theme serves no functional
purpose while potentially stigmatizing and repelling the user
from further interacting with the app. In addition, defaults
should be chosen carefully, e.g., when languages are tied to
location settings. In places with several active and/or official
languages, it is recommended to let the user immediately
specify their primary language after setting the location instead
of assuming the standard language and making the user change
it post-hoc via the settings page.

Personalization effects must be communicated to the user.
This can be done via tooltips when editing the profile, or
as part of other information messages during loading or idle
periods. Wizards, if employed, should lead the user through the
settings and explain the effect of each setting on the respective
page. It is important that the explanations are not limited to
the wizard alone and can still be accessed when a user decides
to update their settings afterwards outside the wizard.

3) Examples: The apps YAZIO [38] and MyFitnessPal allow
personalization regarding age, language, and sex (see Figures
1 and 2). Tooltips explain the effects of each setting. In YAZIO,
sex choice is reflected via different (gender-switched) images
throughout the rest of the interaction process to increase
relatability. This example limits the gender choice to only two,
which should be avoided in order to not exclude users beyond
the binary spectrum.

MyFitnessPal [39] uses a wizard to collect user preferences
in terms of their perceived level of activity to match and
customize recommended activities and levels of intensity (see
Figure 3.

Fig. 1. Example for sex choice explanation from YAZIO.

Fig. 2. Example for sex choice, age setting, and explanation of their effects
from MyFitnessPal.

Fig. 3. MyFitnessPal asks for user’s estimated level of activity after the user
specified their desired activity type.

B. Pattern 2: Tangible Feedback Design

This pattern describes solutions to frame the app output in
a user intelligible manner. This ensures that the previously
diversity-tailored persuasive content is appropriately received
and fully processed by the user, increasing its effectiveness.

1) Problem: Presentation and flow of the information the
user receives should be intelligible and simple to comprehend
[26]. If the presented information does not fit into the user’s
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current frame of reference, then additional translational steps
are required in order to accurately process the information
presented. If this is not provided via the app or cognitively
done by the user, the app and its employed strategies can
be expected to be less effective. If the additional translation
for comprehension needs to be done by the user, then using
the app becomes more cumbersome, reducing usability and
likelihood of user retention over time.

2) Solution: The feedback by the system must be such so
that it is tangible to the user. ‘Tangible’ in this context is to be
understood that the user can associate an immediate meaning
to a given piece of information and situate it within their frame
of reference.

In order for a value to be tangible, unit and magnitude
need to be understood by and, if necessary, explained to the
user. E.g., an isolated carbon footprint value can be difficult
to comprehend without any additional information. Bringing
it into context with items the user is familiar with enables
framing and referencing. In the concrete example, a user could
be presented with the carbon footprint of brewing a cup of
coffee as an isolated value. The daily/weekly/etc. average
carbon footprint per person/household/etc. within the user’s
country or region can be used to serve as global reference
for the provided value. In addition, the footprint of, e.g.,
driving their car for 100kms / their daily commute / etc. can
further contextualize the action in relation to their other known
activities, thus rendering it intuitively graspable and easy to
comprehend.

Tangibility is also achieved by allowing a user to monitor
and compare current values or behaviours to past as well as
future (projected) instances. Thus, longitudinal information
output, e.g., in form of a histogram or similar visualizations,
adds tangibility in terms being able to relate current data
points to previous ones and easily see increases, decreases,
deviations, and the like. Lastly, additional tangibility can be
achieved by enabling intuitive qualitative goals, as described
in Pattern 1. If users can tailor their goals not just towards
units that they can intuitively comprehend but further into
units that they interact with in everyday life (e.g., glasses of
water consumed, nr. of gas tank refills, etc.), tangibility of
information presentation is increased, leading to more direct
engagement with the app.

3) Examples: The food app Lifesum [40] enables goals
to not only be set towards calories but additionally tracks
carbohydrates, proteins, and fats separately. Further tangibility
is added by tracking hydration goals (overall indication in
litres) via glasses of water consumed (see Figure 4). Additional
tangibility is achieved via statistical overview of past food con-
sumption behaviour, a so-called “LifeScore”, which provides a
single-number approximation regarding how healthy/unhealthy
the current eating habits are, and tracking of streaks. Streaks
(i.e., periods of uninterrupted goal achievement) provide an
easy way to track own achievements in a simple number
format and allow historical contrasting via comparison of
current to recorded highest streak.

Histograms and similar overviews are commonly used par-

Fig. 4. Separation of intake into carbohydrates, proteins, fats (and respective
maximum values) and water tracker from Lifesum.

Fig. 5. The AVA App labels values in its consumption histogram in relation
to how (in)expensive the price per kWh can be considered to be.

ticularly in Energy apps and provide reference to contrast daily
with periodic consumption and plan actions to achieve goals
accordingly. The AVA-App [41] can not only show data on
past consumption but also has indicators to denote the price
range within that period. The app differentiates on three levels
between expensive, medium priced, and low priced, which
further aid the user to assess their consumption in relation
to costs and can be used for more informed forecasting as
well. It has to be noted, though, that while the assessment of
whether a price is expensive or not can be done in relation
to market highs, lows, and averages, what a user considers
expensive will ultimately depend on their disposable income.
Thus, such margins are ideally customizable to fit the user’s
individual situation.

C. Pattern 3: Maintaining User Engagement via Effective
Tunneling

This pattern describes solutions to increase user engagement
and retention via tunneling strategies.
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Fig. 6. The Wizard of the app YAZIO tunnels effectively by asking the user’s goals in steps and additionally captures their nutritional knowledge and impeding
factors.

1) Problem: Behaviour change is a continuous process.
As a consequence, in order for behaviour change apps to
be effective, users need to stay engaged in using the app
for an extended amount of time so that a lasting impact on
their behaviour can actually manifest. If there is insufficient
motivation for a user to keep returning to the app beyond initial
use, then the likelihood of impactful app use is low. Even more
critical are cases where apps repel users from repeated use due
to cumbersome navigation, convoluted interfaces, or lengthy
input sequences before each use. Such obstacles need to be
minimized in order to retain user engagement and ensure user
retention.

2) Solution: Tunneling is a strategy that can be employed
to lower the input barrier of complex or multi-step processes,
thus making them easier to handle and reducing the workload
on the user. Tunneling refers to guiding the user through
predetermined sequences of actions instead of giving them free
reign over all functionalities from the get-go. This means that
users need to give up a certain extent of freedom of interaction
and engage with parts of the system or engage in tasks they
might not otherwise have engaged in.

This has two important benefits: Since the tasks as well
as the ranges of possible tasks per step are pre-defined, the
complexity can be controlled and the interaction designed
so as to not overwhelm the user at any given point. Any
complex or lengthy process can be segmented into individually
manageable sequences via tunneling. The second benefit is that
users are more likely to commit to completing a sequence
to completion once they have begun engaging in it. Thus,
tunneling can be used to both lower the initial entry barrier
and keep the user engaged throughout the app use.

Effective tunneling means knowing when to employ tun-
neling, since the user will not always be willing to have their
freedom of choice reduced. Two fitting spots for tunneling
are: At the first start of using an app and at the start of a new
activity (task or info query). The former is usually handled via
Wizards, which help users set up the necessary profile data in
order to effectively start using the app.

When designing a startup-Wizard, it is important to de-
lineate the strictly necessary from the optional information.
During interaction with the Wizard, the user should always

be informed, what the information provided or setting chosen
will impact and whether a step can be skipped. The initial
tunneling should be kept flexible, so that the user can either
skip parts of the initial sequence or cancel it altogether and
still engage with the app on some level. They should also have
the opportunity to re-start the Wizard at any point in order
to complete their setup (or review information they require a
refresher on).

Pre-activity tunneling means that whenever a user decides
to begin a new activity, they are presented with a number
of predefined options and are then efficiently guided via a
sequence consisting of several choices. A well-established
solution is to follow a question-based approach. The first
question should ask the user what they want to achieve on
a general level (e.g., save money, maintain weight, reduce
gas consumption, eat more sustainably, etc.). The subsequent
questions should then allow them to specify how they want
to achieve their goal (by indicating tasks/activities they want
to do or by having them explicitly exclude activities they do
not want to perform or know to not work for them from past
experiences). The final step should then allow them to set
their goals and should always be in the form of modifiable
suggestions, so that the user can tailor if and when desired.

In the context of competency building as important compo-
nent of sustainable behaviour support, tunneling can be em-
ployed to provide pre-selected choices for areas of behavioural
adjustment or accordingly tailored actionable advice.

3) Examples: The food consumption app YAZIO tunnels
the user effectively upon initial use by using a Wizard and
following the goal-based question approach (see Figure 6). The
app tunnels effectively by asking primary and secondary goals
and then presents the app functionalities and brief explanations
on how each one can assist to achieve the user’s goals.
The query on healthy food consumption knowledge is well-
positioned and is not something a user easily or immediately
divulges on first use but can be used by the app to calibrate the
amount of info output in the following steps. Focus on habits
and explication of impeding factors help to further tailor the
suggested tasks. This allows the generation of a very detailed
and customized task profile with an interaction flow that never
exceeds a complexity of a six choice maximum presented to
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the user.

V. DISCUSSION

In the following, we discuss the identified solutions, existing
best practices, and areas for improvement for each pattern.

A. Personalization

With regards to qualitative personalization, it is important to
design options under consideration of diversity-specific needs.
For food consumption these include in example elements such
as limited budget in the context of income, and/or time for
food purchase e.g., in relation to living phase and family
situation and preparation. In the context of mobility, traveling
with little children and with safety concerns which more
often affects women, status-related motivations which we see
more often with men, and with limited mobility as can be
relevant for the elderly and disabled but also people with care
responsibilities are some of the aspects to consider. Regarding
energy consumption relevant limitations to consider are e.g.,
availability for load shifting in relation to employment status,
life phase and gender as women often bear the main share
of housework and are also more often at home with young
children, as well as limited resources and possibilities in
relation to income, class and geographical location which are
also associated with household equipment, dwelling type and
ownership.

Of further importance on the quantitative level is sufficient
granularity for captured characteristics that e.g., avoids captur-
ing gender only as binary variable and takes the age of children
in the household into consideration. This is specifically impor-
tant in the context of ensuring the inclusion of marginalized
groups such as non-binary users. Options for quantitative
consumption should be designed with comprehensibility and
personal relevance for different user groups in mind. Even
seemingly very generalized translations, such as energy as
travel distance by car or hours watched on a TV, could be
less accessible for people who do not own cars or TVs.

B. Tangibility of Feedback

Presentation and flow (as well as quantitative goalsetting
from pattern 1) should not be in isolation and always stay
tied to user-specific motivations. Regarding timing, whether
a prompt is considered “timely” will differ between different
user groups, e.g., with regards to how much need to plan ahead
is needed and how “immediate” their possibility to interact
with the app is when a notification has been sent.

Suggestions for actions need to be strongly tied to possibil-
ities and there need to be ways to specify that specific types
of actions are not possible such as cycling due to a disability,
buying bulk due to food-related intolerances that do not allow
for contamination or using the tumble dryer less often if there
is insufficient space available to air-dry all laundry.

With any sort of visualization to provide feedback compre-
hensibility for different user groups also needs to be taken
into consideration and different forms should be provided if
needed. These forms, as other personalization options should

be developed under involvement of a diverse user group to
avoid the designer’s specific understanding and context to
shape the app to a degree that excludes potential user groups.

C. Tunneling
With tunneling it is particularly important to ask the right

questions that allow an understanding of given motivations,
abilities, and limitations with a diversity-sensitive approach so
that it can be employed in an effective manner but without re-
moving choices needed to indicate diversity-related conditions.
Similar considerations apply to tunneling of action-related
choices and and information that aim at building literacy and
competency. Particular care should therefore be applied in the
implementation.

More emphasis is needed on what the right time for which
type of assessment is. If users are confronted with one question
after another that they do not see relevant at that time, there
is a real risk of repelling them. If, however, the question is
woven into a task-specific interaction tunnel, then answering
a diversity-relevant question will be a logical and intuitively
graspable part of the interaction flow. A similar approach has
been suggested for communicating privacy-relevant informa-
tion [42]. Some practices exist on when to ask for sex, gender,
age, economic status but a more structured understanding
when and where to place which diversity-factor assessment
is required to better support tunneling within and across the
application domains.

VI. CONCLUSION AND FUTURE WORK

In this paper, we presented three design patterns for
diversity-sensitive design of behaviour change systems. These
patterns are based on results from a best practice analysis of
existing applications in the domains of nutrition, mobility, and
energy consumption on the Austrian market. The best practices
condensed into pattern solutions were chosen such so that they
match stated issues that inhibit the success of behavior change
support systems. The identified best practices can not yet be
considered comprehensive and often lack in explicitly targeting
diversity and are rather general design practices that can also
be used to support diversity-aware design. When diversity is
directly addressed, only a rather narrow range of relevant-
factors is currently considered. Including a wider range is
necessary to render in- as well as output naturally tied to
diversity factors instead of having them “tacked on”. We were
able to identify a number of concrete areas for advancement
for all three patterns and will further pursue refinement of
the pattern solutions in order to arrive at comprehensive and
actionable guidance for diversity-sensitive behavior change
system design.
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