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Evolvability Evaluation of Conceptual-Level Inheritance Implementation Patterns

Marek Suchánek and Robert Pergl
Faculty of Information Technology
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Prague, Czech Republic
Email: marek.suchanek,robert.pergl@fit.cvut.cz

Abstract—Inheritance is a well-known construct in conceptual modelling, as well as in the object-oriented programming, where it is often used to enable reusability and to modularize complex applications. While it helps in conceptual modelling and understanding of complex domains, it usually results in evolvability issues in software implementations. This paper discusses problems caused by single and multiple inheritance with respect to increasing accidental complexity of a model and evaluates various patterns that can be used to transform conceptual-level inheritance into implementation with respect to code evolvability. The points are illustrated on the transformation of an example ontological conceptual model in OntoUML into various software implementation models.

Keywords—Inheritance; Generalization; UML; OntoUML; Evolvability; Normalized Systems.

I. INTRODUCTION

Software engineering uses conceptual notions of inheritance, generalization, or subtyping for decades in an analysis of a problem domain as well as in design and implementation of applications [1]. It captures a very essential and natural property of something being a special case of something more generic. Inheritance is one of the abstractions that we can use to describe and model real-world concepts based on our cognition principles. On the other hand, in software implementations, inheritance is often abused and used inappropriately causing ripple effects and thus negatively affecting software evolvability [2]. This worsens obviously when it comes to multiple inheritance, which is, however, again natural in the real world but complicated and sometimes even unsupported in software implementations.

Evolvability problems caused by inheritance in Object-Oriented Programming (OOP) are well-known and it is often suggested to follow composite reuse principle clause “composition over inheritance” [3]. Majority of OOP design patterns use composition together with generic interfaces instead of class generalizations. Our goal here is to explore, describe, and evaluate patterns for translating conceptual-level inheritance into combinatorial effect-free (CE-free) implementation and discuss its suitable use cases. The result should help to reduce the accidental complexity of models that is introduced due to technical reasons – as opposed to domain-driven and irreducible essential complexity.

In Section III, we summarize the related terminology and the current state of the art in solving the problem of inheritance in the software engineering domain. Then, in Section IV we use this knowledge to discuss and evaluate the evolvability of various solutions in the form of patterns. Evaluation is summarized and all patterns are compared in Subsection IV-E.

Finally, we propose possible next steps in this work and describe related research questions in Section V.

II. METHODOLOGY

For the conceptual ontological models, we use the OntoUML language and for the object-oriented models, we use UML. OntoUML is an ontology-driven conceptual modelling language based on terms from Unified Foundational Ontology (UFO) [4] focused on producing expressive, highly ontologically-relevant models. The Unified Modeling Language (UML) by OMG [5] is probably not necessary to introduce. Its difference to OntoUML in our context is mainly its historical focus on depicting object-oriented programmes rather than ontological commitment.

The core of this paper are proposals of model transformation patterns. As such, we suppose generation of code from the models and then customizations in the style of model-driven development [6] or Normalized Systems Expanders [7]. In descriptions of models, we strictly distinguish between an entity on the conceptual level and a class in UML and a related OOP implementation since there is a significant semantic difference between these two – a (UML) class is an OOP representation of (possibly more) OntoUML entities, as we show later. To avoid misunderstanding we also respectively use instance of entity or class instead of word object.

We discuss the evolvability issues with the respect to a “user”, being an end user of a software application implementing CRUD operations related to a discussed model and also with the respect to “programmer” being a programmer developing customizations of the generated code. These customizations are considered to be any piece of code that enhances or otherwise changes the functionality of the generated code.

III. RELATED WORK AND TERMINOLOGY

In this section, we very briefly review necessary terminology for understanding various notions and use cases of inheritance on conceptual-level and its counterparts in implementation. Then, we also shortly describe existing and related solutions that affect our evaluation.

A. Generalization Typology

The notion of inheritance may mean semantically different things and such differences are unfortunately often ignored; a thorough discussion of various types of inheritance in software engineering is provided by Taivalsaari in [1]. When we talk about conceptual-level inheritance, we speak about generalization and specialization, or is-a relationship. It reflects our cognitive resolution of an entity being related to a different
entity in a way that all instances of the first are also instances of the second, but in some specific aspects differ.

For inheritance in implementation, the terminology is a bit more complicated. The term subclassing describes using inheritance to reuse code, which is also called “accidental” use of inheritance. This sort of inheritance causes misunderstanding because it is used mainly for maintaining Do-not-Repeat-Yourself (DRY) code even though it creates combinatorial effects and there is no semantic foundation of such relation. The designation “essential” use of inheritance is used for subtyping that ensures substitutability in terms of the Liskov substitution principle [8]. [1] states that subtyping ensures specialization, but of course it can be again used inappropriately without alignment to the real world.

B. Is-a Hierarchies

The simplest way of modelling inheritance is the so-called is-a hierarchy, where two concepts are connected with is-a relationship as a subclass and a superclass of subsumption, e.g., Student is a Person. This started to appear widely in Extended Entity-Relationship (EER) models that can be considered as the predecessor of today’s widely used object-oriented modelling languages, such as UML or Object-role modeling (ORM) [9]. Although such representation of inheritance is simplified, it is well-defined and allows straightforward mathematical reasoning [10].

C. OntoUML Conceptual-Level Inheritance

Generalization and specialization are essential in OntoUML; we use it to demonstrate conceptual-level inheritance. An instance in OntoUML can be an instance of multiple entities, however it must obey the single identity principle (given by <<kind>> or <<subkind>>), as depicted in Figure 1. This notion of multi-class instances is natural at the ontological level, however, as we discuss further, it is not typical in OOP and as such in standard UML. To bridge the ontological level with implementation, a research has been performed of transformation of OntoUML into UML and relational model [11]–[15], summarized in [16]. We evaluate here some of the patterns described in this work.

D. Generalization Sets

Unified Modelling Language (UML) [5] defines a generalization set as an element whose instances define collections of subsets of generalization relationships. The purpose of such elements is to tell more about multiple generalizations via meta attributes. For example, a generalization set can be used to express that an instance of entity Person is either an instance of entity Alive Person or Deceased Person with meta attributes disjoint and complete.

E. Object-Oriented Inheritance

In OOP, inheritance is very often used as an enabler of well-known DRY and the mentioned Liskov substitution principle, one from SOLID principles recommended by Robert C. Martin [17]. A subclass can easily extend its superclass(es) by adding or changing attributes and methods. Deletion or cancellation of methods or attributes is often possible only by throwing an exception if called on a subclass. We take into further considerations only OOP where an object is an instance of exactly one class since the most widely used languages (Java, C#, C++, Python, etc.) do not support making instances of several classes [8]. Other languages that allow duck-typing and prototyping deal with some inheritance problems but creating other, usually leading to runtime errors caused by weak type system [18].

F. Inheritance in Normalized Systems

The Normalized System (NS) theory [2] deals with evolvability of systems in general and declares fine-grade modularization based on four main principles: Separation of Concerns, Separation of States, Data Version Transparency, and Action Version Transparency. Using those principles leads to a system with eliminated or at least controlled combinatorial effects (CE) – effectively being a measure of evolvability over time. Software systems are the core domain of NS theory application in practice [7].

In the NS theory, inheritance is criticized for causing CEs in software systems [2]. It is important to stress that CEs are caused by inheritance in OOP, not inheritance at the conceptual-level, as it may be transformed into a CE-free implementation, as will be discussed further. For the transformation of models in our work, the Separation of Concerns principle is crucial. Nevertheless, the remaining three principles are relevant for the implementation even though they are not applied directly in the transformation.

IV. EVALUATION OF INHERITANCE PATTERNS

The main part of this work is the description, evaluation, and summarization of various ways of implementing a conceptual-level inheritance in various use cases. For a demonstration of different patterns, we use Figure 1 as a conceptual model that should be implemented. We first introduce a simple approach with traditional inheritance implementation and discuss its problems. Then, we explore three patterns from the least to the most complex, their possible combinations and summarize their comparison. Those patterns are based on [9] [16], and can be found in many other software engineering resources. Our focus is not just directed on a generation of CE-free implementation of conceptual-level inheritance, but also on its impact on usability for both the user and the programmer.

We observe and discuss mainly the following measures that we quantify if possible to support our evaluation of the patterns:
- Total number of classes needed for implementation, composed of conceptual-level entity and additional classes.
- How many steps it takes to navigate to superclass or subclass.
- Change boundary, i.e., how many classes need to be changed when one changes in the conceptual model.

A. Traditional OOP Inheritance

A straightforward way how to implement conceptual-level inheritance is using subtyping. First, inheritance from conceptual model remains as is; the only change is that OntoUML’s stereotypes are stripped off and some of the classes are made abstract to forbid their instantiation, as can be seen in Figure 2. Then, for each possible and instantiatable combination of conceptual entities, an empty concrete class is generated if needed using multiple inheritance depicted in gray. A generated concrete class is a subclass of appropriate abstract classes that implement entities. If there is a case that single inheritance is used (a class matches an entity 1 : 1), such generated class can be removed and the superclass turned into a concrete one; in other cases, the accidental complexity grows and we must generate 1 class mixing \( n > 1 \) entities. In our model, instead of generating trivial classes with single inheritance Man and Woman, we just turn them from abstract to concrete resulting into 6 generated classes instead of 8.

Problem with this approach is that a language that supports multiple inheritance is needed, but more importantly, the introduced combinatorial effect is huge. A class instance implements a single or multiple conceptual entity instances. Therefore, there will be \( \binom{n}{0} + \binom{n}{1} + \ldots + \binom{n}{n} = 2^n \) generated classes, where \( n + 1 \) is the number of entities that can be instantiated (if there is just one entity, \( n = 0 \)). For example, if we want to incorporate subclasses Alive and Deceased as in Figure 1, we need to completely change everything. There would be 16 generated classes in total and none of them would be the same as in the previous situation with 8 classes, which means a potential breaking change.

Another problem is caused by the rigidity of this design. When you want to turn an instance of class AliveEmployeeWoman into instance of DeceasedEmployeeWoman, a transformation procedure must be implemented – making system more complex internally, as well as for the user, as new forms are required. Last, programming customizations would be very difficult since, as shown, adding or removing classes at the conceptual level leads into significant changes in code that can make customizations invalid. Imagine that there is a customization for CustomerWoman, but then there is no such class only two AliveCustomerWoman and DeceasedCustomerWoman – a decision how to apply the customization on those would need to be made. As result, the only advantage is direct inheritance without any necessary navigation steps.

B. The Union Pattern

This new pattern here is very close to Single Table Inheritance (in some frameworks also referred as Table-Per-Hierarchy) that is used widely in relational databases. Basically, it is a class that unions all properties from the class and its subclasses – thus we call it union pattern. For each core class (identity provider entity in OntoUML) and its inheritance tree including all abstract superclasses and all subclasses, a union class is made as in Figure 3. Every subclass decision is covered by so-called discriminator that can be generated as an attribute and it tells which subclass(es) subset of every generalization sets is picked (e.g., dManOrWoman) or which single subtype is used (e.g., dEmployee).

A significant disadvantage can be seen in the massive complexity of a single class and violating the Separation of Concerns principle. Adding a new subclass results in a definition of a new discriminator value and new fields in an existing class. It acts as a single complex data element with optional properties based on some other attributes. With this pattern, checks of actual subtypes must be implemented manually if needed, for instance, if there is a need to create a relationship only with Employee. Even more problems emerge where the hierarchy of subclasses is deeper. However, a user can be fully shielded from this implementation by having a single form with picking what is needed. For a programmer, this may result in tedious work (meaning time-consuming and error-prone) to handle all cases of complex class with multiple discriminators and many optional properties.

From the perspective of observed measures, there are precisely 0 of additional classes and one whole hierarchy from conceptual model is merged into one class. For navigation to subclass a single step of discriminator comparison has to be made (when relying on the integrity checks). Although this pattern is simple and seems to solve evolvability issues, it is practically a conceptual anti-pattern.

C. Composition Pattern

We call this pattern after the already-mentioned advice composition over inheritance. It is similar to the previous Union Pattern, but instead of merging all properties into one
class, a composition is used. Thanks to that, no discriminator is needed and also no subclassing is needed as shown in Figure 4. All generalization relations are replaced by bidirectional is-a associations that are always mandatory for a subclass, but can be optional for superclass if the used generalization set is not disjoint. For disjoint sets or more complex constraints, additional checks, such as xor, must be implemented and a mere multiplicity setting is not sufficient.

![Figure 4. Composition pattern](image)

An important change against the original conceptual model is that every abstract class is turned into concrete in order to be instantiated and such instance must be related (transitively) to exactly one instance of a core class. Transformation of generalizations into is-a associations can be also done fully automatically including integrity checks (for instance, that Person is Woman or Man, but never both). It is possible again to fully shield the implementation from the user as it works from this point of view similar to union pattern, just with special associations. Instead of additional comparison of discriminator value for navigation to subclass, the relation is checked and used if it is realised. There is the same number of classes as in the conceptual model.

A programmer should have easier work than in the previously described patterns thanks to Separation of Concerns and possibility to use the power of a type system when passing subclass or superclass instances. Implementation and support mechanisms of is-a should allow a programmer to easily navigate to superclass instances, check if subclass instances are set and if so, navigate to it. When the inheritance hierarchy is changed within the model, some of the previous is-a links can be removed or edited causing incompatibility of customization. However, it is the same sort of ripple effect as for the union pattern, only the change is not encapsulated within a single (but huge) class but in a limited number of classes within a single hierarchy.

**D. Generalization Set Pattern**

The main weakness of the composition pattern is the need of handling generalization set constraints by implementing or generating constraints, and it can still make a problem when accessing instances of subclasses. We introduce this pattern to solve this problem and also to avoid having multiple is-a links attached directly to the instance together with all integrity checks – we want to separate this concern out. As depicted in Figure 5, for each class that has subclass(es), a special class for generalization sets (marked by «GS» stereotype) is generated. If there are other specialized generalization sets for an entity in the conceptual model (such as the one for Man and Woman), an extra generalization set class is generated and linked from the core one.

![Figure 5. Generalization set pattern](image)

Each «GS» class can be defined with class attributes such as complete and disjoint that can adjust the behaviour of generalization set including integrity checks or default form generation. Moreover, new attributes can be introduced to enhance functionality in the future without breaking the existing model. For a programmer, the work is simplified by cleaner data classes and «GS» encapsulating necessary utility for implementing the inheritance in exchange for extra navigation per a single generalization set (A ↔ GS ↔ B instead of directly A ↔ B). An end user is again shielded and thanks to the generated «GS», the user interface can be generated easily and universally thanks to straightforward reuse and composition of simpler parts.

The significant negative issue with this pattern comes in form of overhead caused by a number of extra classes and extension of the generation tool by a new and non-trivial concept. Sometimes the «GS» class is unnecessary, for example, if there is no other LivingBeing than Person in the model. In such cases, extra «GS» class could be omitted but then a customization would use direct navigation. However, such a simplification leads to an increased impact of changes when a new subclass is added and generalization set is additionally created.

**E. Comparison of Inheritance Patterns**

We showed benefits of the discussed three patterns above in terms of evolvability compared to traditional OOP inheritance. We deliberately introduced the patterns in order so that the following removes the most significant problems of the previous. Unfortunately but naturally, it is never “for free” and each solution has its own problems, mainly in terms of additional complexity, which is, however, not an issue when we talk about automatically generated code. A summary of the discussion is provided in Table I.

We evaluated the generalization set pattern as generally the most suitable from those covered in this paper, however, there are use cases where some of the others may be better applicable. Below, we make such discussion from the conceptual point. In cases where time and/or space complexity needs to be optimised, conclusions about patterns suitability may differ.
The union pattern, when compared to the generalization set pattern, is suitable when the inheritance hierarchy is not deep but shallow with a single or very low number of generalization sets. In such case, multi-valued discriminator and optional fields will be used and handling a single instance will be very simple. On the other hand, if there are more levels of inheritance, it is too complex to use. The first option is that a superclass is merged into subclass(es) resulting in repetition (e.g., Insurable for Person but also Building). The second option is to merge at the top level, which causes a serious problem of a too complex class including non-related properties. The last serious problem is that this pattern cannot be used without repetition for multiple inheritance.

The composition pattern is very similar to the generalization set pattern and the only advantage is a reduced complexity by leaving out special «GS» classes. It allows multiple inheritance with simple reuse thanks to creating linked instances and it has no problem with deeper inheritance hierarchies compared to the union pattern. The key problem is with handling inheritance and generalization set constraints inside the superclass and subclass. That is not a problem for simple unconstrained generalizations, as already mentioned. The violation of Separation of Concerns principle is removed in the generalization set pattern, where it can be hidden using various OOP design patterns (such as Proxy) even for programmers.

F. Combinations of the Previous Patterns

For a transformation of a complex OntoUML model, it may also be a possibility to select different patterns for different parts of the model according to the discussion above. However, new concerns arise:

- The uniformity of user interface (UI) and experience user (UX) should be maintained.
- Using different patterns will necessarily result in different data accessing strategies (especially navigation of subclass/superclass), which complicates the job of the programmer and requires extra knowledge of the various patterns and their characteristics, also during the transformation phase.

It might seem a good idea to go for the Union pattern in case of a simple inheritance with multiple subclasses in one generalization set, which leads to one discriminator, or to remove «GS» class when it is not needed, but after considering the listed negative effects or additional needs, sticking with the most powerful and flexible generalization set pattern is generally recommended in spite of its higher internal complexity.

V. Future Research and Related Problems

The obvious future work is implementation of the transformations in an MDA-enabled CASE tool and design the necessary transformations and code generation. The proposed transformations should be now encoded and verified by real-world practice on larger code bases. There are also topics for more theoretical research on the topic.

A. Interfaces Evolvability

In this paper, we evaluated the inheritance of OOP in terms of subclassing. Some object-oriented programming languages, for instance, Java, comes with a construct called interface and a relation implements. Implementing an interface is in some aspects similar to extending a class but it is more constrained. Although this construct is not generally used at the conceptual-level and is tied to implementation, possible future research could evaluate those differences and its relation to evolvability. Similarly, there are additional constructs such as traits (e.g., in Pharo [19]) or mixins (e.g., in Ruby [20]) that call for similar analysis. Their potential to serve similarly as multiple inheritance in some respects make them interesting for this purpose. However, as they seem not the mainstream of today’s OOP, we did not deal with them in the first case.

B. Automatic Transformation with Pattern Selection

In Section IV-F, we sketched an idea of patterns combination. If the selection is implemented in an automatic way and moreover, the API of the generated model is further abstracted so that it provides a unified approach for all the patterns, benefits of the patterns may be used without the pointed drawbacks. However, we are aware that this is a quite challenging task.

VI. Conclusion

In this paper, we briefly described and summarized terminology of inheritance in software engineering and the relation between inheritance on the conceptual level and its implementation in the source code. The possible patterns of implementing conceptual-level inheritance in OOP were introduced, evaluated, and compared in multiple aspects of evolvability. The implementation itself is shown to be non-trivial and there are more options suitable for different cases. Further verification of our contribution on real-world use cases is desirable as follow up in this research. During the work, we have encountered multiple related important questions and problems and suggested future research.
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Abstract—A firewall is an essential network security component. The firewall rule base, the list of filters to be applied on network traffic, can have significant evolvability issues in a context where companies consider their firewall as complex. Whereas sufficient literature exists on how to analyze a rule base which is running out of control, little research is available on how to properly construct a rule base upfront, preventing the evolvability issues to occur. Normalized Systems (NS) theory provides proven guidance on how to create evolvable systems. In this paper, NS is used to study the combinatorics involved when creating a firewall rule base. Based on those combinatorics, an artifact (method) is proposed to create a firewall rule base which has evolvability in its design.
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I. INTRODUCTION

Firewalls are an essential component of network security. They have been protecting network connected resources for over 25 years and will continue to do so for the next decades [14] [15]. Initially, firewalls were used to protect a company against threats coming from the outside (i.e., the “evil Internet”). This is referred to as filtering North-South traffic [20]. But security breaches are not only caused by access through the Internet. A significant portion of security breaches are caused from within the company network [18] where hacks have become more sophisticated. Getting a foothold on one resource on the internal network and from there on hopping between resources, is a known hacking strategy against which filtering North-South traffic offers no protection. For this reason, protecting the network connected resources from internal traffic, referred to as East-West traffic [20], is gaining ground.

Networks are becoming more and more complex: they often contain multiple firewalls, which protect multiple network segments. The rule base of those firewalls (i.e., the definitions of which traffic is allowed or not) is becoming equally complex, up to the point where it becomes almost unmanageable. In a survey organized by Firemon [13], 73% of survey participants stated that their firewall ranges from “somewhat complex” to “out of control”. Further, complexity is the challenge which was ranked the highest for firewall management [14] [15].

The firewall rule base is a classic example of a system that needs to evolve over time. It starts with one firewall, and two network segments and filtering rules between them. As the network grows, the number of resources connected to the network grows, the number of services offered on the network grows and the number of security threats grows. The resulting firewall rule base will enlarge dramatically. This evolution will at some point result in a rule base where normal changes (i.e., the addition of a rule or the removal of a rule) result in unforeseen side effects. Those effects are proportional to the size of the rule base: the bigger the system (rule base), the worse it gets [14].

Normalized Systems (NS) theory [23]–[27] studies combinatorics in modular systems and provides a set of theorems to design modular systems exhibiting ex-ante proven evolvability. Here, the goal is to avoid so-called combinatorial effects (CE). CE’s are impacts which are proportional to the type of change as well as the size of the system to which the change is applied. When all modules of a system respect the NS theorems, the system will be free of such CE’s. At that point, the system can be considered stable under change with respect to a set of anticipated changes (such as adding and removing components from the system).

There are multiple vendors which sell tools to analyze a firewall rule base and can even be used to simplify it (e.g., Firemon, Tufin, Algosec). Some academic research on such analyses is available as well. Both industry and academics seem to focus on improving existing rule bases. However, a more ambitious objective would be to avoid this type of problems upfront through the deliberate design of the rule base and incorporate evolvability by design.

This paper will study the combinatorics involved in the firewall rule base. We will propose an artifact (a method), which translates the general NS theorems into a set of firewall rule base principles. When applied, this will result in an ex-ante proven evolvable (free of CE) rule base with respect to the addition and removal of rules to the firewall rule base.

The paper uses a Design Science approach [28] [29]. Therefore, Section 2 starts with explaining some firewall basics and explains the evolvability issues of a firewall rule base. In Section 3, the artifact goals and design are described. Different changes will be applied on a rule base created with the artifact to demonstrate the evolvability in Section 4. In Section 5, the artifact is evaluated based on the demonstration. Section 6 includes a literature review to link the newly created artifact with existing work, and points out the weaknesses of the artifact which also includes some suggestions for future research. Finally, our conclusions are offered in Section 7.

This paper elaborates on earlier research [27], where the
applicability of NS for IT infrastructure systems was being explored. The current paper focuses on a practical case where NS and domain specific knowledge on firewalls are combined resulting in a design strategy for an evolvable firewall rule base.

II. General Background and Problem Description

In this section, some fundamental concepts about firewalls will be explained, followed by a summary of the issues regarding the evolvability of a firewall rule base. The section continues with explaining the notion of firewall group objects, their value and related issues, and finishes with a brief explanation of the “Zero Trust” concept, which is one of the design objectives of the envisioned artifact.

A. Firewall Concepts

An IPv4 TCP/IP based firewall can filter traffic between TCP/IP network connected resources based on Layer 3 (IP addresses) and 4 (TCP/UDP ports) information of those resources [21] [22]. The firewall must be in the network path between the resources. Filtering happens by making use of rules. A rule is a tuple containing the following elements: <Source IP, Destination IP, Destination Port, Protocol, Action>. IP stands for IP address and is a 32 bit number which uniquely identifies a networked resource on a TCP/IP based network. The rule is evaluated by the firewall, meaning that when it sees traffic coming from a resource with IP address = <Source IP>, going to resource = <Destination IP>, addressing a service listening on Port = <Destination port>, using Protocol = <Protocol>, then the firewall will perform an action = <Action>. The action can be “Allow” or “Deny”.

A firewall rule base is a collection of order-sensitive rules. The firewall will evaluate all inbound traffic against the ordered rule base, starting at the top of the rule base until it encounters the first rule that matches the criteria (Source, Destination, Destination Port, Protocol) of the traffic, and perform the action as specified in the rule it hits. In a firewall rule, <Source IP>, <Destination IP>, <Destination Port> and <Protocol> can be one value or a range of values. Protocol can be TCP or UDP. In the remainder of this document, the notion of protocol is omitted as it can be included in the Port variable (for example TCP port 58 or UDP port 58).

B. Firewall Evolvability Issues

A typical firewall rule base might become complex over time and consist of many different rules that can have different types of relations with regard to each other. In [2], the following relations are defined between rules:

- **Disjoint**: Two rules R1 and R2 are disjoint, if they have at least one criterion (source, destination, port, action) for which they have completely disjoint values (no overlap or match).
- **Exactly Matching**: Two rules R1 and R2 are exactly matched, if each criterion (source, destination, port, action) of the rules match exactly.
- **Inclusively Matching**: A rule R1 is a subset, or inclusively matched to another rule R2, if there exists at least one criterion (source, destination, port, action) for which R1’s value is a subset of R2’s value and for the remaining attributes, R1’s value is equal to R2’s value
- **Correlated**: Two rules R1 and R2 are correlated, if R1 and R2 are not disjoint, but neither is a subset of the other.

Exactly matching, inclusively matching and correlated rules can result in the following firewall anomalies [2]:

- **Shadowing Anomaly**: A rule R1 is shadowed by another rule R2 if R2 precedes R1 in the policy, and R2 can match all the packets matched by R1. The result is that R1 is never activated.
- **Correlation Anomaly**: Two rules R1 and R2 are correlated if they have different filtering actions and R1 matches some packets that match R2 and R2 matches some packets that R1 matches.
- **Redundancy Anomaly**: A redundant rule R1 performs the same action on the same packets as another rule R2 so that if R1 is removed the security policy will not be affected.

A fully consistent rule base should only contain disjoint rules, as in that case, the order of the rules in the rule base is of no importance and the anomalies described above will not occur [2] [8]–[12]. However, due to a number of reasons such as unclear requirements, a faulty change process, lack of organization, manual interventions and system complexity [13], the rule base will include correlated, exactly matching and inclusively matching rules. Combined with the order-sensitivity of the rule base, changes to the rule base (the addition or removal of a rule) can result in unforeseen side effects. To be confident that a change will not introduce unforeseen side effects, the whole rule base needs to be analyzed. Therefore, the effect of the change is proportional to the change and the size of the system, being the complete rule base. According to NS, this is a CE. As a result, a firewall rule base containing rules other than disjoint rules, is unstable under change.

C. Firewall Group Objects

A rule base which is made up of IP’s as Source/Destination and port numbers is difficult to interpret by humans. It is just a bunch of numbers. Modern firewalls allow the usage of firewall objects, called groups, to give a logical name to a source, a destination or a port, which is more human friendly. Groups are then populated with IP addresses or ports. Groups can be nested.

Although it should improve the manageability of the firewall, using groups can easily result in the introduction of exactly matching, inclusively matching or correlated rules.

**Example:** “Group_Windows_APP” and “Group_Windows_APPS” could be two groups with each contain the IP addresses of all Windows Application Servers. The second group may have been created without knowledge of the existence of the other [13], introducing exactly matching rules. The group memberships may start to deviate from each other, introducing correlated or inclusively matching rules, which could lead to anomalies in the rule base. The group structure must be well designed to avoid this.

D. Zero Trust

In [18] [19] [20] Forrester advocates the usage of a Zero Trust model:

- Ensure all resources are accessed securely, regardless of location and hosting model,
• Adapt a “least privilege” strategy and strictly enforce access control,
• Inspect and log all traffic for suspicious activity.

The working assumption in the case of protecting network connected resources, is that all traffic towards those resources is considered a threat and must be inspected and secured. A network connected resource should only expose those services via the network which are minimally required and each network connected resource should only be allowed access to what it really needs.

III. CREATING AN ARTIFACT FOR AN EVOLVABLE RULE BASE

Based on the analysis of the problem space in the previous section, the objective is:
• To create a rule base compliant with the “Zero Trust” concept.
• To create a rule base which only contains disjoint rules.
• To create a rule base making use of firewall group objects to improve readability and manageability.
• To create a rule base which is evolvable with respect to the following anticipated changes: the addition and removal of rules.

NS will be used to structure this evolvable rule base.

In order to obtain this goal, this section starts with the investigation of the modular structure of a firewall rule base and is followed by a discussion of the issues which surface when the modular structure is instantiated. The section continues with a set of formal definitions of the firewall rule base components, from which the combinatorics are derived when creating a firewall rule base. Based on these combinatorics, the design rules for the evolvable rule base are distilled and translated into the actual artifact.

A. Modular structure of the rule base

A rule base is the aggregation of rules. A rule is the aggregation of: Source, Destination, Service and Action. Source is the aggregation of Clients requiring services. Destination is the aggregation of Hosts offering services. Service is the aggregation of Ports (combination of port number and protocol) which compose a service. Figure 1 represents the implicit modular data structure of a rule base in a firewall. Implicit because firewall vendors do not publish the internal data structure they use, but based on the input one needs to enter a rule in the rule base. Therefore, we assume that the model is a sufficient representation of a firewall rule base. In NS terms, the modular structure would be considered as evolvable when “Separation of Concern” is respected, as the theorems “Separation of State” and “Data and Action Version Transparency” are not relevant. As each of the mentioned modules seems to be focused on one concern, one tends to conclude that the design of a rule base can be considered as stable under change.

B. Module instantiation

If the modular structure of the rule base seems to be stable under change, then where does the problem of non-evolvable rule bases come from? In this respect, it is important to be aware of the fact that a firewall rule base is an order-sensitive system. More specifically, each instantiation of a rule must be given the correct place in the rule base or the rule will have an impact on existing rules (see Section II). Due to this, there are evolvability issues at the level of the instantiations of the modular structure. Indeed, it seems that in some specific situations—certain evolvability issues of a modular structure only show up at runtime. Therefore, it is interesting to look at the application of the NS theorems at this instantiation level as well. In the context of this research, this would mean that we need to look whether the addition or removal of instantiations (of rules) can result in CE’s and thus evolvability issues making an operational system unmanageable. Here, eliminating the order-sensitivity of the rule base is the key to the problem. In order to do this, the rule base can only contain disjoint rules. Disjoint rules have no coupling with other rules, and are thus compliant with the “Separation of Concern” theorem of NS.

C. Formal definitions of rule base components

Let N represent a Layer 4 TCP/IP based network, in which 2 groups of network connected resources can be defined:
• The hosts, providing network services via TCP/IP ports.
• The clients, requiring access to the services offered by the host.

The network contains a firewall with configuration F, which is configured in a way that only certain clients have access to certain services on certain hosts. The “Zero Trust” principle should be applied, meaning that clients have only access to those services on hosts to which they have been given explicit access.

Let Port represent a Layer 4 TCP/IP defined port.
• Port.name = the name of the port.
• Port.protocol = the layer 4 TCP/IP protocol, being one of the following two values: TCP or UDP.
• Port.number = the number of the port, represented as an integer ranging from 1 to 2^{16}.
Let $P$ represent the list of Ports, of length $= p_j$.
- $P[1] ... P[p_j]$.
- $P[j]$ contains a Port.
- $1 \leq j \leq p_j$.

Let Service represent a network service accessible via a list of layer 4 TCP/IP ports.
- Service.name = name of the service.
- Service.ports = list of ports = $P$.

Let $S$ represent a list of Services, of length $= s_j$.
- $S[1] ... S[s_j]$.
- $S[i]$ contains a Service.
- $1 \leq i \leq s_j$.

Let Host represent a network host which provides services.
- Host.name = the Fully Qualified Domain Name (FQDN) of the network host.
- Host.IP = the IP address of the network host.

Let $H$ represent a list of Hosts, of length $= h_j$. The length of $H$ is a function of the network $N$.
- $H[k]$ contains a Host.
- $1 \leq k \leq h_j$.
- $h_j = f_h(N)$.

Let Client represent a network client that requires access to hosted services.
- Client.name = the FQDN of the network client.
- Client.IP = the IP address of the network client.

Let $C$ represent a list of Clients, of length $= c_j$. The length of $C$ is a function of the network $N$.
- $C[1] ... C[c_j]$.
- $C[i]$ contains a Client.
- $1 \leq i \leq c_j$.
- $c_j = f_c(N)$.

Let $R$ represent a firewall rule.
- $R$.Source = a list of Clients $Cs$ of length $= c_{sj}$, where
  - $1 \leq c_{sj} \leq c_j$.
  - $Cs \subseteq C$.
- $R$.Destination = a list of Hosts $Hd$ of length $= hd_j$, where
  - $1 \leq hd_j \leq h_j$.
  - $Hd \subseteq H$.
- $R$.Ports = a list of Ports = a Service $Sp$
  - where $Sp \in S[s_j]$.
- $R$.Action = either “Allow” or “Deny”.

Let $F$, representing a list of rules $R$ of length $= f_j$, be the ordered firewall rule base $F$.
- $F[1] ... F[f_j]$.
- $F[m]$ contains a firewall rule $R$.
- $1 \leq m \leq f_j$

$F$ is order-sensitive. If $Rx$ is a firewall rule at location $y$ in $F$, then the behavior of the firewall can be different if $Rx$ is located at position $z$ instead of $y$, where $z:1 \rightarrow f_j$ and $z \neq y$. Whether or not the behavior is different depends on the relation $Rx$ has with the other rules of $F$.

### D. Combinatorics

1) Ports: Port numbers are represented by 16 bit binary number and thus go from 1 to $2^{16}$. Assuming that only TCP and UDP protocols are considered for OSI Layer 4 filtering, the possible number of values for Ports is equal to $2 \cdot 2^{16} = 2^{17}$.

2) Services: $S$ is the list of all possible services delivered via all ports exposed on the network $N$. $s_{max}$ is the largest possible list of services, with length $= s_{j_{max}}$, in which all possible combinations of possible $P$orts are being used, where

$$s_{j_{max}} = \sum_{k=1}^{2^{17}} \binom{2^{17}}{k}$$

3) Hosts: The size of the list $H$, $h_j$, is function of the network $N$ and expressed as $h_j = f_h(N)$. $h_{max}$ is the list of all possible lists of hosts which are part of $H$. The length of this list is $h_{j_{max}}$, where

$$h_{j_{max}} = \sum_{a=1}^{h_j} \binom{h_j}{a}$$

and where $h_j = f_h(N)$.

4) Services on Host: The maximum number of Hosts/Services combinations $= h_{j_{max}} \cdot s_{j_{max}} = \sum_{a=1}^{h_j} \binom{h_j}{a} \cdot \sum_{k=1}^{2^{17}} \binom{2^{17}}{k}$

5) Clients: The size of the list $C$, $c_j$, is a function of the network $N$, and expressed as $c_j = f_c(N)$. $c_{max}$ is the list of all possible lists of clients which are part of $C$. The length of this list is $c_{j_{max}}$ where

$$c_{j_{max}} = \sum_{a=1}^{c_j} \binom{c_j}{a}$$

where $c_j = f_c(N)$.

6) Rules and rule base: In a rule $R$,
- $R$.Source can contain any element of $c_{max}$.
- $R$.Destination can contain any element of $h_{max}$.
- $R$.Ports can contain any element of $s_{max}$.
- $R$.Action is the maximum number of action combinations, which is 2 (“Allow” or “Deny”).

The firewall rule base $F_{max}$ contains all possible rules which can be made with $c_{max}$, $h_{max}$, and $s_{max}$.

$$f_{j_{max}} = c_{j_{max}} \cdot h_{j_{max}} \cdot s_{j_{max}}$$

$$f_{j_{max}} = \sum_{a=1}^{c_j} \binom{c_j}{a} \cdot \sum_{a=1}^{h_j} \binom{h_j}{a} \cdot \sum_{k=1}^{2^{17}} \binom{2^{17}}{k}$$

The possible design space for a rule base is phenomenal. Multiple rules can deliver one particular required functionality. Choosing the right rule is a real challenge. As the network grows and $f_c(N)$ and $f_h(N)$ grow, choosing the right firewall rule from the design space becomes even more challenging. To gain control over the design space, it needs to be consciously reduced.
E. Designing an evolvable rule base

A rule will be made up of:

- $Cs$ representing the Source, where $Cs \subseteq C$.
- $Hd$ representing the Destination, where $Hd \subseteq H$.
- $Sp$ representing the Ports, where $Sp \subseteq S$.

Action is to be “Allow” as each rule in the rule base explicitly provides access to allowed services on allowed hosts.

- $R = (Cs, Hd, Sp, \text{“Allow”})$

Note that the last rule in the rule base $F$, $F[f]$ has to be the default deny rule ($R_{\text{default deny}}$) as, when no rule explicitly provides access to a service on a host, the traffic needs to be explicitly blocked.

- $R_{\text{default deny}}$.Source = ANY,
- $R_{\text{default deny}}$.Destination=ANY,
- $R_{\text{default deny}}$.Port= ANY,
- $R_{\text{default deny}}$.Action = “Deny”.

From Section II-B, it is known that:

- A Firewall rule base is order-sensitive.
- Different types of relations/coupling can exist between rules.
- If all rules are disjoint from each other, there is no coupling between the rules.
- If all rules are disjoint, the rule base is no longer order-sensitive.
- If a new rule which is added to the rule base is disjoint with all existing rules, the location of the rule in the rule base is not important.

If the whole firewall rule base needs to be checked to see if a rule is disjoint to all existing rules, a CE is being introduced. Introducing a new rule to, or removing a rule from the system should result in work which is proportional to the newly required functionality and not into work which has no logical link to the required functionality and which requires searching throughout the whole system (being the entire rule base). Or as NS formulates it: the impact of the change should be proportional to the nature of the change itself, and not with all existing rules, the location of the rule in the system to which the change is applied. Disjoint rules have no overlap in source or destination or ports.

This gives the following combinations:

- No overlap in sources - don’t care about destination and port overlaps.
- No overlap in destinations - don’t care about source and port overlaps.
- No overlap in ports - don’t care about source and destination overlap.
- No overlap in source-destination combination, don’t care about ports.
- No overlap in source-ports combinations, don’t care about destinations.
- No overlap in destination-ports combinations, don’t care about sources.
- No overlap in source-destination-port combination.

$Cs$ is $f_{s}(N)$ and $Hd$ is $f_{d}(N$). The network is an uncontrollable variable. Trying to find a way to structure $Cs$ and $Hd$ to allow for disjoint rules starting from this variable, will not yield to anything useful. On the other hand, $S$ represents the ports and is bound: the nature of TCP/IP limits the amount of possible ports and thus all port combinations. It thus makes sense to look for a way to guarantee that there is no overlap at port/service level.

Let us consciously restrict $S$ to $Su$, so that $Su$ only contains unique values.

$\exists ! Su[m]$ in $Su$.
$Su[u] \cap Su[v] = \emptyset$, where $u, v : 1 \rightarrow suj$, and $u \neq v$

If each service is represented by 1 port, $Su$ will contain $2^{17}$ elements, which is the max size of $Su$ in this restricted case.

The service $Su[m]$ can be delivered by many hosts.

Let $Hd_{Su[m]}$ represent the list of hosts which offer service $Su[m]$.

$Hd_{Su[m]} \subseteq Hd$ and $Hd_{Su[m]}[x]$ contains a single host.

$Hd_{Su[m]}$ contains unique and disjoint elements.

Combining hosts and services gives, $(Hd_{Su[m]}[x], Su[m])$ where $x:1 \rightarrow hdmj$, a list of tuples which are disjoint. This hold for all $m:1 \rightarrow hdmj$. At his point, all services and hosts who deliver the services, form tuples which are disjoint and can thus be used as a basis for creating an order independent firewall rule base. $Cs_{\text{su}}[x]$ is the list of clients which have access to service $Su[m]$, defined on host $Hd_{Su[m]}[x]$.

By using :

- $Su[m]$ where $m : 1 \rightarrow suj$, with $suj$-number of disjoint services offered on the network, for defining $R$.Port
- $Hd_{Su[m]}[x]$, $x : 1 \rightarrow hdmj$, with $hdmj$-number of hosts offering $Su[m]$, for defining $R$.Destination
- $Cs_{\text{su}}[x]$ being the list of clients requiring access to service $Su[m]$ on host $Hd_{Su[m]}[x]$, of length = $cjs$, for defining $R$.Source
- “Allow”, for $R$.Action
disjoint rules are being created, usable for an evolvable firewall rule base.

F. The artifact

What has been discussed in the previous section needs to be transformed into a solution usable in a real firewall. As discussed in Section II-C, firewalls work with groups. Groups can be used to represent the concepts discussed in the previous sections.

1) Starting from an empty firewall rule base $F$. Add as first rule the default deny rule $F[1]= R_{\text{default deny}}$ with

- $R_{\text{default deny}}$.Source = ANY,
- $R_{\text{default deny}}$.Destination=ANY,
- $R_{\text{default deny}}$.Port= ANY,
- $R_{\text{default deny}}$.Action = “Deny”.

2) For each service offered on the network, create a group. All service groups need to be completely disjoint from each other: the intersection between groups must be empty.

Naming convention to follow:

- $S_{\text{service name}}$,
- with $\text{service name}$ as the name of the service.

3) For each host offering the service defined in the previous step, a group must be created containing only one item (being the host offering that specific service).

Naming convention to follow:

- $H_{\text{host name}}S_{\text{service name}}$,
- with $\text{host name}$ as the name of the host offering the service
4) For each host offering the service from the first step, a client group must be created. That group will contain all clients requiring access to the specific service on the specific host.

**Naming convention to follow:**

- \( C_{\text{H-host.name}}S_{\text{service.name}} \)

5) For each \( S_{\text{service.name}}H_{\text{host.name}}S_{\text{service.name}} \) combination, create a rule \( R \) with:

- \( R.\text{Source} = C_{\text{H-host.name}}S_{\text{service.name}} \)
- \( R.\text{Destination} = H_{\text{host.name}}S_{\text{service.name}} \)
- \( R.\text{Port} = S_{\text{service.name}} \)
- \( R.\text{Action} = \text{“Allow”} \)

Add those rules to the firewall rule base \( F \).

The default rule \( R_{\text{default}} \) should always be at the end of the rule base.

By using the artifact’s design principles, group objects are created which form the building blocks for an evolvable rule base. Each building blocks addresses one concern.

If each service of \( Su \) is made up of only one Port, then the \( Su \) will contain maximum \( 2^{17} \) elements, resulting in maximum \( 2^{17} \) service groups \( S_{\text{service.name}} \) being created. For each host, maximum \( 2^{17} \) services can be defined, expressed in \( H_{\text{host.name}}S_{\text{service.name}} \) destination groups. According to the artifact, one rule per host and per service, must be created. This reduced the rule base solution space from

\[
2 \left( \sum_{a=1}^{c} \binom{a}{j} \right) \cdot \left( \sum_{a=1}^{h} \binom{h}{j} \right) \cdot \left( \sum_{k=1}^{2^{17}} \binom{2^{17}}{k} \right)
\]

where \( cj = fc(N) \) and \( hj = fh(N) \)

\[fj = hdj.suj = hdj.2^{17} + 1 \tag{8}\]

with \( hdj \) = number of hosts connected to the network.

\[hdj = fh(N)\]. The “+1” is the default deny rule \( R_{\text{default-deny}} \)

**IV. DEMONSTRATE ARTIFACT**

To demonstrate the artifact, we will investigate the effect of different changes on the rule base (add/remove rule) and the components making up the rule base (add/remove a service, add/remove a host, add/remove a client). We also show what happens if rules would be aggregated.

**A. Add and remove a rule**

Creating rules according to the artifact’s design principles, leads to rules which are disjoint from each other. Disjoint rules can be added and removed from the firewall rule base without introducing CE’s.

**B. Adding a new service to the network**

A new service is a service which is not already defined in \( Su \). The new services results in a new definition of a service being added to \( Su \). The artifact prescribes that a new group \( S_{\text{service.name}} \) must be created for the new service. The group will contain the ports required for the service. For each new host offering the service, the artifact prescribes to create a new group destination \( H_{\text{host.name}}S_{\text{service.name}} \), and an associated source group \( C_{\text{H-host.name}}S_{\text{service.name}} \). The destination groups are populated with only one host (the host offering the service), and the source groups are populated with all clients requiring access to the service on specific host. All building blocks to create the disjoint rules are now available. For each host offering the new service, a rule must be created using the created groups. No CE’s are being introduced during these operations. Adding the new rules to the rule base does not introduce CE’s (see Section IV-A).

**C. Adding a new host offering existing services, to the network**

A new host is a host which is not already defined in \( Hd \). The new host results in a new host definition being added to \( Hd \). The artifact prescribes that a new group \( H_{\text{host.name}}S_{\text{service.name}} \) must be created for each service delivered by the host and a corresponding source group \( C_{\text{H-host.name}}S_{\text{service.name}} \) must be created as well. The destination groups are populated by their corresponding host and the sources groups are populated with all clients requiring access to the service on that host. All building blocks to create the disjoint rules are now available. For each service offered by the new host, a rule must be created using the created groups. No CE’s are being introduced during these operations. Adding the new rules to the rule base does not introduce CE’s (see section IV-A).

**D. Adding a new host offering new services, to the network**

Combining Sections IV-C and IV-B delivers what is required to complete this type of change. The artifact prescribes that new service groups must be created for new services. An equal amount of destination groups needs to be created and each populated by the new host. An equal amount of source groups needs to be created and populated by the clients requiring access to one of the new services on the new host. All building blocks to create the disjoint rules are now available. For each combination (new host, new service) a rule must be created using the created groups. No CE’s are being introduced during these operations. Adding the new rules to the rule base does not introduce CE’s (see section IV-A).

**E. Adding a new client to the network**

Adding a new client to the network does not require the creation of new rule building blocks or the addition of new rules. The new client only requires to be added to those source groups which give access to the services it requires on the hosts it needs access to. No CE’s are being introduced during these operations.

**F. Removing a service from the network**

Let \( sr \) be the service which needs to be removed from the network. The name of the service is \( sr\text{name} = s\text{remove} \). The service is part of \( Su \). The group corresponding with \( sr \) is \( S_{\text{service.name}} \). The hosts offering the service correspond with the groups \( H_{\text{host.name}}S_{\text{service.name}} \). The clients consuming the service are defined in \( C_{\text{H-host.name}}S_{\text{service.name}} \). All building blocks to identify the rules which require removing from the rule base are now available. For each host offering \( sr \), the corresponding rule

- \( R_{\text{default-deny}}.\text{Source} = C_{\text{H-host.name}}S_{\text{service.name}} \)
- \( R_{\text{default-deny}}.\text{Destination} = H_{\text{host.name}}S_{\text{service.name}} \)
- \( R_{\text{default-deny}}.\text{Port} = S_{\text{service.name}} \)
- \( R_{\text{default-deny}}.\text{Action} = \text{“Allow”} \)

must be removed from the rule base. No CE’s are being introduced during these operations. Removing rules from the rule base does not introduce CE’s (see Section IV-A). The service \( sr \) needs to be removed from \( Su \) as well as the corresponding group \( S_{\text{remove}} \) in the firewall.
G. Removing a host from the network

Let hr be the host that needs to be removed from the network. The name of the host is hr.name=hremove. The host is part of H.d. There will be as much destination groups for hr as there are services offered by hr. They are defined by H remove_S_service.name. The same holds form the source groups, defined by C_H remove_S_service.name. All building blocks to identify the rules which require removal from the rule base are available. For each service offered by hr, the corresponding rule

- R_default delay-Source = C_H remove_S_service.name
- R_default delay-Destination=H remove_S_service.name
- R_default delay-Port= S_service.name,
- R_default delay-Action = “Allow”.

must be removed from the rule base. No CE’s are being introduced during these operations. Removing rules from the rule base does not introduce CE’s (see Section IV-A). The host hr needs to be removed from H.d and the corresponding groups H remove_S_service.name in the firewall, must be removed as well.

H. Removing a service from a host

Let sr be the services with sr.name=sremove, which needs removing from host hr with hr.name = hremove. The service is part of Su. The group corresponding with sr is S.sremove. The destination group for service sr on host hr, is H remove_S.sremove. The corresponding source group is C_H remove_S.sremove. All building blocks to identify the rule

- R_default delay-Source = C_H remove_S.sremove
- R_default delay-Destination=H remove_S.sremove
- R_default delay-Port= S.sremove,
- R_default delay-Action = “Allow”.

which require removing from the rule base are available. No CE’s are being introduced during these operations. Removing rules from the rule base does not introduce CE’s (see Section IV-A). The service sr does not need to be removed from Su and neither does the corresponding group as the service is till offered on other hosts.

I. Removing a client from the network

Let cr be a client that needs to be removed from the network. The client is part of Cs. Removing a client from the network does not require removing rules from the rule base. The client needs to be removed from the different source groups which provide the client access to specific services on specific hosts. If the services and hosts to which the client has access are known, then the source group from which the client needs to be removed, are known as well. If the services and/or hosts are not known, then an investigation of all the source groups is required to see if the client is part of the group or not. If part of the group, the client needs to be removed. The client also needs to be removed from Cs. Determining if a client is part of a source group can be considered as a CE as all source groups require inspection. This will further be elaborated upon in Section VI.

J. The impact of aggregations

When following the prescriptions of the artifact, many groups and rules will be created (see Section V for more details). The urge to aggregate and consolidate rules into more general rules, will be a natural inclination of firewall administrators as a smaller rule base will be (wrongfully) considered as a less complex rule base. However, any form of aggregation will result in loss of information. It is because the artifact consciously enforces fine-grained information in the group naming and usages, that disjoint rules can be created and the “Zero Trust” model can be enforced. If due to aggregations it can no longer be guaranteed that rules are disjoint, then a CE-free rule base can no longer be guaranteed either. Aggregation will also lead to violations of the “Zero Trust” model.

We provide 2 examples of aggregations.

Aggregation at service level: all hosts offering the same service are aggregated into one destination group. Such an aggregation excludes the possibility of specifying that a client needs access to a specific service on a specific host. A client will have access to the service on all hosts offering the service, desired or not. In such a configuration, “Zero Trust” can no longer be guaranteed. As long as the services on the network are unique, so will be the port groups. Rules will stay disjoint and the rule base CE-free. The moment that one starts combining “Zero Trust” and non “Zero Trust” rules, non-disjoint rule will pop-up and the rule base can no longer be guaranteed to be CE-free.

Example: if for some reason, it cannot be allowed that a client has access to the service on all hosts and a special service group is being created (no longer disjoint with the existing service group) with a special associated destination group (no longer disjoint with existing destination groups), the rule created with those groups is not disjoint with existing rules in the rule base and the effect of adding this rule to the rule base is no longer guaranteed CE-free.

Aggregation at host level: all services offered on a host, are aggregated into one host-bound port/service group. Such an aggregation excludes the possibility of specifying that a client needs access to some of the services on the host. A client will have access to all services defined on the host, desired or not. In such a configuration, “Zero Trust” can no longer be guaranteed. As long as the destination groups are unique, disjoint rules can still be created. The moment that one starts combining “Zero Trust” and non “Zero Trust” rules, non-disjoint rule will pop-up and the rule base can no longer be guaranteed CE-free.

Example: if for some reason, it cannot be allowed that a client has access to all services on the host and a special service group is being created (no longer disjoint with existing service groups) with a special associated destination group (no longer disjoint with existing destination groups), the rule created with those groups is not disjoint with existing rules in the rule base and the effect of adding this rule to the rule base is no longer guaranteed CE-free.

V. Evaluation

The previous section demonstrates that, when applying the artifact, the rules are guaranteed to be disjoint and adding and removing such rules has no unwanted side effects on the existing rule base. Such a rule base will be fine-grained (i.e., having many rules). One might consider this as an important drawback from using such an approach as the idea of a fine-grained structure is often considered as a complex one (but this
does not necessarily have to be the case). Some operations on rules may indeed result in CE’s at group level, such as adding and removing a client from the network. In Section VI, this will further be elaborated upon. Aggregations will violate the “Zero Trust” constraint. Combining aggregation and non-aggregation based rules results in non-disjoint rules and CE’s at rule base level. “Zero Trust” has been defined at host level but one can imagine a setup where “Zero Trust” is defined at another level such as VLAN’s. A VLAN is a section of the network with a continuous IP range (for example 10.10.10.1 till 10.10.10.254). In such a setup, instead of “specific service on a specific host”, the “Zero Trust” could become a “specific service on a specific VLAN”. If in Section III, H would be replaced by V, the list of VLAN’s, and the content of V could be used to create destination groups. V_vlan.name_S_service.name with source groups C_V_vlan.name_S_service.name, the building blocks would be created for disjoint rules respecting a “Zero Trust” at VLAN level model. The artifact would still be applicable and the resulting rule base would be smaller (and less fine grained). An evolvable rule base is possible as long as one sticks to a defined level of “Zero Trust” and one does not start mixing up different levels of “Zero Trust”. From the moment one starts mixing different levels, evolvability can no longer guaranteed.

VI. DISCUSSION

By means of discussion, we will cover three items. First, we will provide a short literature review to position our research with respect to earlier contributions found in literature. Second, we will reflect on the nature of the CE’s which are still present when applying our proposed artifact. And third, we will highlight some opportunities for future research.

A. Literature review

The academic literature about firewalls can be divided into 3 groups. The first group (published roughly before the year 2000) focuses on the performance of the firewall and the hardware used to perform the actual package filtering. The second group (published roughly between 2000 and 2006) focuses on the complexity and issues with the rule base of the firewall. The third group (published roughly after 2006) focuses on the firewall in a Software Define Network (SDN) context, where distributed firewalls and software defined firewalls are used. As this paper focuses on the complexity and issues related to the firewall rule base, the following literature review will only focus on the second group of papers [1]–[12]. Next to academic papers, reports from Forrester and white papers from industry leaders were used as well [13]–[20]. Those reports include surveys which give information on the current state-of-affairs. One might think that, because academic publication about rule base issues have diminished after 2006, the problem is solved. However, the surveys provide a different view. Companies are still struggling with their firewall [13]–[20]. This can be due to the “knowing-doing” gap or because the issue is not fully resolved.

Most papers start by stating that there is a problem with the firewall rule base because of:

- **Size of the rule base issues**: a large rule base is considered complex [3] [7] [9] [10] [13].
- **Error and anomalies issues**: A rule base is error-prone due to complexity and manual interventions [2] [3] [10], [13]–[20] and can contain firewall rule conflicts or anomalies [1] [21] [3] [6] [8]–[10] [12] [13] [16].

The “Translation-issue” is tackled by proposing tools which could translate high level security concepts into low level firewall rules. FANG [6], FIREMONT [3], LUMETA [5] are artifacts proposed and described, which help translating high level security requirements into a low level firewall rule base. There are however no guarantees that these tools deliver a small and simple firewall rule base free of anomalies [3]. Companies such as TUFIN, ALGOSEC, FIREMON, VMWare also deliver commercial tools which claim to help managing the complexity of network security. The tools do not prescribe, neither enforce how a rule base should be created in order to be free of anomalies and exhibit evolvability.

The “Size of the rule base issue” is not treated as an issue related to the stability of a system under change. To the best of our knowledge, most contributions do not focus on this point, whereas it is a corner stone of NS. The different artifacts all start with ideas similar to “For each rule in the firewall, do the following …”. One might consider such an approach as a CE in itself. There is attention to reducing the rule base to a minimum list of rules, which still answer to the filtering requirements. The motivation for this “reduction of the rule base” is performance, although in [3] it was suggested that the actual size of the rule base is not related to the way in which the hardware actually applies the rules. This suggests a decorrelation between the size of the rule base and the firewall performance. If this would be the case, why bother about the reduction of the size of the rule base? Further research of the literature and real-life measurements are required to clarify this point.

Looking at the combinatorics of Section III-D, the design space is enormous. By applying the artifact, there is a conscious reduction of the design space. But the size of the rule base is still large as for each combination (host, service) a rule must be created in the rule base.

\[ 2^{17}.hdj \quad (9) \]

The maximum number of services is \(2^{17} = 131.075\). However, in reality this number will never be reached. A sample in Engie (a multinational and world leader in energy services) on 100 servers revealed that on average 39 services are exposed. The standard deviation in the sample is 14. It can be stated with a statistical probability of 98% that a host exposes less then 67 services. The sample was taken from a population of 1000 servers. Those 1000 servers are currently protected by about 890 firewall rules. If the artifact would be applied, it would mean implementing 67.000 rules. However, at Engie, a “Zero Trust” model at host level is not applied. Instead, a “Zero Trust” at VLAN level (see Section V) is present. If the realistic assumption is a made that the 1000 server are spread over 20 VLAN’s, it would mean that 20 x 67 = 1340 rules are required for an evolvability rule base. This would mean 50% more rules to gain full evolvability.

Applying the artifact will probably imply a larger rule base and...
there may be worries about performance. It should be noted that a firewall vendor such as CheckPoint, suggests to put the rules which are most frequently hit (and applied) at the top of the firewall table. In a rule base which is order-sensitive, one could monitor the firewall and see which rules are hit most and move those rules around without having to worry of the potential impact on other rules. Doing this dynamically would even be more powerful as the firewall would be able to reorganize his rules according to the traffic of the day.

The “Error issue” due to complexity and manual intervention is recognized and confirmed in recent surveys [13]–[20]. The academic papers focus more on the technical root causes of the errors, being the anomalies in the rule base. Over time, the definitions of the types of anomalies, their formal definition and proof, have evolved and resulted in a definition of how a firewall rule base should look like in order to remain stable under change: a firewall rule base should only include disjoint rules ( [2], [8], [9], [10], [11], [12] ). Artifacts have been put forward [2] [3], [7]–[9], [12] which allow to scan the rule base for non-disjoint rules and make them disjoint if required. The same artifacts allow to assess the impact of adding a new rule and adjusting the rules in such way that the rule base only contains disjoint rules. However, each time a rule is entered, the whole rule base needs to be scanned to detect potential anomalies between the existing rule base and the new rule. The effort of making a change to the system is thus proportional to the size of the system.

The literature review shows that the problems related to the firewall rule base are well known and the necessary condition to keep the rule base under control (i.e., having disjoint rules) is also known. However, clear architectural guidance on how to create a disjoint rule base as of the moment of conception, is lacking. It is exactly this architectural guidance, making use of NS, which is the main contribution of this paper. By structuring the rules in such a way that they are always disjoint, one can add and remove rules without having to analyze the rule base (source of CE) or worry about unforeseen side effects of the change.

B. Remaining CE’s

The artifact proposed in the paper is not completely free of CE. The evaluation has shown that there is are CE’s at the level of groups. However, these CE’s are not related to the technical coupling within the rule base but due to the size and topology of the network. The bigger the network, the more objects and rules. Such CE’s are considered acceptable given that:

- The actions leading to the CE can be automated (search for, or through, groups)
- The CE is predictable and is the logical effect of the change which needs to be applied (remove a client = look in all groups where the client is present)

CE’s which cannot be automated because their impact is not predictable are not acceptable as there is no logical link between the change and the extra work one needs to do to implement the change. For example, the addition of a rule to activate a service on the network that would require the inspection of the whole rule base to find conflicting rules (not related to the newly activated service) would be considered as an unacceptable CE. Remark that the proposed artifact facilitates the removal of such unacceptable CE’s.

C. Future research

Applying the artifact to create the rule base in a manual way, is highly inadvisable. The risk of introducing errors is too large. NS at the software level advocates the use of expanders, which will automate the creation of a skeleton code structure which has ex-ante proven evolvability. A similar expander should be built for the proposed artifact. The expander would enforce the application of the naming conventions and the disjoint rules, thus automatically enforcing the architectural principles. Future efforts could be invested in building a tool which would enforce the artifact on a firewall rule base. Like many of the tools discussed in literature, creating a system (with the desired configuration) which is positioned in parallel to the existing firewalls (which can later on be pushed towards the actual production firewall) is the most likely approach to apply.

The artifact currently focuses on a single firewall implementation. The same concept could now be investigated in a context where the network has multiple firewalls. How would this affect the rule base and which part of the rule base goes to which firewall? One could even consider a distributed firewall in a software defined setup. For this purpose, the concepts behind the proposed artifact should be extended towards distributed firewalls and software defined firewalls.

Because the consulted literature did not contain conclusive information on the impact of the size of the rule base on firewall performance, further literature review on this topic is required.

VII. Conclusion

Firewall rule bases are typically non-evolvable systems. Tools and literature exist on how to show and potentially reduce the complexity and conflicts in firewall rule bases, but practical guidance on how to make a rule base which has proven evolvability by design, is lacking. Using the NS paradigm and domain specific knowledge, we have proposed an artifact which has the desired evolvability for a firewall rule base. The most important drawback of the resulting rule base could be the size due to its fine-grained structure, although this should be further analyzed in future research efforts.
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Abstract—The development of the Internet of Things (IoT) is an important evolution for current businesses. The field of IoT is maturing and best practice solutions are emerging. However, as organizations are confronted with increasing and faster changes in their environment, applications using IoT should be able to adapt and evolve accordingly. This paper assesses the ability to implement changes in best practice IoT applications, using Normalized Systems Theory as a theoretical basis. Subsequently, a new architecture addressing some identified evolvability issues is proposed. In contrast to existing prescriptive work focusing on the interoperability and standardization of IoT applications, this paper evaluates design choices from the perspective of the ability to evolve.
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I. INTRODUCTION

Internet of Things (IoT) envisions a network of connected physical objects allowing the exchange of data. It is generally seen as a promising evolution in the current and future business landscape, with a strongly increasing impact (in terms of the number of connected devices and business spending) [1]. An increase in the number of IoT applications, their criticalness for organizations and the number of devices they are relying on, give rise to challenges regarding scalability and implemention of changes resulting from additional requirements. Consequently, it is of major importance that the design of IoT applications allows to cope with future requirements (and the modifications they imply).

This paper uses Normalized Systems Theory (NST) to assess the evolvability of design decisions concerning IoT applications. NST is a theory which provides prescriptive guidance on how to design evolvable software architectures and, more generally, modular structures. Considering IoT applications as modular structures (consisting of a set of applications, devices, etc.), we argue and demonstrate that NST can be applied in this context. It is asserted that the current best practice architecture, whereby organizations typically make use of a one-stop vendor solution for data collection, storage and processing, offers limited evolvability. Afterwards, an enhanced IoT architecture, which addresses the identified problems, is proposed. In this new architecture, the different data-related activities are separated and organizations will experience an increased flexibility to implement changes. In contrast to existing prescriptive work, mainly focusing on interoperability and standardization issues, this paper approaches the design problem of IoT applications from their potential to adapt.

The remainder of this paper is structured as follows. In Section II, an overview of related work is given. Section III explains how IoT applications can be seen as modular structures subject to change. Afterwards, Section IV presents and evaluates the current best practice IoT architecture. Section V proposes an enhanced architecture from an evolvability point of view and Section VI discusses the result. Finally, Section VII concludes and offers avenues for future research.

II. RELATED WORK

This paper focuses on IoT and its current best practice solutions, and uses NST to analyze them. Therefore, this section briefly summarizes related work regarding each of these concepts.

A. Internet of Things

The International Telecommunication Union [2] defines IoT as “a global infrastructure for the Information Society, enabling advanced services by interconnecting (physical and virtual) things based on, existing and evolving, interoperable information and communication technologies” (p. 1). The potential applications of IoT span many industries, including logistics, healthcare, manufacturing etc., with a varying focus on enterprises, governments and consumers [3][4].

The first use of the term ‘Internet of Things’ is attributed to Kevin Ashton [5], who argued that computers were too dependent on information input from humans. Instead, he advocated a shift towards data gathering by ‘things’. In order to achieve this goal, physical objects should be equipped with sensors and radio-frequency identification (RFID) technology. Although the term IoT was new then, earlier contributions demonstrated comparable ideas including a Coke machine connected to the Internet in 1982 [6] or visions on ubiquitous compution [7] in which computers would amalgamate in the environment and their actual power would originate from the connection between devices. More recently, Mattern and Floerkemeier [8] described IoT as a situation wherein the existing Internet is extended into reality through the embrace of everyday physical objects. Various IoT definitions exist having an alternating focus between the connected things, the Internet-related aspects and the semantics of the information [9]. Overall, the focus has shifted from merely identifying and monitoring physical things towards smart objects that autonomously perform computer tasks.

From a business perspective, IoT is often seen as a potential way of capturing, communicating, and processing data in more advanced ways and the ability to perform advanced analytics or provide enhanced cloud services with a vast impact on current business models [10][11]. Recently, a multitude of IoT platforms was developed allowing companies and governments to create IoT applications [12]. These platforms typically make use of the cloud to store the gathered data [4]. It is
B. IoT architectures and their challenges

Existing research on IoT architectures mainly focuses on the interoperability issues and standardization of technology. For instance, Sethi and Sarangi [14] provide an overview of different IoT architectures. First, a layered architecture classifies the different IoT aspects on the basis of protocols (Perception, Transport, Processing, Application and Business). Second, cloud and fog based architectures take systems architectures as a starting point. Third, Social IoT attempts to mimic human social relationships in the IoT architecture. They stress the importance of middleware for data storage, analysis and processing. This middleware should abstract hardware details for programmers. In this context, they refer to a middleware platform as an appropriate solution to connect things and applications. As already stated, the use of cloud platforms within IoT architectures has become common practice.

Schmid et al. [15] also recognize the trend towards IoT platforms and argue that these platforms themselves should be interoperable in order to create IoT ecosystems comprising different industries. The BIG IoT Architecture is proposed as a solution, where IoT resources such as data or functions are offered in a standardized way on a marketplace. This marketplace offers application programming interface (API) endpoints for customers and providers and, thus, makes it possible for IoT services to operate with combined forces. Figure 1 provides a simplified overview of the BIG IoT Architecture. From left to right, a distinction is made between the customers, the market place and the providers. Although the proposed architecture consists of several other components as well, we only focus on a high-level overview in the context of this paper.

![Simplified BIG IoT Architecture](image1)

Figure 1. Simplified BIG IoT Architecture.

![Simplified semantic IoT architecture](image2)

Figure 2. Simplified semantic IoT architecture.

Desai, Sheth, and Anantharam [16] see a similar challenge for IoT architectures. However, each domain can have a different standardized architecture and data model. In order to ensure the cooperation between multiple domains, standardization is required. Therefore, a semantic gateway is presented as a solution for the integration problem. The gateway aggregates annotated sensor data and connects with other physical things and (cloud) IoT services. The data annotation is realized by standard ontologies created by the semantic web community. A simplified overview of this semantic IoT architecture is shown in Figure 2. The gateway in the middle connects the IoT devices on the left side with the offered services on the right side.

Both examples provide a similar approach to encourage interoperability between different domains and their platforms: an intermediate agent ensures integration between things and IoT (cloud) services. Both approaches consider standardization as the primary challenge regarding interoperability, which the marketplace and semantic gateway each attempt to address.

Some authors within literature mention the evolvability of IoT applications as a relevant challenge. For instance, Weiser [7] pointed at the inability of existing operating systems to cope with changing hardware and software configuration. Wortmann and Flüchter [17] stated that being able to modify business models to IoT has become crucial and expressed the need for new design principles for applications to cope with updates of connected devices. Porter and Heppelmann [18] emphasized that organizations will be faced with continuously evolving IoT standards. Furthermore, the scalability of IoT applications is by many authors considered an important challenge [8][9][17]. A very specific and interesting situation was sketched by Priyantha et al. [19]. They investigated interoperable networks of sensors exposed to change and argued that current sensor-nets are not able to persist when new sensors with different protocols are added, possibly from different manufacturers. They provide two guidelines for IoT application design. First, sensors should be restricted to only generate structured data in order to be understandable for applications. Second, a programmatic description of the sensor’s functionalities is prescribed. When sensors can be accessed in a structured way and programmatically by, for example, web services, the sensor-net is able to cope with newly added sensors and is, therefore, evolvable. It is stated that these findings are in line with the trend towards standardization in order to increase interoperability.

Clearly, the issue on how to provide an IoT architecture which ensures interoperability and allows for evolvability is considered relevant, challenging and open to further improvement.

C. Normalized Systems Theory

Originating from the field of software development, NST provides a number of design theorems that allow for the construction of evolvable software systems [20]. The theory is based on the domain of systems theoretic stability. Evolvability is seen by NST as the property of a software system that the impact of a change is not related to the size of the system. Assuming that the size of a software system is ever-increasing, this can be translated into Bounded Input Bounded Output (BIBO) stability.

Afterwards, NST has been formulated in a more general way, claiming that it can be applied to modular systems in general. According to the theory, every module should only contain one concern or change driver (Separation of Concerns or SoC), the use of a module by another module during its operation should be separated by a state (Separation of States or SoS), and a module used by or using other modules should be modifiable without impacting the others (Version Transparency or VT). It is shown that a violation of these theorems implies that a change of one module may impact other modules, coined as combinatorial effects. Since these effects depend on the size of a system, these are considered
harmful for future evolvability.

As the IoT environment is evolving and new applications in different domains are being developed, it is plausible to apply NST to this technology in order to evaluate the ability to cope with changes. Given the expected increase in the number of connected devices and applications, the idea of maintaining stability (i.e., an impact which is not dependent on the number of devices and applications) will only become of higher relevance.

III. AN IoT APPLICATIONS AS AN EVOLVING MODULAR STRUCTURE

An IoT application typically consists of several components or modules. As the purpose of IoT is to connect physical things, these things are building blocks of an IoT application. The connected physical things are referred to as the IoT devices. The data gathered by each IoT device have to be processed and stored. One way to achieve this is by building internal applications. Another often more cost-effective way is to outsource this responsibility to (cloud) platforms. The internal business applications and external platforms are seen as separate modules of the IoT application. These three high-level building blocks constitute the basis for a typical IoT application. As these building blocks themselves consist of different modules, a deeper modular structure can be derived. The connected things, for example, typically consist of sensors, actuators and a means of communication. Figure 3 offers a visual representation of the hierarchical modular IoT application structure.

![Figure 3. Modular IoT application structure.](image)

It can be argued that the IoT environment is developing rapidly and that IoT applications will clearly be faced with changing requirements. Such changes can be due to legal requirements (e.g., General Data Protection Regulation) or technological requirements, such as the introduction of new types of sensors and actuators, new application domains and efforts towards standardization [21]. As a consequence, the modular structure might need to be changed: additional modules might need to be added or existing ones might need to be replaced by newer versions. Furthermore, different variants of the same module might be required to exist simultaneously. In the remainder of this work, it is assumed that the number of modules in a typical IoT configuration will grow over time and might become (theoretically) unlimited. This assumption is useful in order to detect NST combinatorial effects, as we will aim to do in the following sections.

IV. BEST PRACTICE INTERNET OF THINGS ARCHITECTURE

We first discuss the current high-level architectural design of some well-known IoT platforms. Next, we evaluate their ability to adapt by using NST.

A. Architectural design

As mentioned earlier, several platforms have been developed to provide accessible IoT implementation capabilities to businesses. Several major technology players have developed an IoT cloud platform, each with its own vision on the architectural design of IoT applications. Typically, the cloud platform module is placed directly between the IoT devices and the internal applications of a company. Botta et al. [22] argued that the cloud is able to perform as a layer in-between things and business applications. They indicate that all complexity can be separated and that companies can focus on building the applications they need. Additionally, Gubbi et al. [3] refer to a general cloud framework as an intermediate agent between sensors on the one hand and private and public clouds on the other hand. This framework should allow developers to create applications without any complexity related to the cloud and sensor integration, as these are offered by the framework through services. The ability to create custom applications is deemed necessary, since a cloud platform usually does not offer a tailored solution for specific business problems [12].

As IoT implies, by definition, a very large number of devices and, therefore, a large amount of data, the cloud is presented by Botta et al. [22] as a solution for data storage, since it offers unlimited data storage capacity, on-demand and at low cost. Other advantages include the fact that the data stored in the cloud can be aggregated, protected by cloud security and distributed to the business applications to perform additional actions or visualizations. Furthermore, cloud platforms address a lack of sufficient computing power in IoT devices. The data is forwarded to a hub that performs data processing, in combination with aggregation. As infrastructure must be powerful enough to handle vast amounts of data, the unlimited processing power of the cloud offers a solution. In this way, the development and maintenance of IoT applications becomes more convenient and cost-effective for organizations when compared to in-house alternatives. At their turn, cloud platform providers are able to offer these services at lower prices due to economies of scale [12].

As an example of an IoT platform, AWS IoT Core can be considered. The product offers the possibility to connect all devices to the cloud platform, which in turn can integrate with other cloud and business applications via API calls [23]. Figure 4 represents this best practice architecture.

![Figure 4. Best practice IoT architecture.](image)

In some cases, such as with Google Cloud Platform, it is proposed to add a gateway between the IoT devices and the cloud data processing. The gateway is used to translate between different protocols used by connected devices. This is considered good practice because the gateway behaves in a similar way as an Enterprise Service Bus. The cloud platform only has to support the protocol of the gateway. Moreover, devices that are not directly connected to the Internet (e.g., Bluetooth devices), or cannot connect with the standards of the cloud platform, are still able to transfer data via the gateway. The IoT architecture in Figure 5 includes such a separated
In addition, a gateway should make it effortless to switch platforms, since no separate link to a specific platform is made for every IoT device. However, in this specific example, the gateway is from Google itself and works best with other cloud services of the company. At first sight, Google Cloud correlates with the use of a gateway proposed by Desai, Sheth and Anantharam [16]. However, the gateway of Google Cloud only aims at realizing integration at the technological level, whereas Desai, Sheth and Anantharam focus on semantic integration.

**B. Evaluation**

To evaluate the evolvability of an IoT application architecture, the following three types of modules are considered: connected devices, external platforms and internal business applications. This corresponds to the second modularity level in Figure 3. It is assumed that the number of instances of each of the three module types can become unlimited over time. In the current best practice architecture, three data activities (collection, storage and processing) are centralized in one module, the external platform. This can be considered a violation of the SoC theorem (as each of them is a concern that can change independently) and causes several issues.

**Business applications are dependent on changes of the cloud platform** for their internal working. To make use of services, these applications have to settle for the endpoints that are made available by the cloud platform provider. As a new version of the cloud platform can independently change internal data structures, data conversions, data aggregations and API endpoints, this possibly affects the internal working of business applications. For example, in case a certain service returns its result in a modified measurement unit, the invoking business applications should implement this change. The best practice IoT architecture proposes to connect business applications with the endpoints provided by the cloud platform. When these connections are not properly separated or encapsulated (thereby constituting a violation of VT), the impact of such a change is dependent on the size of the system (i.e., the number of service invocations) and, as a result, combinatorial effects occur. Moreover, a service used by the business for internal processes may not be available anymore in a new version of the platform. In that case, it might be necessary to look for another service provider to perform that specific task. However, since data collection, storage and processing are all centralized on the same platform, easily switching the provider for one of these services is not feasible. This is an implication of the SoC violation. Lamarre and May [12] have confirmed that businesses are usually not switching platforms. The difficulties described above may be a reason for this.

Furthermore, there are dependencies between the cloud platform and the IoT devices of the organization, as the platform is responsible for data collection. It is, for instance, possible that new versions of the cloud platform cause compatibility issues. In case the updated cloud platform does not support the original IoT devices, an update or a replacement of every device might be necessary. As the impact of this change clearly depends on the size of the system (i.e., the number of devices), combinatorial effects arise. Additionally, similar problems can occur as a consequence of IoT device updates. If the organization’s IoT device vendor launches a new version of the device that is not supported by the used cloud platform, a normal extension of the IoT application is not possible. In that case, to be able to increase the size of the system (i.e., the number of devices), the organization might be forced to change the used cloud platform. As outlined above, a new (version of a) cloud platform will demand changes to the business applications and the IoT devices already in use. Alternatively, the organization could also look for another type of device that is compatible with its current cloud platform. However, using devices from different vendors with different technologies and protocols clearly increases the complexity of the IoT application. Again, these issues are a consequence of the fact that data collection, storage and processing are all performed on the same external platform and, therefore, not properly applying SoC.

As businesses might deploy applications on the cloud platform itself for business-specific processes, the dependency on the cloud platform increases further. These applications are typically built upon cloud frameworks for specific external platforms, making it more burdensome to switch between cloud platform providers. Therefore, we consider it safe to conclude that the centralization of data collection, storage and processing in one cloud platform potentially causes the occurrence of several combinatorial effects and, therefore, offers challenges regarding evolvability.

Two other important implications of the current best practice architecture need to be mentioned: firstly, as a consequence of the direct connection between the IoT devices and the cloud platform, the organization is not the owner of the data in its original form. The data is typically accessible for business applications by making use of API calls to the cloud platform. Companies have no control over possible conversions or aggregations that the cloud platform applies to the raw data before making it accessible. This implies (or can in the future imply) that not all raw data from the IoT devices may be accessible for the business, as the platform can implement these changes independently. Secondly, the centralization of data collection, storage and processing in one external platform possibly results in a vendor lock-in. Entrusting one external party with all these important responsibilities offers this party a considerable amount of power. As outlined above, switching platforms is a difficult undertaking, which reinforces the control of the platform provider. Additionally, outsourcing the three main data activities to a standardized platform raises the question as to what extent an organization is able to realize a competitive advantage. Opposed to what is usually desired, the strong dependency on one external provider will force businesses to adapt in function of the platform requirements.

**V. TOWARDS A NORMALIZED IoT ARCHITECTURE**

Based on the evaluation above, we propose a modified architecture for IoT applications. In this architecture, every IoT device is connected with a company gateway, which is in
turn connected with the IT landscape of the enterprise. Raw data from the IoT devices is stored and business applications can use the original data. Although the data is not directly sent to the cloud, the possibility to connect with external (cloud) platforms still exists in the proposed architecture. The gateway between the business landscape and external platforms ensures connections with the API endpoints offered by the platform providers. A graphical overview is given in Figure 6.

Figure 6. Proposed IoT architecture.

First, regarding data gathering and storage, it is the organization itself which assumes the responsibility for data gathering, since a link between the IoT devices and the information systems architecture of the organization is established (instead of working directly via an external cloud platform). This implies that the organization itself has full control over the raw data. In this way, the organization can decide freely on data types, conversions and aggregations and keeps ownership of data in its original form. The organization can also decide on how the data is stored. In case the company has data storage capacity, internal databases can be used. Furthermore, it remains possible to rely on an external cloud provider. In any case, only a lower degree of dependency on external platforms remains: there are no manipulations on original data by external parties and, since sensors are not directly connected with the external platforms, changes within these platforms have no impact on the IoT devices the company uses. In case an update of the external platform results for instance in new data requirements, the organization itself can perform the necessary data conversions if needed.

Second, regarding the IoT devices, it can be argued that updates can be implemented with a limited impact. The organization is free to choose which type(s) of devices it uses and by properly separating the connection between the IoT devices and in-house information systems, the impact of modifications to existing devices can be controlled and centralized into one location. Opposed to the best practice IoT architecture, the proposed architecture encapsulates the connection with external IoT devices and changes regarding these connections will not result into combinatorial effects.

Third, regarding data processing, the organization can still make use of an external analysis platform if preferred. It can load the relevant data from its custom or cloud databases into the platform and perform the necessary analyses. To use generated insights in custom business applications, connections with these platforms can be established via the typical API calls to the platform. Also here, if these calls are properly separated and encapsulated in the organization’s business applications, the impact of future changes is contained.

In essence, our proposed architecture attempts to separate the different services offered by external platforms. Although a platform provider can still be used for multiple activities, these activities must be separated from each other and managed by a stateful controller in the organization’s application. The proposed architecture improves switching opportunities by placing the internal IT landscape between the IoT devices and the external platforms. Therefore, it is expected that the likelihood of a vendor lock-in is reduced.

Furthermore, it was stated in Section IV that the positioning of an external platform between IoT devices and the internal IT landscape hampers an organization’s ability to realize a competitive advantage. Indeed, making use of standardized packages for general problems offers no unique business value to the operations. The proposed architecture, however, provides decision freedom to the organization itself regarding which platforms or services to use for which functionality and which time, and to revise those decisions later on. This ensures that the business can autonomously decide where added value is created and what differentiates them from competitors.

VI. DISCUSSION

In the proposed IoT architecture, it is possible to use various external technology providers. It can be argued that this increases complexity when compared to the current best practice architecture, where one external platform offers a one-stop solution. However, the newly proposed architecture offers an improved ability to evolve. In general, organizations that want to use IoT in their operations face a tradeoff between initial complexity and evolvability. In the short term, limiting apparent complexity with a one-stop solution might be a natural choice. Nevertheless, only an evolvable modular IoT architecture will enable an organization to create a sustainable competitive advantage.

It should be mentioned that the proposed IoT architecture correlates to some extent with previous research. Schmid et al. [15] recommend the BIG IoT architecture in which a marketplace integrates consumer applications with providers of sensors, storage, and other IoT services. The marketplace acts as an intermediate agent and translates messages between each coupled consumer and provider. The gateways in the newly proposed architecture have a similar purpose: creating a standardized means of communication between internal business applications and external parties. A difference, however, is that the proposed gateways are managed internally by the organization. The marketplace from the BIG architecture is managed by an external party. This implies that, when the BIG IoT architecture is implemented, API calls to the marketplace have to be separated properly and, in theory, another internal gateway is required between business applications and the marketplace. Similarly, Desai, Sheth, and Anantharam [16] introduced a semantic gateway between IoT devices and IoT services. However, in our approach, gateways are not placed directly between IoT devices and IoT services in order to give ownership of raw data to the business itself. Moreover, the semantic gateway immediately performs data annotations and aggregations before sending information to service providers. It can be argued that, when raw data is important, these operations should be avoided in the gateway itself.

In conclusion, some existing approaches from other perspectives have already proposed architectures similar to our solution from a modularity and evolvability perspective. However, an important difference is that our solution includes an indirect connection between IoT devices and external platforms implying first-hand control over IoT data. Moreover, our architecture stresses that all externalities should be properly separated from the internal IT applications to facilitate future
changes. As every external technology should be considered as a change driver, every dependency needs to be encapsulated in a separate module (SoC) with a version transparent interface (VT).

VII. CONCLUSION

IoT is a promising technological trend with (potential) applications in various industries. As IoT is maturing and business agility becomes key, it is of major importance that IoT applications are able to enable such agility as well. Based on the NST, this paper assessed the extent the current state-of-the-art IoT architectures are evolvable and presented a new IoT architecture addressing the issues found.

The current best practice IoT architecture is often a one-stop vendor solution, in which the responsibilities of data collection, storage and processing are combined in one external cloud platform. To employ the gathered insights, organizations can make use of web services offered by the platform. Although the current best practice architecture has several advantages (cost reduction, use of external computing power, limited complexity), this also presents some weaknesses from an evolvability perspective: combinatorial effects (i.e., a specific type of ripple effects) may occur as a result of changes to external platforms and connected devices. This hampers the ability to extend and adapt IoT applications in order to address changing requirements. Furthermore, assigning different data-related activities to one external party results in the absence of raw data ownership and the risk of a vendor lock-in. The newly proposed IoT architecture aims to enhance evolvability and increase an organization’s control by separating the different data-related activities and using indirect connections between the internal IT landscape and external modules (platforms and connected devices).

The main contribution of this paper is its analysis of current best practice IoT architectures in terms of evolvability on a theoretical grounding which is, as far as we know, new. On the one hand, this might increase our conceptual understanding of present IoT architectures. On the other hand, this might provide practitioners with additional guidance on how to design their IoT solutions in a more evolvable way. In particular, we believe that our proposed normalized IoT architecture might prove valuable in that respect. Another contribution of this paper is situated in the demonstration of the feasibility of applying NST in a new domain (i.e., IoT) for which it has not been applied earlier. However, our work is also subject to some limitations and opportunities for future work. For instance, while we have indicated the need to isolate and encapsulate all external dependencies within the internal IT landscape, this does not guarantee that the application internally is fully evolvable and free of combinatorial effects (as also here, the NST principles should be applied for that purpose). Also, our discussion of a normalized IoT architecture was purely conceptual and not tested in practice. Therefore, future research could examine the technological feasibility of our proposal in practice.
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Abstract—In today’s quest for knowledge, there is a need for accurate and fast measures for pattern matching. While numerous new metrics and algorithms are published every year, researchers are unaware of which metric to choose. There does not exist an established strategy for pattern matching of cluster algorithms, which may explain why new hypothesis and algorithms are often forgotten. In this work, we address this issue. The paper presents a new benchmark for automated evaluation of pattern matching algorithms. From key characteristics of training data, the benchmark deduces fast and accurate cluster quality metrics, hence enabling pattern searches in big data. The benchmark addresses key issues in pattern analysis: while recent algorithms improve prediction accuracy by less than 2x, there is a 5x+ inaccuracy in established pattern matching algorithms. The evaluation of 100+ real-life data-sets reveals how the benchmark manages to identify patterns which are otherwise hidden, hence paving the ground for improved quality in the field of big-data pattern matching.
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I. INTRODUCTION

Data mining and big data analysis have experienced a surge of interest in the recent years [1]. In data analysis, it is essential to know the trustworthiness of other’s findings. An example is seen in the work of [2], where the authors report the patterns to have a difference of 1.67x: is the improvement reported by [2] sufficient to discard the earlier ground-truth?

The motivation of many research papers is to demonstrate that some algorithms are superior to other [3]–[5]. In contrast, our hypothesis is that the choice of clustering algorithms depends on both the data and the local configurations of the clustering algorithms (code-listing 1): the established strategy results in a 100x+ prediction error.

Of importance is to identify the reasons for why measurement data, presented in different research papers, diverge. The diverging recommendations, which seems to be the rule in benchmarking of algorithms, raises several questions. To exemplify, is the rarely discussed choice of benchmark data the determining factor?

While the choice of validity metrics (e.g., Silhouette) determines the outcome of experiments (best column in Table II), the established strategies have a poor trustworthiness in separating between false versus true hypothesis (Section VI). For some data-sets the VRC metric [6] is unable to spot differences in data predictions. Hence, perturbations in data will remain unknown to VRC users. The issue of VRC inaccuracy arises from how metrics weight differences in data (sub-section V-A).

To address this challenge, this paper constructs an automated method for capturing the bias in metrics and training data. The method explores the parameter space of pattern matching algorithms (Fig. 1). The measurements reveals how the approach addresses issues in [2]–[5].

The results demonstrate how the proposed framework increases the accuracy of data classification by 5x+ (sub-section VI-C). The benchmark captures peculiarities in turf specific data-sets. This knowledge is important in a number of domains:

1) trustworthiness: the significance of differences when no hypothesis is valid;
2) experimental design: the accurate and efficient exploration of a hypothesis in large data volumes;
3) new metrics: the automated identification of new metrics from training data (code-listing 1).

The remainder of the paper is organized as follows. Section II identifies the contributions of this paper. Section III briefly surveys related approaches, and Section IV describes a new algorithm for automated evaluation and identification of metrics. Section V describes an approach to evaluate the influence of strategies for pattern matching, a method which is applied in the result Section VI. This paper ends with a brief summary.
The table captures the accuracy and resolution of pattern matching algorithms.

<table>
<thead>
<tr>
<th>Year</th>
<th>Name</th>
<th>Cite</th>
<th>Gold</th>
<th>Diff. / Equal</th>
<th>Diff. / Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>1971</td>
<td>Rand’s Index</td>
<td>x</td>
<td>100x</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1974</td>
<td>VRC</td>
<td>-</td>
<td>4.5x</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1974</td>
<td>Dunn</td>
<td>x</td>
<td>20x</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1979</td>
<td>Davis-Bouldin</td>
<td>x</td>
<td>x</td>
<td>1x</td>
<td>1x</td>
</tr>
<tr>
<td>1979</td>
<td>Chi-squared</td>
<td>x</td>
<td>∞</td>
<td>4.5x</td>
<td>-</td>
</tr>
<tr>
<td>1982</td>
<td>SSE</td>
<td>x</td>
<td>1x</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1982</td>
<td>SSE</td>
<td>-</td>
<td>79x</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1983</td>
<td>FM</td>
<td>x</td>
<td>20x</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1987</td>
<td>Silhouette</td>
<td>x</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1987</td>
<td>Silhouette</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2001</td>
<td>R-squared</td>
<td>-</td>
<td>2x</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2001</td>
<td>ARI</td>
<td>x</td>
<td>∞</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2001</td>
<td>Mirkin</td>
<td>-</td>
<td>∞</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2003</td>
<td>Fred &amp; Jain</td>
<td>x</td>
<td>25x</td>
<td>5x</td>
<td>-</td>
</tr>
<tr>
<td>2003</td>
<td>Strehl &amp; Gosh</td>
<td>x</td>
<td>25x</td>
<td>5x</td>
<td>-</td>
</tr>
<tr>
<td>2007</td>
<td>Wallace</td>
<td>-</td>
<td>1x</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2007</td>
<td>VOI</td>
<td>-</td>
<td>25x</td>
<td>10x</td>
<td>-</td>
</tr>
<tr>
<td>2015</td>
<td>MMM</td>
<td>x</td>
<td>1x</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2017</td>
<td>Dogen</td>
<td>x</td>
<td>∞</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2010</td>
<td>RMSSTD</td>
<td>-</td>
<td>78x</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

of observations in Section VII.

II. CONTRIBUTIONS

This paper presents a benchmark identifying the drawbacks of clustering metrics. The work manages to both quantity the trustworthiness—threshold for algorithms, and provide a software for automated benchmarking of users own data. The results reveal how the proposed benchmark provides users with software which identifies fast and accurate cluster algorithms (Fig. 2). Hence, a new approach which deduces fast and accurate cluster quality metrics.

Today, it is impossible to check if results (e.g., produced by new algorithms) makes sense. This due to configuration parameters not described in research papers, i.e., hidden factors which are left unexplained to the users. Of importance is therefore to identify benchmarks, and a software tool, for capturing the algorithms which produce the best cluster predictions at lowest possible execution time.

To address this issue, this paper provides users with a tool for big-data analytics. The tool covers a big assortment of metrics and databases. The results are presented through generalization of algorithms and metrics, hence easing the accessibility (of the findings) across a wide spectrum of research domains.

The proposed method may be applied to existing algorithms and clustering (code-listing 1). Hence, the work avoids the pitfall of proposing new algorithms (instead of improving the existing). The work analysis the patterns used in clustering algorithms, and the clustering evaluation, for which a Pareto Boundary is identified. The Pareto Boundary provides the means to identify when a given algorithm provides improves beyond the noise threshold (Fig. 2).

To summarize, the paper presents a new algorithm and software. The the software enables users to select metric combinations with high prediction accuracy at low execution time, hence paving the ground for improved quality in the field of big-data pattern matching.

III. RELATED WORK

Application of data analysis requires accurate strategies to capture the similarities across measurements, hypothesis, data perturbations, etc. There are more than 30+ metrics for capturing the patterns of data, for which a subset is listed in Table I. Below section demonstrates how researchers are unaware of the ambiguity in “Cluster Comparison Metrics (CCMs)”.

While accurate algorithm configuration increases prediction quality by 10x+ (Fig. 2), new algorithms provides less than a 2x prediction improvement. Prediction improvements are measured through algorithms such as “Rand’s Index”.

Accuracy of data analysis is fundamental in all parts of research, such as bio-medicine [1], language processing [7], image recognition and reconstruction [5], [8], etc. An application of data analysis is to establish the significance of new findings: to identify the degree of correlation between hypothesis and experimental outcomes. Examples of widely used metrics are “Sum of Squared Error (SSE)”, Silhouette, “Rand’s Index”, etc.

Pattern matching in big-data represents the performance crux in drug discovery [1], epidemiology [9], etc. Clustering is able to group mixed data into groups, called clusters, focusing on the similarity between the data points [10]. The requirements for big data differ from other application and domains. The work of [11] observes how “big data analytics requires technologies to efficiently process large quantities of data” [11]. Software for pattern matching suffers from high execution time, as observed for “Sci-kit learn” [12] and the “Moa” software [13].

Partitioning of data into clusters involves assumptions of the data: to use metrics for similarities between groups to partition data. For example, the default “k-means” implementation uses Euclidean distance to cluster numerical data points [14], “k-modes” groups categorical data [15], while “k-prototypes” uses cost functions to group mixed data [16].

A challenge concerns how to evaluate and interpret the identified patterns (Fig. 1). The ambiguity of CCMs is due to its purpose: from variance and agreements inside each cluster, and between multiple clusters, to infer a representative number (to capture the fit between hypothesis and data) [17].

However, the ambiguities of CCMs are not reflected in their application. In pattern analysis, there does not exist any agreement in which CCMs to use. To exemplify, [3] combines “ARI” [18] with “Silhouette index”, “Jaccard index”, “Minkowski measure”, “Silhouette index”, “Dunns index” and “Davies-Bouldin index” to judge the cluster-accuracy of their proposed algorithm. [20] combines “FJ” with “ARI” in order to validate their new-proposed algorithm. The work of [4] combines “Rand’s Index” with “Calinski-Harabasz (VRC)” [6], “Silhouette Index” and “logSS”.

To summarize, the paper presents a new algorithm and software. The the software enables users to select metric combinations with high prediction accuracy at low execution time, hence paving the ground for improved quality in the field of big-data pattern matching.
When research agrees in which CCMs to use, they disagree in how to interpret the CCM scores. To exemplify, the work of [2] asserts that a change in ARI [18] prediction score of 0.46 into 0.76 implies a significant difference in cluster accuracy. However, the authors do not discuss ambiguities in their gold standard, nor the significance of the scores. Measurements reveal how the difference may be explained by the unawareness of the metrics sensitivity (Table I).

To summarize, the established metrics for pattern matching are applied irrespective of their inaccuracy. The choice of strategy for pattern matching is applied without discussing the dependency between CCMs (Fig. 3), hence it is unknown when methods and algorithms are better than others.

Algorithm 1  An algorithm for unbiased selection of best-performing pattern matching algorithm in real-life data-sets. To simplify, the selectMax(r_g, a, t, n, s) method is omitted from the evaluation, a method which identifies the best-performing algorithm permutation.

1: procedure EVALUATE(ENSEMBLE)
2:     for each a ∈ clusterAlg do
3:         for each t ∈ [0, 1] do ▷ are we to t(transpose)?
4:             for each n ∈ normMetrics do
5:                 for each s ∈ simMetrics do
6:                     r_M = ccmMatrix(ensemble, a, t, n, s)
7:                     r_g = ccmGold(ensemble, a, t, n, s)
8:                     selectMax(r_g, a, t, n, s)
9:     return ranks
10: procedure CCMATRIX(ENSEMBLE, A, T, N, S)
11:     ranks = [] Ranks for 'not gold' CCM (Table I)
12:     for each data ∈ Ensemble do
13:         clusters = a(data, t, n, s)
14:         for each ccm ∈ matricCCM do
15:             ranks[ccm, data] = ccm(clusters, data)
16:         return ranks
17: procedure CCMGOLD(ENSEMBLE, A, T, N, S)
18:     ranks = [] Ranks for each 'gold' CCM (Table I)
19:     clusters0 = a(Ensable[0], t, n, s)
20:     for each data ∈ Ensemble do
21:         clusters = a(data, t, n, s)
22:         for each ccm ∈ ccmGold do
23:             ranks[ccm, data] = ccm(clusters, clusters0)
24:         return ranks

IV. METHOD: NEW BIG-DATA TOOLS FOR DATA PERTURBATION AND ALGORITHM IDENTIFICATION

This section describes a new method for capturing the trustworthiness of “Cluster Comparison Metrics (CCMs)” (code-listing 1):

1) data perturbations: a new approach and API to capture the accuracy of CCMs (Table I);
2) execution time: a strategy to reduce the time cost, hence a methodology supporting big-data analytic;
3) unbiased evaluation: a new algorithm which combines clustering with metric permutations to avoid bias in gold-data from influencing the prediction outcome.

The method enables the automated identification of best-performing metrics in an ensemble of data, hence its broad applicability. The algorithms are integrated into the “hpLysis” machine learning software [21]. Hence, users are provided with software for fast classification of large data-sets.

A. Data perturbations: a new API to detect accuracy and resolution of CCMs

Motivation is to trap the differences among CCMs. A large number of data topologies and CCMs argues for an automated approach, for which a new method and API for synthetic evaluation of CCMs is designed:

1) cluster shapes: construct different co-occurrence matrices and cluster partitions;
2) perturbations: compare cluster shape with exactly similar data topologies;
3) CCMs: apply permutations of the 30+ CCMs, and then select the extreme cluster predictions.

The strategy enables an automated and unbiased quantification of differences in CCM prediction.

B. Execution Time: the feasibility of big-data evaluation

The large number of CCMs requires an approach to reduce the computational complexity. The crux in CCM computation concerns the time cost of computing similarity metrics. The computation of CCMs involves the steps of 1) compute a covariance matrix (time: $O(n^2)$), and 2) similarities between features in Fig. 1 (time: $O(n^2)$).

The performance $O(n^2)$ issue is addressed through application of optimized implementation of matrix multiplication, as discussed in our earlier work [22]. The “hpLysis” software [21] provides fast access to the 320+ pairwise similarity metrics.

C. An algorithm for unbiased exploration of data

Code-listing 1 describes an algorithm for enabling the quantification of pattern matching algorithms. The algorithm takes as input data-sets with a well-defined order of predictions. Example input is a feature matrix combined with multiple hypotheses representing different data segmentation.

To avoid bias in clustering from hampering the prediction accuracy, the 20+ cluster algorithms supported by the hpLysis software [21] are combined with the 320+ established similarity metrics. Hence, the approach address issues in regression analysis.

The algorithm makes use of heuristics to reduce its execution time. The choice of the metrics is tuned towards different data ensembles. When partitioning the data-sets into clusters three categories of cluster algorithms are explored: threshold based cluster algorithms (e.g., “DBSCAN” [23]); hierarchical cluster algorithms (e.g., “SLINK”); randomized cluster algorithms (e.g., “k-means”). For computation of the cluster algorithms the hpLysis software [21] is used, hence ensuring fast execution.
V. EVALUATION FRAMEWORK

The section identifies an experimental benchmark setup capturing the effect of data and metric perturbations. The framework provides an unbiased strategy for measuring the accuracy of different pattern matching algorithms (Section III).

A. Axis of variability: hypothesis testing & result ranking

An accurate benchmarking of CCMs for big-data analytic requires:

1) representative: investigate the CCMs applied in big-data analytic, e.g., SSE [25] and Silhouette
2) features variation: data with different spread and skewness in both column features and row features;
3) configurations: different sizes of rows, columns, clusters, and score density.

Importantly, all of the proposed metrics share a set of common artifacts.

Fig. 1 exemplifies the axis of variability through the use of different shapes (Table I). The figure captures complexities in cluster analysis: to correctly describe the distance between vertices versus the arbitrary clusters $h, o, t$.

Fig. 1 identifies how the cluster within distance is computed through permutations of $\sum d(vertex(…), vertex(…))$: when metrics such as VRC and Dunn’s Index agrees in the prediction, it is due to the agreements between different interpretations of minimum(between–within) distance. Hence, for controlled topologies, it is sufficient to evaluate a small subset of the proposed cluster algorithms and metrics.

B. Core characteristics captured through representative data

Motivation is to identify representative data ensembles. Therefore, data-sets are explored for different perspectives:

1) controlled: synthetic clusters and hypothesis to evaluate the the linear relationship between hypothesis, data topology, and cluster segmentation;
2) real-life: an evaluation of 100+ real-life data-sets taken from [26].

The 100+ real-life data-sets. are modified through increased use of Gaussian noise. The application of linearly distorted data enables users to capture the effects of randomness, e.g., when evaluating the CCMs ability to correctly rank different hypothesis.

The CCMs are evaluated through comparison of outputs from different algorithms. As input, the evaluation takes both randomized data and randomized cluster partitions. An issue concerns the different scores (and ranges) provided by metrics (Table I). To address the issue of different scales, the prediction results are ranked separately for each [data permutations] x metric.
Table I introduce the notation of Gold. The Gold column refers to cases where two hypothesis (e.g., for the use-case where cluster partitions are compared), which is an alternative to comparing a hypothesis with a feature matrix. On the other hand, the table’s Equal Clusters (Equal) column identifies the metrics sensitivity to comparing two equal cluster partitions, an effect is compared to the case where they do not (Diff.). In the measurements, each algorithm is evaluated across multiple feature matrices and multiple hypothesis (e.g., the result of a cluster algorithm).

VI. RESULT: EMPIRICAL EVALUATION

This paper presents an automated approach for unbiased evaluation of 30+ CCMs. For brevity, the details of the 30+ CCMs are included in the benchmark scripts (appended into the hpLysis software). The results reveal how the proposed method outperforms established metrics and algorithms (Fig. 2), answering questions such as:

1) 30x+: How CCMMs differ in their prediction scores? (Fig. 3);
2) 4x+: How differences in data size influence the CCM score? (Table II);
3) 0x–79x: Is SSE able to separate between false versus true hypothesis? (Table I).

While the above results are specific for the evaluated topologies, they capture the pitfall of making strong conclusions from inaccurate pattern metrics.

A. How disagreements in CCMs capture topological features

The motivation of CCMs is to grasp the differences between data using a few numeric indicators (Table II): to apply independent metrics to capture similarities and distortions in data.

The correct applicability of CCMs depends on both the datasets and the gold standards (Table I). A linear increase in random perturbations is not recognized in the Davids-Bouldin metric. In contrast, SSE and Silhouette detect a variation in data perturbed with Gaussian noise. When compared to Silhouette and SSE, the VRC metric is distinctly different. The results demonstrate how the combination of different CCMs provides users with a unique ability to reject a false hypothesis: there is no uniform agreement in which CCMs to select.

B. The correct choice of CCM provides accurate predictions

The performance of CCMs is determined by:

1) metric choice: 10x+ difference when using “Davids-Bouldin” instead of “Dunn’s” or “Euclidean” (Table I);
2) topology sensitivity: while metrics such as VRC are highly sensitive to score perturbations, metrics such as Silhouette and SSE provides higher granularity (as derived from underlying measurements);
3) score difference: a 100x+ score-difference between matrix with rows=columns=[10, 1500] (Fig. 3).

The above differences is due to the metrics definition, hence the importance of relating CCMs to topological traits. An example is an assumption that the within cluster distance has a uniform distribution, for which CCMs, such as VRC and Dunn’s Index, becomes overlapping. When evaluating the algorithm for CCM identification (code-listing 1), the results demonstrates how the new-identified CCMs outperforms metrics for regression analysis. Hence, the benchmark of cluster
quality metrics improves the broad turf of regression analysis.

Fig. 3 demonstrates how CCMs have different score sensitivity: while VRC indites an $\approx 1819.4/0.18 = \infty$ separation between correct hypothesis versus wrong hypothesis, SSE has a sensitivity of $0.56/0.04 = 14x$, as summarized in Table II.

C. Summary: pattern recognition versus data topologies

The measurements identifies the importance of applying independent CCMs to capture differences in data-sets and cluster predictions. Hence, the choice of CCMs should reflect the given use-case. For the same data, there is a 5x prediction difference between “Fred & Jain” [27] versus Davies-Bouldin (Table I). Similarly, SSE and Silhouette disagrees in which of the cluster prediction is the best (Fig. 3).

While the established strategy is to apply CCMs irrespective of the topologies, this paper has demonstrated how the implicit assumptions of data topology directly influences the accuracy of pattern matching (Fig. 2). While this knowledge is known among authors of algorithms (e.g., [23]), users of pattern matching are unaware of these findings (Section III).

VII. CONCLUSION AND FUTURE WORK

In this paper, we have identified how established pattern matching strategies in big data suffers from bias. The 30x+ inaccuracy of metrics for pattern recognition goes undetected in large research projects (Fig. 3). The proposed benchmark software enables quantification of the trustworthiness of established recommendations (Section IV).

Importantly, the approach may be applied for big data-sets, which is due to the combination of optimized software implementation and heuristics deduced from metrics (code-listing 1). The benchmark deduces fast and accurate cluster quality metrics: code-listing 1 identifies the metric combination to be used (for a given data ensemble), hence enabling an increase in the accuracy of algorithms.

The new methodology and software provide users with a tool enabling the insight into when and how data is captured by hypothesis: to identify patterns which are otherwise hidden. The results highlight the importance of not always following the established guidelines for cluster validity.

In the future, we plan to apply the proposed method and benchmark to the 1000+ recently proposed cluster algorithms, hence easing the applicability of our findings into all turfs relying on pattern matching algorithms.
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Abstract—Fostering security and privacy in online interactions is important for developers, providers, and users. Since a substantial amount of content on the web today is developed by nonprofessionals (e.g., teenagers, small company owners, hobbyists, etc.), it is important to provide development guidance that is suitable for these user groups. In this paper, we present two meta-patterns intended for novice web developers. The patterns intend to address some of the most common issues pertaining to privacy and security in websites and are intended to guide the reader through the development process from a privacy- and security-centered perspective.
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I. INTRODUCTION

From its rather humble beginnings in the nineties of the last century [1], the world wide web boasts a high number of websites today, with more and more being created and put online every year. According to Internet Live Stats [2], there were 1,766,926,408 websites online in 2017, which is an increase of 69% to 2016, where 1,045,00,534,808 had been counted. Otherwise, the average number of users per website has been consistently decreasing from 24 in 2000, to 9.1 in 2008, to 3.7 in 2015. This simultaneous increase and decrease is, in large part, due to a growing number of inactive websites, such as parked domains (i.e., the domain is reserved but not used) or expired sites. The latter often occurs when a website is abandoned by its owner, be it due to a lack of resources, interest, or both. And such abandoned websites are only one of many potential risks for unsuspecting visitors, as they are likely to be out of date and, therefore, more susceptible to injections or other attacks.

Whatever an individual’s motivation might be in the end, it can be assumed that many individuals, who are not an experts in general web design, security, or privacy, have basic capabilities and desire to set up their own web presence. At the same time, these individuals may or may not be interested in improving their craft and eventually attain such expert knowledge. While the aforementioned teenager might decide to take the path of a professional web designer later in their life, he/she might just as well lose interest and abandon the website. The small-size company web developer might be a capable individual with a strong interest in web design, or they might just as well be the only available person to do what needs to be done (i.e., the only one possessing basic computer skills and a 10-year old web development handbook) without any further aspirations in this regard.

Available literature should reflect this difference in demographics and the reality of widespread web access - both from a user and developer standpoint. The aim should not be to replace standard literature but instead provide a resource containing the essentials for beginners, who are not necessarily students aiming at attaining an expert level eventually. What these individuals should have access to is an essential minimum knowledge about web design for privacy and security, in order to endanger neither themselves nor others who visit their sites or use their services.

This paper constitutes the first part of a series of three thematically connected papers, which describe patterns from the same pattern collection. The contribution of this paper is a set of two meta-patterns, which describe common security and privacy issues and how they can be addressed on a high level. Papers two and three will contain sets of patterns that address concrete issues (e.g., frequency of backups, data protection compliance, etc.). In this paper, we first outline relevant related work from the domains of web privacy, web security, and design patterns in Section II. We then describe the problem mining and pattern writing process in Section III. Section IV contains the two meta-patterns. In Section V, we discuss general aspects regarding ease of access of security-critical information for novices and conclude the paper in Section VI.

II. RELATED WORK

In the following, we provide a brief background on privacy and security in relation to novice users, together with an introduction to design patterns. Security and privacy are often considered to be inter-related, where an appropriately secure environment protects an individual’s privacy acting within it. In the context of the Internet, both are connected to the information in relation to the user. Microsoft [3] defines both concepts as follows: “Information privacy refers to the user’s ability to control when, how, and to what extent information about themselves will be collected, used, and shared with others. Information security refers to the ability of businesses and individuals to secure their computers from vulnerabilities and maintain the integrity of the stored information.” When brought into relation with usability, usable privacy and usable security [4] refer, broadly speaking, to the ease (or difficulty) to interact with or implement a solution that fosters privacy, security, or both. This ease or difficulty is relative to an individual’s level of expertise, which is why usability must be considered with the prospective user and their capabilities in mind. For the purposes of this paper, we focus on novice
or layman web developers.

A. Layman knowledge about Privacy and Security

A crucial aspect of security decisions regarding home computers and websites, is the existing knowledge about computers, the internet and their security issues. LaRose et al. [5] found that more knowledge about general computer security issues correlates frequently with the intention to behave securely. Their results also show that people who agree on the statement that online safety is their personal responsibility, are more likely to protect themselves compared to those who do not agree. Generally, people familiar with common security measures are more likely to engage in security behaviors [6]. In comparison, Shillair et al. [7] did not find any correlation between expert and layman knowledge regarding security measures. Even though knowledge is a very important factor when making decisions regarding security and privacy, additional motivations are needed for people to tackle security decisions efficiently [8], [9].

One motivation could be the protection of important information, such as online banking passwords. Internet applications often provide guidance when creating a password. Users tend to reuse passwords across most of their accounts once a user needs to manage a larger number of password [10]. A countermeasure could be a password creation process provided by an application. On the one hand, this could make the password creation process easier. On the other hand, the result may be weaker passwords. Shay et al. [11] suggested that service providers should present password requirements with additional (visual) feedback to increase usability, carefully considering the representation of feedback and guidance.

B. Design Patterns in Software Engineering and Related Domains

Originally conceived by Christopher Alexander to capture solutions in Architecture [12], [13], the pattern approach was later adopted by the computer science community and adapted to capture problem solutions in software engineering [14], [15]. The pattern collection by Gamma et al. [16] (also known as the “Gang of Four”, or “GoF” for short) is probably still the best known contemporary pattern collection for software engineering, and can, at the same time, be considered one of the fundamental pieces of modern pattern literature, as it lays out a basis for pattern elements and structure along with the actual patterns themselves.

Design patterns are structured documentations of solutions to reoccurring problems. Since individual problems are usually parts of larger problems, patterns are often collected in pattern collections, which are also referred to as pattern languages, which dates back to Alexander’s original use of the term [13]. Patterns can occur on different levels of abstraction and are referred to as high- or low-level patterns [17], depending on whether they describe a high- or low-level problem. Patterns on the highest level of abstraction are also referred to as meta-patterns.

Patterns have been adopted by various disciplines [18], among them Human-Computer Interaction (HCI) (e.g., [19], [20]) and Interaction Design (e.g., [17], [21]). Munoz-Arteaga et al. [22] proposed a pattern-based methodology for information security feedback design, which is, like most domain-specific literature, intended for advanced users. According to Vlissides [23], one key attribute of patterns is that they can make expertise accessible to non-experts. Bach et al. [24] make use of this feature in their design patterns for data comics, where data-related information is communicated in an easy to read comic-format.

III. Pattern Generation and Structure

The Pattern generation process began with an interview-based problem mining process in order to address issues with a high degree of relevancy for online privacy and/or security. The pattern writing was conducted by an HCI expert with experienced in writing patterns and who had also been involved in the problem mining. The pattern contents are based on an internal state-of-the-art of relevant scientific publications (primarily ACM, Springer, and IEEE), and information gained from the interview protocols.

The pattern format was adapted from Mirnig et al. 2016 [28]. This structure was chosen due to its relative simplicity, which should make it easier for novice readers to comprehend the pattern contents. It looks as follows:

- **Name:** A short and descriptive name describing the solution
- **Intent:** A short paragraph intended to allow the reader decide whether or not the solution applies to the context in question
- **Problem:** The problem statement
- **Scenario:** One example of a suitable application context
- **Solution:** The solution description
- **Example:** At least one descriptive example of the solution
- **References:** To source the solution and provide access to more in-depth resources, where available
- **Keywords:** Intended to help structure the pattern collection

The finished initial versions then underwent one iteration workshop with two HCI researchers and two web developers, in which each pattern was rated, adapting the approach proposed by Wurhofer et al. [29], Krischkowsky et al. [30], and Mirnig et al. [28], [31]. Each pattern was rated individually for each of its subcategories (Name, Intent, etc.) and then discussed in plenum. The result was a collection of 16 patterns. The process, and resulting pattern structure are described in more detail in Mirnig et al. 2019 [32].

IV. Patterns

In the following, we present the two meta-patterns on aspects that contributes to the general security of a website as well as how to evaluate it.

A. What contributes to the security of a website?

**Intent:** This Pattern lists various points contributing to the security of a website. Apart from that, it also provides methods that may be used to secure your own website.

**Problem Statement:** The amount of cyber-attacks on websites has increased over the last few years. The main targets are especially webshops and websites dealing with user data, for example forums or service websites.

**Scenario:** Setting up a website without thinking about security issues is negligent. An unprotected website is a security risk not only to yourself, but for all visitors of that site.
Solution: To quote Sun Tzu, "If you know the enemy and know yourself, you need not fear the result of a hundred battles" [33]. Thus, if you know of potential dangers and common security issues in the web world, you can protect yourself more efficiently. The following list introduces some measurements that can be used to increase the security of your website.

- Access the web server only with a safe and secure computer.
  - A computer system can be considered as safe and secure, if the operating system as well as all the installed applications are up-to-date. Especially security updates play a very important role in this case.
- Don't plug in hardware from third parties to any system without checking them first.
  - External storage devices can contain malware or viruses that may infect a system. Thus, they have to be checked by anti-virus software before using them on important devices.
- Limit the amount of admin accounts.
  - Admin accounts usually have rights to access almost everything on a system. Therefore, only experts should have access to them.
  - Limit the amount of admin accounts to a bare minimum to minimize abuse.
- Use safe and secure admin passwords.
  - Studies show that longer passwords (10 characters or more) are more secure in comparison to shorter ones, even when the shorter passwords contain special characters or symbols.
- Usage of two-factor authentication.
  - If a cyber-criminal is able to get hands on an admin-password a two-factor authentication can provide an additional safety barrier.
- Set up user groups and manage the access rights.
  - Reading and writing privileges for users on a web server should be managed by administrators. This way important or system-relevant files can be protected against access and manipulation from unauthorized persons.
- Keep yourself up-to-date!
  - Inform yourself regularly about the latest web-security issues and countermeasures.
  - https://www.heise.de/security/alerts/ [ger] this website provides useful information about the latest security alerts.
- Encrypt the communication with your website (SSL (Secure Sockets Layer) / TLS (Transport Layer Security))
  - An encrypted communication with a website offers data security and data integrity.
- Only allow access to your website via an encrypted connection.
  - All communication with your website should only be possible using an encrypted connection.
  - If your site is accessed via http://example.com it should be automatically redirected to https://example.com.
  - Use HSTS Header to force a secured connection.
- Regular backups
  - Backups may help you to be on the safe side. Damaged or corrupted files can be restored using a backup.
  - Some offer automatic backups for your site. It is advised to check the services of your own web host if they offer something similar.
  - For more on this topic please refer to "When and how often should I install updates?" [34] [ger].
- Only use software or plugins from trustworthy and credible sources.
  - Software and plugins, for example for an CMS like WordPress, should only be acquired from trustworthy sources. If the source of the piece of software or plugin is unknown it should not be used.
  - A trustworthy and credible source for WordPress Plugins can be found here: https://wordpress.org/plugins/. Even when the source is trustworthy, do not forget to keep an eye on comments and ratings from other users.
- Use security plugins for your CMS.
  - Security plugins for a CMS are a good addition and offer various features that may improve the security of your CMS even more.
- Use scan tools to test your website.
  - Scan tools can be used to scan your site for known security issues, for example the implementation of certain HTTP security headers.
- Check your anti-virus software.
  - Only use anti-virus software which is known to be credible, trustworthy and updated frequently.
- XSS-Prevention.
  - Check user input before sending it to the web server to prevent injection of any code (e.g., HTML, URL or JavaScript).
  - XSS-prevention plugins are available for well-known CMS.
- Prevention of SQL- or code-injection (Figure 1).
  - For more on this topic please refer to this blog post:https://blog.varonis.de/sql-injection-verstehen-erkennen-und-verhindern/ [ger]
Examples: Regular Updates - To ensure the security of a website and other systems it is necessary to pay attention to operating system and software updates. Especially security updates should not be neglected. Pattern "When and how often should I install updates?" [34] [ger] provides more insight into this subject.

Encrypt the communication with your Website - Pattern How do I encrypt the communication with my website? [35] [ger] explains how to implement an SSL/TLS Encryption into your own website.

ScanTools - After securing the website and the associated server, it is possible to test them with ScanTools for known vulnerabilities. ScanTools examine a variety of security aspects of websites and may help you to find out whether your site is lacking in terms of security. More on this topic can be found in Pattern "How do I check the security of my website?" [36] [ger].

Keeping yourself up-to-date! - Following websites can be used to keep yourself informed about the latest web-security issues.

- https://heise.de/security/
- http://seclists.org

Prevent XSS (Cross Site Scripting) - The following pages provide the necessary knowledge on how to prevent XSS:

- Cross-Site Scripting (XSS) unterbinden [37]
- Cross Site Scripting Prevention Cheat Sheet [38]

HSTS Header on an Apache Server - The following code can be inserted into your .htaccess file to enforce an encrypted connection with your website if it is implemented:

```bash
# Use HTTP Strict Transport Security to force client to use secure connections only
Header set Strict-Transport-Security "max-age=3600" env=HTTP
```

For more information, please visit: How do I activate HSTS for my website? [39] [ger]

References: Studies on the subject of password security -
- Guess Again (and Again and Again): Measuring Password Strength by Simulating Password-Cracking Algorithms [40]
- The true cost of unusable password policies: password use in the wild [41]
- Multifactor Authentication -
- Multifactor Authentication [42] [ger]
- Keywords: Security, Encryption, Authentication

B. How do I check the security of my website?

Intent: This Pattern shows common methods used to test the security of websites.

Problem Statement: To ensure the safety of computers users usually trust in anti-virus and malware software. Unfortunately, it is not that simple for websites. Keeping a website safe and secure is more demanding and requires more attention rather than only installing a certain piece of software or plugin. Websites can be different and diverse, so are their weaknesses and vulnerabilities.

Scenario: Before you open your website to the world, it is recommended to perform a vulnerability scan to test the security of your site.

Solution:

- Check whether your site offers encrypted communication.
- The website should only accept and allow encrypted communication.
- For more information on this topic, please refer to Pattern "How do I encrypt the communication with my website?" [35] [ger].
- Run a virus and malware scan over all files on the web server.
- Check whether your web hosting service provider offers virus protection services.
- In case users are allowed to upload files to your web space, scan them before they are actually uploaded onto the web server.
- To be on the safe side, avoid file upload features for users in general.
- Verify check sums of software and downloaded files you want to install onto the server.
- Software and Plugins from trusted sources usually offer check sum values for the files you can download.
- In case no check sum values are provided double check the credibility of the site offering the download.
- Use online ScanTool websites to have your site tested by a third party.
- In general, ScanTool websites scan your website for known security issues and vulnerabilities (e.g., whether SQL- or Code-injection is possible or whether a non-encrypted connection is mandatory to access your website).
- Some ScanTool websites even offer explanations and solutions for certain vulnerability if they find one on your site.
- Provide minimal errors to your users.
- Do not provide full exception details in your error messages. Keep them simple. The more information you reveal in your error messages, the easier it is to possibly exploit them.

Examples: Verifying Check Sums -

There are several types of file check sums that are used to verify downloaded files. One of the widely used and most popular is the MD5 check sum. In this example, we will check the MD5 check sum of a WordPress 4.9.7 installation package in a .zip file (see Figure 2). The MD5 check sum in this case is provided on the WordPress download page and can be accessed by clicking the md5 link 2 under the file type downloading. Clicking this ink will open a new page, showing the associated MD5 check sum for the file. In this example, the check sum for the zip file is: 075a6e7585c61e3aa2874d91d32bc336.

![Figure 2. WordPress Version 4.9.7 Download Page](image-url)

After downloading the zip file, use the terminal to acquire
the check sum of that file.

Terminal Command for macOS:

```
# Command
md5 wordpress-4.9.7-de_DE.zip
```

```
# Output
MD5 (wordpress-4.9.7-de_DE.zip) =
075a6e7585c61e3aa2874d91d32bc336
```

Terminal Command for Windows:

```
# Command
certUtil -hashfile wordpress-4.9.7-de_DE.zip
MD5
```

```
# Output
MD5 (wordpress-4.9.7-de_DE.zip):
075a6e7585c61e3aa2874d91d32bc336
```

Now, compare the check sum from the terminal with the check sum provided on the website where you downloaded the file. If they match, data integrity is given and the file is safe to use.

For more information on the subject of checksums please refer to https://itsfoss.com/checksum-tools-guide-linux/.

ScanTools -

Mozilla Foundation Security Check: This security check provided by the Mozilla Foundation aims to help you to configure your site safely and securely. If you want to test your site, just type in the URL of the site you want to be scanned in here: https://observatory.mozilla.org.

SSL Labs - SSL Labs performs a deep analysis of the configuration of any SSL web server on the public Internet. It is pointed out by the provider, that this service is purely for information purposes and is not recommended for commercial purposes.

- [https://www.ssllabs.com/ssltest/](https://www.ssllabs.com/ssltest/)
- [Additional ScanTool Service Websites](https://www.virustotal.com/de/ [ger])
- [https://www.htbridge.com/websec/](https://www.htbridge.com/websec/)

Important Note: Please carefully observe the terms and conditions of the respective providers before you use their services.

References: Mozilla’s security test for websites [43] [ger].

Does a web server need an anti virus software installed? [44].

Keywords: Security, Integrity, ScanTools, Malware

V. DISCUSSION

Keeping things simple is important to keep them understandable and it is at this point where we must ask the question on how we can lower the educational access barrier to fit in with the ease of on-line content creation of today. There are many individuals out there who have access to a great number of content management systems and similar tools right at their fingertips. By using these with a “website first, security last”-mentality, they will endanger both themselves and those using their creations. Many of these creators have no aspirations to ever become experts, be it out of necessity or simple disinterest.

Restricting the access of these creators is not an attractive option and would run counter to the freedom of today’s on-line world. What these individuals need are resources that reflect not only their level of expertise but also their goals and needs. If all these individuals need is an adequately secured website, then they should have the information on how to do so. This seems contrary to most sound educational intuitions, as it would essentially mean to aim for mediocrity. However, this kind of mediocrity would not compete with a superior solution but with no solution at all instead.

Using such patterns to inform one’s web development will not lead to fully secured websites. Instead, they are a resource provide an adequate minimum of security and privacy on-line. This should not be seen as to be in competition with available professional and educational literature. Rather, it supplements it. The internet of today is a much more diverse place than it was even a decade ago. In order to increase everyone’s security and privacy, available information must reflect this diversity. And when some individuals aim either low or not at all as far as privacy and security are concerned, then giving them the means to at least aim low seems to be an overall improvement.

VI. CONCLUSION

Designing a website with privacy and security in mind from the beginning is a nontrivial task for both novices and experienced professionals. There are limits to what can be communicated in a way so that it can be understood and implemented by novices. Nonetheless, a certain minimum is as helpful as it is necessary in order to improve the online experience for everyone. In this paper, we provided two meta-patterns as guidance regarding what constitute privacy- and security-relevant aspects of a website, and how these attributes can be verified in the end. Concrete instructions on the implementation of such solutions is still necessary. Such instructions must, just like the high-level meta-patterns, be written in a way that is suitable for novices. Thus, additional lower-level patterns are necessary. In Parts 2 and 3, we provide two sets of such pattern solutions. Future work will focus on continually extending the pattern solutions to cover more issues, as well as updating existing patterns in order to keep their solutions valid and usable.
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Abstract—This paper is the second part of a series of three thematically connected papers and presents four patterns for nonprofessional web developers. The patterns in this part of the series address updates, setting up and maintaining mail servers and securing a web shop. Starting with a pattern that provides basic information necessary for any type of web presence, while the subsequent patterns provide more in-depth information specializing on specific topics.
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I. INTRODUCTION

Never has it been that easy to construct and set up a website. The internet offers a vast amount of easy to use tools and websites that allow nonprofessionals to develop, design and shape a personal web presence. This web presence can then be put online with only a few mouse clicks. Without the proper knowledge about web security and web privacy however, these websites may be turned into a potential threat to the internet community. Poorly set-up and maintained websites can easily be hijacked by cyber criminals. The criminals usually compromise the site in a way, that they start to distribute malware or ransomware to infect the computers of inexperienced users visiting the website.

We created a set of patterns describing common security and privacy issues and how they can be addressed on a high level. This paper constitutes the second part of a series of three thematically connected papers, which describe patterns from the same pattern collection. Paper one contains two meta-patterns and a general description how the patterns were generated and structured. Paper three contains a set of four additional patterns addressing concrete issues (e.g., frequency of backups, data protection compliance, etc.).

In this paper, we will first outline relevant related work from the domains of web privacy and web security focusing on updates, mail servers and the security of web shops. Section II provides a short outline of relevant related work from the aforementioned focus areas. Section III introduces the four patterns with the titles: “When and how often should I install updates?”, “Should I set up or operate a mail server myself?”, “How should I set up/o Perman at al. [4] show that a lot of users reuse passwords when they have weak passwords is one of the bigger problems. Pearman at al. [4] show that a lot of users reuse passwords when they have to manage a large number of them. Additionally, there is trend to use weak passwords, if the system is allowing the creation and use of them [5].

III. PATTERNS

A. When and how often should I install updates?

Intent: This pattern addresses the topic of updates for software applications and operating systems on the personal computers, as well as on servers. The main aim is to answer when, how often and why updates should be installed in general.

Problem Statement: Keeping software or systems up to date is very important. Systems which are not updated frequently are more vulnerable to attacks from the outside compared to systems that are continuously held up to date.

Scenario: In order to secure your own system and reduce the vulnerabilities attackers may use to get into your system, it is necessary to maintain your system with the newest updates.

Solution: Updates should be installed in regular intervals. However, this definition does not precisely define the actual time period.

Therefore, we recommend the usage of automatic updates if an application is offering this feature. Important security-related programs (e.g., anti-virus software or operating systems) should be checked for updates on a daily basis. While,
for all other installed programs it's sufficient to check for updates on a weekly or monthly basis.

Before the installation of any kind of update, we recommend to create a system backup for safety's sake.

In unfavorable cases, updates may lead to problems or incompatibilities. Especially major updates or version jumps in programs may be irreversible. Therefore, it is advised to plan ahead and calculate some time to test the system thoroughly after bigger version jumps, upgrades and updates. More about backups can be found in pattern: When and how should I create backups? [6].

- It is recommended to keep systems and software up-to-date from the beginning.
  - Up-to-date means, that all (primarily security-relevant) updates for a system or software currently available are installed.
- Systems, software or websites working with sensitive data have higher priority.
  - It is recommended to check for updates on a daily basis. This applies to systems and computers accessing the web server and the applications running on the server. This point is especially important, if the website is working with personal or sensitive data (account data, addresses, etc.).
  - Usually, the hosting provider takes care core application updates (e.g., operating system, MySQL, PHP, etc.).
- Establishing of an update day is recommended. For example, once a month for the whole system or once a week or day for systems or applications that handle important or personal data.
- Automated updates are recommended, but you should also look manually regularly (once a week).
  - In certain cases, it is possible that an automatic update messes up the automatic update function. In this case, manual updates are the way to go.
- Set up an information network which informs you about update releases. A couple of software and hardware providers offer mailing lists and info websites for that purpose.

In case certain software is not being updated anymore, it is advisable to look for alternatives that are kept up to date.

Examples: Automated Updates - At certain time intervals (e.g., hourly, daily or weekly), the system automatically searches for updates.

Patch Day - On a patch day, all updates currently available will be applied at a previous determined fixed day (e.g., once a week or once a month). The updates are usually tested on a separate system before being applied onto the main system, in order to eliminate any problems and / or compatibility issues.

Software Update Strategies - Create your own update strategy. Set up a schedule for update checking and deployment. This allows you to have a complete overview to when and if an update was deployed, which program the update was for and whether a certain machine already received an update.

WordPress update - WordPress offers two ways of updating the core application. The first option is the automatic update function and the second is the manual update.

To utilize the automatic update function of WordPress, go to the WordPress Admin Panel and select “Updates” on the left sidebar. In case that the WordPress version was installed with the default settings, you can also access this update function directly using the following url: www.example.com/wp-admin/update-core.php (replace example.com with your own url). This page shows you the currently available updates for the WordPress core installation, plugins, translations and themes. If updates are available, they can be applied by clicking the update button for the corresponding application or component.

In order to update WordPress manually, please refer to the instructions provided on this page: Manually Update WordPress [ger].

Important Mailing Lists - The article linked below, offers interesting facts regarding updates. Furthermore, it provides important mailing lists at the end of the article: Important Mailing Lists [7]. Additional mailing lists and more information can be found here: Additional Links, Mailinglists and Newsgroups [8].
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B. Should I set up or operate a mail server myself?

Intent: This pattern aims to help users to make a decision whether they should run their own mail server or not.

Problem Statement: The administration and maintenance of a mail server complicated and unfortunately often underestimated. There are a vast amount of guides on the internet, that aim to explain how to set up a mail server. However, setting up, running and maintaining a mail server requires a lot of specialist knowledge. Unfortunately, laymen do not or only insufficiently possess this kind of knowledge.

Scenario: Sufficient web space and a domain were acquired. The page is now online. For obvious reasons, it seems like a good idea to get mail addresses matching your domain by setting up a mail server by yourself. But is that a good idea?
Solution

Operating and maintaining Mail servers is a complex task. If you are unsure whether you have the skills or not, don not risk anything and leave it to professionals.

The following points should be considered before the decision, whether it makes sense to operate your own mail server:

- The optimal setup of a mail server is complicated.
  - It is deceptively easy to set up a mail server. Myriads of guides and a hand full of easy to use applications can be found online. Unfortunately the security aspect is neglected in many of these guides, as it is time consuming and complicated.
  - Setting up a mail server requires expertise and certain knowledge of UNIX systems.
  - The default settings are definitely neither the best, nor are they recommended! Running a mail server using the default setting should be avoided at all costs!

- Set-up a spam filter.
  - A spam filter reduces the number of spam emails that would otherwise end up in users' mailboxes.
  - Spam filters should always be adjusted very carefully. Additionally, the filter needs readjustments every now and then, as the content of the spam emails will change over time. Setting up a good and reliable spam filter is very time consuming.

- Antivirus Software
  - Emails, especially with attachments should always be checked by an antivirus software before redirecting them to the receiver.
  - Security mechanisms like this have to be installed and adjusted. Additionally, they need to be kept up-to-date in order to do their work.

- Offering webmail access.
  - Usually, users want to retrieve their emails not only through a software. A web platform might be mandatory.
  - This web platform (usually, a piece of software installed on a webserver, e.g., roundcube [16]) has to hosted and adjusted.
  - This software has to be kept up-to-date. Backups and the maintenance are mandatory.

- Blacklisting.
  - The main task of a mail server is to send emails to the addressed receivers. This might not be possible if your own mail server is on a blacklist. Blacklisted mail servers usually fail to deliver the messages, as they will be blocked by the mail server at the receivers end.
  - Once a mail server is on a blacklist, removing it from the list might take a while.
  - A mail server is blacklisted in case it is used to send out spam mails. This usually happens when the mail server is compromised due to incorrect or faulty configuration.

- Time consuming maintenance.
  - Backups are mandatory and data recovery must be guaranteed.
  - All updates must be tested in advance.
    - Even the smallest changes can render the mail server dysfunctional.
  - Finding a problem in case the server is malfunctioning, is difficult.
    - Assuming that emails can no longer be received by other users; where should you start to look for the problem?

These are just but a few of many issues, illustrating how complex the operation and maintenance of a mail server is. Please consider whether it is worth the risk and the time hosting a mail server by yourself. There are a lot of companies offering low-priced email services with included maintenance, antivirus checks and spam filters.

The easiest and safe way to a mail server is though a email service provider!

Examples

Comparison of Mail Servers: The following link provides a comparison of mail servers (e.g., mail transfer agents, mail delivery agents, and other related software proving e-mail services):

https://en.wikipedia.org/wiki/Comparison_of_mail_servers
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C. How should I set up / operate a mail server myself?

Intent: This pattern elucidates the available options to secure your own mail server.

Problem Statement: Secure communication and data integrity are very important and highly valued in digital communications. Imagine that your email end up in the recipient’s spam folder, or even worse, it will be blocked by the recipients mail server before it even reaches the in box. Whether your mails will be blocked before they reach the destination or not, is usually decided by the security and configuration of your own mail server.

Scenario: An mail address using the domain name should has to be set up by you. How can you set it up a secure mail service on your own server?

Solution: Before you start to setting up your own mail server, please read the pattern Should I set up or operate a mail server myself? [18]. Setting up and running a mail server is time consuming and complex.

Definition of Terms - SMTP is the acronym for Simple Mail Transfer Protocol. This protocol is used to send or receive emails from different mail servers. IMAP and POP3 are transmission protocols used to retrieve emails from a mail server.

In case a mail software is already installed on the server, step 1 can be skipped.

1. Install an email software application on the server - Independent of the mail application which will be used, following points need to be clarified in advance:
• Check whether your server meets the requirements for the software you intend to use.
  ◦ Only one SMTP application per server is recommended.
• Pay attention to possible incompatibilities.
  ◦ Remove previous SMTP applications completely, before installing a new one.
• Use only SMTP applications that are general available.
  ◦ Applications handling any kind of communication should always be kept up-to-date.

It is recommended to use the IMAP protocol when retrieving the emails from the mail server. IMAP synchronizes the client (mail program on the smartphone or computer) with the server, when the client connects to the server. This synchronization allows other devices and applications to catch up to the most recent status. Therefore, you will not see already read emails as unread.

2. Securing the mail server -

following points should always be kept in mind:
• NEVER use the default settings when setting up or securing a mail server.
• Immediately change the default passwords.
• Change passwords in regular intervals (especially admin accounts).
  ◦ More information regarding passwords can be found in the pattern "How do I secure a web shop and what should be taken into consideration?" [19] please refer to the sections "Solution" and "Examples":
• All settings, configurations and functions should be tested before applying them.
• The functionality and security of the mail server has to be tested regularly.

After installing the mail server - please check your configuration and adjust the options as listed below to increase the security:
• Activate Secure Sockets Layer (SSL) / Transport Layer Security (TLS) encryption.
• Deactivate SSLv2 and SSLv3.
• Activate SMTP-AUTH.
• Activate TSL encryption for incoming and outgoing emails.
• Reduce the number of possible connections to mitigate DDoS attacks.
• Decrease the number of failed login attempts.
• Use DNS-blacklists to intercept spam mails.
• Use reverse DNS LookUp to verify the sender.
• Activate SPF (Sender Policy Framework).
• Create local blacklists. In case it is necessary to block IP-addresses manually.

Examples: A good guide for setting up a mail server
https://workaround.org/ispmail
rsppm Anti Spam Tool
https://www.openhub.net/p/10349
Install Postfix on RedHat
https://tecadmin.net/install-and-configure-postfix-on-centos-redhat/
Install Postfix on Ubuntu
Secure Postfix with Lets Encrypt (SSL)
https://www.upcloud.com/support/secure-postfix-using-lets-encrypt/
Additional guide for setting up a mail server with Postfix
https://www.codeproject.com/Articles/847650/How-to-Install-Configure-Email-Server-with-Postfix
SMTP authentication for Postfix
http://postfix.state-of-mind.de/patrick.koetter/smtpauth/smtp_auth_mailclients.html
DNS-Blacklist in Postfix
https://docs.iredmail.org/enable.dnsbl.html
Further configuration examples and improvements for Postfix
http://www.postfix.org/TUNING_README.html
SSL/TLS Encryption
• Pattern "How do I encrypt the communication with my website?" [20] explains how to acquire an SSL/TLS certificate. This certificate can also be used for the encryption of your email transfer. However, in order to use the same certificate make sure, that the mail server is using the same domain (e.g., example.com) as your website and not a sub domain (e.g., mail.example.com)
• Change DNS MX entry (record) of the mail application from @mail.example.com to @example.com in order to get it working.

SMTP diagnostic tool to test your own SMTP configuration
https://mxtoolbox.com/diagnostic.aspx
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D. How do I secure a web shop and what should be taken into consideration?

Intent: This pattern explains which aspects you need to keep in mind if you want to designing a good web shop focusing on security.

Problem Statement: Online shopping is getting more and more important. With its growth, the number of users accounts on e-commerce platforms exploded. Nowadays web shops, e-commerce places and other web presences with a lot of users are popular target for cyber criminals.

Scenario: Creating and setting up an online shop is quite simple with the right guides. Keeping the website and customer data safe however, can be challenging. Storing customer data safe and secure should be the highest priority!

Solution

Maintaining and operating an online shop is a lot of work. The recently introduced EU GDPR has strengthened the rights of customers. Thus, if you want to avoid any problems especially legal ones - consider to consult a professional web developer for the creation and maintenance of a web shop.

Attention: This pattern is not a legal advice! We addressed the GDPR (https://www.dsb.gv.at/gesetze-in-osterreich [ger]) and applicable data protection regulations during our research for the patterns, however, we are no legal advisors, nor are we lawyers or privacy experts. We shall not have any liability whatsoever for the accuracy, completeness, timeliness, or correct sequencing of the provided information.

If you still want to run a web shop by yourself after this warning, please pay attention to the following points:

GDPR - As the owner and operator of a web shop, you have to design and set up the shop in a GDPR compliant way. Some of the changes are simple and require only the addition of business information and contact details on your site, other changes may be technically more challenging. Please consider visiting this side https://www.wko.at/service/wirtschaftsrecht-gewerberecht/AGB_im_Internet_-im_Detail.html [ger] in order to get informed on what information you have to provide to your visitors to be GDPR compliant.

Encrypted Communication - It is absolutely necessary to encrypt the communication with your web shop. Especially if you offer direct payment options on your site. The encrypted communication is used to ensure data integrity.

Data and System Security - The GDPR requires you to keep your system up-to-date! The data security on the systems has to be guaranteed.

Shop certificates and quality seals - Shop certificates and seals of approval create trust in the web shop. These certificates suggest the customer, that the web shop meets certain quality standards (e.g., data security, etc.). Many trusted certificate or seal of approval providers check the website and the associated system, before they evaluate them. Depending on different factors, they decide whether the web shop is worthy of receiving a seal of approval or a trusted certificate.

Secure Passwords - Most of the time users are required to create an account, before they can order from a web shop. During the account creation process, they usually have to pick a password. It is recommended to aid the users during the password creation process, persuading them to use stronger passwords. Recent studies show a longer password (8 characters or more) is much more secure than a password with less characters (even when they are using special characters).

The following rules can be set as an requirement to persuade users to create a stronger password:

- The password should contain at least one uppercase and lowercase character.
- One special character is required.
  - , ( ), =, !, etc.
- Avoid simple words, birthday dates, names or repeated letter sequences, such as:
  - asdfasdf, 123456, Heinz1, 12.10.2019, 121212, Superman
- Minimum length should be 8 characters.

Examples

Safety Aspects - How to set up an SSL/TLS encrypted communication on a website is explained in the pattern “How do I encrypt the communication with my website?” [20]. As a web shop works with personal data (e.g., names, addresses, banking information, etc.) the safety of this data has to be assured. The following patterns explain how to assure this: What contributes to the security of a website? [21], When and how should I create backups? [6], How do I store data securely? [22], Which data am I allowed to save? [23], and What information do I have to provide to visitors of my website? [24].

A List of Providers for Trust Certificates and Seals of Approval

- https://www.trustedshops.at
- https://www.tuev-sued.de/fokus-themen/it-security/safer-shopping/onlinehaendler
- https://ehi-siegel.de

Data Informative - The GDPR gives individuals a right to be informed about the collection and use of their personal data. If a user requests his personal data, the operator of the site has to provide the request information within one month. More Information concerning this topic can be found here: https://www.dsb.gv.at/fraguen-und-antworten/#Wie_beanwortwre_ich_ein_Auskunftersuchen_

Password meter for secure passwords - The following Figures 123 show a password meter indicating the strength / security of a password depending on length, characters used and complexity. Figure 1 uses a password with more than the required six characters, however it is considered weak due to lack of complexity or the use of repeated strings, such as “abcdabcd”. The approach in Figure 2 is better compared to the password shown in Figure 1, thus, it can be considered as a medium strength password. Even though the password is shorter, it may contain numbers apart from standard characters, making dictionary attacks more difficult. Figure 3 displays how a password meter would indicate the use of a strong password. A strong password should be at least 8 characters long, containing uppercase and lowercase characters, as well as numbers and special characters if possible.
Figure 1 indicates that the password is longer than the required 6 characters, but a repeated string may have been selected (e.g., "asdfasdf"), making the password less secure.

In Figure 2, the password is shorter compared to Figure 1. However, it meets the minimum of the required 6 characters. Since it meets the requirements and probably uses numbers apart from characters it is considered more secure but not overwhelmingly safe.

In Figure 3, the password shows a much longer password using more characters as required and therefore, the most secure password out of the three shown examples.
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IV. CONCLUSION

The patterns presented in this paper are interdependent and based on one another. The first pattern explains the necessity of updates for secure systems and offers recommendations for handling the update routine. This knowledge is the basis for the subsequent patterns in this work, addressing the set up / operation of a mail server, as well as security improvement of web shops, as they rely on safe, secure and up-to-date systems in order to keep the personal data of potential users safe and secure. While these patterns can address only a fraction of possible problems and questions that may occur during web development, they selected the most common ones, with the aim to provide applicable solutions and examples for them. Future work will focus on the extension of the problem list, while keeping the existing patterns updated to ensure the validity and usability.
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Abstract—In this paper, we present four patterns for nonprofessional web developers. This is the third part of a series of three thematically connected papers. The patterns in this part of the series address backups, secure data storage and the European General Data Protection Regulation. The reader will be introduced to the basic knowledge of backups, followed by an introduction to the new data protection regulations with an explanation how to handle the associated additional responsibilities regarding the handling and storage of personal data in the internet.
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I. INTRODUCTION

With the aid of guides and simple to use programs, setting up websites, web shops, blogs and other web presences is as easy as it ever was. The problem is however, the lack of knowledge transfer about web security and privacy. Nonprofessional web developers setting up web shops without proper knowledge about the EU General Data Protection Regulation (GDPR) [1] may face charges for not obeying the European law when it comes to safe data storage or data handling. Even the lack of certain pieces of information on a commercial website can lead to irreversible financial data. Thus, blindly trusting in guides is a bad idea. This is one of many reasons why we decided to create web security and web privacy themed design patterns to aid nonprofessional web developers and to help to make the internet a safer place.

This paper constitutes the third part of a series of three thematically connected papers, describing patterns from the same pattern collection. The contribution of this paper is an additional set of four patterns addressing backups, safe and GDPR compliant data storage and GDPR compliance in general. The first paper of the three thematically connected papers contains two meta-patterns. The second paper provides a set of four patterns addressing updates, mail servers and the security of web shops. Section II provides a short overview over related word, Section III introduces four patterns with the titles: "When and how should I create backups?", "How do I store data securely?", "Which data am I allowed to save?" and "What information do I have to provide to visitors of my website?". We will conclude this paper in Section IV.

II. RELATED WORK

On 25 May 2018, the new GDPR was applied across the European Union, enforcing new legal requirements as a necessity to get data controllers to protect personal data even more than before. However, data controllers are now confronted with new challenges, to ensure the safety and to comply with the GDPR. Two legal requirements which are very important prove themselves as very controversial [2]–[4]. The first one is the right to be forgotten and second the right to withdraw consent. In the era of big data, cloud computing and the Internet of Things, these laws might yield unforeseen problems and consequences depending on interpretation and implementation, especially for nonprofessionals in law and web development as shown by Alnemr et al. [5] and Bob Duncan [6]. Especially the right to be forgotten has a heavy impact on backups and their archivation [7]. Due to this circumstances operating websites, especially when handling and working with personal data might prove as challenging for novices in web development.

III. PATTERNS

A. When and how should I create backups?

Intent: Creating regular backups can make your life easier and less frustrating. Accidentally deleted, compromised or lost files can easily be restored through backups instead of being lost forever.

Problem Statement: If files are deleted from a server, they usually are irrevocably lost. There is no recycling bin to store the deleted files in case you want to recover them. Corrupted or compromised files and database entries can render a website inoperable and in some rare cases they might even destroy the whole website. In cases like these, backups can be a lifesaver. A web shop for example that is offline for too long, due to missing backups or faulty data, can lead to significant financial losses. Apart from that, on-commercial websites that are offline for a longer period of time, will notice a drop in the rankings of searching engines.

Scenario: System relevant files were deleted due to a system error. The functionality of the website is greatly limited. After fixing this problem with great effort because no backups were available, you decide to inform yourself about backups.

Solution: Backups are, in simple words, basically duplicated version of (all or certain) files. A modern website consists of multiple files ranging from files that contain the design and style information, images, plugins and database files where the posts and comments of users are commonly saved. The best way to make a copy of all of those files is to create a (full) backup. There are multiple ways to create backups - either you create them manually by copying the
files one by one, or you use an automated script, a plugin or a special backup software. However the backups are made, you should always keep in mind that things can go wrong. Therefore, it is mandatory to understand the backup process in order to avoid mistakes and it is even more important to validate the backups after they are created. A corrupt, faulty or not working backup is as good as having no backup at all.

Backup Frequency - Backups should be created in regular intervals. But especially before:

- (major)updated of the operating system or important(server) software
- before moving to a new server (e.g., migration)

There is no golden rule for the frequency of backups. Generally, it is up to you, to decide when it is the time to create a backup. You have to think about the importance and amount of the data and whether it is worth the time creating a backup. It is possible to save some time, and skip backups with the possible risk of minimal data loss in case something happens. It is important to find the balance.

A web shop or a well visited bulletin board lively and active community, should do daily or real-time backups, as a data loss could have a very high impact and could lead to financial consequences. For more information about web shops please refer to pattern: How do I secure a web shop and what should be taken into consideration? [8]. If the site in question is only for information purposes or if the website does not receive daily input, it is sufficient to backup the site once a week.

Speaking of backups, there are a lot of possible forms. It is possible to secure only parts (e.g., images, files or only the database) of a page, or to do a full backup (i.e., saving the whole website with all of its components). If, for example, you have a well-visited website with only few postings and comments, a full backup (all files and the database) should be done once a week. A backup of the database, containing the user postings and comments should be done in more frequently. Two or three times a week seem reasonably if the page is well visited and the user base is posting or commenting frequently.

Note, however, not every type of backup makes it possible to restore individual files. Therefore, each and every backup method has to be tested and verified before you start relying on a certain method.

Verification of Backups - Backups are important! In case of an unfortunate event or a disaster, they might help you to recover individual files or even a whole system. Since backups might be the last resort in critical moments, you have to be able to count on them. This is why all backups should be tested and verified if it is feasible.

- Test whether they are corrupt or functional.
- Verify whether the Backups can be used to recover a system or files.

Automated Backups - Backing up a system manually (i.e., copy and paste important files by hand) can take a long time, especially when it is a large and complex system. Therefore, it is recommended to use backup software which offers the possibility to automate the backup process. Examples of such programs can be found in the "Examples" section of this pattern. Some hosting provider also offer automated backups in their offers. It is recommended to keep that in mind, in case you forgot to do backups by yourself. This might save your day.

File and Database Backups - Before going deeper into specific backup solutions, it is important to be able to distinguish between data/file backups and database backups. Because depending of the type of data you want to back up, the processes vary. A WordPress page will be used as an example to explain the differences in the backup process depending on what is going to be saved.

Files: Apart from the mandatory main installation files of a WordPress installation, the term files also includes themes, designs, plugins, images, scripts (e.g., JavaScript, PHP, etc.), as well as other files and static pages. The files can be saved by following methods:

- Files may be backed up by the hosting providers (if they offer this service).
- Special backup software (e.g., https://winscp.net/eng/docs/introduction) can create backups of your site and store them either locally or on a different server.
- There are WordPress plugins that create backups automatically at a certain time you can define (https://wordpress.org/plugins/updraftplus/).
- Manually transfer data to your own computer or a hard drive using a FTP (File Transfer Protocol) program (e.g., https://filezilla-project.org) or command line tools.

Basically, its about saving files from one location and then copying them to a different location or storage device.

Databases: Database backups work differently compared to file backups. However, a database backup is always done the same way. Even automatically generated database backups by WordPress plugins, are identical to those that have been generated manually. First of all, you have to access the database by logging into it by using the database login credentials. Then you have to select the database entries you want to save and export them. This will result in a file, that can be used to recover the database entries. In the case of standard WordPress and phpMyAdmin installations, the database is called "wp". Login into the database, select the database "wp" and export its contents. Viola, there you have the database backup.

It is recommended to make about 3 backup copies and store them in different locations (e.g., hard disk, cloud or server). This will help to be safe in case one or two of the storage locations fail.

Examples: Backup Software - The following programs can be used to back up individual files or complete systems. Please follow the links provided below if you want to know how the software works and whether it is suitable for your needs.

- tar
  - https://wiki.ubuntuusers.de/tar/
- Bacula
  - https://blog.bacula.org/what-is-bacula/
- dump
  - http://www.willemer.de/informatik/unix/unixdasi.htm [ger]

References: Backing Up Your WordPress Site [9]
WordPress Database Backup Instructions [10]
Backing up Your Website: The Ultimate Guide [11]
What kinds of Google Penalties are there and what are the differences? [12]

MariaDB - Backup and Restore Overview [13]
MySQL - Database Backup Methods [14]
MariaDB - mysqldump [15]
How Often Should You Backup Your WordPress Sites? [16]
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B. How do I store data securely?

Intent: This pattern addresses the problems of the secure storage of user generated content and user data.

Problem Statement: The secure storage of data has to be handled according to the EU General Data Protection Regulation [1]. This is especially important if the data in question is personal data.

Scenario: A website is allowing its users to write comments and to upload data (images or similar). The comments and content have to be transferred and stored on the web server securely.

Solution:

- Keep your system and server safe and up-to-date.
  - An up-to-date system equipped with an up-to-date anti-virus program and the latest (security) updates offers less attack vectors for cyber criminals.

- SSL/TLS Encryption Communication
  - An encrypted connection allows a secure data transfer and guarantees data integrity.

- Save Received Data in Anonymous and/or Encrypted Format.
  - Important information, like passwords, should never be stored directly in plain text. Encrypt the data before storing it in the database.
  - Some data may only be stored in encrypted and/or anonymous form (e.g., personal data).
    - For more information, please refer to pattern: Which data am I allowed to save? [17].

- Define and Set Access Rights.
  - The fewer people have access to the data, the safer the data generally is.
  - Adjust access rights for users individually.
    - Everyone should only have access to files and folders meant for them.

- Database Backup.
  - It is not just about storing the data safely. Securing the stored data is important as well.

- Encrypted Backups.
  - Encrypting backups is an additional step to take to secure the data even more. While this is totally optional, an encrypted backup can make it much harder for unauthorized people to access the files inside of them.

Examples: Ensure Security Your System - An up-to-date system offers less attacking vectors for potential cyber criminals. It is mandatory to ensure the installation of the latest (security) updates. More about this topic can be found in pattern “When and how often should I install updates?” [18]. Securing your own computer or server is only the first step to ensure a secured system. It is also necessary to secure the website itself. Pattern How do I check the security of my website?” [19] explains in depth how this can be done.

Ensuring Data Integrity - Pattern “How do I encrypt the communication with my website?” [20] explains how to enable an SSL/TLS encrypted connection (HTTPS) on your own website. With a secure HTTPS connection, the communication between the users web browser and the encrypted website is encrypted. This ensures, that all the data that comes from the user is really from him.

Encrypt Packed Data Backups (Example uses 7Zip)
- How to protect your ZIP-Archives with a Password? [21][ger].
- How to Encrypt Passwords using PHP
- Password Hashing [22].

References: Backup & Recovery [ger] [23]
Function Reference/wp hash password [24]
WordPress Password Hash Generator PHP [25]
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C. Which data am I allowed to save?

Intent: This pattern addresses the question, what data you are allowed to save on your website and what there is to consider when doing so.

Problem Statement: With all the advances in web development, nowadays it is possible to gather a lot of data from website visitors. But what kind of data are you allowed to gather and save according to GDPR (EU General Data Protection Regulation) ?

Scenario: Website operators have to follow the new GDPR and are required to adjust their website to match these regulations.

Solution: Attention: This pattern is not a legal advice! We addressed the GDPR (https://www.dsb.gv.at/gesetze-in-osterreich [ger]) and applicable data protection regulations during our research for the patterns, however, we are no legal advisors, nor are we lawyers or privacy experts. We shall not have any liability whatsoever for the accuracy, completeness, timeliness, or correct sequencing of the provided information.

Current regulations for files, links and general user content:

According to the Austrian E-Commerce Act 17 (exclusion of responsibility for links) [26], the website operator is not responsible for the content of links posted on his site (by other persons), as long as he has no knowledge of content provides via this link. However, if the operator determines that the link contains or links to illegal activity or information (for example, a link to a movie or a song file), the link has to be removed immediately.

It is recommended to apply regulations and define what allowed on the website or not in the form terms of services. The terms clarify which and whether content may be uploaded by users, or that if content is uploaded, the user has to have the appropriate usage rights for that content. Attention: Never write anything in the terms and service, that you simply can
not do! For example, never specify that any content will be checked before it is posted on your website. As this makes you liable for each and any content on the website, regardless who posted it. As this states, that you have checked and verified that link in general and have knowledge about its content. The operator of a website is also liable for the content of a link posted by an employee or a person who is supervised by the operator.

Special regulations for personal data currently described in the GDPR:

- Website operators have to ensure the security of personal data.
  - It is defined in the GDPR as Privacy by Design / Privacy by Default, meaning, that everybody must use appropriate technical measures and procedures (e.g., pseudonymization) to ensure data security.
  - Users need to be informed. Especially about what happens with their data and how their data will be used. In addition, users must actively agree that data may be stored by the website.
  - Users have the right to have their data deleted (i.e., "the right to be forgotten").
  - For more information please refer to :https://www.wko.at/service/wirtschaftsrecht-gewerberecht/EU-Datenschutz-Grundverordnung:-Pflicht-zur-Berichtigung.html#heading__Recht_auf_Loeschung__[ger].
- Storage, transfer and distribution of personal data is not allowed without the users consent.
- If working with personal data, it is required to document the processing activities.
  - More information on that topic can be found here: https://www.wko.at/service/wirtschaftsrecht-gewerberecht/EU-Datenschutz-Grundverordnung:-Dokumentationspflicht.html
- The Court of Justice of the European Union has ruled that both static and dynamic IP addresses are to be considered as personal data.

A comprehensive blog post about GDPR and blogs can be found here: https://datenschmutz.net/dsgvo-checkliste-fuer-blogs/

**Examples:** Data Privacy - Inform Users and get their Consent - Example of Google search page:

![A privacy reminder from Google](image)

![Figure 1. Google Privacy Reminder Info Page](image)

A lot of companies changed their privacy and data regulations to address the GDPR. In reaction to that, Google and other companies informed their users of these changes. Figure 1 shows the reminder google used when users accessed the search page, listing and explaining what happens to the data collected by Google.

You must actively agree to these conditions in order to be able to continue using Google without detours, as shown in Figure 2.

**Data we process when you use Google**

- When you search for a restaurant on Google Maps or watch a video on YouTube, for example, we process information about that activity - including information like the

![Figure 2. Google Privacy Reminder Info Page - Consent](image)

**What is personal data?**

- General personal Data
  - Name, birthday date, age, address, e-mail-address, phone numbers, pictures from the person, person, education, job, marital status, nationality religious, as well as political attitude, sexuality, health data, holiday planning and police record.
- Identification (ID) numbers.
  - Social security number, tax number, health insurance number, ID card number, matriculation number.
- Banking Information
- Online Data
  - Internet Protocol (IP) address, a cookie ID, location data (for example the location data function on a mobile phone).
- Physical Characteristics.
  - Gender, skin color, hair color and eye color.
- Possession Features
  - Car, property ownership, land registry entries, license plate number.
- Customer data
  - Orders, bank account informations, account data, etc.
- Personal data can be defined as any information that relates to an identified or identifiable living individual. For example, a birthday alone can not always be linked to a specific person without additional information. However, if a name is added to this birthday, it is way easier to pin it down to a certain person. Thus, you have to be careful when displaying or providing personal data in general.

More information provided by the European Commission on Personal Data can be found here: What is Personal Data? [28]

**References:** Information about the GDPR provided by the Austrian Economic Chambers:

- EU GDPR [29][ger]
- EU GDPR - Data Security Measures [30][ger]
- A blog post about user generated content [31][ger]
- What is personal data? [32][ger]
Keywords: DSGVO, GDPR, Data Protection, Personal Data

D. What information do I have to provide to visitors of my website?

Intent: This pattern aims to inform website operators what kind of information they legally have to provide their users on websites.

Problem Statement: The Internet is not a lawless place. There are laws intended to protect internet users which have to be respected by websites and their operators. Website owners should know their rights, as well as their responsibilities and should be at least be acquainted with the law.

Scenario: A website is almost ready to go online. What information does it have to provide to its users in order to be GDPR compliant?

Solution: Attention! This pattern is not a legal advice! We addressed the GDPR (https://www.dsb.gv.at/gesetze-in-osterreich [ger]) and applicable data protection regulations during our research for the patterns, however, we are no legal advisors, nor are we lawyers or privacy experts. We shall not have any liability whatsoever for the accuracy, completeness, timeliness, or correct sequencing of the provided information.

The website imprint, the terms of service and the privacy policy must be easy to find and access has always to be guaranteed. It is advisable to place these things in a good position where its visible all the time (e.g., in the header, or in the footer of a website).

Attention! - For web shops additional conditions apply. Please visit the following site for more information: General Terms and Conditions - Details [ger] [33].

- Imprint
  - The imprint is not an obligation for small private websites (e.g., a travel blog or a page only for friends). This is stated in Austrian Federal Law Consolidated Version, Media Act 24. Nevertheless, it is advisable to provide an imprint for the reasons of transparency.
  - The imprint includes:
    - Name or Company Name of the page owner and operator.
    - Registration number and place of registration.
    - Place of residence or registered office of the page owner.
  - If the site is serving (directly or indirectly) commercial purposes, the Austrian Federal Law Consolidated Version, Media Act 25 applies.
    - Disclosure obligation according to Austrian Federal Law Consolidated Version, Media Act 25 [34].

- Terms and Conditions
  - The terms and conditions should include the following:
    - A clear indication that users are responsible for the content of their posts.
    - Users have to agree to the terms if they want to use the website.
    - The posts from the users are not allowed to violate the terms or the applicable law.
    - The user holds the rights to his contents and contributions as long as it does not violate the law.
    - Contributions must not violate the rights of third parties (e.g., copyright, trademark law or personal-ity rights).
    - Exemplary enumeration of content that should not be uploaded:
      - Copyrighted content, if no authorization exists (e.g., photos, images, videos).
      - Pornographic or adult content.
      - Racial, xenophobic, discriminatory or offensive content.
      - Content that violates applicable law.
    - Rules of conduct.
    - Restrictive measures and sanctions for violation of the terms of service.
    - Release from claims from third parties.

- Privacy Policy and use of Cookies:
  - Are cookies used at the website to save personal data or does the personal data general stored on the side (e.g., IP addresses)? Is there an information and an active consent requirement for site visitors?
  - If cookies are used to save personal data (e.g., geo location) on a website, it is obliged to inform the users and it is required to get an active consent from the users in order to be allowed to save the date.
  - The use of cookies is only permitted if:
    - The user is informed in detail in advance.
    - Cookie use needs active consent from the user if saving personal data.
    - The consent must be given voluntarily, without doubt and through an active act.

Examples: Information for Storing Data (Including Personal Data) - The patterns How do I store data securely? [35] and Which data am I allowed to save? [17] address the storage of data and person data.

Examples of Imprints and Disclosures
- https://datenschmutz.net/impressum [ger]
- https://www.wko.at/service/Offenlegung_Salzburg.html [ger]
- https://www.guteguete.at/impressum [ger]

Example: Liability Disclaimer
- https://www.conrad.at/de/ueber-conrad/impressum.html [ger]

Example for ABG (General Terms and Conditions / Conditions of Use)
- https://www.amazon.com/gp/help/customer/display.html?nodeId=201909000
- https://www.amazon.de/gp/help/customer/display.html?nodeId=201909000 [ger]

Example: Privacy Statements / Policy
- https://policies.google.com/privacy?hl=en
- https://www.guteguete.at/datenschutzerklaerung [ger]

Example for a Cookie Notice for GDPR - See Figure 3 for an example of a Cookie Notice for European countries shown on https://www.nytimes.com.
IV. Conclusion

This paper is the third and final part of a series of three thematically connected papers. It presents four additional patterns with the aim to aid nonprofessional web developers understanding common privacy and security problems frequently surfacing during the creation of websites. These patterns explain the importance of updates and the difficulties of saving and handling user data in a GDPR compliant way. While the explanation of the underlying concept and benefit of backups is quite straightforward and can easily be stated in one pattern, it is a different matter for the GDPR. Depending on the type of website and which data is being handled, the regulations and requirements defined by the GDPR can vary extremely. Thus, it is not possible to explain the complete GDPR in this format. We tried to cover the most important question by providing solutions, examples for possible problem cases in order to provide a decent knowledge base for novice web developers. Future work will mainly focus on the extension of the pattern solutions while keeping the existing patterns up-to-date to ensure future validity and usefulness.
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