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Abstract—To enable data intensive application including global information systems with heterogeneous models, the model mapping problem in which a source model is mapped to a target one should be addressed. Current work about mapping provides a finite set of mapping constructors available for writing mappings. In this case, adding a new concept in a meta-model describing mapped schemas could have the effect of building new types of mapping constructors. Thus, this paper attempts to provide a generic and systematic approach for modeling mapping constructors, so that new mapping constructors could be handled efficiently without requiring to rebuild completely the mapping repository system.
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I. INTRODUCTION

The huge amount of data created by several application domains and development activities was at the origin of the emergence of several heterogeneous data models and modeling languages. The need of exploiting data and these models in an integrated manner led to several studies on data and model integration and heterogeneous modeling [1], [2]. Two particular and interesting studies are model mappings and mapping languages. Moreover, these approaches have also been developed in the context of the semantic web where model mappings were required for defining transformations, instance migration, etc.

In order to deal with various heterogeneous models used to represent the same real world domain, several mapping languages [8], [12], [20] have been proposed. Their central objective is to establish relationships between models. Most of these approaches run in central memory and do not address the scalability problem when dealing with huge amount of data, instances of those models.

However, many information systems rely on databases to ensure scalability. As a consequence, the need of managing mappings in a persistency context appeared. Therefore, the availability of a repository of mappings is required. Also, a way for exploiting mappings by interpreting, handling and manipulating such mapping operators is also required.

The work of Miller et al. [3] and Ling et al. [4] was precursor. It addressed the problem of mapping management in a database. The main assumption in this work consists in modeling mapping constructors as a finite set of operators.

This assumption is acceptable if models to be mapped are encoded in a meta-model that will not evolve dynamically due to the fixed set of mapping constructors.

Nevertheless, offering the capability to manipulate and/or to modify the meta-model could offer more flexibility and extensions capabilities dynamically. Indeed, offering the capability for the meta-model to evolve by supporting the creation of new concepts would also offer the capability to dynamically define on the fly new mapping constructors. As a consequence, the definition of mapping constructors in a generic way becomes possible.

Moreover, because the size of models and instances are growing drastically, the traditional approaches for mapping models need to scale up. Therefore, offering persistent settings for managing such mappings and instances becomes a necessity if one wants to address real sized problems.

This paper focuses on the definition of a generic infrastructure for managing mappings in a database context. It uses a specific database architecture that supports definition of meta-models and their instances. This database infrastructure consists of: (1) a space for representing mapping constructors, (2) a space for representing models and mappings between these models and finally (3) a space for representing data (instances of models).

This paper is organized as follows. Section II outlines related work on mappings. Then, our contribution using constructive data models to model mappings is presented in Section III. In Section IV, we discuss how to represent a graph of mappings in a persistent context. Once our persistent solution for handling mappings in a database structure, through model repositories, is presented in Section V, we briefly present, in Section VI, how this approach has been set up to encode the transformation process for building ontologies starting from texts. This work has been conducted in the context of the DaFOE4App (Differential and Formal Ontologies Editor for Application) project [22]. We finally conclude and give some perspectives of this work.

II. RELATED WORK

Many proposals address model mapping and data translation problems. These proposals can be split into two categories: hard encoded and rule-based approaches.
A. Hard encoded approach

By the term hard encoded, we refer to approaches where both mappings and mapped models representations are hidden within a framework as a program. It means that these representations are not exposed as declarative and user-comprehensible rules. This leads to several difficulties. First, models and mappings can only be extended by the framework designers. Secondly, because of the program-based representation of models and mappings, any extension requires changes at the framework code level. As a consequence, correctness of these representations has to be accepted by users as a dogma. For example, the approach of Papotti and Torlone [14] can be said to be hard encoded. In that context, the expressed transformations are imperative programs, which have the weaknesses described above. The instance translation process is achieved by firstly converting the source data into XML, and then by performing an XML-to-XML translation expressed in XQuery to reshape instances in order to be compatible with the target schema, and finally, by converting the XML representation into the target model.

B. Rule-based approach

Weaknesses of the hard encoded approach can be solved using a rule-based approach. This approach attempts to provide a generic way to handle models, mappings and data translation without using a hard encoded program. For example, the approach proposed by Bernstein et al. [13] is a rule-based one. In that approach, they focus on a flexible mapping based on inheritance hierarchies, and in the incremental regeneration of mappings each time the source schema is modified. Other rule-based approaches are driven by a dictionary of schemas, models and translation rules. Among them, we can quote the work of Bowers and Delcambre [11] that proposes Uni-Level Description (UDL). UDL is a meta-model in which models and translations can be described and managed in a uniform process environment for models, schemas and instances. UDL is used to express specific model-to-model translations of both schemas and instances. Like the approach of Atzeni et al. [16], translations are expressed as Datalog rules and the source and target models are stored in a generic relational dictionary.

Our approach is also considered as a rule-based approach. But, compared to the previous quoted approaches, we provide a more abstract level where, in addition, the dictionary is explicitly represented and becomes manageable. Indeed, the dictionary representation according to a meta-meta-model allows the user for example, to modify mapping models without modifying the underlying program.

Furthermore, Kalfoglou and Schorlemmer [7] address the problem of mapping discovery which consists of an automatic synthesis of an alignment between models. In our proposal, we assume that the discovery process has already been achieved. Indeed, our work deals with mapping specification and instance mediation in database environment. More discussions on topics around mapping problems and provided solutions can be founded in [4], [9], [15], [18]. As illustrated in Figure 1, mappings can be composed transitivity. This requirement has been formalized in [10], [19], where an approach to use composition among models has been proposed. Because this paper focuses on a repository for storing mappings, we do not discuss handling composition between mappings (composition is handled by a query engine in our framework). Furthermore, [3], [4] introduce the notion of value correspondence as a proposal of representation for mapping operators.

III. OUR APPROACH

In our approach, modeling mapping consists in creating mapping constructors (Model level mapping, Entity level mapping, Attribute level mapping, etc.). In this section, we present a formal model for mapping constructors. Furthermore, before connecting domain models using mappings, these models should be represented in a way allowing them to be managed efficiently. The meta-modeling-based approach is often used for this purpose. We use a meta-model called Entity-Attribute meta-model (E-A meta-model) to handle domain models. Using this E-A meta-model, a model $m = \langle E, A, I, T, \text{dom}, \text{range}, \text{its\_entity} \rangle$ where:

- $E$ represents the set of entities of the model $m$;
- $A$ represents the set attributes used to describe entities of the model $m$;
- $I$ represents the set of entity instances of the model $m$;
- $T$ is a set of primitive types (Int, String, Boolean, etc.);
- $\text{dom} : A \rightarrow E$ defines the domain of an attribute;
- $\text{range} : A \rightarrow E \cup T$ defines the range of an attribute;
- $\text{its\_entity} : I \rightarrow E$ returns the entity associated to a given instance.

![Figure 1. An mLInk graph of model mappings.](image-url)

A. Model level mapping: mLInk

Correspondences between models are represented by a directed acyclic graph whose nodes are models. Formally,
if \( M \) represents a set of models, the graph \( G_m \) of correspondences between models (Cf. Figure 1) is defined by \( G_m = (N_m, L_m) \) where:

- \( N_m \subseteq M \) represents the set of nodes of the correspondence graph;
- \( L_m = \{ (m_s, m_t, \alpha_m) \in N_m \times N_m \times [0; 1] \} \) represents a set of correspondences between a source model \( (m_s) \) and a target model \( (m_t) \). Here, \( \alpha_m \) is a confidence degree of this correspondence.

Through this paper, we will use the term \( mL \), formally defined as element of \( L_m \), to refer to a correspondence or a mapping between models.

B. Entity level mapping: eLink

Correspondences between entities of the models are represented by a directed acyclic graph whose nodes are entities. Formally, if \( E \) represents a set of entities, the graph \( G_e \) of correspondences between entities (Cf. Figure 2) is defined by \( G_e = (N_e, L_e) \) where:

- \( N_e \subseteq E \) is the set of nodes of the correspondence graph;
- \( L_e = \{ (e_s, e_t, \alpha_e, mL) \in N_e \times N_e \times [0; 1] \times L_m \} \) represents correspondences between a source entity \( (e_s) \) and a target entity \( (e_t) \) built in the context of the \( mL \) with confidence degree \( \alpha_e \).

Through this paper, we will use the term \( eL \), formally defined as element of \( L_e \), to refer to a correspondence between entities.

C. Attribute level mapping: aLink

The arity of correspondences between attributes is \( n:0 \) reflecting the fact that one needs zero or more attributes of the source entity to compute an attribute of the target entity. Formally, if \( A \) represents the set of attributes, the graph \( G_a \) of correspondences between attributes (Cf. Figure 3) is defined by \( G_a = (N_a, L_a) \) where:

- \( N_a \subseteq A \) represents the set of nodes of the correspondence graph;
- \( L_a = \{ (A_s, A_t, \alpha_a, \varphi, eL) \in N_a^k \times N_a \times [0; 1] \times \Phi \times L_e \} \) represents a set of correspondences from a set of sources attributes \( A_s = (a_{i1}, a_{i2}, ..., a_{ik}) \) to a target one \( (A_t \in N_a) \) where:
  - the aLink \( eL \) represents the context in which the correspondence has been created;
  - \( \varphi \) is an expression used to write \( a_i \) in terms of \( a_{si} \) (\( 1 \leq i \leq k \)).
  - \( \alpha_a \) represents the confidence degree of the correspondence.

Through this paper, we will use the term \( aL \), formally defined as element of \( L_a \), to refer to a correspondence between attributes.

Unlike other work performed on mappings [3], [4], [12], our approach does not presuppose the existence of a finite set of mapping constructors but it aims at providing a formal support to dynamically create new mapping constructors or evolving existing one. Indeed, all mapping constructors presented above use a numeric confidence degree \( \alpha \). This is the most used approach for handling fuzzy mappings. However, what will happen if a user (who is not the framework designer) want to create another fuzzy property for mapping by annotating each mapping with a quality value (“Weak”, “Average”, “Good”, “Very”, “Good”, “Excellent”, etc. for example)? Thus, our approach propose to model mapping constructors so that mapping constructors like \( mL \), \( eL \), \( aL \) etc., could be managed in a generic way and easily extended at runtime. As our work is conducted in a database context, we discuss in the following sections, modeling possibilities of a database repository to store such a graph-based representation of mapping.

IV. MODEL REPOSITORIES

In the recent years, several works [6], [17] investigated the problem of representing ontologies and their instances within a database. We reuse this approach for models in general and the resulting database (that we simply call Model Based-Database (MBDB)) can be represented according in three main approaches. In this section, we present a taxonomy of these approaches. Our goal here is to discuss how the graph of mappings presented in Section III can be stored in each of these database types.

A. MBDB of type 1

In MBDB of type 1, information is represented using a single schema composed of a single table of triples (subject, predicate, object). This table, referred as vertical table [5] is used both for model level data and instance level data. For model level data, the three columns of this table respectively represent the Identifier of an element of the model, a predicate and the value taken by the predicate (Cf. Figure 4). Furthermore, in order to implement our mapping representation proposal with MBDB of type 1, we apply the following rules:

- use RDF Schema as the meta-model for representing domain models. For instance, the triplet \( (e_1, \text{Type}, \text{Entity}) \) means that the concept \( e_1 \) is an RDF Class (called Entity in the E-A meta-model);
• extend RDF Schema with new concepts representing mapping constructors (mLink, eLink, aLink);
• extend RDF Schema with new properties representing parameters of \( L_m \), \( L_e \), \( L_a \). For instance, “\( \text{rdfs:}m \text{Source} \)” is used to represent the source model of a \( m \text{Link} \) while “\( \text{rdfs:}e \text{Link} \)” is used to identify a \( m \text{Link} \) representing the context in which a given \( e \text{Link} \) is created.

Putting all these previous rules together results in a database as illustrated in Figure 4. Unfortunately, it clearly appears that, this approach is not enough scalable because of the number of auto-join operations required on the underlying vertical table.

B. MBDB of type 2

MBDB of type 2 store separately model level data and the instance level data in two distinct schemes [6]. In classical databases, the system catalog part plays the role of the model level where models are stored as meta-data. The main problem with this representation comes from the fact that the meta-model provided by the DataBase Management System (DBMS) cannot be manipulated. Indeed, this meta-model is frozen and therefore, it cannot be evolved according to some particular requirements. For example, how do we represent mapping concepts like \( m \text{Link}, e \text{Link}, a \text{Link}, \text{etc.} \) (not available in this meta-model) using this type of database? However, as illustrated in Figure 5, one can use the semantic part of the database to represent mappings. Even if this approach provides a solution independent of a particular DBMS, the meta-model of the semantic part is also frozen and cannot be extended at runtime in order to provide new mapping constructors.

C. MBDB of type 3

MBDB of type 3 [17] propose to add another schema to MBDB of type 2. This schema stores the E-A meta-model in a reflexive meta-meta-model. Thus, for the meta-model, the meta-meta-model plays the same role as the one played by the system catalog. Compared to MBDB of type 2, adding a meta-meta-model in MBDB of type 3 provides possibility to extend the meta-model. So, thanks to that meta-meta-model, MBDB of type 3 could be reused to reach our goal related to the representation of mapping concepts in database. Figure 6 illustrates the OntoDB [17] architecture as an example of a MBDB of type 3. OntoDB is based on 4 main parts:

- the meta-base part: it corresponds to the catalog system of databases. It contains system tables used to manage all the data contained in the database;
- the data part: it represents domain objects also called data;
- the semantic part: it contains models defining the semantics of data. More precisely, domain models of information system stored in the semantic part;
- the meta-schema part: the meta-schema part records the E-A meta-model.

---

**Figure 4. MBDB of type 1.**

**Figure 5. MBDB of type 2.**

**Figure 6. OntoDB: a MBDB of type 3.**
The next Section presents how the approach led by MBDB of type 3 has been used to persist the graph of mappings.

V. Handling Mappings in a Database

In this section, we give some details about the implementation of our proposal. Thanks to its extension facility, MBDB of type 3 are therefore better suited to implement the mapping approach presented in this paper. Indeed, a type 3 MBDB provides enough flexibility for the extension of both the E-A meta-model and the mapping model. It is therefore possible, for example, to create new mapping constructors. The resulting database repository is illustrated in Figure 7 where labels purposes (instead of object identifier) are used only for more readability. Compared to Figure 6, we have extended the semantic part with mapping constructors. All these mapping constructors are created as instances of the meta-schema. That provides for creating dynamically new mapping constructors. The resulting infrastructure is obtained in 3 steps.

1) Setup of the mapping management infrastructure.

This infrastructure consists in building a repository for mapping constructors. After creating tables in the meta-schema part, we populate them. For example, the statements of Table I insert new rows in tables MetaEntity and MetaAttribute tables of Figure 7. As a consequence, a physical repository for each constructor is automatically built in the semantic part. A table is created for each meta-entity with its attribute found in the meta-attribute table. At this level, we use classical SQL queries and the designer needs to know the meta-schema tables structure. The MQL language [21] provides the user with high level operators that hide implementation details available in such SQL queries. We do not give details of this language to keep this paper in reasonable size. Notice that, for readability purposes all statement examples provided in this paper use "label" as foreign key instead of URI.

2) Model creation. The models creation task consists in populating the Entity, Attribute and Model tables of the E-A meta-model (Cf. Figure 7). For each entity of the E-A meta-model, the physical structure (e_t tables) for storing data is created in the Data part.

3) Mapping creation. Creating a mapping consists in populating the mLink, eLink, aLink tables materializing mapping constructors (Cf. Figure 7). This explicit representation keeps traceability of mappings. However, it also keeps traceability between instances. Indeed, instance level mappings results from the instantiation of eLink. This instance mapping constructor is handled by creating, for each eLink a table (e1TOe2 for example) storing those instances of the source entity that have been used to build the instance of the target entity.

An example of both of model and mapping creation tasks is given in Section VI, where the case study of modeling an ontology building process is detailed.

Notice that we have defined directed links from models and concepts to others. The reverse links can be easily built, if needed, using the same process. This capability will offer full traversals in the database from models to others. As a consequence, it is possible to trace the source concept used for example) storing those instances of the source

<table>
<thead>
<tr>
<th>Table I</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSERT INTO MetaEntity (label) VALUES(&quot;mLink&quot;)</td>
</tr>
<tr>
<td>INSERT INTO MetaEntity (label) VALUES(&quot;eLink&quot;)</td>
</tr>
<tr>
<td>INSERT INTO MetaEntity (label) VALUES(&quot;aLink&quot;)</td>
</tr>
<tr>
<td>INSERT INTO MetaEntity (label) VALUES(&quot;Model&quot;)</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>INSERT INTO MetaAttribute (label, domain, type) VALUES(&quot;mLink&quot;,&quot;Model&quot;)</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>INSERT INTO MetaAttribute (label, domain, type) VALUES(&quot;eLink&quot;,&quot;Model&quot;)</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>INSERT INTO MetaAttribute (label, domain, type) VALUES(&quot;aLink&quot;,INT)</td>
</tr>
<tr>
<td>...</td>
</tr>
</tbody>
</table>
first step is dedicated to linguistic analysis (called Terminology Step) in which users manage linguistic information (terms and relations between terms) extracted with natural language processing tools (NLP). After the linguistic analysis, the step for structuring linguistic information (called TerminoOntology step) is performed. Finally, a formalization step (called Ontology Step) allows users to create classes and properties of the ontologies and to populate created classes. Each of these autonomous steps has been modeled as illustrated in Figure 8, 9 and 10 respectively. Notice that the main goal of the DaFOE platform is not to populate classes but to build ontologies that are intended to be exported into other systems that provide instance management facilities. Thus, instance management is out of the scope of the application domain.

B. Setting up our approach

Applying our approach leads to the persistent infrastructure represented in Figure 11. It consists in writing correspondences between elements of the model of each step using mapping constructors. The developed approach in the

Figure 8. A simplified representation of the Terminology model.

Figure 9. A simplified representation of the TerminoOntology model.

Figure 10. A simplified representation of the Ontology model.

DaFOE4App project has identified two bridges for switching between steps: a first one for producing termino-ontology concepts from texts and a second one for producing ontology concepts from termino-ontology concepts. According to our approach, bridge means the creation of mLink, eLink and aLink respectively after setting the models to be mapped. These two bridges are detailed below.

1) Bridge 1. Terminology to TerminoOntology step.

Considering both Terminology and TerminoOntology steps through their models (Cf. Figure 8 and 9 respectively), a simplified mapping between these steps consists in:

mLink creation. The statement $S_1$ of Table II creates a mLink from the Terminology model to the TerminoOntology model. As a result, row 700 is inserted in table mLink (Figure 11).

eLink creation. The statement $S_3$ of Table III creates an eLink from the Term entity to the TerminoConcept entity to express that instances of the Term entity will be transformed as instances of the TerminoConcept entity. As a result of this statement, row 800 is inserted in the table eLink as illustrated in Figure 11. A eLink from the TermRelation entity of the Terminology model and the TerminoConceptRelation entity of the TerminoOntology model is also available.

aLink creation. The statement $S_5$ of table IV shows an aLink expressing that an instance of the TerminoConcept entity has the same label as its corresponding instance in the Term entity prefixed by ‘tc’. Another aLink expresses that the rate of an instance of TerminoConcept entity equals to the frequency of corresponding instances in Term entity divided by 100. As a result, rows 200 and 201 are inserted in table aLink (Figure 11).

2) Bridge 2. TerminoOntology to Ontology step.

For TerminoOntology and Ontology steps, a simplified mapping between their respective models consists in:

mLink creation. The statement $S_2$ of Table II creates a mLink from the TerminoOntology model to the Ontology model. As a result, row 701 is inserted in


### Table II

**STATEMENTS FOR mLINKS CREATION**

<table>
<thead>
<tr>
<th>Statement S1—</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSERT INTO mLink (label, m_s, m_t, α_m)</td>
</tr>
<tr>
<td>VALUES(&quot;Terminology2TerminoOntology&quot;, &quot;Terminology&quot;, &quot;TerminoOntology&quot;, 0.8);</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statement S2—</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSERT INTO mLink (label, m_s, m_t, α_m)</td>
</tr>
<tr>
<td>VALUES(&quot;Terminology2TerminoOntology&quot;, &quot;Terminology&quot;, &quot;TerminoOntology&quot;, 0.9);</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statement S3—</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSERT INTO eLink (label, e_s, e_t, α_e, mL)</td>
</tr>
<tr>
<td>VALUES(&quot;Term2TerminoConcept&quot;, &quot;Term&quot;, &quot;TerminoConcept&quot;, 0.8, &quot;Terminology2TerminoOntology&quot;);</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statement S4—</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSERT INTO eLink (label, e_s, e_t, α_e, mL)</td>
</tr>
<tr>
<td>VALUES(&quot;TerminoConcept2Class&quot;, &quot;TerminoConcept&quot;, &quot;Class&quot;, 0.8, &quot;TerminoOntology2TerminoOntology&quot;);</td>
</tr>
</tbody>
</table>

| Table III |

### Table III

**STATEMENTS FOR eLINKS CREATION**

<table>
<thead>
<tr>
<th>Statement S5—</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSERT INTO aLink (label, α_a, φ_eL)</td>
</tr>
<tr>
<td>VALUES(&quot;TermLabel2TcLabel&quot;, (&quot;term_label&quot;); 0.8, &quot;tc_label= &quot; + term_label&quot;, &quot;Term2TerminoConcept&quot;);</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statement S6—</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSERT INTO aLink (label, A_s, A_t, α_eL)</td>
</tr>
<tr>
<td>VALUES(&quot;TermLabel2TcLabel&quot;, (&quot;frequency&quot;), &quot;rate&quot;, 0.8, &quot;rate= &quot; + frequency/100&quot;, &quot;Term2TerminoConcept&quot;);</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statement S7—</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSERT INTO aLink (label, A_s, A_t, α_eL)</td>
</tr>
<tr>
<td>VALUES(&quot;TcLabel2ClassLabel&quot;, (&quot;tc_label&quot;); 0.8, &quot;class_label= tc_label&quot;, &quot;TerminoConcept2Class&quot;);</td>
</tr>
</tbody>
</table>

### Table IV

**STATEMENTS FOR aLINKS CREATION**

<table>
<thead>
<tr>
<th>Statement S8—</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSERT INTO aLink (label, A_s, A_t, α_eL)</td>
</tr>
<tr>
<td>VALUES(&quot;TermLabel2TcLabel&quot;, (&quot;frequency&quot;), &quot;rate&quot;, 0.8, &quot;rate= &quot; + frequency/100&quot;, &quot;Term2TerminoConcept&quot;);</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statement S9—</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSERT INTO aLink (label, A_s, A_t, α_eL)</td>
</tr>
<tr>
<td>VALUES(&quot;TcLabel2ClassLabel&quot;, (&quot;tc_label&quot;); 0.8, &quot;class_label= tc_label&quot;, &quot;TerminoConcept2Class&quot;);</td>
</tr>
</tbody>
</table>

Repository for mappings to ensure their traceability. As an assessment, our approach has been deployed and then implemented for the modeling process of building ontologies from texts in the context of the DaFOE4App project.

Furthermore, once models and mappings are created and models are populated with data, it would be interesting for example, to exploit these mappings when querying data. Indeed, because our mapping modeling is applied to models that represent the same real world domain, the domain related retrieving process needs to interpret mappings between models. Unfortunately, the resulting mapping graph as presented in this paper may be complex to manage with the classical SQL queries. For instance, as mappings are transitive thanks to mapping composition, one would want to use this capability to retrieve data transitivity. Writing such a query could become complex. Thus, in continuity to this work, we have defined a SQL-like management and query language, namely MQL [21], that provides high level operators that makes easier querying data using mappings between models. This language, that hides implementation details regarding the database structure will be benchmarked in the context of engineering data retrieving where response time may be critical because of the huge amount of the underlying data. In this particular case, we are planing to improve performance analysis of the MQL query language.
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I. INTRODUCTION

Cloud Computing has become a new paradigm for the provision of computing infrastructure, platform or software as a service. Its main benefits are flexibility, pay-per-use model and significant cost reduction. Linthicum [1] concludes that the most comprehensive definition of the aforementioned paradigm is that provided by NIST. According to this definition, “Cloud computing is a pay-per-use model for enabling available, convenient, on-demand network access to a shared pool of configurable computing resources (e.g. networks, servers, storage, applications, services) that can be rapidly provisioned and released with minimal management effort or service provider interaction” [1]. The minimum definition of Cloud Computing must contain scalability, pay-per-use utility model and virtualization [2]. Cloud Computing is primarily a new business paradigm [3] that enables on-demand access, elasticity, pay-per-use, connectivity, resource pooling and abstracted infrastructure [4].

There are a lot of Cloud Computing review papers in the current literature but to date no systematic review of Cloud Computing ontologies has been published. Therefore the primary aim of our research is to systematically select and review published work and provide an overview of Cloud Computing ontologies, their types, applications and focuses. The following research questions are stated: What are the main focus and application contexts of Cloud Computing ontologies covered in the scientific literature? What is the impact of the studies to scientific and professional community?

This paper proceeds as follows. Firstly, in Section 2, we describe the research method used in this review. Section 3 contains the overview data concerning the included studies. In the Section 4 we provide a detailed description of relevant reviewed papers and classify them into appropriate categories according to topics. Then, Section 5 presents a synthesis of this systematic review. Our conclusions are presented in the last section.

II. RESEARCH METHOD

Our research uses a systematic review method [5], which is a formalized process to assess and interpret all available research related to a specific research question. Guidelines that address specific problems of software engineering research are introduced in [5]. A systematic review has three main phases: planning the review, conducting the review and reporting the review.

We developed a review protocol in the planning phase. The background and the research question are specified in the introduction of our paper. Only full papers in English from peer-reviewed journals and conferences published from 2008 to 2011 were considered. Studies that are not related to the usage of ontology in Cloud Computing were excluded. In cases where several duplicated studies were found that existed in different versions, only the most complete version of the study was included. We focused on searching Google Scholar and the following electronic scientific databases: ScienceDirect, Current Contents, IEEE Xplore, SpringerLink and ISI Web of Science. These databases had been chosen since they provide the most important journals and conference proceedings covering Cloud Computing and ontology engineering. The following search term was used to find relevant studies: Cloud Computing AND ontology. Irrelevant studies were excluded based on the analysis of their titles, abstracts and keywords, whereas primary studies were obtained based on full text read. The search process was performed in November 2011, during which a total of 463 publications were identified. After filtering the publications list by reading titles, abstracts and keywords, full text reading of the articles that had not been excluded was performed to ensure that the content is related to our research question. Finally, 24 studies were identified as primary studies. Data extraction and synthesis were done by reading the full text of these 24 studies and extracting relevant data to Excel spreadsheets.

III. OVERVIEW DATA CONCERNING SELECTED STUDIES

In this section we describe the sources of publication and the citation status of the selected studies. Most of these
studies were published in conference proceedings, book chapters and journals. Table I. provides an overview of the distribution of the studies and the number of studies from a particular source type.

**TABLE I. DISTRIBUTION PER PUBLICATION SOURCE TYPES**

<table>
<thead>
<tr>
<th>Source</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conference proceedings</td>
<td>13</td>
</tr>
<tr>
<td>Book chapters</td>
<td>5</td>
</tr>
<tr>
<td>Journals</td>
<td>5</td>
</tr>
<tr>
<td>Workshops</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>24</strong></td>
</tr>
</tbody>
</table>

![Figure 1. Number of studies by year of publication.](image)

The obtained distribution is in line with expectations since Cloud Computing is a relatively new paradigm. The citation rates for the included studies were obtained from Google Scholar. The citation rates of the studies are quite low (most studies <10 citations). This result is in line with expectations since all the initially selected studies were published from 2008 to 2011, and 75% of those that were eventually included were published in last two years. According to Google Scholar data, the most cited publications from our selected set of studies are [6] with 191 citations and [7] with 38 citations. When the year of publication of the papers is concerned (Figure 1), we noticed an upward trend in the number of relevant publications about Cloud Computing ontology. In the selected set of studies we also looked for the authors’ affiliation details in order to identify active research communities involved in work related to Cloud Computing ontologies (Table II.).

**IV. RESULTS**

Our examination of the selected studies was based on their similarities in terms of the main focus and application of Cloud Computing ontologies. We identified four main categories: Cloud resources and services description, Cloud security, Cloud interoperability and Cloud services discovery and selection.

![Figure 2. Classification of included studies.](image)

Figure 2 illustrates these categories while also specifying their distribution across studies. The identified categories will be elaborated in the following subsections.

A. **Cloud Resources and Services Description**

The studies in this category use the Cloud ontologies to describe Cloud resources and services, classify the current services and pricing models or define new types of Cloud services.

One of the first attempts to establish a detailed Cloud ontology was presented in [6]. In that paper the authors proposed an ontology which demonstrates a dissection of the Cloud into five main layers: applications, software environments, software infrastructure, software kernel and hardware. Each layer encompasses one or more Cloud services which belong to the same layer if they have equivalent levels of abstraction. The authors of the ontology in [6] also discussed each layer’s strengths, limitations and their dependency on preceding computing concepts.

Weinhardt et al. [7] proposed a Cloud business ontology model to classify current Cloud services and pricing models. Their ontology consists of three layers: infrastructure, platform and application as a service. Cloud users and providers can use it to map the existing Cloud services and set pricing schemes.

Bohn et al. [8] suggested various definitions of Cloud Computing, its billing models and a systematic description of its major actors and value network. They also reviewed the definitions, models and ontologies from the existing literature.

The concept of ontology as a service was proposed in [9]. Ontology as a service (OaaS) is a service where Cloud vendors provide the application and infrastructure to tailor the source ontology to the users’ requirements. The authors of the study reported in [9] elaborated ontology extraction and sub-ontology merging process.
Sheng-Yuan et al. [10] proposed an ontology-supported ubiquitous interface agent and described the interaction with the backend information agent system in Cloud Computing.

A formal catalog representation of Cloud services was proposed in [11]. In this paper, Deng et al. introduced a range of Cloud services and their processes modeled by means of ontological representation.

B. Cloud Security

The studies in this category use ontologies to describe and improve Cloud security.

Takahashi, Kadobayashi and Fujiwara [12] built the ontology for cyber security operational information and applied it to Cloud Computing. Since the essential changes of cyber security information in Cloud Computing are dataset decoupling, composition of multiple resources and external resource usage, they included data provenance and resource dependency information into their ontology.

The architecture of a deployed service in the Cloud Computing environment used for malware detection was presented in [13]. The authors used the ontology for malware and intrusion detection that represents the signatures for known and novel attacks as well as an ontological model for reaction rules creating the prevention system.

C. Cloud Interoperability

One of the biggest obstacles of Cloud Computing is provider lock-in that can be solved by means of interoperable Cloud services. The studies in this category show how to use ontologies to achieve interoperability among different Cloud providers and their services.

The FP7 mOSAIC project is aimed at creating and exploiting an open-source Cloud application programming interface and a platform for developing multi-Cloud oriented applications. The mOSAIC Cloud Ontology is described in [14]. The concepts in this ontology were identified by analyzing standards and proposals from literature and will be used for semantic retrieval and composition of Cloud services.

Bernstein and Vij [15] presented the InterCloud Directories and Exchanges mediator to enable connectivity and collaboration among Cloud vendors. Their ontology of Cloud Computing resources intended for facilitating work with heterogeneous providers of Cloud Computing services was defined using RDF.

A method for semantic interoperability aggregation in requirements refinement and a metric framework for calculating semantic interoperability capability based on ontologies are proposed in [16]. This methodology can provide a semantic representation mechanism for refining users’ requirements in the Cloud Computing environment.

D. Cloud Services Discovery and Selection

This category consists of the studies that use ontologies to discover and select the best Cloud service alternative.

Along with a lack of standard definitions of resource requirements, managing Cloud resources implies resource information management issues and resource allocation compatibility problems. As a solution to the aforementioned problems, Yoo et al. [17] proposed a resource virtualization method using ontology.

Wang and Li [18] introduced the basic principles of the HCCloud (Heterogeneous Computing Cloud) design. The HCCloud is their architecture for the deployment and management of distributed applications in the Cloud where users can access services based on their requirements regardless of where the services are hosted. The resource selection mechanism starts with the user’s requirements, calculates the similarity between resources and a particular candidate in the database of the Cloud resource ontology and ranks candidate resources accordingly.

Han and Sim [19] presented a Cloud service discovery system that uses Cloud ontology to determine the similarities between and among services. It is an agent-based discovery system that enables reasoning about the relations of Cloud services using three types of similarity reasoning to assist users in searching available Cloud services more efficiently. Their Cloud ontology consists of concepts of different Cloud services for IaaS (infrastructure as a service), PaaS (platform as a service) and SaaS (software as a service).

Zhou, Yang and Hugill [20] introduced a novel approach to reengineering enterprise software for Cloud Computing. They proposed the ontology for enterprise software and then partitioned it to decompose enterprise software from legacy system into potential service candidates during migration to the Cloud Computing environment.

In their study, Kang and Sim [21] proposed a Cloud ontology to semantically define the relationship among different Cloud services. The similarity among Cloud services is determined using concept similarity reasoning, object property similarity reasoning and data type property similarity reasoning. They also presented their own Cloud service search engine that uses the defined ontology. Users can specify functional, technical and cost requirements, and the search engine returns the list of relevant Cloud services. Sim [22] proposed the development of software agents for Cloud service discovery, service negotiation and service composition. An agent-based search engine for Cloud service discovery consists of a service discovery agent that uses the defined Cloud ontology and multiple Cloud crawlers. In the aforementioned study, Sim [22] also devised a complex Cloud negotiation mechanism and adopted a focus selection contract net protocol and service capability tables to automate Cloud service composition.

In [23] Dastjerdi, Tabatabaei and Buyya presented an architecture using ontology-based discovery to provide QoS aware deployment of virtual appliances on Cloud IaaS services. Virtual appliances are sets of virtual machines including operating systems, pre-configured and ready-to-run applications and embedded needed components. The proposed architecture can help users to deploy their virtual appliances on the most appropriate IaaS providers based on their definition of QoS requirements.

Yun et al. [24] introduced a tele-management system using a Cloud Computing platform for ubiquitous city. Ontology was used for context aware intelligence processing.
Semantic services discovery from the available Cloud providers is described in [25]. In this study, Wang et al. extended the Support Vector Machine (SVM)-based text clustering technique and proposed an iterative process to incrementally enrich domain ontology.

Ma, Schewe and Wang [26] extended their ASM-based model of Abstract State Services (ASSs) to a Cloud Computing model. They proposed a formalism of Clouds by federations of services and a description of Cloud services in form of ontology. These descriptions contain a technical description of services (types, pre- and post-conditions) and keywords which describe the application area and functionality of the annotated service.

The architecture to provide a semantic service for document management in Cloud Computing implemented by using techniques of web service and ontology was proposed in a book chapter by Wei and Junpeng [27].

In their paper, Ma, Jang, and Lee [28] proposed an ontology-based job allocation algorithm for a resource management system in Cloud Computing. They considered virtual machines as Cloud resources and built a Cloud ontology based on Cloud resource information and agreed SLAs (Service Level Agreements). The aforementioned ontology can be used to process complicated queries for searching Cloud resources. Its experimental results have verified that the ontology-based resource management system improves the efficiency of resource management for Cloud Computing when compared to the existing resource management algorithms.

The approach to developing semantic Cloud services which are annotated based on shared ontology was proposed in a book chapter by Chen, Bai, and Liu [29], along with a description of the usage of these annotations for semantics-based discovery of relevant Cloud services.

V. DISCUSSIONS

Research papers regarding Cloud Computing ontologies vary in terminology, descriptions and involved activities, but they also share a lot in common (focus, goal, application etc.). Our examination of the selected studies was based on their similarities in terms of the main focus and application of Cloud Computing ontologies. We divided them in the four categories: Cloud resources and services description, Cloud security, Cloud interoperability and Cloud services discovery and selection.

Since the bias in our selection of the studies to be included presented the main threat to validity of our research, we used a research protocol to define the research question, inclusion and exclusion criteria and our search strategy. The review protocol was prepared by the first author and reviewed by the other two authors.

Our review reveals that Cloud Computing ontologies are predominantly applied in the discovery and selection of the best service alternative in accordance with users’ needs and the description of Cloud resources and services (80% of the relevant identified studies deal with these issues). The identified categories of themes provide an overview of Cloud Computing ontologies research as well as a basis for discovering possibilities for improvement in research and practice. Table III specifies the main achievements, limitations and challenges of these categories in the existing literature.

<table>
<thead>
<tr>
<th>Category</th>
<th>Achievements</th>
<th>Limitations and challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud resources and services description</td>
<td>- general Cloud business ontology</td>
<td>- Cloud market is very dynamic, new Cloud services often emerge</td>
</tr>
<tr>
<td></td>
<td>- dissection of the Cloud into layers</td>
<td>- detailed ontology of the Cloud resources and services is missing</td>
</tr>
<tr>
<td></td>
<td>- classification of the current Cloud services</td>
<td></td>
</tr>
<tr>
<td>Cloud security</td>
<td>- the ontology for cyber security operational information in Cloud Computing</td>
<td>- data and assets can be decoupled and manipulated independently in the Cloud Computing</td>
</tr>
<tr>
<td></td>
<td>- the ontology for malware and intrusion detection deployed in the Cloud</td>
<td>- external resources usage and composition of multiple resources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- privacy and data security risks</td>
</tr>
<tr>
<td>Cloud interoperability</td>
<td>- the mOSAIC Cloud ontology that uses concepts from standards and proposals from literature to improve interoperability</td>
<td>- lack of interoperability among Cloud Computing services</td>
</tr>
<tr>
<td></td>
<td>- ontology based Cloud Computing resources catalog to federate or interoperate resources</td>
<td>- common Cloud API or an orchestration platform is currently not available (some on-going FP7 research projects such as mOSAIC plan to develop Cloud interoperability platforms)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- detailed ontology focused on Cloud API resources and operations does not exist</td>
</tr>
<tr>
<td>Cloud services discovery and selection</td>
<td>- multiple Cloud services discovery and selection approaches were proposed</td>
<td>- user-friendly application for Cloud services discovery and selection is still missing</td>
</tr>
</tbody>
</table>

The analysis of the selected studies indicates a number of challenges and topics for future research based on identified limitations and challenges in the existing literature. The most promising area of future research is the use of ontologies to improve security and interoperability of Cloud Computing offerings, because the main obstacles of the Cloud Computing paradigm are provider lock-in and security/privacy issues. For example, interesting research challenge is using an ontology-based approach as a basis for creation of the mechanism to automatically determine and solve interoperability problems among two or more Cloud Computing services provided by different vendors. Ontologies can also be useful tool to annotate sensitivity of data and portions of data stored in Cloud services. Existing Cloud Computing ontologies are mostly general and detailed ontologies of each Cloud Computing layer (software as a
service, platform as a service, infrastructure as a service) are still missing.

Besides for researchers, this systematic review might have implications for practitioners. They can use this review as a source in searching for relevant approaches for Cloud services discovery and selection. The identified limitations of the current literature can inspire programmers and Cloud users (e.g., development of user-friendly application for Cloud services discovery and selection).

VI. CONCLUSION

Cloud Computing is a new paradigm for the provision of computing infrastructure, platform or software as a service. The main objective of the systematic review presented in our paper is to obtain a holistic perspective of Cloud Computing ontologies, their applications and focuses. We identified 24 primary studies using the systematic review methodology described in [5].

The main focus and application contexts of Cloud Computing ontologies covered in the scientific literature are: Cloud resources and services description, Cloud security, Cloud interoperability and Cloud services discovery and selection. The studies in the first category use the Cloud ontologies to describe Cloud resources and services, classify the current services and pricing models or define new types of Cloud services. The Cloud security category shows how to use ontologies to describe and improve Cloud security. Cloud interoperability consists of the studies that use ontologies to achieve interoperability among different Cloud providers and their services. Finally, the fourth category comprises the studies that focus on discovery and selection of the best Cloud service alternative using the previously defined ontology.

The analysis of the selected studies indicates a number of challenges and topics for future research, including those specifically related to using ontologies to improve security and interoperability of Cloud Computing offerings. The main obstacles of the Cloud Computing paradigm are provider lock-in and security/privacy issues, which researchers can overcome by using an ontology-based approach. Practitioners can use our work to find existing approaches or develop new applications inspired by identified limitations of the currently available solutions.
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Abstract—Social Networking Services (SNS) provide users with functionalities for developing their online social networks, connecting with other users, sharing and consuming content. While most of popular SNS provide open Web 2.0 APIs, they remain disconnected from each other thus fragmenting user’s data, social network and content. Semantic social web technologies such as public vocabularies and ontologies can be used for bridging the semantic gap between different SNS. Ontology-based representations of SNS APIs can help developers share knowledge about SNS APIs and can be used for linking APIs with public Social Semantic Web ontologies and vocabularies and for enabling automatic ontology-based service composition. In this paper, we study the API of Google+ SNS and create an ontology based representation of its structural and functional properties. The proposed ontology describes valuable structural and functional details of the API, in a machine processable format useful for understanding the API and appropriate for integrating into ontology based Mashups.
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I. INTRODUCTION

Social Networking Services (SNS) are web applications that allow users create and maintain an online network of close friends or business associates [1]. Typical examples of SNS are Facebook, Myspace, Twitter and the most recent Google+. While SNS have much common functionality they do not usually interoperate and therefore require the user to re-enter her profile and redefine her connections when registering for each service [1]. Also content shared in one SNS is not available to users of other SNS.

Web 2.0 is a widely-used term characterizing the modern web made popular by Tim O’Reilly. Web 2.0 is the network as platform, spanning all connected devices [2]. Web 2.0 applications consume data and services from other applications and enable the reuse and remixing of their own data and services through public Application Programming Interfaces (APIs). Experienced users and programmers use those APIs for creating new integrated web applications, popular known as mashups [3] that combine different data sources and APIs into an integrated end user experience.

Most SNS participate to the Web 2.0 ecosystem by providing their own open APIs. Those APIs provide a first step towards bringing down the walls between SNS. Nevertheless, every SNS use its own terms for defining concepts and representing resources, while it interconnects the resources it provides in its own custom way. Thus common concepts, resources and functionalities are described and provided in different ways in each SNS API.

The Social Semantic Web is the vision of a Web where all of the different collaborative systems and SNS, are connected together through the addition of semantics, allowing people to traverse across these different types of systems, reusing and porting their data between systems as required [1]. Social Semantic Web uses Semantic Web technologies in order to describe in an interoperable way users’ profiles, social connections and content creation, sharing and tagging across different SNS and Sites in the Web.

Ontologies have become the means of choice for knowledge representation in recent years as they provide common format and understanding on domain concepts, while being machine processable [4]. Hendler [5] supports that the ontology languages of the Semantic Web can lead directly to more powerful agent-based approaches. Furthermore, ontologies are used for representing and sharing knowledge about structural and behavioral properties of software [6], for building context-aware and pervasive applications [7], and for achieving context-aware web service discovery and automatic service composition in Service Oriented Software (SOA) [8][9].

Web 2.0 APIs, SOA technologies and Social Semantic Web approaches provide the basic means for bridging the gap between today’s SNS and for unifying users’ data, social networks and interactions scattered across various SNS. However, today’s SNS APIs lack semantic representations, while existing Semantic Web Ontologies and Vocabularies do not provide links with the API resources and methods used for actually accessing and manipulating users, social networks and content within SNS. Thus, Social Semantic Web approaches, SOA service discovery and service composition techniques cannot be directly applied on them. Moreover, combining multiple SNS APIs for building Mashups require for developers to search, read and combine...
information from miscellaneous documentation pages scattered across the web. Using Ontologies for describing those APIs can help addressing those shortcomings by providing common, machine processable representations suitable for both sharing knowledge between developers and achieving automatic service discovery and service composition in SNS Mashups.

In this work, we study the API provided by Google+, one of the most popular and most recent SNS and we propose an ontology based representation of its structural and functional characteristics. Our ontology is compatible with the technologies of the Semantic Web and aims to be useful for sharing knowledge about the Google+ API between developers of Web 2.0 Mashups and as part of future interoperable ontology based social networking software.

The paper is organized as follows. Section 2 briefly reviews related work in the areas of Social Semantic Web, Web 2.0 Mashups, ontology representation of software properties, and Service Oriented Architectures (SOA). Section 3 presents the proposed ontology-based representation of Google+ API. Section 4 discusses the representation and visualization of the ontology, while Section 5 presents test queries run on the proposed ontology. Section 6 presents conclusions and suggestions for future work.

II. RELATED WORK

Berslin and Decker [10] and Berslin et al. [11] propose the use of Semantic Web mechanisms in order to bridge the isolation and fragmentation of todays SNS. Public vocabularies and ontologies can be used to give meaning to Social Networks and interconnect social websites. The FOAF ontology [11] provides a formal, machine readable representation of user profiles and friendship networks. The SIOC Core Ontology provides the main concepts and properties required to describe information from online communities (e.g., message boards, wikis, weblogs, etc.) on the Semantic Web [12]. The SIOC and FOAF ontologies are used in combination with metadata vocabularies like Dublin Core [13] and SKOS [14] for describing user-generated content on the Social Web. Zhou and Wu [15] propose an ontology representing SNSs based on FOAF in order to resolve the problem of social data inconsistency and to achieve interoperability among multiple social network services. Their ontology defines some of the basic attributes of a generic SNS API, such as operations, arguments and responses, combined with some user profile and contact attributes borrowed by FOAF ontology, but it does not provide any structural description of the resources that can be accessed through it.

While the above approaches describe generic concepts about people, content and SNS, they do not describe the functional and structural aspects of specific SNS APIs necessary for building ontology based Mashups. Specialized ontology-based representations of the APIs of existing SNS could be used in combination with the above ontologies and vocabularies in order to bridge abstract concepts with specific resources and actions provided by each API.

Hartmann et al. [16], Zang et al. [3], and Wong and Hong [17] investigate how users with programming skills and programmers build Mashups that make use of public APIs provided by popular web 2.0 services. Most of those users are self-taught and depend on the documentation of the API they want to use. Some of the most common problems encountered when creating Mashups is the complexity of communicating data from one server to another and the lack of proper tutorials and examples in the documentation [3].

Dietrich and Elgar [6] propose that knowledge about structural and behavioural properties of software can be shared across the software engineering community in the form of design patterns expressed in the web ontology language (OWL). The inherent advantage of their approach is that it yields descriptions that are machine processable, but also suitable for a community to share knowledge taking advantage of the decentralized infrastructure of the Internet [6]. Ontology-based representations of SNS APIs can bring the same advantages for the community of Mashup developers.

Kurkovsky, Strimple and Nuzzi in [18] discuss the possibility of convergence of Web 2.0 and SOA, while Xiao et al [8][9] propose the use of ontologies for context-aware service discovery and automatic service composition. The availability of ontology-based representations of SNS APIs can also help to build software able to automatically compose services that integrate data and functionality from SNS.

Our work takes into consideration the above works by providing an ontology-based representation of Google+ API, compatible with Semantic Web mechanisms and ontology based service discovery and composition approaches that can be used for knowledge sharing and as part of ontology-based Mashups that integrate Google+ functionality and data.

III. AN ONTOLOGY BASED REPRESENTATION OF THE GOOGLE+ API

Google+ is an SNS operated by Google Inc. The service was launched on June 28, 2011 in an invite-only testing phase and went public on September 20, 2011. Google+ integrates longer existent Google social services such as Google Profiles and Google Buzz, and introduces new features identified as Circles for organizing users’ connections into custom groups and Hangouts for group video chat [19]. Google+ became popular form the very first days of its testing phase and in October 2011 reached 40 million users [19].

On September 15, 2011 Google released its first open API for Google+ [20]. Google+ API follows a RESTful API design, meaning that applications use standard HTTP methods to retrieve and manipulate Google+ resources. The API is currently read only, thus it provides only methods for retrieving and searching resources through the HTTP GET method. The API can be used free of charge, with applications being limited to a courtesy usage quota. Developers can request a higher limit for their applications for a fee. Many API calls require that the user of the application is granted permission to access their data. Google uses the OAuth 2.0 [21] protocol to allow authorized
applications to access user data. Resources in the Google+ API are represented using JSON [22] data formats. It also supports pagination and partial responses for sending only requested fields instead of the full representation of a resource. The API currently provides read only access to three main types of resources named “Persons”, “Activities” and “Comments”. Person resources represent Google+ API users, Activities resources stand for content shared by users and Comments resources are content posted as a replies to Activities. Google also provides free client libraries for various programming languages including Python, PHP, Ruby, Javascript and Java.

In order to describe the structural and be properties of Google+ API in a way that can be shared among Software Developers and automatically interpreted by software components, we have introduced an ontology based representation of its main characteristics, resources and actions. For designing our ontology we followed the steps described by Noy and MacGuinness in [23]:

A. Specification of the domain and the purpose of the ontology

The domain of the ontology is the Google+ API and more specifically its structural and functional properties. That is, the data interchange and authentication methods it uses, the types of entities that can be accessed through it and their attributes, and the actions that can be performed through it on these entities. The purpose of the ontology is dual: On the one hand the ontology is playing the role of a shareable and browsable knowledge base for researchers and programmers that want to develop applications and Mashups that integrate Google+ data and functionality, while on the other hand, because of its machine interpretable format, it may be used for building inter-operable ontology based social networking software. Such software will be programmed in a higher level of abstraction and use automatic reasoning on ontologies for providing integration with Google+.

B. Enumeration of important terms in the ontology

For enumerating the important terms in the ontology we studied the Google+ API documentation available online [24]. Through the documentation pages we identified references to key terms such as “Authorization Protocol”, “Value Type”, and “Parameter”. Other terms like “Action Type”, “Field” and “Resource Type” where produced through generalization of the descriptions provided by the documentation.

C. Considering reusing existing ontologies

The FOAF ontology describes user profiles and friendship networks, while the SIOC Core Ontology provides the main concepts and properties required to describe information from online communities. Both describe concepts relative to SNS at a high level of abstraction. For describing Google+ API, we needed lower level concepts such as urls, resources and methods that are not provided by those ontologies. The ontology proposed by Zhou and Wu in [15] defines some of the basic attributes of a generic SNS API, such as operations, arguments and responses, without describing them further or defining relations between them and the resources accessed through them. Thus, there was no important gain in reusing concepts from these ontologies for building our ontology. However, we would like to connect our ontology with ontologies like those in the future.

D. Specification of the classes of the ontology and class hierarchy

The classes of an ontology describe the main concepts of its domain. Since the domain of our ontology is the Google+ API, its classes will represent the concepts that are necessary for describing its structural and functional properties. Based on the documentation of the API we defined the following classes: API (an API), APIType (an API type), DataFormat (a data interchange format), AuthorizationProtocol (an authorization protocol used to access the API), ResourceType (a resource type provided by the API), Field (a field of a resource; fields represent attributes of a resource), Action (an action that can be performed to Resource), ActionType (an action type), Parameter (a parameter of an action), ValueType (the type of the value contained in a field or a parameter) and DataStructure (the type of the data structure contained in a field or a parameter).

The domain of the ontology is found to be flat in terms of generalization. The concepts we used for describing the API are considered to belong all at the same level of generality. Thus the classes of the ontology are disjoint with each other and no subclasses where defined.

E. Specification of the properties of the classes and property value types

The properties of a class represent the characteristics of the corresponding concept. The API is described in terms of its type, the format in which it exchanges data, the authorization protocol it supports and the resource types it provides. It has a name property, a base url used to build http request urls, and a documentation url where developers can access the official documentation of the API. The API provides some types of Resources. A Resource type has a name and may have a specific documentation url. A Resource type consists of Fields and can provide Actions. A Field is characterized by the type of its value (e.g. String, Integer, or Resource) and the type of its data structure (a single value or a structure like a list). An Action can have required or optional parameters and be performed by an HTTP/1.1 GET, PUT, POST or DELETE method. The Action also has a url mask used to build the http request url, and may require authentication using a token that has been granted to the caller application. Finally, a Parameter has a name, and it (the parameter) may be required or not.

Figure 1 depicts the classes and object properties of the Google+ API ontology. While analyzing the Google+ API we found that in some cases the Field of a Resource Type provides a reference to another Resource Type. This type of connection between resource types through their fields is not clearly presented in the API documentation, and a developer has to study the detailed documentation of the responses of
various actions in order to detect it. We describe this type of connection in our ontology with the `connectsWith` object property of `Field` Class. There are also some common optional parameters that can be applied to any action. We used the `hasCommonParameter` object property connecting `API` and `Parameter` classes to describe this relation.

![Diagram](image)

**Figure 1.** The classes and object properties of the ontology. An oval represents a class and an arrow stands for an object property.

### F. Specification of the value types and restrictions of the properties

We defined the value types and restrictions of the properties of the ontology by analyzing the classes specified at the previous step. For example, the type property of the `API` class takes exactly one value that has to be instance of the `APIType` class, while the `connectsWith` property of the `Field` class can have at most one value of the type `ResourceType`. Figure 2 lists the properties and their value types for the `API` and `ResourceType` classes.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>hasAuthorizationProtocol</td>
<td>Instance* APIType</td>
</tr>
<tr>
<td>isAPIType</td>
<td>Instance* APIType</td>
</tr>
<tr>
<td>hasCommonParameter</td>
<td>Instance* Parameter</td>
</tr>
<tr>
<td>providedResourceType</td>
<td>Instance* ResourceType</td>
</tr>
<tr>
<td>hasDataFormat</td>
<td>Instance* DataFormat</td>
</tr>
<tr>
<td>baseUri</td>
<td>String*</td>
</tr>
<tr>
<td>documentationUrl</td>
<td>String*</td>
</tr>
<tr>
<td>name</td>
<td>String*</td>
</tr>
</tbody>
</table>

![Table](image)

**Figure 2.** Properties and value types of API and ResourceType classes.

### G. Creation of instances

We defined the Instances of the Ontology based on the documentation of the API. We firstly created an instance of the `API` class representing the Google+ API. Since Google+ API is a Restful API, we created the `RestfullAPI` instance of the `API` class. The `API` uses the JSON data structure, so we created a `DataFormat` instance for it. The `API` also uses the OAuth authentication protocol for granting access to applications, so `OAuth` is an instance of the `AuthorizationProtocol` Class. Google+ API is currently read only, so all its actions are of `ActionType` `GET`, corresponding to the GET HTTP/1.1 method.

Based on our study of the parameters and return values of the Actions provided by the `API`, we identified 5 instances of the `ValueType` class: `String`, `UnsignedInteger`, `Boolean`, `DateTime`, and `ResourceType`.

Two instances of the `DataStructure` class where also created: `SingleValue` and `List`.

The `API` explicitly specifies three main resource types (People, Activities, and Communities), but with a more thorough study we identified a much larger number of resource types. The `API` does not currently provide actions for directly accessing all those resource types, but they can be indirectly accessed through the actions provided by the main three resource types. In our ontology we defined all the identified resource types as instances of `ResourceType` Class. Thus we created 25 instances of the `ResourceType` class: `Access` (identifies who has access to see an activity), `AccessItem` (an Access entry), `ActivityFeed` (list all of the activities in the specified collection for a particular user), `Actor` (the person who performs an activity), `Attachment` (the media objects attached to this activity), `CommentObject` (the object of a comment), `Circle` (a Google+ Circle), `Comment` (a comment is a reply to an activity), `CommentFeed` (list of all comments for an activity), `Email` (an email address for a person), `Embed` (if an attachment is a video, the embeddable link), `Name` (an object representation of the individual components of a person's name), `Object` (the object of an activity), `Organization` (an organization with which a person is associated), `PeopleFeed` (a list of all public profiles), `Person` (a person as represented in the Google+ API), `Place` (a place where a person has lived), `Plusoners` (people who +1’d an activity), `PreviewImage` (the preview image for photos or videos), `ProfileImage` (the representation of the person's profile photo), `Provider` (the service provider that initially published an activity), `Reply` (comments in reply to an activity), `Resharessers` (people who reshared an activity) and `Url` (a URL for a person).

Finally, we created an instance of `Field` class for every property of every `ResourceType`, an instance of `Action` class for every action presented in the documentation of the `API`, and an instance of the `Parameter` class for every action parameter.
IV. REPRESENTATION AND VISUALIZATION OF THE ONTOLOGY

For the representation of the ontology we used the RDF/XML exchange syntax for the OWL ontology language. We used VIM text editor for editing the XML expressions of the classes and the properties and the specialized ontology editing software Protégé for checking the ontology, creating instances, and producing the visualizations. Figure 3 is a visualization depicting the connections detected between the main resource types in the ontology. From this visualization we observe for example that a resource of type Person can be the Actor of an Activity or a Comment, or a member of a feed of people that Reshared or “PlusOned” (a term that is used by Google+ for evaluating other user’s activities) the Object of an Activity.

Figure 3. Connections between the main resource types in the ontology.

Figure 4 depicts all the fields of the Object resource type and their types.

Figure 4. Fields of the Object resource type and their value types.

V. TEST QUERIES

In order to test the proposed ontology we run test queries regarding the completeness and correctness of the resulting ontology and validated the results. We queried for all class instances and their properties and cross-checked the returned results with the API documentation pages. We also made sure that all the identified instances were returned. Figure 5 depicts the query for getting the name, description and documentation url for all instances of ResourceType class.

We also the run two sets of usage test queries and verified the returned results. For the first set of queries, we tried to extract information useful for developers that wish to use the API for building Mashups. Such queries are: (1) What authentication protocol is supported by Google+ API? (2) What is the API’s documentation url? (3) What actions and what parameters can be used for directly accessing a Person resource? (4) What resources can be directly accessed through the API? (5) What are the resource types that provide a second rank reference to the Person resource type (i.e. Have a field that connects to a resource type that has a field that connects to Person)?

For the second set of queries we assumed that the ontology is used in ontology-based software for automatically invoking API’s methods. Such software needs to extract low-level information about the actual method calls needed for performing an action and the structure of the data needed to be exchanged. Some example queries of this type are the following: (1) What is the APIs base url? (2) What is the APIs data format? (3) What is the urlMask of an Action? (4) What fields are contained in a Person resource type and what value type and data structure is each of them?

Moreover if such software is programmed in a higher level of abstraction, it may execute complex queries on the ontology in order to combine data from multiple API resources or to translate generic actions into sequences of API calls. For example: (1) What resource types that can be directly accessed through a GET Action provide a reference to an Email resource type? (2) What sequence of Actions can be called in order to get the image (PersonImage) of the Actor of an Activity?

We expressed the above queries in the SPARQL ontology querying language and executed using Protégé. Figure 6 depicts a usage test query and the returned results.

Figure 5. The SPARQL Query for getting the name, description and documentation URL for all ResourceType instances returns correct info for all the 25 identified resource types.

Figure 6. SPARQL query for getting all the resource types that provide second rank access to Person resource type.
VI. CONCLUSIONS AND FUTURE WORK

Ontology-based representations of SNS APIs can help developers comprehend the structure and functionalities of SNS and their APIs and share this knowledge. Moreover they can be used to link those APIs with public Social Semantic Web ontologies and vocabularies and for enabling automatic ontology-based service composition.

We studied the API provided by Google for its popular Google+ SNS and created an ontology based representation of its structural and functional properties. For designing the ontology we followed the methodology proposed by Noy and MacGuinness in [23]: First we specified the domain and the purpose of the ontology, then specified the classes of the ontology, the hierarchy, the properties and finally we created the instances. We tested the ontology with SPARQL queries. The proposed ontology reveals the existence of important resources and connections between them that are not clearly presented in the official documentation. We identified a total of 25 resource types in Google+ API connecting with each other in various ways. We have made the ontology publicly accessible in OWL format at http://goo.gl/Oefl2.

In this work, we focused on representation of the basic structural and functional features of Google+ API such as the resources it provides, the way they connect with each other and the actions they provide. We would like to extend the ontology with descriptions of the authentication process, the manipulation of paging and partial queries and bindings of the actions to client libraries method calls, in order to support automatic invocation of the API calls from ontology driven applications. In the near future we would also like to connect the ontology with ontologies and vocabularies like FOAF and SIOC that describe more abstract concepts about users, social networks and content. Finally, we would like to create ontology based representations for the APIs provided by other popular SNS such as Facebook and Twitter and to use them for building ontology-based mashups that automatically combine data and functionalities from multiple SNS.
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