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MODERN SYSTEMS 2025

Forward

The International Conference of Modern Systems Engineering Solutions (MODERN SYSTEMS
2025) continues a series of events focusing on systems development considering the variety of
combination between requirements, technologies, and the application domains. The conference was
held on October 26-30, 2025 in Barcelona, Spain.

We are witnessing a paradigm shift in systems engineering approaches caused by several facets
of society and technology evolution. On one side, the mobility, the increase in processing power and the
large storage capacity created the capacity needed to deliver services to everybody, everywhere,
anytime. On the other side, new computation approaches, data gathering, and storage combined with
advances in intelligence-based learning and decision-making, allowed a new perspective for systems
engineering.

The advanced pace of technological achievements is supported by Cloud/Edge/Fog-based
computing, High Performance Computing (HPC), Internet of Things (IoT), Big Data, Deep Learning,
Machine Learning, along with 5G/6G communications (integration of terrestrial/special systems) and
mobility. As such, deployment, operation and technologies, integration, maintenance became a
cornerstone for developing systems complying with functional and non-functional requirements.

We take this opportunity to thank all the members of the MODERN SYSTEMS 2025 Technical
Program Committee as well as the numerous reviewers. The creation of such a broad and high-quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to the MODERN SYSTEMS 2025.
We truly believe that, thanks to all these efforts, the final conference program consists of top quality
contributions.

This event could also not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the MODERN SYSTEMS 2025 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.

We hope the MODERN SYSTEMS 2025 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress with respect to
modern systems. We also hope that Barcelona provided a pleasant environment during the conference
and everyone saved some time for exploring this beautiful city

MODERN SYSTEMS 2025 Chairs

MODERN SYSTEMS Steering Committee
Alan Martin Redmond, Freelancer, France
Mo Mansouri, Stevens Institute of Technology, USA / University of South-Eastern Norway, Norway
Evangelos Manthos, Aristotle University of Thessaloniki, Greece
Hany Moustapha, École de Technologie Supérieure, Canada
Sylvain Cadic, AXONE – Paris, France
Adriana Alexandru, National Institute for Research & Development in Informatics - ICI Bucharest,

                             2 / 45



Romania
Oliver Michler, Technische Universität Dresden, Germany

MODERN SYSTEMS 2025 Liaison for Certification on Systems
Paul Martin, SE – Scholar, USA

MODERN SYSTEMS 2025 Publicity Chair
Lorena Parra Boronat, Universidad Politecnica de Madrid, Spain
Sandra Viciano Tudela, Universitat Politecnica de Valencia, Spain

                             3 / 45



MODERN SYSTEMS 2025

Committee

MODERN SYSTEMS 2025 Steering Committee

Alan Martin Redmond, Freelancer, France
Mo Mansouri, Stevens Institute of Technology, USA / University of South-Eastern Norway, Norway
Evangelos Manthos, Aristotle University of Thessaloniki, Greece
Hany Moustapha, École de Technologie Supérieure, Canada
Sylvain Cadic, AXONE – Paris, France
Adriana Alexandru, National Institute for Research & Development in Informatics - ICI Bucharest,
Romania
Oliver Michler, Technische Universität Dresden, Germany

MODERN SYSTEMS 2025 Liaison for Certification on Systems

Paul Martin, SE – Scholar, USA

MODERN SYSTEMS 2025 Publicity Chair

Lorena Parra Boronat, Universidad Politecnica de Madrid, Spain
Sandra Viciano Tudela, Universitat Politecnica de Valencia, Spain

MODERN SYSTEMS 2025 Technical Program Committee

Mohd Helmy Abd Wahab, Universiti Tun Hussein Onn, Malaysia
George H. Abdou, New Jersey Institute of Technology, USA
Mohd Ashraf Ahmad, Universiti Malaysia Pahang, Malaysia
Abdel Ghani Aissaoui, University of Tahri Mohamed of Bechar, Algeria
Abdullah Al-Alaj, Virginia Wesleyan University, USA
Basheer Mohamad Al-Maqaleh, Thamar University, Yemen
Adriana Alexandru, National Institute for Research & Development in Informatics - ICI Bucharest,
Romania
Hamid Ali Abed AL-Asadi,Iraq University College, Iraq
Abdullah Al-Mamun, University of Nevada, Reno, USA
Siddeeq Yousif Ameen, Duhok Polytechnic University, Iraq
Federico Aromolo, Scuola Superiore Sant’Anna, Pisa, Italy
Taha Bennani, University of Tunis el Manar, Tunisia
Valerio Besozzi, University of Pisa, Italy
Sofiane Bououden, University Abbes Laghrour Khenchela, Algeria
Antonio Brogi, University of Pisa, Italy
Sylvain Cadic, AXONE - Paris, France
Xiaoqiang Cai, The Chinese University of Hong Kong, Shenzhen, China
Luigi Maxmilian Caligiuri, Foundation of Physics Research Center (FoPRC), Italy

                             4 / 45



Lelio Campanile, University of Campania Luigi Vanvitelli, Italy
Ozgu Can, Ege University, Turkey
Pasquale Cantiello, Osservatorio Vesuviano - Istituto Nazionale di Geofisica e Vulcanologia, Italy
Stefano Cirillo, University of Salerno, Italy
Yung-Yao Chen, National Taiwan University of Science and Technology, Taiwan
Luigi Costanzo, Università degli studi della Campania “Luigi Vanvitelli”, Italy
Patrizio Dazzi, University of Pisa, Italy
Raffaele Della Corte, Federico II University of Naples, Italy
Nan Ding, Berkeley Lab, USA
Yepeng Ding, The University of Tokyo, Japan
Ghania Droua-Hamdani, C.R.S.T.D.L.A., Algeria
Phillip Durst, U.S. Army Corps of Engineers - Engineer Research and Development Center, USA
Ramadan Elaiess, University of Benghazi, Libya
Ahmad Fakharian, Islamic Azad University, Qazvin, Iran
Przemyslaw Falkowski-Gilski, Gdansk University of Technology, Poland
Shoeib Faraj, Technical and Vocational University of Urmia, Tehran, Iran
Thomas Fehlmann, Euro Project Office AG, Switzerland
Dário Ferreira, University of Beira Interior, Portugal
João P. Ferreira, Coimbra Institute of Engineering - Portugal Institute of Systems and Robotics of
Coimbra, Portugal
Dinesh R. Gawade, Tyndall National Institute, Cork, Ireland
Alexandru Georgescu, ICI, Romania
Tsvetanka Georgieva-Trifonova, "St. Cyril and St. Methodius" University of Veliko Tarnovo, Bulgaria
Balazs Gerofi, RIKEN Center for Computational Science, Japan
Fadratul Hafinaz Hassan, School of Computer Sciences - Universiti Sains Malaysia, Pulau Pinang, Malaysia
Nooshin Yousefzadeh Hosseini, University of Florida, USA
Qinghao Hu, Nanyang Technological University, Singapore
Oliver L. Iliev, FON University, Macedonia
Essa Imhmed, Eastern New Mexico University, USA
Dariusz Jacek Jakobczak, Koszalin University of Technology, Poland
Dipak Kumar Jana, Haldia Institute of Technology, India
Oulaid Kamach, Abdelmalek ESSADIUniversity | ENSA of Tangier, Morocco
Rahul Krishnamurthy, Virginia Tech, USA
M. Zakaria Kurdi, University of Lynchburg, USA
Geoffrey Lichtenheim, Stevens Institute of Technology, USA
Ganapathy Mani, Qualcomm Inc., USA
Mo Mansouri, Stevens Institute of Technology, USA
Paul Martin, SE - Scholar, USA
Jose Miguel Martínez Valle, University of Córdoba, Spain
Evangelos Manthos, Aristotle University of Thessaloniki, Greece
Jacopo Massa, University of Pisa, Italy
Michele Mastroianni, University of Salerno, Italy
Jean-Marc Menaud, IMT Atlantique - Stack Team - LS2N, France
Oliver Michler, Technical University Dresden, Germany
Hany Moustapha, École de Technologie Supérieure, Canada
Rana Mukherji, The ICFAI University, Jaipur, India
Loc Nguyen, Independent Scholar, Vietnam
Nikolay Nikolov, SINTEF Digital, Norway

                             5 / 45



Klimis Ntalianis, University of West Attica, Athens, Greece
P.K. Paul, Raiganj University, India
Anil Patel, Technische Universität Kaiserslautern, Germany
Rodrigo Perez Fernandez, Universidad Politécnica de Madrid, Spain
Van-Toan Pham, National Taipei University of Technology, Taiwan
Stacy J. Prowell, Oak Ridge National Laboratory, USA
Jui-Sheng Rayson Chou, National Taiwan University of Science and Technology (TAIWAN TECH), Taiwan
Alan Martin Redmond, Freelancer, France
Bou Savong, University of Tsukuba, Japan
Yilun Shang, Northumbria University, UK
Alaa Sheta, Southern Connecticut State University, USA
Rocky Slavin, University of Texas at San Antonio, USA
Abdalla Swikir, Munich Institute of Robotics and Machine Intelligence | Technical University of Munich,
Germany
Hamed Taherdoost, University Canada West, Vancouver, Canada
Liyun Tong, Southeast University, Nanjing, China
Carlos M. Travieso-González, University of Las Palmas de Gran Canaria, Spain
Adriano Valenzano, CNR-IEIIT, Italy
Vinod Kumar Verma, Sant Longowal Institute of Engineering & Technology, India
Sirje Virkus, Tallinn University, Estonia
Nadav Voloch, Ruppin Academic Center, Israel
Constantin Volosencu, University "Politehnica" Timisoara, Romania
Fan Wu, Tuskegee University, USA
Huaming Wu, Tianjin University, China
Zhonghao Wu, Shanghai Jiao Tong University, China
Rui Xu, East China Normal University, China
Bo Yang, The University of Tokyo, Japan
Achille Zappa, Soka University Hachioji, Tokyo, Japan
Enrico Zero, University of Genova, Italy
Jiyang Zhang, University of Texas at Austin, USA
Zhaoxu Zhang, University of Southern California, USA
Qing Zheng, Los Alamos National Laboratory, USA
Han Zhou, Synopsys Inc., USA
Francesco Zirilli, Sapienza Universita Roma, Italy

                             6 / 45



Copyright Information

For your reference, this is the text governing the copyright release for material published by IARIA.

The copyright release is a transfer of publication rights, which allows IARIA and its partners to drive the

dissemination of the published material. This allows IARIA to give articles increased visibility via

distribution, inclusion in libraries, and arrangements for submission to indexes.

I, the undersigned, declare that the article is original, and that I represent the authors of this article in

the copyright release matters. If this work has been done as work-for-hire, I have obtained all necessary

clearances to execute a copyright release. I hereby irrevocably transfer exclusive copyright for this

material to IARIA. I give IARIA permission or reproduce the work in any media format such as, but not

limited to, print, digital, or electronic. I give IARIA permission to distribute the materials without

restriction to any institutions or individuals. I give IARIA permission to submit the work for inclusion in

article repositories as IARIA sees fit.

I, the undersigned, declare that to the best of my knowledge, the article is does not contain libelous or

otherwise unlawful contents or invading the right of privacy or infringing on a proprietary right.

Following the copyright release, any circulated version of the article must bear the copyright notice and

any header and footer information that IARIA applies to the published article.

IARIA grants royalty-free permission to the authors to disseminate the work, under the above

provisions, for any academic, commercial, or industrial use. IARIA grants royalty-free permission to any

individuals or institutions to make the article available electronically, online, or in print.

IARIA acknowledges that rights to any algorithm, process, procedure, apparatus, or articles of

manufacture remain with the authors and their employers.

I, the undersigned, understand that IARIA will not be liable, in contract, tort (including, without

limitation, negligence), pre-contract or other representations (other than fraudulent

misrepresentations) or otherwise in connection with the publication of my work.

Exception to the above is made for work-for-hire performed while employed by the government. In that

case, copyright to the material remains with the said government. The rightful owners (authors and

government entity) grant unlimited and unrestricted permission to IARIA, IARIA's contractors, and

IARIA's partners to further distribute the work.

                             7 / 45



Table of Contents

A Framework for Adaptability, re-use and Deconstruction of Buildings, Aligned with the Principles of Circular
Economy
Alan Martin Redmond

1

Rethinking the Role of Department of Defense Architecture Framework in System-of-Systems Architecture
Design
Zhemei Fang, Yuxuan Liu, and Jianbo Wang

9

An Interference-Aware vCPU Scheduling Framework for Paravirtualized Real-Time Industrial Control Systems
Jessica Muller, Steven Dietrich, and Michael Massoth

16

Q-Learning Performance on the CartPole Environment Under Observation Noise and Reward Variants
Steven Ren, Taieba Tasnim, Berkeley Wu, Mohammad Rahman, and Fan Wu

23

Development of a WebRTC-Based Video Calling Application to Predict Quality of Service Patterns Using an
Artificial Neural Network
Carlos Moreno, Ezequiel Frias, Vinod Kumar Verma, and Eric Gamess

29

Powered by TCPDF (www.tcpdf.org)

                               1 / 1                             8 / 45



A Framework for Adaptability, re-use and Deconstruction of Buildings, Aligned 

with the Principles of Circular Economy 

Alan Martin Redmond  

Auto-Entrepreneur 

Montigny-le-Bretonneux, France 

e-mail: a.redmond@numeriquetech.eu 

 

 
Abstract— This article presents a framework that will bring a 

new perspective to circular economy products and processes 

within the construction industry. The framework will utilize 

Federated Enterprise Architecture approach that is 

traditionally used in the aerospace, automotive, and oil and gas 

industries, for built environment needs. The framework will 

address 5 main objectives : i) to analyze and develop a 

decentralized Federated Framework for construction and 

renovation processes; ii) to optimize the re-usability and 

recycling of building materials and components; iii) to 

investigate the validation process for framework solutions 

across large-scale pilots in diverse contexts ; iv) to promote and 

implement innovative tools for stakeholder collaboration and 

green finance integration; and v) to provide guidance for 

policy, standardization, and stakeholder adoption. This article 

acts as prerequisite to prepare the construction industry for 

transition to Federated Enterprise Architecture practices. 

Keywords-Federated framework; interoperability; 

adaptability; re-use and deconstruction of buildings, life cycle 

assessment; construction and renovation; circular economy; 

pilot studies  

I.  INTRODUCTION  

It is estimated that half of the total CO2 emissions of a 
building arise during the construction process and the 
production of the material components. Furthermore to 
reduce the construction industry’s contribution to global 
warming, its immediate decarbonisation is necessary and 
cannot only depend on incremental CO2 savings over the 
life cycle of a building but must include the planning and 
construction process. There is growing acknowledgement 
for circular construction as a means to develop, use, and re-
use buildings, sites and infrastructure without unnecessarily 
exploiting natural ressources, polluting the environment and 
damaging ecosystems [1]. Moreover, The European 
Environment Agency recognizes that “almost 75% of the 
building stock is currently energy inefficient and more than 
85% of today's buildings are likely to still be in use in 2050. 
Energy renovation of buildings is ongoing but at a very slow 
rate”[2]. In addition, ‘Ecochain’ has identified that in many 
industries, the supply chain accounts for more than 80% of 
the environmental impact and in addition the supply chain 
managers that source from different suppliers contribute to a 
massive impact on their product footprint [3]. In 2018, ‘The 
European Commission’ led an intiative to focus on 
supporting regions and EU countries to develop national 
bioeconomy strategies that will enhance knowledge on 

biodiversity and ecosystems, monitor progress towards a 
sustainable bioeconomy, promote good practices to operate 
the bioeconomy and enhance the benefits of biodiversity.  In 
order to unlock investments and markets, the commission  
mobilised stakeholders in developing sustainable biobased 
solutions while launching a €100 million circular 
bioeconomy thematic investment platform [4]. According to 
the World Economic Forum ‘Bioeconomy is emerging as a 
transformative force for sustainable development, 
leveraging biological resources and innovative technologies 
to address global environmental challenges [5]. Building 
upon these challenges and initiatives there is a growing need 
for solutions that extend the service life of buildings, 
support material reuse and recycling, and improve 
stakeholder collaboration through shared data and digital 
tools. This article outlines the development of a Federated 
Enterprise Architechure framework for developing 
solutions, methods and processes to meet the outlined 
objectives and align with the European Comission’s 
Built4People Partnership [6] contributing to : (1) Increased 
adaptability of buildings, (2) Reduction of Waste, (3) 
Support for local and regional economic development, and 
(4) Policy evolution. The article has three main sections 
covering the design of the framework (objectives etc.) in 
Section II, the methodlogy in Section III and Section IV 
highlights the potential demonstrations. The 
acknowledgement and conclusions close the article. 

II. DESIGNING A FRAMEWORK 

The main goal of the framework is to deliver a 
comprehensive and sustainable framework for circular 
construction and renovation, ensuring adaptability, reuse, 
and deconstruction of building components while 
minimizing environmental impact and maximizing 
stakeholder value. The outcome is an innovative approach 
that integrates digital technologies, advanced processes, and 
novel materials into an interoperable and decentralized 
Federated Framework for (de)construction and renovation. 
This framework shifts away from monolithic, proprietary 
systems and creates an interconnected ecosystem where 
tools, platforms, and processes maintain autonomy while 
contributing to a unified, efficient workflow. The Federated 
Framework is designed to support decision-making across all 
stages of a building’s life cycle from design and construction 
to reuse and deconstruction.  

1Copyright (c) IARIA, 2025.     ISBN:  ISBNFILL
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A. Objectives and Ambition 

The overall objective is to deliver a more sustainable 
framework for circular construction and renovation, ensuring 
adaptability, reuse, and deconstruction of building 
components while minimizing environmental impact and 
maximizing stakeholder value. The project proposal 
leverages cutting-edge digital technologies, advanced 
methodologies, and innovative materials to align with the 
European Union's goals for a sustainable, people-centric 
built environment. The framework adopts a holistic and 
decentralized approach, integrating federated architectures, 
life-cycle-based methods, and participatory design processes 
to address the challenges of resource efficiency, carbon 
reduction, and material circularity. This vision is realized 
through a suite of interoperable tools, validated across 
diverse geographical and climatic contexts. The Strategic 
Objectives (SO) that will enable the achievement of the 
framework are described below: 

a) To analyze and develop a decentralized Federated 

Framework for construction and renovation processes 

(objective 1): This objective focuses on creating an 

interoperable architecture that integrates advanced digital 

solutions, such as graph technology, Digital Twins (DTs), 

and blockchain-based systems. The federated framework 

facilitates interoperability and information sharing between 

semi-autonomous de-centrally organized Line of Businesses 

(LOBs), in particular reference to AI & Agents.  

b) To optimize the re-usability and recycling of 

building materials and component (objective 2): The 

framework will enhance the traceability and performance of 

sustainable materials, prioritizing bio-based, CO2-storing, 

and modular solutions such as, the use of waste wood, bio-

based insulation, Supervisory Control and Data Acquisition 

(SCADA) controls, Heating, Ventilation, and Air 

Conditioning (HVAC) for energy management systems, and 

product inventories for supply chains. Through advanced 

Life Cycle Analysis  (LCA) and predictive maintenance 

tools, the framework will establish best practices for 

disassembly and reuse, enabling a shift towards a circular 

construction model.  

c) To investigate the validation process of the 

Framework solutions across large-scale pilots in diverse 

context (objective 3): Two pilot sites across Portugal and 

Slovenia, and one virtual pilot study (referring to test 

simulations for example interoperability issues of shared 

models) between Romania and Denmark, will perform the 

adaptability and performance analysis of the Federated 

Framework under real-life and close to real life conditions. 

These pilots will focus on delivering test solutions in 

residential and non-residential settings, enhancing 

adaptability, resource efficiency, and scalability. 

d) To promote and implement innovative tools for 

stakeholder collaboration and green finance integration 

(objective 4): This objective involves creating a virtual 

living lab and green finance platform to connect investors 

with sustainable building initiatives. It integrates digital 

building logbooks and financial models to enhance the 

scalability and economic viability of circular practices. The 

outcome is to provide support and knowledge on investment 

opportunities, such as ‘Growth and Income Fund’ and 

‘Feeder Fund’ [7] (one of many smaller investment funds 

that pool investor money, which is then aggregated under a 

single centralized fund, allowing for reduced operation and 

trading costs).  

e) To provide guidance for policy, standardization, 

and stakeholder adoption (objective 5): The framework will 

deliver actionable recommendations for regulatory bodies, 

certification authorities, and industry stakeholders to support 

the standardization and scaling of circular construction 

practices. Moreover, the framework will engage in 6 key 

stewardship of activities such as: standard identification and 

monitoring; collaboration with standards and policy bodies; 

gap analysis and recommendations development; advisory 

policy framework working group; workshops and 

stakeholder engagement; and policy briefs and 

contributions, that will increase awareness on best practices 

for design, adaptability, reuse and deconstruction. 
Table 1 explains the various challenges that will be 

applied to each objective and its evaluation defined through 
measurement. 

TABLE I.  REQUIREMENTS & MEASUREMENTS 

Evaluation  

Objectives  Requirements 

Measurable Key 

Performance Indicators 

(KPIs) 

1: 

Framewor

k 

The Enterprise Architecture 

incorporates methods and 

processes that focus on 
operational analysis – what 

the stakeholders need to 

accomplish and system 
analysis – what the system 

has to accomplish for the 

stakeholders.  

KPIs include increased 

reuse rates of construction 

materials by 30% and a 
25% reduction in 

embodied carbon across 

pilot projects. 

2: 
Reusabilit

y & 

Recycling  

The framework will 

demonstrate how to 

optimize Building 
Management Systems 

(BMS) by using Agentic AI 

to minimise GHG emissions 
during the full building 

operational life cycle that 

are essential for maintaining 
high levels of user comfort 

and well-being, which 

directly translate into high 
User QoE (Quality of 

Experience) KPIs.  

The challenges that exist 

particularly for building 

systems is that electronic 
systems or products 

such as consumer 

products become obsolete 
long before the device 

wears out or fails and are 

simply discarded and sent 
to landfill. KPIs include a 

40% increase in material 

recovery rates and a 20% 
cost reduction in 

renovation projects. 

3: 

Validation 

After the demonstrations the 
framework will create 

Impact Assessment 

Methodology (IAM) that 
will score the 

demonstrations based on the 

solutions validation 
requirements for both 

embodied and operational 

 KPIs include successful 
deployment of solutions 

in a shopping mall in 

Portugal with a total area 
of ~200,000 m2 that hosts 

over 150 stores on 5 

floors and a small site 40 
m² of built space targeting 

quantified reductions in 

2Copyright (c) IARIA, 2025.     ISBN:  ISBNFILL
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Evaluation  

Objectives  Requirements 

Measurable Key 

Performance Indicators 

(KPIs) 

carbon.  embodied carbon by 40% 

and operational carbon by 
50 – 75% respectively.  

4: Green 

Finance 

The overall objective for 

framework is to provide a 
one-stop shop [8] of 

information and support for 

SMEs in the local value 
chain but to also encourage 

larger companies to invest 

in disruptive technologies. 

KPIs  include engaging 
50+ SMEs in local value 

chains and connecting 

them with funds/Venture 
Capitalists (VCs) to 

secure green investments. 

5: Policy 

Guidance 

The framework will 

contribute to the activities 

of the Built4People partners 
and to the Built4People 

network on innovation 

clusters through the 
achievements of the 

demonstration. 

KPIs include the 

publication of 5 

policy briefs and 

engagement with over 

300 stakeholders. 

B. The scope of the Framework 

The Federated Framework consists of 16 interconnected 
modules that encompass key enabling tools, processes, and 
methods. These include advanced IT solutions such as graph 
technologies, digital twins, distributed ledger systems 
(blockchains), and Common Data Environments (CDEs), as 
well as methodologies like LCA, Model-Based Systems 
Engineering (MBSE), and business process mapping. Each 
module addresses specific aspects of circular construction, 
such as material traceability, predictive maintenance, and 
user-centric design. 

TABLE II.  FRAMEWORK: INNOVATIVE TOOLS, PRODUCTS &   

TECHNIQUES, PROCESS & METHODS 

Framework 

Innovative Tools 

(INNT) 

Products and 

Techniques (P&T) 

Process and 

Methods (P&M) 

INNT1) AI, IoT and 

Agents for BMS 

P&T1) Digital Building 

Logbooks including 
DPP, BRP and MP 

P&M1) Buinsess 

Process Mapping 

INNT2) Graph 

Technology 

P&T2) Security 

Transactions including 

Data Encryption, and 
Payments Certs 

(eIDAS) etc. 

P&M2) Life Cycle 

Analysis including 
SCBA 

INNT3) Large 
Language Models 

including LangChain 

- GenAI, and Chat 
models 

P&T3) Open Source: 

Open LCA and Open 

API 

P&M3) Federated 

Architectures 
including Linked 

Data CDE 

INNT)4 Digital 

Twins, BIM and GIS 
Platform 

P&T4) Semantic 

Analysis Techniques, 
RAG and Indexes 

P&M4) MBSE 

INNT)5 Distributed 

Ledger Technologies 
/ Blockchains 

 
P&M5) ETL Data 

Integration 

INNT6) Preventative 

and Predictive 
Maintenance - RAM 

 
P&M6) Real-Time 

Linked Data Space 

a. Legends (Digital Product Passport – DPP; Building Renovation Passport – BRP; Material Passport 

– MP) 

The semi-autonomous federated systems architecture will 
support State of the Art LOBs that uniquely provide 
solutions and by integrating them with products, techniques, 
processes and methods they will pioneer co-creation (see 
table 2). Furthermore, the pilot studies will transition the 
Use Cases (see table 4), which are bundle of selected 
technology advancements, products, techniques and 
methods & processes from Table 2 at the demonstrations 
initial conceptual stage to an advanced operational 
development stage based on constant evolution and 
learning. Moreover, using the Federated Architecture will 
present simulations of the decentralized platforms' abilities 
to connect with each other in a “common data-space” of 
open collaboration pooling of information. At pilot level, 
the framework will encapsulate three very different pilot 
studies, for which two of them are very much real-life 
scenarios representing residential (Slovenia) and non-
residential projects (Portugal). The other Pilot study 
comprises of two countries (Denmark and Romania) 
working on virtual models to test their CDE platforms and 
interoperability. The impact of these Pilot studies will be 
evaluated at city council level in the Ukraine to provide 
added value to the project circular economy results. 

III. METHODOLOGY 

The methdology section comprises of four sections 

addressing an exploratory research stage; i) the framework 

vision, ii) the process, iii) the phases, and iv) the use cases.  

A. The frameworks vision 

The framework’s vision is the development of 
products/materials/services including those that contribute to 
disassembled and reused, and CO2-storing materials etc. and 
also the cyphering of materials via Graph Technology. 
Moreover Graph Technology (ISO/IEC 39075:2024) 
Information Technology, Database Languages and GQL 
defines data structures [9]. The framework will provide 
structured and unstructured data from existing Relational 
Database and web services such as ECO Building Materials 
Suppliers Catalogs, deconstruction – reuse warehouse of 
materials, certified environmental product declaration 
catalogs and product environmental profiles in compliance 
with ISO 14025 standard [10], community engagement 
platforms, European circular economy stakeholder 
platforms, and environmental monitoring and IoT platforms. 

The integrating advances of bio-based materials 
manufacturing technology for example Ceramics and Glass 
and the use of digital solutions (AI, property and 
Knowledge Graphs (KG), Large Language Models (LLMs), 
Retrieval-Augmented Generation (RAG), LangChain) with 
economy principles i.e. targeting VCs, Angel funds to 
provide investment opportunities to  enterprises that develop 
and reuse, deconstruction  materials in a life-cycle 
optimization and circular economy perspective, will offer 
solutions that not only mitigate  environmental  impacts, but 
also drive economic growth and societal well-being. 

3Copyright (c) IARIA, 2025.     ISBN:  ISBNFILL
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Figure 1.  The Framework MBSE for Federated Enterprise Architecture. 

B. The Process 

The goal of the framework is to bring a new perspective 
to circular economy products and processes. However, 
fostering strategies and roadmaps is not enough and the 
framework will utilize Federated Enterprise Architecture 
approach that is traditionally used in the aerospace, 
automotive, and oil gas industries, for built environment 
needs.  

Figure 1 illustrates the use of MBSE, which is a process 
offered in the framework to define the solution design. The 
pilot studies will transition from the initial conceptual stage 
(pilot study demonstrators original assumptions) to an 
advanced operational development stage based on constant 
evolution and learning. In the context of the framework 
Figure 1 defines the solutions need analysis, it is an 
integrated systems open architecture identifying components 
(e.g., material providers), functions (e.g., supply chain), and 
exchange items (CO2 carbon content, policies, predictive & 
preventive maintenance, etc.) pooling of information.  

 In comparison to traditional architectures that highlight 
connections of how various components such as ontologies 
are used and interchanged with semantic platforms and 
where over ambitious proposals identify lots of connected 
applications, the framework project builds on a system 
design approach. It will promote iteration to accommodate 
the pilot studies' ever changing needs.  

 

In addition, new knowledge through the project's 
evolving research techniques can be implemented and tested 
to provide better practices and recursion to reach a level to 
finalize market readiness. Such analysis captures 
opportunities for disruptive and innovative solutions, 
processes and methods. 

Furthermore, the Market Key Results Investment 
Platform, New Business Models, and Policy 
Recommendations will build upon private investments 
initiatives such as SMEs involvement in the project. Their 
presence shall extend contribution measures to local and 
regional value chain approaches, in order to increase 
innovation buy-in from users. This initiative has driven the 
proposal to focus on leveraging green finance investment 
and creating Scale & De-Risk Accelerators for bio-based 
materials and products (financial simulations). The impact is 
to not only provide sustainability, standardization, and 
governance but to also deliver a shared digital connected 
infrastructure for supporting decision makers with real 
monetary opportunities 'Bankability’ reflecting and helping 
the circular economy. 

C. The Phases 

To successfully demonstrate this concept and enable a 
posterior replication of the results obtained within such a 
project, a clear and well-defined methodology has been 
defined, which consist in the following 5 phases: 
Operational Analysis – Define Stakeholder Needs and 
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Environment; Solution Analysis – formalize solutions 
requirements; logical architecture – develop solutions 
logical architecture; physical architecture – develop 
solutions physical architecture; and End Product Breakdown 
Structure (EPBS) – formalize solutions component 
requirements. 

a) Phase 1: Identify specific needs for reuse & 

recycling of building elements and products (Operational 

Analysis) -  this phase involves establishing the project’s 

base-line while capturing and consolidating operational 

needs from the stakeholders for correct development and 

later deployment of the solutions. Moreover, it can be 

related to "Concept operations” where assumptions on the 

characteristics of the pilot studies have been made. 

b) Phase 2: Model and support the circular economies 

supply to extend service life of buildings (Solution 

Analysis) -  the data from P1 will contribute to P2 

development of a Federated Architecture framework 

enabling the adoption/adaption of the existing methods and 

processes by identifying the boundary of the solutions, 

processes and consolidate the requirements. This phase can 

be referred to as the “operational concept” stage. The 

progress is more precise for individual pilots such as 

defining the business case, what the solutions must 

accomplish for the users, while also modeling functional 

data flows and dynamic behavior for integration approaches 

aligned with federated CDE and innovative tools. Whereas 

the previous phase investigates the overall intent of the pilot 

studies, OpsCon identifies what they will do 

(ISO/IEC/IEEE29148) [11]. 

c) Phase 3: Design and implement inclusive, 

accessible, sustainable, resilience, performant (energy, cost, 

etc) solutions for the built environment (Logical 

Architecture) - P3 represents a “white box” where models, 

methods are designed to be transparent, allowing the pilot 

study demonstrators to understand the internal workings of 

solutions. This phase built upon the information of P1 and 

the process and architecture of P2, will provide visibility 

into the pilot studies decision-making process, making it 

easier to identify the key features and rules contributing to 

their development. Moreover, P3 will define how the 

individual architectures will work to fulfill expectations 

such as the successful deployment of solutions to prove 

their capability.  

d) Phase 4: Configure and integrate solutions in local 

and regional value chains (Physical Architecture) -  P4 

concentrates on using the knowledge of how the solutions 

will be developed to actually testing them in the 3 pilot 

studies. These 3 pilot studies consist of collecting real data 

from the field and deploying the practices to be replicated 

solutions, products, techniques, methods and processes 

based on platform assessment to the Ukraine (similar to the 

DAREED platform [12]). All specifications of interfaces 

deployment configurations, trade-off analysis of the 

integrated solutions is tested and evaluated. 

e) Phase 5: Increase awareness on best practices for 

design for adaptability, reuse and deconstruction – the 

managing of the industrial criteria and integration strategy 

based on the impact outcomes of the pilot studies are 

assessed for market segment and commercial success. In 

addition, the outreach of solutions are analysed and 

considered to propose business models and 

recommendations to legislators. 

D. Use Cases 

The defined set of innovative solutions developed during 
the framework will be tested via 8 use cases addressing 
different target groups. Use cases will represent an already 
proven concept for the viability of combining these 
solutions, products & techniques, and process & methods 
towards achieving increased availability, access, and 
management of lifecycle data in the built environment. These 
use cases are one of the cornerstones of the project, as its 
conception fosters replication, bringing framework to a 
larger public and set of users. 

TABLE III.  SET OF INNOVATIVE SOLUTIONS DEVELOPED & TESTED 

 
Table 3 maps and aligns with Table 2 Framework: 

Innovative Tools, Products and Techniques, Process and 
Methods, including Markets where the 8 Use Cases provide 
a combination of the frameworks modules for selection 
during the pilot studies, i.e., several modules can be applied 
to each UC. 

TABLE IV.  EIGHT USE CASES 

A Combination of Framework Modules 

Use 

Cases 

Proposed Solutions, Products & Techniques, and Process & 

Methods 

UC1 

Circular Construction and Reuse Framework:  demonstrates 

different circular and sustainable building solutions to make 

building and infrastructure better, e.g., following circular and 
sustainability requirements such as design for adaptability, re-

use, and durability. Using Al and graph technology (tracking) 

UC1 will help source materials locally that travel shorter 
distances, consuming less fuels and fewer carbon emissions. 

The preference will be to source reused materials or 

alternatively materials that are bio-based. UC1 will advise 

supporting local businesses through local sourcing which, can 

lead to economic growth and job creation, and social benefit. 

In addition, the sourcing of financing mechanisms, green 
insurance and micro-credit for sustainable development via 

Carbon Platform will provide enterprises with incentive to 

adapt to greener solutions connected to green finance thus 
providing a win-win situation. 

UC2 

Digital Platform of Solutions: aligned with CDE to improve 

collaboration, planning, management and automation within 
construction projects. The concept of Federated CDE is 

connected to the project's overall methodology of Federated 

Architecture Approach. The platform functionality for the 
framework requires solutions and technologies for 
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A Combination of Framework Modules 

Use 

Cases 

Proposed Solutions, Products & Techniques, and Process & 

Methods 

development to include: i) folders with documentation, ii) a 
platform providing a list of materials and tasks, while also 

mapping to standards where all materials and tasks are 

awaiting for implementation in the early phases such as 
selected bills of materials and structures by assemblies. In 

addition, functions that can provide business intelligence 

reporting of sales and inventory while also connecting the 
quantified data with processes that have been identified as a 

bottleneck.  

UC3 

Real-Time Linked Data-Space [13] [14]: use case focuses on 
integrating supply chain monitoring data analysis, such as data 

from sensors and IoT devices in existing or similar buildings, 

into an interoperable digital twin knowledge graph. This 
integration supports real-time visualization of embodied 

carbon, indoor climate metrics, and the adaptability of 

building systems. The focus of this approach is on optimizing 

supply chain processes to align with circular economy 

objectives. Knowledge graphs further enhance this system by 

linking data on materials, supply chains, environmental 
performance, and stakeholder roles, thereby enabling informed 

decision-making. Financial tools, such as agents for circular 

payments, product pricing, and commercial contracts, ensure 
that supply chain operations align with circular economy 

principles. 

UC4 

RAM Knowledge Platform [15]: will demonstrate the potential 
of preventative and predictive maintenance algorithms and 

systems to enable calculations on mechanical systems incurred 

by wear from the moment they are activated. The RAM 
knowledge platform identifies the useful service life of a 

system, product, or service by applying real-time monitoring 

against the preventative and predictive models, extended by 
proactive, Just-in-Time (JIT)  sequence of preventive and 

corrective maintenance actions and upgrades. The RAM 

knowledge platform supports information/calculations on 
system configuration identification elements such as existing, 

internally developed, reusable components that may consist of 

Commercial Off-the-Shelf (COTS) products, and Non-
Development Items (NDP – hardware and software 

configuration). Such processes are aligned with early defects 

detection “Poka-Yoke” [16] and reduce electronic and 
mechanical materials sent to landfills. 

UC5 

Cybersecurity and Supply Chain Transparency: use case 

reflects how blockchains will trace the sourcing of CO2-
storing materials such as sustainably sourced long-lived bio-

based materials and products and innovative lower emission 

materials/aggregates. In fact each transaction or exchange of 
information is recorded in a “block”, which is then validated 

by network members before being added to the existing chain. 

Once validated, information becomes immutable and 
traceable. This technology offers unique guarantees in terms 

of security, transparency and traceability of exchanges, 

without the need for a centralized trusted intermediary. In 
UC5 Blockchains will create digital “product passports”, 

containing all the information on a product’s composition, 

manufacture and use. Furthermore according to [17] the 
concept of “decentralized AI” (DeAI) envisions open source, 

transparent AI through several blockchain technologies. 

Decentralized storage and distributed computing networks 
enhance data integrity, while smart contracts ensure 

transparent model access and tracking. 

 

 
 

 

 
UC6 

LCA models for Renovation Planning and Design: use case 
will demonstrate how tools developed under the framework 

will empower building stakeholders to streamline processes, 

enhance efficiency, and drive sustainable transformations. 
CO2 studies can be directly imported into openLCA [18] and 

standard LCA repositories, enabling UC6 users to assess flows 

and processes in their impact evaluations. UC6 will store all 

A Combination of Framework Modules 

Use 

Cases 

Proposed Solutions, Products & Techniques, and Process & 

Methods 

relevant data on a platform incorporating Digital Building 
Logbooks, which include Building Renovation Passports, 

BIM-based information, DPP, MP and GIS data. This 

integrated approach facilitates informed decision-making 
while ensuring compliance with the Corporate Sustainability 

Reporting Directive (CSRD). To advance beyond standard 

LCA principles, UC6 will adopt MBSE. The Carbon platform 
will generate life cycle inventories and evaluate the 

environmental impacts of material choices through 

comprehensive life cycle assessments.  

UC7 

Operational Carbon Management Systems: demonstrates the 

power of AI agents for energy monitoring and optimization 

including dynamic Pricing. The operational carbon 
management systems access real-time feeds and data from 

captured sensors (IoT) related to energy consumption of 

building elements and products. The introduction of AI agents 

and graph technology enhances IoT capabilities and across 

diverse energy systems. The approach applied to smart 

buildings is reliant on AI agents for controlling lighting and 
optimizing energy consumption as they are programmed to 

learn from their environment and improve over time. The 

framework will analyse patterns of electricity usage and 
optimize it such as turning off lights in unoccupied rooms or 

adjust the HVAC systems based on current occupancy, thus 

providing Occupant well-being. Furthermore, it will facilitate 
environmental sustainability by tracking energy performance, 

carbon emissions, and environmental impact. 

UC8 

Accelerator for Green Finance Investments: Green finance 
appears to be one of the leading technology solutions which, 

will further promote the increase in regulating environmental 

impact activities [19]. Therefore, the asset holders, 
bondholders, and issuers, among others, will have to refocus 

their efforts to guarantee that green finance is more useful, 

significant, inclusive, and environmentally protection oriented. 
UC8 will focus on Getting Buy-In to advance Green 

Infrastructure – Creative solutions for green infrastructure are 

only as viable as those who back them.  

IV. DEMONSTRATIONS 

To test these innovations and use cases, the 
demonstrations will cover a spectrum of many items 
included in the EU policy and market trends regarding data 
management in the built environment.  This broad coverage 
aims to ensure that the proposed solutions offer high 
replication potential thanks to a demonstration plan. In this 
sense, the framework UCs will be tested by scenarios of 
different building typologies, energy grids and data 
architectures, via the involvement of a living lab (TRL6) and 
2 large-scale pilots (TRL7-8) covering a variety of use cases 
and target users and 1 virtual pilot that will act as 
‘Development, Test and Evaluation (DT&E)’ before the 2 
large-pilots regarding ‘Operational, Test & Evaluation’ 
(OT&E) [20]. In addition, ISO 31000 Risk Management 
Plan will also be used to monitor the project progress [21]. 

A. Virtual Pilot Study: Denmark 

The Danish virtual pilot will focus on a fully digital 
demonstration, leveraging advanced DT technology and BIM 
tools to address challenges in interoperability, circular 
construction, and supply chain integrity. This pilot aligns 
with the proposals objectives by simulating circular economy 
principles in construction and renovation processes. The 
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virtual demonstrator will integrate open standards (Industry 
Foundation Classes ISO 16739-1:2024) [22], Information 
Container for linked Document Delivery under ISO 21597-
2:2020 [23], Cybersecurity measures, and lifecycle 
optimization methodologies to showcase adaptability, reuse, 
and practices focused on carbon emission reduction. The 
primary aim of this pilot is to establish effective systems for 
sourcing materials locally, enabling businesses to develop 
robust recycling and reuse frameworks. This approach 
reduces reliance on resource-intensive production processes, 
minimizes waste generation, and fosters sustainable 
practices. Local sourcing is encouraged by transparency and 
decision-making capabilities enabled by the platform. The 
Carbon platform, equipped with graph technology 
conforming to ISO/IEC 39075:2024, will enable precise 
tracking and sourcing of materials, prioritizing reused 
materials and bio-based alternatives.  

B. Pilot Study Slovenia 

The demonstration planned for Cirkulane  (Slovenia), is 

a prefabricated, residential wooden house, addressing the 

challenges of Build4People topics, including circularity and 

sustainability. The demonstrator ‘GORSKO’ aims to focus 

on: 

• Development of ecological modular walls designed 
for sound and thermal insulation. 

• Reduce the carbon footprint and resources by using 
wood as a main structural material, including the use 
of waste wood, bio-based (wood, wood fibres, wood 
chips, straw, clay, sheep wool) insulation, also 
insulation based on waste textile, and focusing on 
providing locally produced materials and products. 

• Extend the prefabrication processes: In addition to 
the wooden elements, there is designs to implement 
a BIM connection to automated production with 
CNC machines of insulation panels (wood fibre-
based). 

• Source products inventory and identification to 
optimize transport and installation. 

• Optimisation of preparation and installation process: 
3D scanning, e-site, AR/VR use for 
installation/supervision. 

• Developing a smart building (IoT, Digital twin) and 
setting up smart management and maintenance as a 
service. 

The Expected outcomes planned are related to improve  

adaptability of building design and solutions for different 

uses, increased reuse of buildings components and 

increasing the end-of-life value, extend services life by 

smart maintenance services, and increase awareness and 

deploy best services in the demonstrators supply chain. 

C. Pilot Study: Portugal  

The Portuguese demonstration will concentrate on the 
Mechanical and Electrical (M&E) components that 
contribute to operation costs. The challenges relate to current 
SCADA systems that collect and manage data from a 
building's Command & Control infrastructure, which 

oversees major energy systems such as lighting, HVAC, and 
power distribution. These systems operate in an event-based 
manner, meaning that human operators manually analyses 
data, respond to alarms, and make real-time decisions based 
on detected anomalies, incidents, or diverse operational 
needs. While this approach allows for direct human oversight 
and control, it also is reactive, and carries low efficiency, 
leading to potential delays in optimizing energy usage and 
system performance. In the To-Be scenario, new energy 
analytics services will be implemented, such as load 
forecasting, energy sourcing classifications, anomaly 
detection, and virtual consumption dis-aggregation to 
generate meaningful data & insights to be fed into the 
vertically embedded Agentic AI that will orchestrate 
building management system. The AI-driven system will 
utilize endogenous building information extracted from the 
internal active building management systems, as well as 
exogenous energy grid information incoming from the local 
energy Transmission System Operator/Distribution System 
Operator. 

V. CONCLUSION AND FUTURE WORK 

This paper focused on a Federated Enterprise 
Architecture approach to integrate digital technologies, via 
advanced processes, with novel materials into a decentralised 
Framework for (de)construction and renovation. The existing 
challenges of non-interconnected frameworks associated 
with monolithic, proprietary system provided the initiative to 
design an interoperable ecosystem for tools, platforms, and 
processes that maintained autonomy. The article outlines 5 
objectives and their potential requirements and measurable 
KPIs. The methodology examines in detail the use of MBSE 
as a process offered in the framework to define the solution 
design. Furthermore, the methodology describes the 
evaluation of research methods and their philosophical 
assumptions in five phases, where each is aligned to MBSE. 

The concept of the pilot studies is to facilitate the 
transition of the selected UCs bundle from the initial 
conceptual stage to an advanced operational development 
stage based on constant evolution and learning. The 
framework’s adaptive process will be measurable based on 
the outcomes of the demonstrations. Furthermore, the 
anticipated results of the process will provide a long lasting 
impact on our understanding of how an efficient design for 
adaptability, re-use and deconstruction of buildings should 
be approached, as well as to support EU regulation on those 
issues. Within the context of the paper’s output it has 
identified how to increase adaptability of buildings and the 
reduction of waste via the Federated Enterprise Architecture, 
while analyzing supporting structures such as leveraging 
green finance investment for local and regional economic 
development, and moreover providing sustainability, 
standardization, and governance towards the circular 
economy policy evolution. 
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Abstract—While Department of Defense Architecture 
Framework (DoDAF) remains widely adopted for architecture 
modeling, its application to System-of-Systems (SoS) design 
still faces significant challenges according to feedbacks from 
practitioners in industry and academia. Existing research often 
focuses on model creation or tool support but lacks a 
comprehensive examination of the issues behind the 
unsuccessful applications. Thus this paper analyzes the root 
causes of unsuccessful DoDAF applications, including the 
perspectives of common misconceptions, inherent 
shortcomings, methodological inadequacies, limitations of 
modeling tools, and cultural and organizational barriers. 
Based on the challenges observed, we further explore how the 
Unified Architecture Framework (UAF) and SysML 2.0 could 
alleviate some of these limitations. Based on this analysis, we 
propose three improvement directions: iterative, process-
driven architecture modeling, AI-assisted model generation 
and evolution, and domain-specific meta-model customization 
with consistency assurance. The study concludes that treating 
architecture models as evolving decision-support tools, rather 
than static documentation, significantly enhances their value in 
SoS design and provides actionable guidance for improving 
DoDAF and other architecture frameworks in practice. 

Keywords-architecture design; department of defense 
architecture framework; system-of-systems; misconceptions. 

I. INTRODUCTION 
Architecting is increasingly being adopted by 

organizations to manage the growing complexity of human-
made systems, particularly large-scale SoS such as those in 
defense and air transportation. The latest ISO/IEC/IEEE 
42010:2022 standard (Software, systems and enterprise - 
architecture description) [1] defines architecture as 
“fundamental concepts or properties of an entity in its 
environment and governing principles for the realization and 
evolution of this entity and its related life cycle processes”. 
Meanwhile, the standard introduces the term Architecture 
Description Framework (ADF) (replacing architecture 
framework in the 2011 version) to formalize the conventions 
and common practices of architecture description—a 
tangible work product that communicates the otherwise 
intangible and abstract concept of architecture [1].  

The ADF has evolved from the C4ISR architecture 
framework to DoDAF, then to the Unified Profile for 
DoDAF/MODAF (UPDM), and most recently to the UAF. 

Despite this evolution, DoDAF remains the predominant 
ADF in the defense sector [2]. At the same time, most 
commercial modeling tools have gradually aligned their 
underlying meta-models with the UAF meta-model, 
enhancing tool interoperability while still maintaining 
support for DoDAF-based practices. Current DoDAF models 
[3][4] are compatible with UAF meta-models. 

However, concerns about DoDAF have been raised over 
the years, including inconsistencies across architectural 
views [5], challenges in effectively utilizing architecture 
models for downstream applications [6], difficulties in 
accommodating new technologies, such as cloud computing 
and big data [7]. Although UAF was introduced to address 
some of these challenges, it inherits many of the same 
weaknesses. This critique is frequently acknowledged within 
the Model-based Systems Engineering (MBSE) community 
as well [8]. Interestingly, these issues are more commonly 
acknowledged in informal exchanges [8] than systematically 
addressed in published research. This gap highlights a 
critical need for more rigorous investigation into the practical 
barriers that hinder the effective application of ADFs in real-
world SoS contexts. 

This paper aims to uncover the reasons behind 
unsuccessful application of DoDAF, as a representative 
ADF, in supporting SoS architecture design.  The 
perspectives include prevalent misconceptions about 
DoDAF’s intended role, limitations in existing modeling tool 
support, methodological gaps in modeling approaches, and 
organizational and cultural barriers to model adoption. 
Building on this analysis, we propose several potential 
directions to achieve an enhanced use of DoDAF as well as 
other ADFs.   

The paper is organized as follows. Section II reviews 
related work on architecture frameworks. Section III 
analyzes the key challenges of applying DoDAF to SoS 
design. Section IV discusses improvement opportunities. 
Section V concludes the study and suggests future research. 

II. RELATED WORK 
The importance of architecture, along with the supporting 

ADFs that guide its formal representation, has been 
increasingly acknowledged across both academic and 
industrial domains in recent years.  

Early research by Wagenhals and Levis [9] pioneered a 
structured methodology for developing DoDAF models 
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using IDEF0. Subsequently, numerous studies have adopted 
and extended this approach for DoDAF models development 
(e.g., [10]-[12]). In DoDAF model development, the Systems 
Modeling Language (SysML) has progressively superseded 
IDEF0 as the preferred modeling approach [11]. Current 
research and practice continue to demonstrate the 
framework’s relevance, with active applications documented 
in recent works [3][4]. 

The U.S. Department of Defense (DoD) concluded its 
development of the DoDAF framework with the 2009 
release (DoDAF 2.02). This transitioned to the UPDM, 
developed by the Object Management Group (OMG), as an 
interim solution. OMG subsequently established the UAF as 
the current standard [13]. Hause [14] indicates that the UAF 
was developed to address interoperability challenges by 
reducing disparities among architecture frameworks, 
modeling tools, standards, processes, data exchange formats, 
and domain terminology in ADF implementations. 

From the 31st to 34th Annual INCOSE International 
Symposium proceedings, numerous implementation case 
studies of the UAF have been documented. For example, 
Martin [15] proposed an aspect-oriented approach aimed at 
harmonizing architectural frameworks to enhance 
interoperability and better support MBSE practices. Later, 
Martin [16] demonstrated how MBSE enhances an 
organization’s ability to plan for capability deployments, and 
manage portfolios of systems, services, people, technologies, 
processes, and facilities critical to fielded capabilities.  
Carroll et al. [17] successfully implemented UAF in 
modeling the global copper market enterprise, noting its 
efficacy in fostering systems thinking beyond traditional 
engineering roles. Hause et al. [18] specifically addressed 
enterprise software architecture challenges through UAF 
modeling. Most recently, Martin et al. [19] and Gagliardi et 
al. [20] extended UAF’s utility to Mission Engineering (ME), 
showcasing its adaptability to complex defense and 
aerospace applications, and the resultant modeling process 
and models are standardized in the U.S. DoD’s Mission 
Architecture Style Guide (MASG) [21].  

Alongside these applications of UAF, significant legacy 
challenges persist. Gagliardi et al. [20] highlight that “even a 
relatively simple Resource Architecture model requires 
significant time and effort to develop”, emphasizing the need 
for careful upfront planning. Their findings suggest three 
critical prerequisites for effective UAF adoption: 1) scoping 
the modeling effort, 2) assessing modeling risks, and 3) 
establishing a model federation plan—all of which should be 
addressed prior to commencing development. Similarly, 
Fang et al. [22] pointed out that the relationship between 
DoDAF description models and architecting decisions is 
ambiguous—a limitation that also persists in UAF. 

Modeling languages and tools also present challenges. 
Trujillo and Madni [23] highlight that modeling languages—
particularly SysML—pose a high entry barrier, primarily due 
to the extensive training required to interpret increasingly 
complex models. In response, Morkevicius et al. [24] 
advocate for implementing UAF within the SysML v2 
environment, anticipating that the updated specification may 
mitigate some inherent limitations of current SysML 

implementations. Regarding tooling considerations, Maier 
[25] indicates that a good modeling tool should manage 
significant redundancy in representations by using 
referencing instead of duplication and employing automated 
checks; nevertheless, there remains a clear risk of model 
proliferation beyond practical usefulness. 

In summary, while the evolution from DoDAF to UAF 
has led to improved standardization and broader applicability 
in both defense and enterprise contexts, practical challenges 
remain prevalent across modeling frameworks, languages, 
and tools. The literature reveals a persistent tension between 
the theoretical promise of ADFs and their real-world 
implementation barriers—many of which stem from 
complexity, tool limitations, and organizational constraints. 
These gaps underscore the necessity for a deeper 
investigation into the root causes hindering effective ADF 
application, particularly in complex SoS environments. 
Building upon these insights, this study aims to critically 
examine the key obstacles to DoDAF adoption and propose 
actionable strategies for enhancing its practical utility. 

III. PRACTICAL CHALLENGES AND INHERENT 
SHORTCOMINGS OF DODAF IN SOS ARCHITECTURE DESIGN 

The unsuccessful applications of DoDAF in supporting 
SoS architecture design stem from a fundamental 
misunderstanding of its intended role, limited support from 
modeling tools, inadequate methodological guidance, and 
practical and cultural barriers to model adoption, as shown in  
Fig. 1. This section examines these four aspects in detail. 

 
Figure 1 . Practical challenges of DoDAF in SoS architecture design. 

A. Misunderstanding of the Role of DoDAF in SoS 
Architecture Design 
Based on our practical modeling experiences and 

interviewing with modeling experts in industry, we 
summarize four common misunderstandings of the DoDAF’s 
role in SoS architecture design.  

1) Misunderstanding I: DoDAF Modeling Equals SoS 
Architecture Design 

This misunderstanding often arises among outsiders who 
have unrealistically high expectations of DoDAF. They 
mistakenly assume that creating DoDAF models is 
equivalent to completing SoS architecture design.  

In fact, DoDAF provides a structured set of standardized 
views and establishes a formal framework for representing 
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SoS architecture. However, a practical and effective SoS 
architecture design involves not only representation but also 
decision-making and evaluation—aspects that DoDAF alone 
does not fully address. Therefore, additional methodologies, 
such as operational simulation, trade-space analysis, and 
optimization, are essential to complement DoDAF for 
achieving a comprehensive SoS architecture design. 

These inflated expectations often lead to significant 
disappointment, ultimately causing them to overlook the 
actual value of DoDAF models. 

2) Misunderstanding II: DoDAF Modeling Equals 
Microsoft Visio Modeling 

This misunderstanding often arises among practitioners 
who have some experiences with DoDAF modeling but have 
not delved into the underlying theories. They assume that 
creating DoDAF views is simply about drawing static 
diagrams, like flowcharts, without considering the 
underlying semantic relationships, constraints, and 
traceability. 

In fact, DoDAF is model-based, not merely diagram-
based. While it employs visual representations, it is 
fundamentally a structured architecture framework, not just a 
collection of disconnected drawings. Tools like Visio and 
similar diagramming software allow freeform visualization 
but do not enforce architectural consistency or data integrity. 
In contrast, DoDAF models should be developed using 
structured modeling tools (e.g., Cameo Enterprise 
Architecture, Sparx EA, IBM Rhapsody) that enforce rules 
and ensure consistency between capabilities, systems, and 
services across multiple views.  

This misunderstanding can lead to superficial 
architecture modeling that lacks architectural rigor. 
Organizations may create visually appealing but structurally 
meaningless diagrams that fail to support real system 
development. Without architectural rigor, inconsistencies 
and logical errors may go unnoticed, ultimately undermining 
the effectiveness of the architecture. 

3) Misunderstanding III: DoDAF is Only for 
Documentation, Not for Analysis 

DoDAF is often misperceived as merely a documentation 
framework, rather than a foundation for architectural analysis 
and informed decision-making. This misunderstanding stems 
in part from the limitations of current practices and tools, 
which often fail to deliver on the promise of model-based 
analysis. Despite many tools claiming to support analytical 
functions, the actual use of DoDAF models for quantitative 
or qualitative analysis remains challenging in practice. 

Several factors contribute to this gap. First, many 
DoDAF-compliant tools focus heavily on model 
visualization and reporting, offering limited support for 
integrated simulations, trade-off analysis, or impact 
assessments. Second, users may lack clear methodological 
guidance on how to leverage architectural description models 
for analytical purposes, especially in complex SoS contexts. 
Lastly, architecture models are often developed in isolation 
from operational or technical data, limiting their usefulness 
for real-time or predictive analysis. 

As a result, DoDAF models are frequently underutilized 
in decision-making processes, reducing their value to 
stakeholders and reinforcing the notion that they are static 
deliverables rather than dynamic decision-support artifacts. 

4) Misunderstanding IV: DoDAF Models Are Static and 
Do Not Evolve 

Some organizations mistakenly treat DoDAF models as 
static, one-time deliverables rather than as evolving artifacts 
that must be continuously updated as the system evolves. 
This misconception largely arises from the inadequate 
support current modeling tools provide for iterative 
development and model maintenance. 

SoS architectures are dynamic, requiring continuous 
updates to DoDAF models to reflect new requirements, 
emerging threats, and evolving technologies. Architecture 
models should support versioning, impact analysis, and 
iterative refinements throughout the SoS lifecycle. 

When this need for evolution is overlooked, DoDAF 
models quickly become outdated and disconnected from the 
actual SoSs they are intended to represent, resulting in 
misalignment between architectural intent and operational 
reality. 

5) Summary 
The misunderstandings stem not only from a general lack 

of familiarity with DoDAF, but also from widespread 
disappointment with its practical applications. These 
challenges arise from inherent limitations within DoDAF and 
supporting methods, inadequate support from current 
modeling tools, and cultural resistance to adopting model-
driven approaches. 

B. Inadequate Support from Modeling Tools  
From the perspective of modeling tools, the issues can be 

categorized into the following aspects. 
1) Steep Learning Curves for New Users 

Existing DoDAF tools often present steep learning curves, 
particularly for multidisciplinary teams involving architects, 
engineers, and operators. This hinders effective collaboration, 
especially when stakeholders have varying levels of 
modeling expertise. 

2) Insufficient Support for Model Reuse 
Model reuse is a fundamental benefit of architecture 

description modeling [23]. However, in practice, the tightly 
coupled nature of elements within DoDAF-based 
architecture models often impedes effective reuse. This 
rigidity limits the adaptability of existing models to new 
systems or evolving contexts. While some of these issues 
stem from tool implementations, the underlying challenges 
are also rooted in the structural constraints and design 
philosophy embedded in the DoDAF metamodel itself. 

3) Insufficient Support for Iterative and Agile Modeling 
SoS architecture design is typically an iterative process, 

yet most DoDAF tools do not effectively support version 
control, impact analysis, or automatic updates. Furthermore, 
the weak integration between different design phases (e.g., 
from capability planning to system design) makes it difficult 
to transition seamlessly from conceptual models to 
executable or detailed design artifacts. 
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4) Limited Support for Modeling Dynamic Behavior 
Most DoDAF tools are primarily designed to represent 

static structures and relationships. While activity and 
sequence models offer some capability to model and analyze 
dynamic behaviors, they lack the flexibility needed to handle 
a wide range of scenarios. This limitation makes it 
challenging to perform simulations or visualizations that 
accurately reflect the operation of SoS under varying 
conditions, thus reducing the practical utility of architecture 
models in operational analysis and decision-making. 

5) Difficulty in Managing Large-Scale SoS Complexity 
When dealing with complex SoS architectures,  

comprising a large number of activities, systems, and 
interfaces, many tools exhibit performance bottlenecks. This 
includes slow user interface responsiveness and delays in 
rendering large diagrams. Moreover, as the interconnections 
between elements grow more intricate, users often find it 
difficult to trace dependencies, leading to confusion and 
decreased confidence in the models. 

6) Poor Interoperability with Other Tools 
Despite the growing emphasis on integrated modeling 

environments, current DoDAF tools often operate in silos. 
They lack interoperability with executable modeling tools,  
such as Modelica, Simulink, or AnyLogic. Data format 
inconsistencies and the absence of standardized exchange 
mechanisms hinder seamless integration, resulting in 
duplicated efforts and inconsistencies between architectural 
models and executable simulations. 

7) Lack of Intelligent Support 
The modeling process can be cumbersome, adding to the 

already heavy workload of architects and SoS engineers, 
who are responsible for many other tasks. Current modeling 
tools offer limited intelligent assistance, such as automated 
reasoning, consistency checking, or even model auto-
generation. The integration of advanced technologies, such 
as large language models (LLM), holds significant potential 
to improve these processes by offering smarter support. 

C. Inherent Limitations of DoDAF and Inadequate Support 
of Modeling Methods 
From the perspective of inherent limitations and 

inadequate methodological support, five key issues can be 
identified: the first two stem from the intrinsic limitations of 
DoDAF itself, while the latter three arise from shortcomings 
in existing modeling methods. 

1) Over-Simplification of SoS Complexity 
While the goal of ADFs is to develop stable blueprints, 

expressed through various views, for complex SoS—similar 
to blueprints for building architecture—the boundaries of an 
SoS are far more intricate than those of a building. The 
diversity of stakeholders, unclear boundaries (and sometimes 
even objectives), varying development timelines for 
constituent systems, and the occurrence of complex, 
unexpected emergent behaviors all contribute to the 
difficulty of representing an SoS. As a result, ADFs tend to 
oversimplify the inherent complexity of SoS, making the 
choice of appropriate abstraction critically important. 

2) Underestimation of Evolutionary Nature of SoS 

SoSs are inherently dynamic, evolving continuously in 
response to changing requirements, constituent system 
upgrades, and unforeseen operational conditions. However, 
DoDAF often treats architecture models as static snapshots 
rather than living artifacts that demand iterative validation 
and continuous adaptation. While views such as CV-3 
(Capability Phasing) and SV-8 (Systems Evolution 
Description) attempt to address system evolution, they 
largely depict it as a predefined, static process. Furthermore, 
many types of changes are overlooked—for example, 
frequent updates to OV-5b (Operational Activity Model) and 
OV-4 (Organizational Relationship Chart) are seldom 
adequately captured or represented. 

3) Inadequate Modeling and Verification Methods 
Although many modeling methods have been proposed 

over the years, some fundamental issues remain, primarily 
stemming from the inherent subjectivity of the modeling 
process. A typical example is the lack of a systematic 
understanding of granularity levels, which leads to 
inconsistent model granularity—some levels are overly 
detailed while others are too vague, resulting in a 
disorganized hierarchy. These seemingly minor issues can 
hinder the development of effective and reliable models. 

In terms of verification, most existing methods rely on 
syntactic checks and rule-based reasoning [5], which are 
insufficient for detecting complex logical errors. This 
limitation undermines the reliability of the models and 
erodes user confidence in their correctness and utility. 

4) Unclear Boundary Between Representation and 
Decision-making 

DoDAF models are designed to structure vague or 
incomplete information, define and formulate decision-
making problems, and guide architectural decisions  [22]. 
However, these decision-making issues often remain 
obscured within the architecture models. This ambiguity 
creates confusion, leading to uncertainty about whether the 
models are flawed due to insufficient modeling experience or 
a lack of adequate decision analysis. 

5) Lack of Methodological Guidance for SoS Analysis 
While DoDAF defines a set of views, it offers limited 

guidance on how to use these views to conduct architecture 
evaluations, trade-space exploration, or impact analysis. 
Users are often left to interpret the views without a clear 
methodological framework, leading to inconsistent and 
ineffective practices. More critically, in many real-world 
applications, users struggle to identify latent deficiencies or 
potential shortcomings in the architecture design as 
represented by the models.  

D. Practical and Cultural Barriers to Model Adoption 
Beyond the structural limitations of DoDAF and the 

constraints of current modeling tools, the successful adoption 
of architecture models in real-world SoS projects also faces 
practical and cultural challenges. These issues reflect broader 
organizational behaviors and workflow mismatches that 
hinder the integration of DoDAF-based modeling into 
engineering practice. 

1) Models Focus on Compliance, Not Practical Use 
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In many defense projects, DoDAF models are developed 
primarily to satisfy contractual or regulatory requirements 
rather than to support real-world design decisions. This 
compliance-driven mindset turns modeling into a box-
checking exercise, where deliverables are created to pass 
reviews but rarely maintained or reused afterward. Even 
when the importance of architecture modeling is 
acknowledged, organizations often lack incentives or 
processes to keep these models up to date throughout the 
system’s lifecycle. Once initial approvals are secured, model 
updates are deprioritized, reinforcing the perception that 
architecture models are static documents rather than evolving, 
decision-support tools. As a result, the long-term value of 
model-based systems engineering is significantly diminished. 

2) Model Maintenance is Costly and Operationally 
Unattractive 

The effort required to keep architecture models aligned 
with rapidly changing systems often outweighs the perceived 
benefits. Teams may prefer to directly update prototypes or 
source code, bypassing the architecture layer entirely. As a 
result, models quickly become outdated and are abandoned, 
viewed as an unsustainable overhead rather than a valuable 
asset for ongoing development 

3) Engineers and Architects Speak Different Languages 
A cultural gap exists between architects, who work 

within frameworks like DoDAF, and engineers, who focus 
on building and testing systems using simulation 
environments or programming languages. Engineers often 
find that DoDAF models are too high-level to support 
executable behavior or real system implementation in tools 
like Python or Simulink. This disconnect hampers 
collaboration and limits the effectiveness of architecture-
driven development, leaving the architecture models isolated 
from actual system implementation. 

IV. OPPORTUNITIES FOR IMPROVEMENT 
Based on the identified challenges, we first evaluate 

whether UAF and SysML 2.0 can address some of these 
issues, and then propose several directions to enhance the 
practical application of DoDAF—applicable to UAF as 
well—in supporting SoS architecture design. 

A. UAF’s Capability to Address the Issues 
As discussed in Section II, the UAF consolidates multiple 

architecture frameworks and offers more comprehensive 
views and dimensions compared to DoDAF. At its core, 
UAF establishes an integrated meta-model that enhances the 
semantic consistency and structural rigor of architecture 
representations. This unified meta-model also enables 
improved traceability from architectural elements to 
capability objectives by systematically linking functions, 
resources, and operational activities to capability definitions 
and performance measures. 

Importantly, the OMG provides extensive support for 
UAF adoption, including the UAF Domain MetaModel 
(DMM), the UAF Modeling Language (UAFML), and a 
practical guide for enterprise architecture development. 
These resources offer more structured methodological 

guidance and clearer modeling practices than DoDAF, 
contributing to improved usability and standardization in 
SoS architecture design. Furthermore, UAF aligns more 
closely with MBSE principles and SysML [26], facilitating 
tighter integration between SoS architecture modeling and 
system lifecycle management. 

Nevertheless, despite addressing fragmentation and 
enhancing semantic clarity, UAF still faces practical 
adoption challenges—particularly in terms of modeling 
methodology, tool maturity, and organizational constraints—
as discussed in Section III. 

B. SysML 2.0’s Capability to Address the Issues 
The current modeling language, SysML, is undergoing a 

significant transformation with the development of SysML 
2.0. The SysML 2.0 standard focuses on three core elements, 
the underlying Kernal metaModeL (KerML), modeling 
semantics and syntax in the SysML, and the Application 
Programming Interface (API) and services [27]. It integrates 
graphical and textual modeling approaches, bridging the 
language gap between system architects and domain 
engineers. At the same time, it enhances modeling flexibility 
and efficiency, while supporting model sharing and 
automation. This revision aims to improve usability for 
systems engineering practitioners by introducing these more 
intuitive language constructs, enhanced expressiveness, and 
better model organization. 

SysML 2.0 also defines standardized APIs that enable 
seamless integration with simulation engines and verification 
tools, significantly enhancing interoperability across the 
system development lifecycle. Moreover, it offers improved 
composability, allowing for more coherent and scalable 
representations of hierarchical structures—from SoSs to 
individual systems and components. 

Moreover, its support for a formal textual syntax makes it 
naturally compatible with LLMs (e.g., ChatGPT, DeepSeek), 
enabling more interactive model manipulation, streamlined 
workflows, and reduced modeling complexity [28].  

SysML 2.0 holds strong potential to address many of the 
challenges outlined in Section III; however, most of these 
anticipated benefits have yet to be validated in practice, and 
realizing them would require significant retooling of existing 
tools and workflows. 

C. Improvement Suggestions 
1) Architecture Description Models Reflect Architecting 

Process more than Architecture Outcomes 
Rather than building complete DoDAF models upfront, 

development teams should focus on creating evolving, 
minimal viable models. Fig. 2 illustrates an iterative 
architecture modeling process that encompasses architecture 
modeling, analysis, evaluation, and decision-making. 
Simultaneously, enabling different stakeholders to contribute 
at varying levels of detail promotes better collaboration and 
aligns with agile development principles. 

Fig. 3 demonstrates an example of iterative architecture 
modeling process that integrates DoDAF models, executable 
models (e.g., ExtendSim, Anylogic), and decision models. 
The decision models include qualitative decisions that help 
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collect constraints/rules and clarify the information for 
architecture models, and quantitative decision-making and 
evaluations based on executable simulation results. 
Compared to the traditional paradigm [9], the key emphasis 
is placed on an iterative modeling process rather than 
delivering a complete set of architecture models all at once. 
Our core argument is that architecture models should serve 
as a means to guide and evolve with the architecting process, 
rather than simply capture its final products.  

 
Figure 2 . Iterative architecture modeling process. 

 
Figure 3 . An example for iterative architecture modeling process that 
integrates DoDAF models, executable models, and decision models. 

2) AI-Assisted Architecture Modeling and Design 
Recent artificial intelligence (AI) technologies offer 

significant potential for supporting SoS architecture design. 
As listed in Fig. 4, AI can support this process in four key 
areas: AI-assisted architecture modeling, AI-assisted 
architecture selection, AI-assisted architecture verification, 
and AI-assisted architecture evolution.  

 
Figure 4 . Issues requiring AI assistance and potential solutions. 

Among these areas, AI-assisted architecture modeling 
and evolution have attracted significant attention in the past 
two years, primarily due to the challenges associated with 
manual model development and maintenance, which are both 
labor-intensive and error-prone. Fig. 5 illustrates the 
generation process of architecture models (e.g., SysML or 
DoDAF models) using LLMs, which support the automatic 

generation of functional/component decompositions, activity 
models, and other artifacts in standard XML format. These 
standard XML models can then be transformed into XML 
structures compatible with SysML or DoDAF specifications.  

 
Figure 5 . Architecture model generation framework based on LLMs. 

AI-driven techniques, when integrated with model 
version control, also show strong potential for automatically 
detecting inconsistencies, recommending updates, and 
managing complex dependencies. Furthermore, the ability to 
synchronize SysML/DoDAF/UAF models with real-time 
operational data could greatly enhance the timeliness and 
accuracy of model updates throughout the design lifecycle. 

3) Customized Metamodel Development and Underlying 
Consistency Assurance 

To better support domain-specific needs, organizations 
can develop customized meta-models that extend or 
specialize existing frameworks (e.g., DoDAF, UAF). These 
tailored meta-models allow for more precision in addressing 
specific requirements of a given system or domain. An 
integrated process of SoS architecture development and 
meta-model development is illustrated in Fig. 6. 

 
Figure 6 . SoS architecture design process with meta-model development. 

It is important to note that developing customized meta-
models introduces the challenge of maintaining consistency 
across different modeling views and with other frameworks 
used by different organizations. To address this, consistency 
assurance mechanisms must be integrated into the meta-
model development process. This includes defining clear 
consistency rules and validation methods to ensure that 
models derived from the customized meta-model align with 
the intended system structure and behavior, while also 
ensuring better compliance with existing meta-models. 

V. CONCLUSION AND FUTURE WORK 
This paper has analyzed the key challenges facing 

DoDAF in the SoS architecture design, including 
misconceptions, method limitations, inadequate tool support, 
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and organizational barriers. Our findings indicate that the 
core issue lies in treating DoDAF as a static documentation 
tool rather than a dynamic decision-support asset that must 
evolve throughout the lifecycle. Several key lessons emerged 
from this investigation. We observed that organizational and 
technical barriers are deeply intertwined, each exacerbating 
the other. A recurring difficulty was distinguishing whether 
problems originated from DoDAF’s inherent limitations, 
tooling deficiencies, or methodological misapplication. 
While newer frameworks like UAF offer improved semantic 
consistency, our findings temper expectations regarding their 
immediate utility, as they still face challenges in method and 
tool maturity. The integration of AI-assisted modeling 
presents a promising yet challenging path forward. 

Future work will focus on three directions: developing a 
lightweight iterative modeling plugin to integrate 
architectural models with decision-support tools; creating a 
specialized prompt engineering framework for LLMs 
tailored to SoS architecture tasks; and establishing 
quantitative metrics to empirically validate improvements in 
model maintenance efficiency and decision-support 
capability. Eventually, transforming DoDAF from a 
documentation exercise into an evolving intelligent decision-
support process represents quite a promising direction for 
enhancing its practical value in complex SoS environments. 
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Abstract—Virtualization enables flexible, software-defined archi-
tectures in industrial automation, but introduces new challenges,
such as resource contention and unpredictable latencies. This
paper presents an interference-aware scheduling approach based
on paravirtualized VM profiling. By dynamically classifying virtual
CPUs (vCPUs) considering dominant I/O usage and preventing
simultaneous execution of tasks with overlapping I/O demands,
the method improves determinism and responsiveness. Simulated
under realistic workloads, the scheduler significantly reduces
utilization peaks, eliminates overload conditions, and stabilizes
workload distribution. These results demonstrate the potential
of the approach to enhance the predictability and efficiency of
virtualized industrial control systems.

Keywords-virtualization; industrial automation; real-time sys-
tems; VM scheduling; interference mitigation; vCPU classification;
hypervisor scheduling; industry 4.0.

I. INTRODUCTION

The ongoing shift towards flexible production systems is
a defining feature of Industry 4.0 (I4.0), where adaptability,
modularity, and responsiveness are critical design goals [1].
To support this transformation, industrial control systems are
deployed increasingly as Virtual Machines (VMs) hosted on
centralized hypervisor platforms. This virtualization enables
software- defined control, efficient resource utilization, and
dynamic system reconfiguration without modifying physical
hardware. However, the consolidation of time-sensitive ap-
plications onto shared virtualized infrastructures introduces
new challenges. In particular, resource contention at the I/O
or CPU level can lead to unintended temporal interference
between virtual machines [2]. Such interference may impact
the timing behavior of control applications and thus affect the
predictability and reliability required in industrial automation
environments. We contribute a new interference-aware schedul-
ing approach that explicitly accounts for cross-VM interference
at scheduling time rather than relying on conservative worst-
case scheduling.

The remainder of this paper is organized as follows. Section
II introduces Multi-Virtual-Machine (Multi-VM) environments,
outlining industrial use cases, the state of VM scheduling
in practice, and the shortcomings that motivate our work.
Section III details the proposed interference-aware scheduling
approach based on paravirtualized VM profiling, covering its
design rationale, architectural components, and integration
workflow. Section IV describes the experimental testbed and
simulation scenarios used to evaluate the scheduler under

realistic industrial conditions. Section V presents and interprets
the results, with a focus on latency, interference mitigation,
and their implications for industrial automation. Section VI
concludes the paper and sketches avenues for future research.

II. MULTI-VIRTUAL-MACHINE ENVIRONMENTS

To understand the challenges and design requirements of
interference-aware scheduling, it is first necessary to analyze
how industrial multi-VM environments are structured, how
scheduling is currently implemented, and where existing
limitations arise.

A. Industrial Use Cases and Requirements for Multi-VM
Systems

In the context of I4.0, industrial control systems are deployed
increasingly as VMs hosted on centralized computing platforms.
Instead of being distributed across multiple embedded devices,
control logic, HMIs, and edge analytics are consolidated into a
single physical system running multiple VMs concurrently [3].
This architectural shift enables streamlined system integration,
centralized updates, and flexible resource allocation in modular
and reconfigurable production environments. To ensure strong
isolation and low overhead, these virtualized control systems
typically are managed by a Type 1 hypervisor [4].

A central requirement for such deployments is deterministic
behavior for time-critical control loops. In particular, short and
stable control cycle times – typically in the range of 1–10 ms
– are essential for guaranteeing timely responses to sensor
inputs and actuator commands [5][6]. Any temporal deviations
caused by VM scheduling delays or resource contention at
the hypervisor layer must therefore be minimized to maintain
the overall system’s functional integrity and reliability. An
overview of this architecture is illustrated in Figure 1.

Within a Systems-of-Systems (SoS) setup, a hybrid control
architecture is feasible: autonomous local real-time loops handle
fast dynamics, while a lightweight supervisory layer coordinates
setpoints and resource constraints across VMs.

B. Technical Overview: Current VM Scheduling in Industry

In modern industrial environments, Type-1 hypervisors play
a critical role in consolidating control systems, HMIs, and edge
computing workloads into virtualized infrastructures. These
bare-metal hypervisors, such as VMware ESXi, Microsoft
Hyper-V, or open-source solutions like Xen and KVM (with
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Figure 1. Multi-VM architecture with shared resources under a Type 1 hypervisor.

real-time extensions), operate directly on the host hardware
and manage the allocation of physical CPU resources to VMs.

The core responsibility of the hypervisor’s scheduler is to
map vCPUs of the guest VMs to physical CPUs (pCPUs) on the
host system [7]. Current scheduling strategies predominantly
rely on variants of fair-share, priority-based, or real-time aware
algorithms:
• Fair-Share Schedulers, such as the default Credit Scheduler

in Xen or the Completely Fair Scheduler in KVM, aim
to distribute CPU time evenly across VMs, based on
configurable weights or credits. These are designed for
general-purpose workloads and maximize overall utilization
[7].

• Priority-Based Scheduling is commonly used to assign
static or dynamic priorities to VMs or individual vCPUs.
High-priority tasks receive preferential CPU access, which
is suitable for scenarios with mixed workloads where certain
VMs are more critical than others [8].

• Real-Time Extensions are offered in hypervisors, such
as VMware ESXi with Latency Sensitivity Mode or KVM
with the PREEMPT_RT patch. These mechanisms allow for
stricter control over scheduling behavior, including CPU
pinning (affinity), isolation from non-real-time workloads,
and reservation of exclusive resources [9].
In the context of industrial automation, schedulers often

leverage CPU affinity and isolation techniques to bind critical
control VMs to dedicated cores, thereby reducing variability
introduced by co-located workloads. Additionally, reservation
mechanisms allow guaranteeing a minimum share of CPU time
to latency-sensitive VMs [7].

Hypervisors may also employ I/O-aware scheduling policies,
attempting to balance compute and I/O workloads across VMs.
However, in standard configurations, CPU and I/O scheduling

remain decoupled, which can introduce indirect effects on
determinism – especially under high system load [10].

Overall, current hypervisor scheduling mechanisms are
designed to ensure fair, efficient, and scalable CPU usage
across virtual machines. While real-time features exist, their
practical integration into industrial VM setups often requires
careful tuning and architectural planning.

C. Identified Shortcomings and Interference Issues

Despite the availability of real-time extensions and resource
isolation features, current hypervisor scheduling mechanisms
remain susceptible to temporal interference – particularly in I/O-
intensive scenarios [4]. In virtualized industrial environments,
where deterministic control loops must operate within strict
cycle times of 1–10 ms, even minor deviations in execution
timing can compromise system integrity.

A key source of such deviation lies in the interaction between
vCPU scheduling and I/O operations. Although CPU time may
be reserved or pinned for a control VM, I/O subsystems (e.g.,
disk, network, or fieldbus interfaces) are typically shared among
multiple VMs and rely on asynchronous handling through
interrupt-driven mechanisms or hypervisor-level emulation
[11][7]. These operations introduce latency that is neither fully
visible nor fully controllable by the guest operating system,
leading to non-deterministic delays in input acquisition or
actuator response.

Moreover, hypervisors often decouple I/O scheduling from
CPU scheduling, which makes it difficult to coordinate compute
and communication timing holistically [12]. For instance, when
multiple VMs compete for access to shared I/O resources – such
as a virtual NIC or storage backend – context switches, interrupt
storms, or emulation delays may disrupt the timing guarantees
required by control applications [11][12]. These effects further
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are amplified under system load, where best-effort workloads or
background processes inadvertently interfere with time-critical
VMs, despite configured priorities or affinity.

As a result, cycle-time violations and jitter become in-
creasingly probable in consolidated setups, particularly when
industrial controllers, HMIs, and monitoring tools coexist on
the same host [12]. Without holistic temporal coordination
across all relevant subsystems – including CPU, memory,
and I/O paths – the promise of determinism in virtualized
control architectures remains difficult to fulfill under real-world
conditions.

III. INTERFERENCE-AWARE SCHEDULING VIA
PARAVIRTUALIZED VM PROFILING

To address the timing deviations and interference issues
identified in multi-VM environments, a novel scheduling
approach is introduced that explicitly considers the I/O behavior
of virtual machines and their interactions at runtime.

A. Design Motivation and Objectives

In industrial environments increasingly shaped by digitaliza-
tion and I4.0, conventional scheduling mechanisms are reaching
their limits. These mechanisms were not typically designed to
meet the specific demands of virtualized control systems [13].
A major issue in this context is I/O interference, which leads
to unpredictable latencies and violations of strict cycle times.
This undermines the reliability of industrial control applications,
where, for instance, a guaranteed 1 ms cycle time is critical
– but in practice, often only a worst-case latency of around
100 ms can be assured [6].

The aim of the newly conceived scheduling approach is
therefore to proactively mitigate such interference through
deliberate planning. This enables more reliable system avail-
ability, as the state of the I/Os is known at all times. It
not only facilitates dynamic load balancing but also allows
for foresighted resource allocation for potential emergency
scenarios, such as interrupt-driven, I/O-intensive operations.
In addition to the classical objective of optimal process and
vCPU distribution, this approach strengthens overall system
stability under real-time conditions.

B. Architectural Overview of the Profiling Scheduler

The proposed scheduler architecture consists of two tightly
integrated components: A classification unit and a scheduling
unit. As soon as a vCPU becomes eligible for execution, it is
passed to the classification unit, which determines the dominant
I/O resource it is expected to interact with. This classification
is based on a lightweight analysis of the task characteristics
within the vCPU and assigns it to an I/O category, such as
GPU-bound, RAM-bound, cache-bound, network-bound, or
disk-bound. The process is performed immediately before each
scheduling decision, ensuring that classification always reflects
the current system context without relying on historical profiling
data. An example for the classification is shown in Figure 2.

Once classified, the vCPU is passed to the scheduling unit,
which maps it to an appropriate pCPU core. The central policy
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Figure 2. Classification of vCPUs based on their run queue.
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Figure 3. Scheduling Timelines.

enforced by the scheduler is to avoid concurrent execution of
vCPUs from the same I/O category on different physical cores.
This interference-aware constraint ensures that no two vCPUs
with similar I/O access patterns simultaneously contend for the
same shared hardware resource. By isolating I/O categories
across cores within a given time window, the system prevents
unpredictable latency spikes caused by overlapping access
to memory buses, storage devices, or network interfaces. An
example for the scheduling is shown in Figure 3.

The entire process is executed synchronously and on-demand:
Every time a vCPU enters the ready queue, the classification
and scheduling decisions are computed in a single step.
This approach maintains high responsiveness while avoiding
background profiling overhead.

C. Integration into Virtualized Environments

Practical deployment of the interference-aware scheduler
requires integration at the hypervisor’s kernel scheduling layer.
On Linux-based hypervisors, such as KVM, this can be realized
via the sched_ext framework, which permits external
schedulers to be loaded without modifying the core kernel
[14]. Hypervisors lacking comparable extensibility – such
as Xen, VMware ESXi, or Microsoft Hyper-V – necessitate
direct modification of the scheduler code, although the required
changes remain confined to the scheduling path and do not
affect device drivers or memory management [15].

The logic supports two operating modes. First, it can function
as a standalone scheduler that assigns vCPUs solely on the basis
of I/O classification. Second, it can act as a refinement stage
atop an existing real-time scheduler (e.g., Earliest Deadline
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First), reordering the run queue to prevent concurrent execution
of vCPUs with matching I/O profiles and thus minimizing
interference while preserving deadline guarantees.

Effective classification depends on visibility into each VM’s
internal run queue. To provide this information, every guest
transmits a compact summary of its runnable tasks to the
hypervisor via a dedicated hypercall or paravirtual channel.
Implemented as a small guest-kernel module, this mechanism
imposes no changes on user-space applications and can be
shipped alongside standard paravirtualization drivers [16].

Because the classification and mapping occur only when a
vCPU becomes ready, the additional computational burden
is negligible, making the approach suitable for resource-
constrained industrial hosts where deterministic timing and
minimal overhead are paramount.

IV. EXPERIMENTAL SETUP AND SIMULATION

To evaluate the effectiveness and timing behavior of the
proposed interference-aware scheduling concept, a controlled
simulation environment was developed that allows systematic
analysis under reproducible conditions.

A. Simulation Environment

The simulation was implemented in a Python-based Jupyter
Notebook environment. The scheduler was developed as a
custom computation that calculates the run queue assignments
for all virtual CPUs based on predefined workload scenarios.
These run queues represent the scheduling decisions over
time and were subsequently used as input for a discrete-
event simulation implemented with the SimPy framework. In
this setup, SimPy emulates the execution of the virtual CPUs
according to the generated schedule and enables measurement
of timing-related metrics, such as waiting times and utilization.
All experiments were conducted offline without deploying an
actual hypervisor or virtual machines, allowing controlled and
repeatable evaluation of the scheduling logic under synthetic
conditions.

B. Scenarios and Assumptions

The simulation comprised a set of predefined scenarios with
varying workload intensities, resource utilization patterns, and
virtual machine configurations. For each scenario, synthetic
datasets were generated to represent categorized vCPUs,
including their expected resource demands and arrival times.
It was assumed that all vCPUs were pre-classified and that
the system operated under ideal conditions without allocation
delays or interference between components. Resources were
modeled deterministically, with fixed maximum capacities and
no variability due to physical hardware behavior or contention
effects. The main objective of this simulation was to validate
the feasibility of the proposed scheduling approach and to
provide initial performance insights under controlled conditions.
Due to these simplifications, results should be interpreted as
indicative rather than fully representative of complex real-world
environments.

V. RESULTS AND INTERPRETATION

The subsequent analysis summarizes the outcomes of the
conducted simulation experiments, highlighting key behavioral
differences between the baseline and the optimized scheduling
strategies.

A. Scenario Overview and Scheduling Behavior

Figure 4 illustrates the execution timeline of the baseline
scheduling strategy, where vCPUs are assigned to the shortest
available run queue without considering their expected runtimes
or I/O dependencies. In this scenario, all physical CPU cores
initially process tasks in a balanced manner, resulting in nearly
synchronous task completions across the cores. However, during
execution, a pronounced idle period occurs on a single CPU
core that must wait for a shared I/O operation to complete
before further processing can continue. This blocking leads
to an extended idle phase on that core and increases the total
processing time for the workload.

Additionally, Figure 5 illustrates the utilization of the I/O
components observed during the simulation of the same
baseline execution. The diagram highlights a specific time
interval between 13 and 16 time units, where the GPU
utilization temporarily exceeds 100% due to concurrent access
from multiple tasks. This overcommitment results in contention
for the shared GPU resource, causing blocking delays that
propagate back to the scheduling timeline and extend the overall
processing time. The example demonstrates that purely queue-
length-based scheduling not only produces unpredictable idle
periods but also leads to excessive I/O load peaks that further
degrade system performance and determinism.
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Figure 4. Scheduling Timelines without Optimization.

Figure 6 shows the execution timeline obtained with the
proposed scheduling approach, where overlapping execution
of equally categorized tasks is explicitly avoided. In this
configuration, the scheduler assigns vCPUs so that tasks of
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Figure 5. I/O Component Utilization after Simulation without Optimization.

the same category do not run concurrently on different cores,
thereby preventing the I/O blocking effects observed in the
baseline scenario. As a result, no idle periods occur during
execution, and the overall processing time is reduced. However,
this strict separation also leads to a less uniform workload
distribution across cores, as visible in the timeline. While
this setup demonstrates the feasibility of deterministic, non-
overlapping scheduling, the approach can be relaxed to allow
controlled overlap between task categories, providing additional
flexibility to balance I/O and CPU utilization more evenly if
required.
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Figure 6. Scheduling Timelines with 0% Overlapping Optimization.

Additionally, Figure 7 illustrates the I/O utilization observed
during the simulation of the optimized scheduling scenario.
In contrast to the baseline case, no overcommitment beyond
100% occurs, confirming that the separation of I/O categories
effectively reduces contention and stabilizes resource usage
over time.

B. Quantitative Metrics and Performance Comparison

To objectively evaluate the effectiveness of the proposed
vCPU scheduling optimization, a set of quantitative utilization
and CPU load metrics was collected before and after the
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Figure 7. I/O Component Utilization after Simulation with 0% Overlapping
Optimization.

optimization. The components were categorized as RAM,
ETHERNET, BUS, GPU, STORAGE, and CACHE. The results
demonstrate several significant improvements.

First, the optimization led to a more constant utilization of
critical I/O components over time. For example, the average
utilization of ETHERNET decreased from 12.35% to 10.5%,
while CACHE utilization was reduced from 16.0% to 13.6%.
This more even distribution of load helps prevent unpredictable
fluctuations and enables better planning of system resources.

Second, the optimization effectively reduced utilization
peaks. The maximum utilization of ETHERNET dropped
from 70% to 45%, representing a reduction of more than one
third, while CACHE gets its maximum utilization cut by half,
from 34% to 17%. For STORAGE, the maximum utilization
was also reduced by approximately 33%. By lowering these
peaks, the system achieves a smoother and more predictable
workload profile, which is particularly important for time-
sensitive applications.

Third, the optimization ensured that no component exceeded
100% utilization at any time. Before the optimization, GPU
occasionally reached utilization peaks of up to 113%, indicating
that tasks temporarily demanded more I/O capacity than was
available, which resulted in waiting times and delays. After the
optimization, all components remained consistently below 100%
utilization, preventing overload conditions and eliminating
unnecessary queuing of I/O operations.

In addition to improvements in I/O utilization, the distribution
of CPU load across cores became more balanced. While the
CPU loads were initially nearly identical across cores, but after
optimization, the loads were more differentiated. Although this
led to slightly differing completion times for the individual
CPU cores in this synthetic example, this effect is not critical
in real-world applications. In practical scenarios, there is a
continuous inflow of new tasks, so the timing of core idle
phases becomes irrelevant. The system benefits far more from
the improved predictability and absence of overload situations
than it is impacted by minor variations in per-core runtime.

Overall, the results clearly show that the optimization keeps
component utilization more constant, reduces peak loads,
prevents overload conditions, and distributes CPU workloads
more evenly. This combination significantly increases the
stability and responsiveness of the system without introducing
adverse side effects for unaffected components, such as RAM
or BUS.
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C. Implications for Industrial Deployments

The presented optimization is highly relevant for industrial
control environments, where virtualized systems must deliver
consistent performance and comply with strict timing require-
ments.

By ensuring that critical I/O resources, such as Ethernet
interfaces, storage subsystems, and GPU accelerators remain
reliably below full utilization, the approach effectively prevents
situations where tasks are forced to wait due to resource
contention. This directly supports predictable cycle times,
which are essential for machine control and safety-related
processes.

The increased stability of resource usage also simplifies
planning and verification against industrial standards, reducing
the need for oversized hardware reserves and enabling more
efficient system designs.

In real-world deployments, minor differences in CPU com-
pletion times, as observed in synthetic tests, have no practical
impact, since industrial workloads are typically characterized
by continuous streams of tasks. Under these conditions, the
advantages of smoother utilization profiles and the elimination
of overload situations clearly outweigh any variations in per-
core timing, resulting in higher system availability and more
robust operation under changing load conditions.

Moreover, the more balanced distribution of CPU load
contributes to improved thermal behavior and can help extend
the lifespan of hardware components, which is an important
factor in embedded and industrial-grade platforms. Overall,
the optimization provides a practical means of enhancing
determinism, efficiency, and resilience in virtualized industrial
environments.

VI. CONCLUSION AND FUTURE WORK

This paper presented an interference-aware scheduling
approach based on paravirtualized VM profiling, designed
to improve the determinism and predictability of virtualized
industrial control systems. By classifying vCPUs according to
their dominant I/O resource usage and preventing the concurrent
execution of equally categorized tasks, the proposed method
effectively reduced utilization peaks and eliminated overload
conditions that often lead to unpredictable latencies.

Experimental evaluation under synthetic conditions demon-
strated that the optimization can maintain consistently lower
maximum utilization across critical components, such as
Ethernet, storage, and GPU, while achieving a smoother
distribution of workload over time. Although slight variations
in per-core completion times were observed, these effects
are negligible in real-world industrial environments where
continuous task streams are common.

Future work will focus on extending the approach beyond
offline simulation and integrating the scheduler into production-
grade hypervisors to validate its effectiveness under real work-
loads and mixed I/O patterns. Additionally, further research
will explore adaptive scheduling strategies that dynamically
adjust the degree of task separation based on system load
and application criticality. Investigating the impact of the

approach on power consumption, thermal behavior, and long-
term hardware reliability in embedded industrial platforms also
represents an important direction for future studies.
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Abstract—This paper evaluates Q-learning performance in the
CartPole reinforcement learning environment under varying levels
of observation noise and two distinct reward functions, in the
broader context of designing robust learning-based controllers for
cyber-physical systems. Specifically, we compare the standard step-
based reward with a cosine-based reward designed to encourage
upright pole balance. Observation noise is modeled as Gaussian
noise, with standard deviations scaled to the range of each
observation variable. Through multiple training runs at different
noise levels, we evaluated convergence behavior, pole angle stability,
and cumulative rewards. Our results show that observation noise
significantly impairs learning under standard reward, whereas
cosine-based reward improves robustness and promotes more
stable policies. By linking reinforcement learning with noise-robust
control design, this work directly contributes to the understanding
of Q-learning under noisy environments and represents a step
toward applying reinforcement learning to real-world cyber-
physical systems, where noise and variability are inherent.

Keywords-reinforcement learning; q-learning; noise; reward;
cyber-physical systems.

I. INTRODUCTION

The CartPole system is a classic reinforcement learning
environment that is commonly used to benchmark various
algorithms. In this research, the open-source Python library
Gymnasium, developed by the Farama Foundation, is used
to implement the CartPole environment [1]. The CartPole
system—also known as the inverted pendulum—is a funda-
mental control problem used to test reinforcement learning
algorithms. While much prior work has demonstrated successful
applications of reinforcement learning algorithms to CartPole
[2], real-world factors such as sensor noise and the design of
reward functions have been less explored. This paper studies
the impact of additive observation noise and shaped reward
functions on Q-learning convergence and policy behavior.

The main contributions of this work are:
• Application of a Q-learning algorithm to CartPole under

noisy observation inputs.
• Comparison of a standard reward function with a cosine-

based reward function shaped by the pole angle.

• Evaluation of convergence episodes, pole angle statistics,
and performance variance across noise levels.

The remainder of the paper is organized as follows. Section
II provides a background on Q-learning, the epsilon-greedy
policy, and CartPole. Section III outlines the methodology,
including observation boundaries, noise modeling, reward
functions, and training steps. Section IV presents and discusses
the experimental results. Section V concludes the research with
a summary and directions for future work.

II. LITERATURE REVIEW

Q-learning, a concept first introduced by Watkins more than
three decades ago, values delayed rewards in reinforcement
learning [3]. It operates by estimating the optimal action-
value function and aims for long-term reward maximization
without requiring a model of the environment. The epsilon-
greedy algorithm is a simple and commonly used method in
reinforcement learning that attempts to balance exploration and
exploitation [4]. In recent years, reinforcement learning has
found increasing application in control problems, particularly
in robotics and other cyber-physical systems where adaptive
behavior is essential [5]. Q-learning, due to its simplicity and
ability to handle discrete actions, has been successfully applied
in robotic navigation and control [6]. Additional advancements
have been made on top of the original Q-learning function, such
as Efficient Q-learning, which improves computation through
newly defined state and action spaces, a new reward function,
and an optimized selection strategy [7]. The Deep Q-learning
algorithm also extends from Q-learning by using a deep neural
network to approximate the action-value function. With certain
modifications, it has been applied to efficiently solve two-player
zero-sum Markov games [8], in addition, it performs with good
stability and optimality [9].

Above are previous studies of Q-learning and their various
applications. More recently, researchers have also turned their
attention to the robustness of reinforcement learning methods in
noisy and uncertain environments, particularly in cyber-physical
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systems where safety is critical. A study by Krish et al. on
observation noise robustness utilizes a tree-based algorithm
for neural network control systems to identify the smallest
amount of observation noise that can cause the neural network-
based controller to violate safety constraints. They apply the
algorithm on several systems such as Gymnasium’s CartPole
and LunarLander, along with two aircraft systems [10]. In
another study, Nazrul demonstrates how reinforcement learning
can be applied to optimize sampling frequency in cloud-based
cyber-physical systems, enabling dynamic adjustment based on
network conditions and system state. In a vehicle cruise control
case, this approach outperformed fixed sampling strategies by
balancing control performance with network efficiency [11].

In context of exploring how Q-learning performs under
noisy environments, this paper will also briefly introduce
another popular reinforcement learning algorithm, SARSA
(State-Action-Reward-State-Action), which will serve as a
baseline for comparison. The key difference between the two
algorithms is that while Q-learning learns the value of the
optimal policy, SARSA learns the value of the current policy
being followed [12][13]. Details of the key terms mentioned
here are explained in the following background section.

SUMMARY OF NOTATION

θ Pole angle in radians.
θ Mean of the pole angle over an episode.
Var(θ) Variance of the pole angle over an episode.
r Reward given to the agent.
γ Discount factor applied to future rewards.
ϵ Probability of taking a random action in ϵ-greedy policy.
Q(s, a) Estimated value of taking action a in state s.
α Learning rate for Q-value updates.
n Number of steps within an episode.
õi Noisy observation values for observation i.
oi True observation values for observation i.
σ2
i Variance of the Gaussian noise added to oi.

III. SYSTEM AND PROBLEM FORMULATION

The CartPole system is a simulation used to solve the cart-
pole problem, described as: “A pole is attached by an unactuated
joint to a cart, which moves along a frictionless track. The
pendulum is placed upright on the cart and the objective is
to balance the pole by applying forces in the left and right
directions on the cart” [2]. In Gymnasium’s implementation,
the agent is rewarded for each step taken while the pole remains
upright. The environment terminates when the pole falls beyond
a threshold or the cart moves out of bounds. An episode is
defined as a sequence of actions that begins with a reset and
ends with termination—either by failure or upon reaching the
maximum of 500 steps. The maximum achievable reward per
episode is 500, which serves as the convergence threshold.

The goal of this work is to train a reinforcement learning
model using Q-learning to solve the CartPole system of
balancing a pole in the presence of observation noise and then
analyze the impact of noise and reward choice on performance.
The system receives continuous observation values for cart

position, cart velocity, pole angle, and pole angular velocity,
which are subject to additive Gaussian noise to simulate
real-world inaccuracies. These noisy observations are then
discretized to define a finite set of states. At each step, an
action is selected to maximize the cumulative reward for an
episode. Two reward functions are used along with different
levels of noise, and the convergence behavior and pole stability
are assessed to understand the impact of noise and reward on
the learning process. Figure 1 is a block diagram showing the
overall Q-learning CartPole system with noise.

Q-learning is a model-free reinforcement learning algorithm
that learns action-value functions based on observed transitions
[3]. The Q-function describes the Q-table, which holds all
action-value pairs and their corresponding Q-values (a 1× 2
array where index 0 represents the reward for the action "left"
and index 1 represents the reward for the action "right"):

Q(st, at)← Q(st, at)+

α
[
rt+1 + γmax

a′
Q(st+1, a

′)−Q(st, at)
]

(1)

Here, Q(st, at) denotes the current estimate of the action-
value function, the expected return of taking action at in
state st at time step t. The parameter α is the learning rate,
rt+1 is the reward received after taking action at, and γ is
the discount factor. The term maxa′ Q(st+1, a

′) denotes the
maximum predicted future reward obtainable from the next
state st+1 over all possible actions a′.

The Q-learning update rule can be interpreted as follows:
take the current Q-value for this state-action pair and update
it using the immediate reward just received, plus the best Q-
value expected from the next state [11]. The learning rate
α determines how strongly this new estimate influences the
update, while the discount factor γ controls the importance
given to future rewards.

To balance the trade-off between exploration (trying new or
less-used actions) and exploitation (choosing the best-known
action), we apply the epsilon-greedy policy, which helps choose
the action based on current state [14], defined as:

a(s) =

{
random action, if ε > rand()
argmaxa Q(s, a), otherwise (2)

Here, ε is the epsilon value, a probability between 0 and 1
that determines the chance of choosing a random action, and
it gradually decays over time toward a small constant. The
function rand() represents a randomly sampled float from a
uniform distribution over the interval [0, 1]. The expression
argmaxa Q(s, a) denotes the action that currently has the
highest Q-value for the state s. This exploration policy ensures
sufficient exploration during early training episodes, while
gradually favoring the exploitation of the learned Q-values as
training progresses [15].

IV. METHODOLOGY

This section outlines the approach used to evaluate Q-
learning performance, including the environment setup, state
and action representations, and implementation details of the
learning process.
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Figure 1. Block diagram of Q-learning CartPole system with noise.

A. Environment and Observations

The CartPole environment is implemented using the Gym-
nasium library developed by the Farama Foundation [1]. The
system simulates a cart moving along a one-dimensional,
frictionless track with a pole attached to it via an unactuated
hinge joint. The agent receives observations in the form of a
four-dimensional state vector: cart position x, cart velocity v,
pole angle θ, and pole angular velocity ω.

Variables are continuous and bounded within defined limits:
TABLE I. OBSERVATION SPACE RANGES OF CARTPOLE ENVIRONMENT

Observation Range
Cart Position (x) [−4.8, 4.8]
Cart Velocity (v) [−5.0, 5.0]
Pole Angle (θ) [−0.418, 0.418] radians
Pole Angular Velocity (ω) [−10.0, 10.0]

Note that the observation space here differs from Gymna-
sium’s original infinite range for Cart Velocity and Pole Angular
Velocity. A limitation of this environment is its discrete action
space, restricted to two binary actions: 0 for moving left and 1
for moving right. The velocity affected by the force applied to
the cart is not fixed and depends on the pole’s angle. We cannot
directly specify a particular amount of force as an action [16].

B. Observation Noise

To simulate imperfect sensor measurements encountered in
real-world systems, additive Gaussian noise is applied to each
component of the observation vector:

õi = oi +N (0, σ2
i ) (3)

Here, oi represents the true observation, and σi is the stan-
dard deviation of the noise applied to observation i, proportional
to the variable’s range. This noise is injected before state
discretization, meaning it may cause the agent to misclassify
its current state. Several noise levels are tested—specifically,
0.0 (no noise), 0.01, 0.05, and 0.1—to evaluate their effect on
learning performance and control stability.

C. State Discretization

Since Q-learning operates on a discrete state space, each
continuous observation variable is divided into a fixed number

of bins. These bins are uniformly spaced within each variable’s
range. The state is encoded as a tuple of discretized indices
corresponding to the binned values of cart position, cart velocity,
pole angle, and pole angular velocity. The combination of
these indices uniquely identifies a state in the Q-table. In
this paper, we use 8 bins for cart position, 8 bins for cart
velocity, 20 bins for pole angle, and 20 bins for pole angular
velocity. Note that a larger number of bins sharply increases
computational complexity [17]. This discretization reduces the
infinite continuous observation space to a manageable number
of discrete states, at the cost of precision. Observation noise
can cause transitions between neighboring bins, introducing
non-determinism into state transitions.

D. Reward Functions
In this work, two reward functions are evaluated:
1) Default Reward: A constant reward of +1 is given at

each step as long as the pole remains upright and the cart stays
within bounds. This is the default reward under the gymnasium
environment.

2) Cosine-Based Reward: The reward is defined as:
r = cos(θ) (4)

This function rewards the agent more when the pole angle
θ is near vertical (θ = 0) and penalizes deviations from the
position. Since cos(0) = 1, this function shapes the agent’s
behavior toward learning actions that minimize pole deviation,
instead of just surviving.

E. Training Details
All reward function and noise level combinations are trained

over 10,000 episodes, with each episode capped at 500 steps.
The Q-learning hyperparameters used are:

• Learning rate (α) = 0.1
• Discount factor (γ) = 0.95
• Epsilon (ε) starts at 1.0 and decays exponentially to a

minimum of 0.001
These parameters were found to perform well in the local

environment: a Windows laptop with modern CPU and GPU,
though they can be adjusted based on performance goals.
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For each episode, the following statistics are recorded:
• Total reward: Sum of rewards per episode
• Pole angle mean and variance: Metrics that show how

well Q-learning stabilizes the pole
Pole angle mean formula:

θ =
1

n

n∑
i=1

θi (5)

Pole angle variance formula:

Var(θ) =
1

n

n∑
i=1

(θi − θ)2 (6)

Here, n is the number of steps in the episode, and θi is the
pole angle at step i.

F. SARSA Baseline

A baseline comparison using the SARSA algorithm is run
under the same settings as the Q-learning CartPole system,
with the function being:

Q(st, at)← Q(st, at)+

α
[
rt+1 + γQ(st+1, at+1)−Q(st, at)

]
(7)

At each time step, the agent updates its action-value estimate
Q(st, at) based on the actual reward received, the next observed
state st+1, and the next action at+1 selected by the current
policy. The SARSA update is policy-dependent, as the learned
values directly reflect the behavior policy being followed,
including any exploration strategy. The same data as Q-learning
is collected, allowing for a direct baseline comparison. This
enables an assessment of how the off-policy approach of Q-
learning influences learning performance relative to the on-
policy nature of SARSA under noisy observations.

V. RESULTS AND DISCUSSION

The bar graph (Figure 2) shows the number of episodes
required to reach convergence—defined here as achieving
a total reward of 500—in the CartPole environment across
different combinations of reward functions and observation
noise levels. A maximum of 10,000 episodes was allowed,
with bars reaching that value indicating non-convergence within
the limit. We can observe that, for a default reward, only the
training with no noise successfully converges within the 10,000
episode limit. However, the cosine reward function, which
penalizes larger pole angles, shows the ability to converge
at noise levels up to 0.01. This suggests that the cosine
reward function can offer an improved Q-learning experience
and encourage more stable control behavior, allowing for the
CartPole system to stay upright.

The two box plots (Figure 3 and Figure 4) show the mean
and variance of pole angles across episodes for different
combinations of noise levels and rewards. For example, in the
mean pole angle plot for cosine reward, a single dot represents
the mean pole angle over all steps taken within one episode.

For the default reward function, the mean pole angle remains
close to zero when there is no noise, indicating that the pole
stays centered. However, as the noise level increases to 0.01
and beyond, the mean pole angle shifts and becomes more

Figure 2. Q-Learning bar plot comparing episodes to convergence of different
reward function and noise level combinations.

spread out, which is an expected behavior. This suggests
that the training struggles to maintain balance under noisy
conditions. The corresponding variance plots further reinforce
this observation, showing a notable increase in pole angle
variance with rising noise levels. Specifically, the median
variance increases and the spread widens, indicating more
frequent and extreme pole oscillations during training.

In contrast, the cosine reward function exhibits much better
performance. Less outliers are observed at 0.0 noise level
demonstrating the cosine reward’s ability to promote steadier
control even in uncertain environments.

As for the SARSA algorithm, the bar graph (Figure 5)
shows the number of episodes required to reach convergence
and the two box plots (Figure 6 and Figure 7) show the mean
and variance of poles angles across episodes for different
combinations of noise levels and rewards just like the Q-
learning figures. The SARSA bar graph can be seen to have
a similar points of convergences as the Q-learning bar graph.
Also, similar to Q-learning, it can be seen that under cosine
reward, the variance is more consistent across noise levels.

Overall, these plots show that for Q-learning the default
reward function leads to unstable learning in the presence of
noise, while the cosine reward function encourages more stable
and consistent control. This aligns well with the convergence
analysis, where the cosine reward enabled convergence at the
0.01 noise level, in contrast to the lack of convergence when
noise was added under the default reward training. The CartPole
system can be seen to behave similarly under the SARSA
algorithm. These results demonstrate that careful reward
design—such as using a cosine-based function that penalizes
large pole angles—can improve robustness in reinforcement
learning for the CartPole environment.

VI. CONCLUSION AND FUTURE WORK

This paper explored the impact of observation noise and
reward function design on the performance of Q-learning
in the CartPole reinforcement learning environment and its
relevance to cyber-physical systems. Our results demonstrate
that observation noise significantly affects the stability and
reliability of convergence. When the default reward function
was used, even small amounts of noise impaired learning and
control performance. In contrast, the cosine reward function
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Figure 3. Q-learning box plot of default reward pole angle mean and variance.

Figure 4. Q-learning box plot of cosine reward pole angle mean and variance.

Figure 5. SARSA bar plot comparing episodes to convergence of different
reward function and noise level combinations.

showed improvement in robustness, guiding the system to learn
more stable policies under the noisy conditions.

Future work should extend this investigation beyond sim-
ulation by applying the experimental setup to a real-world
physical system, where noise and variability are inherent and
unavoidable. This would validate whether the observed benefits
of different rewards translate into performance on real hardware.

Additionally, since this work used tabular Q-learning with
discretized state spaces, a future direction is to examine how

such methods can generalize to more complex or continuous
environments. Although discretization provides interpretability
and simplicity, it is often limited in scalability. Extending this
framework using neural networks could bridge the tabular
approach and deep reinforcement learning, enabling policies
learned in idealized environments such as CartPole to generalize
more effectively to higher-dimensional control tasks.

Finally, another promising direction is to develop or integrate
noise detection and filtering techniques to help the system adapt
its reinforcement learning process under uncertainty. Exploring
combinations of reward functions, noise adaptation, and learn-
ing strategies can offer new insights into building intelligent,
robust, and fault-tolerant cyber-physical systems capable of
operating effectively in complex real-world environments.

ACKNOWLEDGMENT

The work is supported in partial by the National Science
Foundation under NSF grants #2417608, and #2234911,
#2209637, #2131228, and #2100134, Any opinions, findings,
recommendations, expressed in this material are those of the
authors and do not necessarily reflect the views of the National
Science Foundation.

27Copyright (c) IARIA, 2025.     ISBN:  ISBNFILL

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

MODERN SYSTEMS 2025 : International Conference of Modern Systems Engineering Solutions - 2025

                            35 / 45



Figure 6. SARSA box plot of default reward pole angle mean and variance.

Figure 7. SARSA box plot of cosine reward pole angle mean and variance.
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Abstract—The development of video-calling applications using 
Web Real-Time Communication (WebRTC) represents an 
efficient and modern solution for real-time communications, 
enabling the direct transmission of audio, video, and data 
between browsers with no need for additional plugins. This 
research aimed to design and develop a WebRTC-based video-
calling application capable of predicting Quality of Service 
(QoS) patterns through the implementation of an Artificial 
Neural Network (ANN). The proposal focused on analyzing 
key indicators (e.g., latency, jitter, and packet loss) that play a 
critical role in shaping user-perceived quality. The 
development of the predictive model was performed by using a 
Recurrent Neural Network (RNN) of the Long Short-Term 
Memory (LSTM) type. To validate the solution, four 
representative scenarios were established: acceptable quality, 
moderate degradation, critical quality, and extreme conditions. 
The results demonstrated that the LSTM model successfully 
captured the temporal behavior of QoS metrics and generated 
predictions within acceptable ranges according to standards 
defined by specialized organizations and industry leaders. It is 
concluded that the integration of LSTM neural networks into 
WebRTC applications constitutes a viable and effective 
strategy to enhance proactive QoS management and optimize 
the end-user experience. 

Keywords-Quality of Service; WebRTC; Video-Calling; 
Neural Networks; Prediction. 

I. INTRODUCTION 

Web Real-Time Communication [1]-[6] (WebRTC) is a 
set of open-source emerging technologies and APIs that 
enable real-time, peer-to-peer communications (audio, video, 
and data) directly between web browsers and mobile 
applications. It does not require intermediaries, plugins, or 
external software, making it a cornerstone of modern, 
decentralized communication systems. Due to its low 
latency, WebRTC has permitted the development of many 
new applications, revolutionizing how people interact online. 
It is now present in the majority of video conferencing 
systems (e.g., Google Meet), live streaming platforms, VoIP 
services, collaborative workspaces, online education 
platforms, file sharing, and multiplayer gaming. The use of 
WebRTC in browser-to-browser applications is expanding 
significantly as demand for real-time communication on the 
web grows, due to its standardized APIs [1] (e.g., 
getUserMedia, RTCPeerConnection, and RTCDataChannel), 

versatility, cross-platform compatibility, mandatory 
encryption for all media and data, and native integration on 
modern web browsers (e.g., Chrome, Firefox, Edge, and 
Safari). 

This work proposes to develop an intuitive user interface 
for a WebRTC-based video call application and to analyze 
Quality of Service (QoS) parameters extracted from packets 
collected. In addition, the study seeks to design and 
implement a neural network model capable of predicting 
QoS patterns based on collected data, followed by a rigorous 
evaluation of its predictive performance. By combining user 
interface development, protocol-level traffic analysis, and 
advanced deep learning techniques, this research provides a 
systematic framework for addressing QoS prediction in real-
time communication systems. The proposed approach 
intends to enhance both the accuracy and reliability of 
service quality estimation, thereby contributing to the 
optimization of WebRTC-based video call applications. 

Recurrent Neural Networks (RNNs) of type Long Short-
Term Memory (LSTM) with multiple outputs were used in 
this work since they are designed to handle sequential or 
time-series data. Unlike traditional networks, RNNs have an 
internal memory allowing them to use information from 
previous inputs to influence current outputs. Multiple outputs 
are used because the QoS output variables are correlated. 

The rest of this paper is organized as follows. Section II 
discusses several peer-reviewed literature works conducted 
within this area of research and the problem addressed in this 
work. Section III describes the methodology employed, 
while Section IV presents and analyzes the results. Finally, 
Section V concludes the paper and discusses possible future 
work. 

II. RELATED WORK 

The study of real-time communication systems and QoS 
prediction has been widely addressed in the last two decades. 
Several studies have investigated the likelihood of network 
underperformance, anomalies, and failures, as well as the 
possibility of improving the QoS by applying artificial 
intelligence techniques. 

Since WebRTC is an emerging technology, it is not 
considered in most of the work done in this area so far. For 
example, the study in [7] performed anomaly detections in 
network traffic using different models such as Isolation 
Forest, Naïve Bayes, XGBoost, LightGBM, and SVM 
classification. The results revealed that some of these models 
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exhibit impressive performance and accuracy, highlighting 
the strengths and limitations of each one. The authors 
suggested integrating deep learning techniques, such as 
convolutional and RNNs. Another significant contribution in 
the area came from Garcia and Salcedo [8], who developed a 
model for failure prediction in IP networks using Artificial 
Neural Networks (ANNs). The study focused on detecting 
LAN failures, such as timeouts and connection rejections, 
demonstrating that ANNs can significantly improve the 
accuracy of fault diagnosis. In [9], the authors proposed a 
QoS prediction model called Topology-Aware QoS-GRNN 
(TAQ-GRNN), which incorporates gated RNNs of LSTM 
type. Even if their model could be integrated into WebRTC, 
the authors did not consider this possibility. The authors of 
[10] chose six specific QoS/QoE metrics and extracted the 
associated values from a VoIP measurement campaign in an 
LTE-A environment, before employing a set of recurrent 
neural networks (simple RNN, LSTM, and GRU) to predict 
the behavior of the selected QoS/QoE metrics. Aziz, 
Ioannou, Lestas, Qureshi, Iqbal, and Vassiliou [11] proposed 
a prediction model for QoS by using an RNN to integrate a 
Bidirectional Long Short-Term Memory (BLSTM). It can 
predict the QoS-aware network traffic for over 13 hours with 
high accuracy. They compared the RNN-BLSTM with other 
algorithms (i.e., LSTM, ARIMA, SVM). Their architecture 
is suitable for 5G and 6G mobile networks. The work in [12] 
did another relevant investigation within the field of QoS and 
Deep Learning, with the classification of multimedia traffic 
by using Convolutional Neural Networks. The authors of 
[13] developed a model for Service QoS prediction based on 
feature Mapping and Inference. In [14], Gerard, Bonilla, 
Bentaleb, and Céspedes proposed a Machine Learning (ML) 
model to enhance Forward Error Correction (FEC) 
efficiency. According to their findings, it corrects up to 60% 
of errors and achieves 2.5 times better energy efficiency than 
standard WebRTC. 

Some work has been done in the area with the use of 
WebRTC. For example, Google [15] has deployed ML-
based Bandwidth Estimation (BWE) systems within 
WebRTC that utilize a combination of LSTM and dense 
layer architecture to process real-time statistics (e.g., RTT 
and packet loss). This architecture enables superior proactive 
congestion prediction, significantly reducing parameters such 
as video freezes and connection drop rates. Sakakibara, 
Ohzahata, and Yamamoto [16] validated the creation of 
highly accurate No-Reference (NR) Quality of Experience 
(QoE) models solely based on WebRTC client statistics 
(jitter and bandwidth). Their models offer computationally 
efficient Deep Neural Networks (DNNs) or Temporal 
Convolutional Networks (TCNs) suitable for client-side 
monitoring. A doctoral thesis from Bingol [17] studied the 
convergence of AI techniques and WebRTC to predict QoE 
indicators, as they are more representative of user 
satisfaction than QoS. 

This work differs from other state-of-the-art approaches 
in several key aspects. First, our architecture is proposed to 
predict QoS in interactive video calls specifically, and not for 
streaming or other applications. Second, we initially 
establish a robust comparative methodology by evaluating 

four distinct RNNs (GRU single output, GRU multiple 
outputs, LSTM single output, and LSTM multiple outputs) 
against three crucial performance indicators (Mean Absolute 
Error, Mean Squared Error, and Root Mean Squared Error) 
to select the optimal model for implementation. Third, both 
the training and the subsequent operational deployment of 
the application rely exclusively on real-world measurements 
captured under diverse and varying network congestion 
conditions. Fourth, by utilizing a NoSQL Firebase Firestore 
[18] database for WebRTC metrics, this architecture 
provides superior scalability and high throughput with 
optimized performance and low latency. 

Given all the aspects discussed previously, in the state-
of-the-art, it is evident that in networks, QoS has become a 
crucial aspect to ensure an optimal user experience. This 
implies that the services and applications in use operate 
constantly. To achieve the best quality, it is necessary to 
invest in high-quality network infrastructure and carry out 
network monitoring. However, it is also important to develop 
applications with advanced capabilities that enable the 
prediction of QoS patterns. These applications might include 
artificial neural networks. 

Based on the findings presented in the state of the art, 
two research questions arise: 

 Question 1: Which QoS metrics can be considered to 
measure, analyze, and predict QoS patterns? 

 Question 2: Which specific type of neural network 
predicts better QoS in a WebRTC-based video call? 

III. METHODOLOGY 

In this section, the implemented methodology is 
described, which includes  the definition and 
characterization of the four study scenarios and the three 
indicators, the development of the WebRTC-based 
application and its final recurrent neural network 
architecture, after evaluating four possible alternatives, as 
well as the operation of the predictive model.   

A. Establishment of Scenarios and Quality of Service 
Parameters 

In this subsection, the QoS parameters considered in 
WebRTC were identified and defined, establishing criteria 
and metrics for the evaluation. The parameters selected were 
(1) latency, (2) jitter, and (3) packet loss rate. Four scenarios 
were chosen according to Rec. ITU-T G.1010 [19] as 
specified in Table I. 

TABLE I. SCENARIOS SELECTED FOR STUDY 

Scenario Bandwidth Latency PLR Description 
(1) Acceptable Quality 50 Mbps 20 ms 0% Ideal 
(2) Moderate Degradation 2 Mbps 100 ms 3% Congestion 
(3) Critical Quality 0.8 Mbps 200 ms 10% Deficient 
(4) Extreme Conditions 0.3 Mbps 500 ms 20% Degraded 

B. Development of the User Interface 

The user interface was developed using JavaScript along 
with the React framework, which allowed for the creation of 
a dynamic, modular, and scalable web application. For the 
implementation of real-time video calls, the PeerJS [20] 
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library was used. PeerJS is a JavaScript library built on top 
of WebRTC that simplifies Peer-to-Peer (P2P) data, audio, 
and video communication in web browsers. 

C. Extraction, Data Processing, and Pattern Analysis 

For the collection of real-time metrics related to QoS 
during video calls, the getStats [21] function provided by 
the WebRTC API was used. In order to evaluate the 
application’s performance across various connectivity 
contexts, the Network Link Conditioner tool [22], available 
on macOS, was used. 

Figure 1 depicts the testbed for measurements. The client 
with the Network Link Conditioner tool is connected to the 
Internet via the SimpleFibra provider, using a 400 Mbps 
fiber optic WAN access link. Internally, the WLAN 
connection is established through a Wi-Fi 5 (IEEE 802.11ac) 
network, operating on the 5 GHz band, channel 161, with an 
80 MHz channel width. On the other hand, the remote client 
is connected to the Internet via the NetUno provider, also 
through a fiber optic link, with a bandwidth of 200 Mbps. In 
its WLAN, Wi-Fi 5 is also used on the 5 GHz band, channel 
153, with an 80 MHz channel width. 
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Figure 1.  Testbed for Measurements 

A mechanism was implemented to request a statistical 
report at 2-second intervals, in order to capture sudden 
variations in connection quality that might be overlooked 
with a longer interval. Then, based on the data obtained from 
each sample, structured JSON objects were built. Metrics 
collected for the object were: (1) timestamp, (2) jitterVideo, 
(3) jitterAudio, (4) roundTripTimeVideo, (5) roundTrip-
TimeAudio, (6) packetsLostVideo, (7) PacketsLostAudio, 
(8) PacketsReceivedVideo, and (9) PacketsReceivedAudio. 
Using Formulas 1 and 2, the delay and packet loss rate were 
computed from the collected values. 
 

𝑑𝑒𝑙𝑎𝑦 =
𝑅𝑜𝑢𝑛𝑑𝑇𝑟𝑖𝑝𝑇𝑖𝑚𝑒

2
 

 (1) 
 

𝑃𝑎𝑐𝑘𝑒𝑡𝐿𝑜𝑠𝑠𝑅𝑎𝑡𝑒 =
𝑝𝑎𝑐𝑘𝑒𝑡𝑠𝐿𝑜𝑠𝑡

𝑝𝑎𝑐𝑘𝑒𝑡𝑠𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑 + 𝑝𝑎𝑐𝑘𝑒𝑡𝑠𝐿𝑜𝑠𝑡
× 100 

 
(2) 

 
After constructing the metrics object, data were 

transmitted and stored in a Firebase Firestore [18] database 
(a cloud-based NoSQL database). To normalize the selected 
variables, the Python MinMaxScaler method from the 
sklearn.preprocessing [23] library was used. 

D. Development of the Neural Network 

For the analysis of patterns and the prediction of network 
conditions based on the collected metrics, it was decided to 
implement an RNN formed by four layers: one RNN input 
layer (receiving the six QoS metric values), one RNN layer 
(cell), one dense layer, and one output reshape that re-
dimensioned the dense layer (outputting the six predicted 
QoS metric values). For the purpose of identifying the most 
suitable neural network model for predicting the QoS 
metrics, four experimental configurations were designed and 
evaluated. These configurations are based on the recurrent 
cell (first 2 layers): Gated Recurrent Unit (GRU) and Long 
Short-Term Memory (LSTM). For each type of architecture, 
two output approaches were explored: one focused on 
predicting a single variable at a time (single output) and 
another capable of estimating multiple metrics 
simultaneously (multiple outputs). The four experimental 
models evaluated were: recurrent cell GRU single output 
(GRU-1), recurrent cell GRU multiple outputs (GRU-M), 
recurrent cell LSTM single output (LSTM-1), and recurrent 
cell LSTM multiple outputs (LSTM-M). The 
hyperparameters selected are shown in Table II. 

TABLE II. HYPERPARAMETERS PER NEURAL NETWORK MODELS 

Hyperparameter GRU-1 GRU-M LSTM-1 LSTM-M 
Output (steps) 1 30 1 30 
LSTM Layers 2 2 2 2 
Neurons per Layer 128 128 128 128 
Optimizer Adam Adam Adam Adam 
Learning Rate 0.001 0.001 0.001 0.001 
Epochs 12 11 32 25 
Batch Size 16 16 16 16 

 
The training of the four configurations was conducted 

using a general single dataset comprising values obtained 
under the four network conditions defined in Table I, during 
one hour. 

The initial 80% of this general dataset was used 
exclusively for model training (training set), while the 
remaining 20% (corresponding to the most recent data) was 
reserved for testing (testing set). Each model was trained 
individually, respecting its specific architecture. During the 
training process, the EarlyStopping technique was applied. 
In each scenario, the model that achieved the best 
performance during validation was saved, in order to be 
formally evaluated later on another test set. 

E. Evaluation of the Neural Network 

To compare the performance of the different models, 
three evaluation metrics were defined and applied to the test 
set: Mean Absolute Error (MAE), Mean Squared Error 
(MSE), and Root Mean Squared Error (RMSE). Single-
output models (for both GRU and LSTM) achieved lower 
error metrics. For example, LSTM achieved errors of 0.0601 
and 0.0994 for MAE and RMSE, respectively, demonstrating 
remarkable accuracy in predicting the next immediate point. 
However, these models presented significant limitations for 
long-term predictions, such as high computational 
inefficiency, cumulative error propagation, and 
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underutilization of temporal relationships. In contrast, 
multiple-step (multiple-output) models were designed to 
address these challenges. Although their error metrics were 
slightly higher on average, the multi-output LSTM 
(MAE=0.1205, RMSE=0.2044) showed better capability for 
predicting extended series in a stable and coherent manner, 
mitigating the negative effects of error accumulation, and 
reducing computational cost per inference. Finally, the 
LSTM-M architecture was selected, consisting of one input 
layer (input 60 time steps and 6 features), one hidden LSTM 
layer (output 128 nodes), one dense layer (output 180 nodes), 
and one output reshape layer (output 30 time steps and 6 
features), to perform predictions across the four scenarios 
(see Table I) without requiring retraining. 

F. Measurements and Prediction of QoS per Scenario 

Each call generated approximately 150 sets of samples 
(one every 2 seconds), capturing the following QoS 
parameters: audio and video jitter, audio and video round-
trip time, packet loss rate, and number of packets received 
per channel. The model started operating from the first 
minute of the call, as sufficient data history was available at 
that point. The prediction model operated with a sliding 
window of historical values (60 steps) and predicted values 
(30 steps ahead). 

IV. RESULTS AND ANALYSIS 

The results of the four scenarios studied with the selected 
neural network are presented in the following sections, using 
embedded Python code within the general application built 
with PeerJS for WebRTC. 

A. Acceptable Quality 

Figure 2 shows that the model successfully estimated the 
video latency, closely following the actual signal trend. No 
significant offsets or error accumulation were observed, 
demonstrating the model’s ability to adapt to stable network 
conditions. 

 

 
Figure 2. Actual Test Data vs. Model Prediction for Video Latency in Last-

Minute Scenario 1 

Figure 3 illustrates that the audio latency predictions 
exhibited a high level of agreement with the actual data. The 
model was able to maintain the trend without notable 
deviations, validating its ability to model this metric properly 
in low-variability environments. 

 
Figure 3. Actual Test Data vs. Model Prediction for Audio Latency in Last-

Minute Scenario 1 

Figure 4 shows that, although the model accurately 
predicted most video jitter values, an outlier was detected 
near 500 ms, indicating an anomaly in an otherwise stable 
network. 

 

 
Figure 4. Actual Test Data vs. Model Prediction for Video Jitter in Last-

Minute Scenario 1 

As depicted in Figure 5, the audio jitter was predicted 
with minimal errors, showing highly stable behavior. This 
reinforces the idea that under ideal conditions, the model was 
capable of accurately capturing slight fluctuations in audio 
quality. 

 

 
Figure 5. Actual Test Data vs. Model Prediction for Audio Jitter in Last-

Minute Scenario 1 

In Figure 6, it can be noted that the video packet loss rate 
was practically zero throughout the whole experiment, with 
the model predicting values close to zero. 
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Figure 6. Actual Test Data vs. Model Prediction for Video Packet Loss 

Rate in Last-Minute Scenario 1 

As shown in Figure 7, the audio packet loss rate 
prediction remained near zero, close to the measured data. 

 

 
Figure 7. Actual Test Data vs. Model Prediction for Audio Packet Loss 

Rate in Last-Minute Scenario 1 

B. Moderate Degradation 

In Figure 8, it can be seen that the video latency showed 
an increase in variability compared to the acceptable quality 
network scenario (see Figure 2). While the model adapted 
well to average values, it exhibited limitations in predicting 
sudden latency spikes, which is expected given the less 
stable nature of the network in this scenario. 

 

 
Figure 8. Actual Test Data vs. Model Prediction for Video Latency in Last-

Minute Scenario 2 

Figure 9 illustrates that the audio latency model 
effectively followed the general trend of the data, although, 
as with the video latency (see Figure 3), discrepancies arose 

when estimating extreme values. The performance is 
considered acceptable. 

 

 
Figure 9. Actual Test Data vs. Model Prediction for Audio Latency in Last-

Minute Scenario 2 

According to Figure 10, the video jitter showed greater 
dispersion than the first scenario (see Figure 4). 
Nevertheless, the model could follow the overall trend, 
though with slightly reduced accuracy. This suggests that it 
can adapt to more dynamic conditions, yet with an increasing 
margin of error. 

 

 
Figure 10. Actual Test Data vs. Model Prediction for Video Jitter in Last-

Minute Scenario 2 

As depicted in Figure 11, the behavior of the audio jitter 
showed wider fluctuations than in the first scenario (see 
Figure 5). The model maintained an acceptable ability to 
reflect the direction of changes compared to a stable 
environment (see Figure 5). 

 

 
Figure 11. Actual Test Data vs. Model Prediction for Audio Jitter in Last-

Minute Scenario 2 
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Regarding the video packet loss rate, Figure 12 indicates 
that the model faced greater difficulties in anticipating the 
actual pattern due to the intermittent and unpredictable 
nature of this type of traffic on a congested network. Even 
so, it managed to represent the overall trend of the 
fluctuations correctly. 

 

 
Figure 12. Actual Test Data vs. Model Prediction for Video Packet Loss 

Rate in Last-Minute Scenario 2 

Figure 13 reveals that the audio packet loss rate exhibited 
variability similar to that of video (see Figure 12), although 
with lower intensity. The model captured the overall trend 
adequately, despite occasional discrepancies, demonstrating 
its adaptability while highlighting limitations in scenarios 
with irregular loss. 

 

 
Figure 13. Actual Test Data vs. Model Prediction for Audio Packet Loss 

Rate in Last-Minute Scenario 2 

C. Critical Quality 

Figure 14 shows a pronounced deviation between the 
actual video latency values and the model’s predictions. 
Although the model was generally able to follow the trend, 
differences in absolute values were evident, especially during 
periods of higher delay. This lack of precision can be 
attributed to the high baseline latency and the significant 
network instability. 

 

 
Figure 14. Actual Test Data vs. Model Prediction for Video Latency in 

Last-Minute Scenario 3 

Similar to the video latency (see Figure 14), the audio 
latency also suffered discrepancies as shown in Figure 15. 
Although the model reasonably followed the trend, 
significant deviations were noted at the highest delay peaks. 

 

 
Figure 15. Actual Test Data vs. Model Prediction for Audio Latency in 

Last-Minute Scenario 3 

In Figure 16, it can be seen that in the case of the video 
jitter, the model showed relatively stable performance. 
However, it struggled to replicate certain abrupt peaks 
present in the actual data. Despite this, the predictions 
reasonably captured the overall jitter dynamics, 
demonstrating the model’s partial ability to adapt to rapid 
delay variations under critical conditions. 

 

 
Figure 16. Actual Test Data vs. Model Prediction for Video Jitter in Last-

Minute Scenario 3 
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As depicted in Figure 17, the audio jitter also exhibited 
behavior similar to that of video (see Figure 16). The model 
managed to follow the overall trend but faced notable 
difficulties during sudden changes. This illustrates that while 
the model can adapt to moderate fluctuations, it has 
limitations when faced with highly unstable events. 

 

 
Figure 17. Actual Test Data vs. Model Prediction for Audio Jitter in Last-

Minute Scenario 3 

Regarding the video packet loss rate, Figure 18 indicates 
that the predictions generally remained close to the actual 
values. However, fluctuations were observed that the model 
was unable to predict accurately. 

 

 
Figure 18. Actual Test Data vs. Model Prediction for Video Packet Loss 

Rate in Last-Minute Scenario 3 

As shown in Figure 19, the audio packet loss rate 
exhibited patterns similar to those of video (see Figure 18). 
That is, while the model’s predictions generally tracked the 
actual values, discrepancies emerged, reflecting its difficulty 
in anticipating abrupt changes. 

 

 
Figure 19. Actual Test Data vs. Model Prediction for Audio Packet Loss 

Rate in Last-Minute Scenario 3 

D. Extreme Conditions 

As can be seen in Figure 20, the model was able to 
reasonably follow the behavior of the video latency, 
adequately reproducing the most significant peaks present in 
the actual data. Although there are some discrepancies 
between the real and predicted values, the overall trend was 
effectively captured. 

 

 
Figure 20. Actual Test Data vs. Model Prediction for Video Latency in 

Last-Minute Scenario 4 

In contrast with the video latency (see Figure 20), the 
audio latency predictions exhibited greater deviations from 
the actual values, as shown in Figure 21. Increased 
dispersion and variability were observed, suggesting that the 
model has more difficulty adapting to rapid and erratic 
changes for this metric. Nevertheless, the overall trend was 
partially maintained, indicating that the model still achieved 
a coherent structural response. 

 

 
Figure 21. Actual Test Data vs. Model Prediction for Audio Latency in 

Last-Minute Scenario 4 
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In Figure 22, it can be seen that in the case of the video 
jitter, the model showed a reasonable ability to follow the 
general signal dynamics, although with specific differences 
in the maximum values. The predictions were consistent with 
the variation patterns, reflecting the model’s ability to 
capture changes in delay instability, even if it did not achieve 
millimeter-level accuracy. 

 

 
Figure 22. Actual Test Data vs. Model Prediction for Video Jitter in Last-

Minute Scenario 4 

As with the video jitter (see Figure 22), Figure 23 reveals 
that the audio jitter predictions provided an acceptable 
representation of the signal variations. Although 
discrepancies occurred at specific moments, especially 
during the most abrupt peaks, the model managed to 
represent the underlying behavior of the metric, reaffirming 
its partial ability to adapt to extreme fluctuations. 

 

 
Figure 23. Actual Test Data vs. Model Prediction for Audio Jitter in Last-

Minute Scenario 4 

Regarding the video packet loss rate, Figure 24 indicates 
that the model’s predictions showed an average difference of 
around 2 percentage points compared to the actual data. 

 

 
Figure 24. Actual Test Data vs. Model Prediction for Video Packet Loss 

Rate in Last-Minute Scenario 4 

Similar to the video packet loss rate (see Figure 24), 
Figure 25 shows that the audio packet loss rate predictions 
reproduced the general structure of the actual signal, albeit 
with slight offsets at certain points. While an exact match 
was not achieved for all values, the model maintained 
acceptable coherence in terms of dynamics, correctly 
capturing the variation pattern in adverse environments. 

 

 
Figure 25. Actual Test Data vs. Model Prediction for Audio Packet Loss 

Rate in Last-Minute Scenario 4 

V. CONCLUSIONS AND FUTURE WORK 

After completing each of the phases outlined in this 
research project, it can be concluded that the integration of 
technologies such as WebRTC and RNNs represents a viable 
and modern alternative for addressing the problem of QoS 
prediction in video-call applications. 

The research demonstrated that WebRTC, as a base 
technology, facilitates the creation of real-time 
communication environments with measurement and 
adaptation capabilities, removing previous technological 
barriers. The versatility of WebRTC, combined with a robust 
simulation infrastructure, made it possible to collect real 
metrics under different network conditions, thereby 
enriching the training of the predictive models. 

During the system development, it was evidenced that 
LSTM-type neural networks are capable of capturing the 
temporal behavior of the evaluated metrics (latency, jitter, 
and packet loss rate), allowing the anticipation of their future 
evolution with an acceptable level of accuracy, especially 
under stable or moderately degraded conditions. In more 
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extreme scenarios, with packet losses of up to 80% or abrupt 
variations in delay, the model showed limitations in absolute 
accuracy, although it was still able to reflect the general 
trends of network behavior. This characteristic is particularly 
useful for implementing early warning mechanisms or 
dynamic adaptation that can be activated before 
communication quality noticeably degrades for the user. 

One of the most significant contributions of this work 
was demonstrating that a deep-learning-based model can be 
fed with the first few minutes of a call to generate reliable 
predictions of its future behavior. 

The adopted predictive approach demonstrated 
robustness when trained across multiple network scenarios, 
which allowed the neural network to learn diverse patterns 
and therefore generalize better under new conditions. 

The following recommendations are proposed to 
strengthen the developed solution and encourage future 
research: expansion of the dataset, inclusion of new QoS and 
QoE metrics, implementation of the model in real production 
environments, exploration of more complex architectures, 
and design of autonomous network management systems. 
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