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MMEDIA 2020

Forward

The Twelfth International Conference on Advances in Multimedia (MMEDIA 2020), held between
February 23-27, 2020 in Lisbon, Portugal, continued a series of events presenting recent research results
on advances in multimedia, mobile and ubiquitous multimedia and to bring together experts from both
academia and industry for the exchange of ideas and discussion on future challenges in multimedia
fundamentals, mobile and ubiquitous multimedia, multimedia ontology, multimedia user-centered
perception, multimedia services and applications, and mobile multimedia.

The rapid growth of information on the Web, its ubiquity and pervasiveness makes the www the
biggest repository. While the volume of information may be useful, it creates new challenges for
information retrieval, identification, understanding, selection, etc. Investigating new forms of platforms,
tools, principles offered by Semantic Web opens another door to enable humans programs, or agents to
understand what records are about, and allows integration between domain-dependent and media-
dependent knowledge. Multimedia information has always been part of the Semantic Web paradigm,
but requires substantial effort to integrate both.

The new technological achievements in terms of speed and the quality of expanding and creating a
vast variety of multimedia services like voice, email, short messages, Internet access, m-commerce, to
mobile video conferencing, streaming video and audio.

Large and specialized databases together with these technological achievements have brought
true mobile multimedia experiences to mobile customers. Multimedia imply adoption of new
technologies and challenges to operators and infrastructure builders in terms of ensuring fast and
reliable services for improving the quality of web information retrieval.

Huge amounts of multimedia data are increasingly available. The knowledge of spatial and/or
temporal phenomena becomes critical for many applications, which requires techniques for the
processing, analysis, search, mining, and management of multimedia data.

We welcomed academic, research and industry contributions. The conference had the following
tracks:

 Multimedia content-based retrieval and analysis

 Multimedia applications

 Social Big Data in Multimedia
We take here the opportunity to warmly thank all the members of the MMEDIA 2020 technical

program committee, as well as all the reviewers. The creation of such a high quality conference program
would not have been possible without their involvement. We also kindly thank all the authors who
dedicated much of their time and effort to contribute to MMEDIA 2020. We truly believe that, thanks to
all these efforts, the final conference program consisted of top quality contributions.

We also thank the members of the MMEDIA 2020 organizing committee for their help in handling
the logistics and for their work that made this professional meeting a success.

We hope that MMEDIA 2020 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the field of multimedia. We
also hope that Lisbon, Portugal provided a pleasant environment during the conference and everyone
saved some time to enjoy the historic charm of the city.
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Abstract— Recently, smart speakers have become 
commercially common operation methods for controlling home 
appliances, and they have solved some of the problems with 
remote control operations. However, smart speakers also have 
some problems. For example, it is difficult to use voice 
recognition in a noisy environment. In addition, it takes a long 
time to check the current status of home appliances because 
users have to ask their smart speakers questions or give 
commands and wait for answers. To investigate other remote 
operation methods, we propose AR Smart Home, which uses the 
augmented reality technology and gesture recognition 
technology. Through evaluating the prototype system, we found 
that operating home appliances with gestures and interacting 
with virtual 3D home appliances instead of the actual home 
appliances are acceptable in terms of usability. 

Keywords- Augmented Reality; Smart Home; Universal 
Control 

I.  INTRODUCTION  
Recently, new information technologies have been 

developed to make our daily lives more comfortable and 
reduce our levels of stress. In particular, technologies based 
on the Internet of Things enable us to access various devices 
over the Internet. For example, one of the major changes in 
our daily lives is how to operate home appliances. Until now, 
we have operated various home appliances using various 
remotes. However, in such an environment, multiple remotes 
are scattered in the room, and users may lose track of where a 
required remote control is. In addition, since each remote 
control may have different operation methods, users need to 
learn each operation method and use it properly. A common 
remote control operation method is pushing buttons, but there 
are new operation methods; for example, Siri Remote [1] can 
operate an Apple TV [2] to access some video content. Users 
can move a cursor on the display or select something by 
touching or sliding on the flat panel of Siri Remote. Recently, 
smart speakers, such as Google Home [3] and Amazon Echo 
[4] have solved the problem of having multiple remotes. By 
introducing these smart speakers in our home, we can operate 
various home appliances by voice command. However, due to 
the characteristics of smart speakers, it is difficult to operate 

them in noisy environments. In addition, when users check the 
current statuses of their home appliances, it takes a long time 
to activate their smart speakers by voice and wait for the 
answers. We propose a new home appliance operation method 
that can solve these problems. 

In this paper, we propose Augmented Reality Smart Home, 
which uses the Augmented Reality (AR) technology and 
gesture recognition technology. With AR Smart Home, it is 
possible to manipulate home appliances through gestures by 
interacting with 3D virtual objects corresponding to home 
appliances displayed in the room. In addition, users can 
recognize the current status of various home appliances by 
looking at how the 3D virtual objects are operating. In this 
paper, we evaluate the operation methods of various home 
appliances using augmented reality and gestures via the 
prototype application. 

We conducted a user study to evaluate AR Smart Home 
using the prototype application. We found that the augmented 
reality technology and a gesture recognition technology for 
home appliance operation are acceptable in terms of usability. 
We also found that visual information displayed in personal 
space is preferred to be the minimum and that switching the 
operation target by gaze is intuitive. In addition, we found that 
assigning the same gestures to similar operations makes it 
easier to remember the gestures. 

This paper is divided into the following sections. Section 
II shows the background and related work of our study. 
Section III explains the system architecture of AR Smart 
Home. Section IV describes the preliminary survey we 
conducted for investigating how to apply the augmented 
reality technology in AR Smart Home. Section V describes 
the design of AR Smart Home based on the results extracted 
from the preliminary survey in Section IV. Then, we explain 
our conducted user study for evaluating the prototype 
application in Section VI. Section VII shows the results and 
the analysis of user study. Finally, we conclude and describe 
the future work in Section VIII. 

II. BACKGROUND AND RELATED WORK 
Recently, the augmented reality technology has been 

developed, and head-mounted displays, such as Microsoft 
HoloLens [5] and Magic Leap [6] have appeared. This 
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technology is becoming more familiar in our lives. With the 
technology, virtual information can be expressed in the real 
world [12]. The development of this technology may greatly 
change the perceptions and experiences in our daily lives. 

Kim et al. [13] proposed a universal remote controller that 
consists of a touch screen, buttons, a speaker, and a haptic dial 
that returns tactile feedback. The universal remote controller 
provides a simple and intuitive operation method for users 
using the menu screen displayed on the screen and tactile 
feedback on the dial. However, the shown scenario deals with 
only one home appliance, and it is difficult to switch the 
current operation target when users operate multiple home 
appliances. 

Wang et al. [14] proposed a user-centered control system 
for home appliances that consists of a versatile infrared 
controller, a task-based web application and a server that 
communicates between the application and the controller. 
They conclude that control methods of home appliance may 
become more user-friendly and enjoyable by combining 
sensor technologies and other services. 

There are other related studies using the augmented reality 
technology for home appliance control, such as [15] and [16]. 
However, few studies have evaluated applying the augmented 
reality technology to operation methods of home appliances 
in terms of usability. 

III. SYSTEM ARCHITECTURE OF AR SMART HOME   
This section describes the overall architecture of the AR 

Smart Home system. 

 
Figure 1.  AR Smart Home System architecture. 

Figure 1 shows the system architecture of AR Smart Home. 
The system uses Nature Remo [7] to operate home appliances 
by sending an HTTP request. The API of Nature Remo 
receives the HTTP request, and then Nature Remo sends 
preregistered infrared signals to home appliances. The system 
also includes Microsoft HoloLens to apply the augmented 
reality technology to display 3D virtual objects corresponding 
to each home appliance in the room. In addition, the system 
includes Myo [8] for gesture interaction with 3D virtual 
objects displayed in the room. By attaching Myo to the user's 
arm, various movements of the arm can be recognized. We 
implemented an application that organizes the processes of 
displaying 3D virtual objects through HoloLens, recognizing 
gestures through Myo and sending HTTP requests to Nature 

Remo. The application is implemented by Unity [9] and C#. 
The application uses the toolkit of Myo for the Myo gesture 
recognition and Mixed Reality Toolkit [10] for the HoloLens 
gesture recognition. The application also uses 
UnityWebSocket [11] for sending a HTTP Request. The 
sequence of the system is summarized as follows. 

(1) The user performs a gesture in front of a 3D virtual 
object displayed through HoloLens. 

(2) The application recognizes the gesture and sends a 
HTTP request to Nature Remo. 

(3) Nature Remo receives the HTTP request and sends a 
preregistered infrared signal. 

(4) The target home appliance receives the infrared signal 
and performs the defined operation. 

In the early prototype, 3D home appliance objects 
corresponding to four home appliances (display, air 
conditioner, audio speaker, and lighting) are displayed in front 
of the user. The “air tap” gesture, which is bending the index 
finger in the user’s sight, is implemented as an operation 
method activated by a gesture. Users “air tap” the 3D virtual 
object for it to display "Power On", "Volume Up", or other 
buttons above the object. Users “air tap” the button again to 
end the operation of the corresponding home appliance. 
Figure 2 shows the use of the early prototype.  

 
Figure 2.  Using the early prototype application. 

In Figure 2, the user is turning on the display by “air tapping” 
the button above the 3D virtual object displayed. 

IV. PRELIMINARY SURVEY  
We conducted a preliminary survey to investigate how to 

apply augmented reality technology for AR Smart Home. This 
section describes our survey. We conducted the survey 
according to the following steps. First, an overview of AR 
Smart Home is given to participants and then they learned 
about the concept by watching a video and using the early 
prototype application. After that, participants answered 
questionnaires. Figure 3 shows a subject using the early 
prototype. In the preliminary survey, questionnaires were 
conducted on 78 people. 

The contents of the questions are as follows. 

(1) What kind of 3D virtual objects would be useful to 
represent home appliances? 

(2) What functions would be useful on screens and operation 
methods? 
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Table 1 shows the answers to Question 1, and Table 2 
shows the answers to Question 2. 

 
Figure 3.  Using the early prototype application in a preliminary survey. 

TABLE I.  THE ANSWERS TO QUESTION 1. 

Answers Num 
3D virtual objects of home appliances  12  

Animated characters with the same characteristics  
as home appliances  

11  

Other objects with characteristics similar to those of home 
appliances  

5  

3D virtual objects identified by color  3  
Control panels of home appliances  3  

Illustration of home appliance  2  
Special tools and control panels based on fictional devices  2  

Others  11  

TABLE II.  THE ANSWERS TO QUESTION 2. 

Answers Num 
Feedback effects indicating control and appliance status  13  

Large and simple screens for users to easily recognize objects  10  
Customization function that allows you to move an object  

to a desired position  
8  

Screens where all objects are visible  2  
Application of AI assistants  2  

Others  10  
In Question 1, we investigated what kind of 3D virtual 

objects are suitable to represent actual home appliances. The 
most common answer was “3D virtual objects of home 
appliances corresponding to actual home appliances” because 
users can easily understand what they are operating.  

In Question 2, we investigated the required functions of 
the operation screen and operation method in AR Smart Home. 
The most common answers were “a function for displaying 
feedback on user's input and effects indicating the current 
status of home appliances” and “a function for placing 3D 
virtual objects in a desired position”. There were also many 
responses, such as “3D virtual objects should be simple, large 
and easy to look at”. 

V. DESIGN OF AR SMART HOME  
We improved the early prototype described in Section III 

in terms of the operation screen and the operation method 
based on the results of the preliminary survey described in 

Section IV. This section describes the improved design of AR 
Smart Home. It is assumed that home appliances operated 
with AR Smart Home can be operated with a remote control 
without touching the actual appliances, such as air 
conditioners, TVs, audio speakers, fans, lighting, and curtains. 
Figure 4 shows the use of the prototype application. 

 

Figure 4.  Using the prototype application. 

Figure 5 shows a screen of the prototype application. 
Based on the results of the preliminary survey, we applied 3D 
virtual objects that are the same shape as the actual home 
appliances. These 3D virtual objects are white in their initial 
state.  

 
Figure 5.  A screenshot of the prototype application. 

 
Figure 6.  Placing a 3D virtual object. 
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The 3D virtual objects can be placed at the desired position 
by the user moving his or her hand and "air tapping" while 
putting the cursor on the target. In addition, the 3D virtual 
objects can be rotated by the user moving his or her hands and 
"air tapping" while putting the cursor on the target. Figure 6 
shows how a user places a 3D virtual object. 

Users can deliver commands to the target by performing 
gestures while placing the cursor displayed in the center of the 
sight on the target; then, the operation of the corresponding 
home appliance is completed. Table 3 shows the names of the 
gestures and their descriptions. Table 4 shows the 
correspondence of gestures to the operations of the home 
appliances. 

Users can view the results of the operations and the current 
status of home appliances by seeing feedback. First, we 
describe the feedback related to the results of the operations. 
When the cursor is placed on the object and the object is 
selected as the operation target, the object changes from the 
original color to yellow. When the cursor is removed, the 
object returns to the original color. As shown in Table 4, 
“wave right” has the effect of increasing the volume or 
temperature of a target, and “wave left” has the effect of 
decreasing them. Therefore, when “wave right” is performed, 
the effect of red particles rising from the bottom of the target 
is displayed. Additionally, when “wave left” is performed, the 
effect of blue particles descending from the top of the target is 
displayed. Figure 7 shows the effects displayed when each 
gesture is performed. In Figure 7, the top figure shows the 
effect of raising the temperature on the air conditioner, and the 
bottom figure shows the effect of lowering the temperature on 
the air conditioner. 

 Next, we describe the feedback related to the current 
status of home appliances. As shown in Table 4, each home 
appliance can be turned on by performing “make a fist”. So 
that users can immediately recognize whether the power is 
turned on by looking at the object, the object turned on by 
performing “make a fist” changes green. When the object is 
turned off by performing “make a fist”, the object returns to 
the original color. An air conditioner has a cooling mode and 
a heating mode, and users cannot recognize which mode an 
air conditioner is in unless they feel the temperature on their 
skin. To make it easier to recognize which mode an air 
conditioner is in, the object becomes red when heating is set, 
and the object becomes blue when cooling is set. 

 In addition, the volume, fan speed, set temperature, and 
other states are displayed in text on the panel that is displayed 
above the object when the cursor displayed in the center of the 
sight is placed on the object. 

TABLE III.  GESTURES FOR OPERATING APPLIANCES. 

Gestures  Descriptions  
Make a fist making a fist  
Wave right bending a wrist to the right   
Wave left bending a wrist to the left   

Double-Tap tapping an index finger and middle finger twice  
Spread  
fingers 

spreading fingers  
  

 
 

TABLE IV.  CORRESPONDENCE OF GESTURES AND OPERATIONS. 

Appliances  Operations  Gestures  
Air Conditioner  turning on the power  Make a fist  

 raising the temperature  Wave right  
 lowering the temperature  Wave left  

 
switching mode  

(heating, cooling)  
Spread fingers  

  

 
switching fan speed  
(low, medium, high)  

Double-Tap  
  

Television  turning on the power  Make a fist  
 increasing the volume  Wave right  
 decreasing the volume  Wave left  

 
switching to  

the next channel  
Double-Tap  

  
Audio Speaker  turning on the power  Make a fist  

 increasing the volume  Wave right  
 decreasing the volume  Wave left  

Fan  turning on the power  Make a fist  

 
switching fan speed  
(low, medium, high)  

Double-Tap  
  

Lightning  brightening / darkening  Make a fist  
Curtains  opening / closing  Make a fist  

 

 
Figure 7.  Effects of 3D virtual objects. 

VI. USER STUDY  
This section describes the user study we conducted to 

evaluate the prototype application. To evaluate the operation 
method using the augmented reality technology and gesture 
recognition technology, we conducted the user study without 
actually sending requests to home appliances. It was assumed 
that the home appliances were working as expected in the user 
study. In the user study, 10 participants aged 21-27 years 
participated. We conducted the user study according to the 
following steps. First, participants were told about the concept 
of this study and how to use the prototype application. After 
wearing the HoloLens and the Myo device, they customized 
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the location of 3D virtual objects representing home 
appliances and operated the prototype application according 
to the given scenario. Finally, they answered a questionnaire 
using a 5-level Likert scale and answered questions in a semi-
structured interview. To evaluate the usability of the system, 
we used the System Usability Scale (SUS) questionnaire [17]. 
The scenario given when participants operated the prototype 
application is as follows. 

(1) You open the door of your room. Since the room is 
dark, you turn on the light in front of the door.  

(2) Since you feel cold, you turn on the air conditioner 
and set the mode to the heating mode, the temperature 
to 20 degrees and the fan speed to medium.  

(3) You want to watch a news program, so you turn on 
the TV and set the volume to 20.  

(4) After finishing watching TV, you turn off everything 
and go to bed.  

VII. RESULSTS AND ANALYSIS  
This section describes the results of the user study 

described in Section VI and the analysis. We used the SUS 
questionnaire to evaluate the usability of the system. Table 5 
shows the SUS items of the questionnaire. Figure 8 shows the 
average score for each question. The average SUS score was 
70.0. According to [18], this average was within the 
acceptable range. We found that the usability of the prototype 
application was acceptable in terms of satisfaction. 

TABLE V.  SUS QUESTIONNAIRE ITEMS. 

ID  Questionnaires  
Q1  I think that I would like to use this system frequently.  
Q2  I found the system unnecessarily complex.  
Q3  I thought the system was easy to use.  
Q4  

  
I think that I would need the support of a technical person to be 

able to use this system.  
Q5  I found the various functions in this system were well integrated.  
Q6  I thought there was too much inconsistency in this system.  
Q7  

  
I would imagine that most people would learn to use this system 

very quickly.  
Q8  I found the system very cumbersome to use.  
Q9  I felt very confident using the system.  

Q10  
  

I needed to learn a lot of things before I could get going with this 
system.  

TABLE VI.  OUR QUESTIONNAIRE ITEMS. 

ID  Questionnaires  
Q11  Could you use the system without being stressed?  
Q12  

  
Is it suitable that the 3D home appliance object is displayed for 

interaction?  
Q13  Is the feedback scale suitable?  
Q14  Is it easy to switch home appliances by switching your gaze?  
Q15  Did you use the gestures you learned as you intended?  

In addition, we used some questions that we developed. 
Table 6 shows these items of the questionnaire. Figure 9 
shows the average score for each question. 

We provide the responses to each question that was raised 
in the interview after the questionnaire. 
 

 
Figure 8.  Scores for the SUS questionnaire. 

 
Figure 9.  Scores for our questionnaire items. 

In Q11, we investigated whether participants experienced 
stress when using the prototype application. Many of the 
participants who gave a relatively low score said, “There was 
something wrong due to the low recognition accuracy of Myo, 
but there was no stress about the use of gestures as operations 
if the accuracy was good.” The system relies on the Myo 
function for gesture recognition, so it may be necessary to 
consider using another device to improve the accuracy of 
gesture recognition; however, we found that there is no stress 
in operating home appliances with gestures. 

In Q12, we investigated whether it is appropriate to use 
3D virtual objects representing home appliances instead of 
actual home appliances as the interaction target. The most 
common response was “It is intuitive and appropriate.” In 
addition, there were responses, such as “The light object did 
not look like a light.” and “It was difficult to adjust the line of 
sight to the light object compared to other objects because the 
light object was slender.” It is necessary to improve the system 
by selecting objects in consideration of operability, such as 
selecting objects with wide shapes. 

In Q13, we investigated whether the size scale of 3D 
virtual objects and the feedback displayed in the screen were 
appropriate. Most of the participants responded “I don't like 
displaying objects and feedback with ornate decorations in my 
room, so the simplicity of the system was just right.” There 
was also the related response of “It is better to display them 
only when they are needed.” We found that people usually 
prefer minimum visual information displayed in personal 
space, such as a room where people usually live. 

In Q14, we investigated whether the method of switching 
the operation target by switching the line of sight is 
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appropriate. Most of the participants responded that “It was 
easier to switch by line of sight than to change the remote 
control.” There was also a response that “I would look at the 
operation target even if I use the remote control”. We found 
that switching the operation target by gaze is intuitive. 

In Q15, we investigated whether users can remember 
some gestures and use the gestures in their daily lives. Most 
of the participants responded that “If I get used to the system, 
I can handle gestures.” There are similar operations in the 
operation of various home appliances, such as “turning on the 
power” and “raising and lowering something”. We found that 
assigning the same gestures to similar operations makes it 
easier for users to remember and handle the gestures even if 
there are multiple gestures. There was also a response that 
“Human errors are likely to occur less often with gesture 
operations than with remote control operations.” In remote 
control operations, various operations are performed by 
pressing a button. On the other hand, operation methods using 
several gestures can be easily distinguished from one other, 
and errors due to human recognition can be reduced. 

In the interview, we also asked the question, "How would 
you place objects of home appliances in your room?". The 
most common response was "I would place them close 
together because when I look at them, I can operate various 
home appliances." One of the strengths of using augmented 
reality technology is that we can replace home appliances that 
have physical constraints with 3D virtual objects and place 
them at any position in the room without fear of them being 
lost. 

VIII. CONCLUSIONS AND FUTURE WORK  
In this paper, we proposed AR Smart Home, which uses 

augmented reality technology and gesture recognition 
technology. We also evaluated the prototype application by a 
user study. Using gestures to operate home appliances is not 
stressful, and it is intuitive to interact with 3D virtual objects 
representing home appliances instead of actual home 
appliances, so the system is acceptable in terms of usability. 
We found that visual information displayed in personal space 
is preferred to be the minimum and that switching the 
operation target by gaze is intuitive. In addition, we found that 
assigning the same gestures to similar operations makes it 
easier to remember the operation gestures. 

In the next step, we would like to remove various 
constraints in the current design. In the current design, 
gestures that can be recognized are limited to those recognized 
by Myo and HoloLens. By implementing other gestures, it 
will be possible to incorporate many other current remote-
control operations. Then, it will be necessary to investigate 
how many gestures users can remember and use in daily life. 
In the research, we conducted the user study on the premise 
that users can use augmented reality technology and gesture 
recognition technology in their daily life. However, users have 
to equip some devices in order to use the system and it may 
limit the comfort. In this aspect, we should conduct more 
study. In addition, a function that can customize the 
correspondence between operations and gestures will be 

necessary. It may also be necessary for users to be able to 
define various shapes of objects for the operation target, as 
there are various shapes of home appliances. Depending on 
the user's mood, arranging various objects and creating a 
favorite room can make the prototype more enjoyable to use. 
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Abstract—The focus of this research is on the new possibilities 

of map-based pedestrian navigation applications. Currently, 

many map-based pedestrian navigations can only display the 

shortest path. However, it is not always appropriate for typical 

users. We propose a map-based pedestrian navigation 

application which presents a path that can reduce the fear of 

crime for the pedestrians. In other words, we propose a safe 

route navigator. Our research question is whether it is useful for 

the user that the application shows a safe path. We have created 

a prototype application that suggests a safe path and we also 

evaluate the usefulness of the application. We consider that a 

busy road is typically a safe road; however, estimating human 

density to indicate busy road is not easy. We propose a method 

of using the environmental noise as an easy way to estimate 

human density. Compared to the human density, the noise level 

can be easily measured. Then, we show that the proposed 

application can reduce the user's fear of crime. This means that 

future map-based pedestrian navigation application should 

show not only the shortest route but also a safe route. 

Keywords-route navigation; map application; safety; noise 

level. 

I.  INTRODUCTION 

In recent years, smart devices, such as smartphones have 

become widespread. Further, various applications for these 

devices have become available. A map-based pedestrian 

navigation application is one of such applications. Many of 

such applications also have a route navigation function, 

which is used to find a route to the destination. Such map 

applications often suggest the shortest path to the user. 

However, valuable paths other than the shortest routes exist. 

For example, in railway transfer guidance in Japan, a route 

with a low fare or a route with a small number of transfers is 

displayed in addition to the shortest route. The research by 

Quercia et al. [1] presents a route navigation for walking. It 

proposes a beautiful route, a quiet route, and a happy route. 

Each route made a different impressions on the users. 

In this paper, we created a map-based pedestrian 

navigation application that proposes routes with attributes 

other than shortest distance like Figure 1. The attribute we 

focused on is “Safety”. In this paper, “Safety” means that the 

route is less susceptible to crime and does not take into 

account the dangers of traffic accidents. The research in [2] 

is as an example of a route guidance also focusing on 

“Safety”. The authors created a system that uses a database 

that records the locations where crimes actually occurred. By 

using this database, they search for path with fewer crimes, 

and propose them to users. However, it is not easy to create a 

database of how many crimes have occurred in the past for 

all roads. According to Ohno et al. [3], the crime rate is low 

in Japan and the total amount of crime data is small. 

Therefore, it is difficult to accurately evaluate safety by 

simply comparing the number of crimes on each road. For 

this reason, in Japan, such an evaluation is often based on fear 

of crime and not the actual number of crimes. This paper also 

does not focus on the actual number of crimes but, rather, 

evaluates the perception of the crime rate.  

 

Figure 1.  Safe Route Navigation 

We conducted two experiments. Experiment 1 shows the 

relationship between noise level and traffic in Tokyo, where 

noise level means the loudness of environmental noise. We 

studied people living in Tokyo and investigated the 

relationship between the noise level and the traffic. As a 

result of this study, we found that traffic is busy in areas 
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where noise level is high. This result means that human 

density can be measured more easily. 

Experiment 2 shows that the traffic information estimated 

in Experiment 1 is applicable, and that the route guidance that 

presents a busy route is useful. In experiment 2, we used the 

results of Experiment 1 to estimate the human density and 

created a map application that suggests a path with high 

traffic. The experiment consists of two sub-experiments. In 

Experiment 2-1, we showed that the sense of security 

estimated by the map application matches users’ perceptions. 

Thus, the traffic information estimated by using the noise 

level is useful. In Experiment 2-2, we explored whether the 

safe path presented by the proposed application is useful for 

users and demonstrated the utility of this. 

The structure of this paper is as follows. In Section II, we 

compare the proposed approach with existing research. In 

Section III, we show the usefulness of this research using 

assumed use cases. In Section IV, we survey people living in 

Tokyo and confirm that there is much traffic in a noisy place. 

Based on what is shown in Section IV, we create a map 

application that proposes a path with much traffic as a safe 

route, and show that it is useful for users in Section V. In 

Section VI, we present the findings and future prospects 

obtained through this study. 

II. BACKGROUND 

When do people feel fear of crime while walking? 

According to Ferraro et al. [4] and Braungart et al. [5], people 

feel this fear when there are no people around, although there 

are differences depending on gender and age. In isolated 

areas, fear increases because no other individuals are nearby 

to help if a person becomes the target of a crime. In other 

words, a place where there is little sense of fear of crime is a 

place that is easily noticeable, that is, a place with busy 

traffic. The fear of crime can be alleviated by navigating 

through a busy place. 

 To find busy places, pedestrian traffic data is needed. It 

is used in many situations, such as when the government 

decides on a city plan. On the other hand, it is difficult to 

actually measure pedestrian traffic, and data cannot be easily 

collected. Therefore, methods for estimating pedestrian 

traffic rather than actually measuring it have been studied. 

 One example of these studies is a method using Global 

Positioning System (GPS) [6]. GPS is a system that detects 

the position of a person using artificial satellites and can 

accurately acquire data on the position of the person. There 

is already research on using GPS for other services [7]. In this 

research, there is a method of measuring how many people 

are on each road and estimating the traffic volume of 

pedestrians. However, in urban areas with many high-rise 

buildings, it is difficult to receive radio waves from artificial 

satellites, and GPS may not provide accurate position. We 

can detect the number of devices that have GPS functions by 

this method, but it is not possible to determine the exact 

number of people. In addition, it is not possible to distinguish 

between people in a car and pedestrians. Therefore, it is 

difficult to estimate an accurate pedestrian traffic volume. 

 Another method of estimating pedestrian traffic is to use 

images or videos [8]. In this method, pedestrian traffic is 

estimated by analyzing road images or videos. The methods 

presented in [9]-[11] estimate the density of crowds; thus, we 

can estimate the pedestrian density even when there is a large 

amount of traffic. However, it is necessary to install a camera 

on the road to collect images or videos. It is difficult to collect 

images or videos because data cannot be collected from 

places where cameras are not installed. Thus, while 

information on pedestrian traffic is useful, it is difficult to 

estimate it. Therefore, we considered a method for estimating 

pedestrian traffic more easily and that is, the method using 

noise level. 

 It is easy to collect data of the noise level. For example, 

a smartphone has a built-in microphone. By using this, we 

can easily record and measure the volume of noise anywhere. 

By mapping this data, it is possible to know how much noise 

is generated in each place. 

 There is already a method for mapping noise data to a 

map. NoiseSpy [12] proposes two methods for displaying 

noise data on a map. The first method is called journey-based 

visualization, which displays the noise level along a specific 

route on the map. The second is city-based visualization, 

which divides the map into squares of a certain size and 

displays how much noise is generated in each area by color. 

By using these methods, noise data can be mapped. 

 We thought that pedestrian traffic volume could be 
estimated from mapped noise data. Many of the causes of 
noise in an urban area can be attributed to people. In other 
words, it can be estimated that a place in the city with many 
people has much noise. We can evaluate the noise level of 
each route by mapping the noise. We propose a method for 
estimating pedestrian traffic more easily by finding the 
relationship between noise level and pedestrian traffic. 

III. SCENARIO AND REQUIREMENT ANALYSIS 

In this section, we consider the situation in which the 

application that suggests a safe route, as proposed in this 

research, and determine if this suggestion is useful. 

 

A. Scenario 

Ms. Miya is a female university student. She was working 

on research at the university on a weekday at 7 p.m. She was 

tired of working at the university and decided to continue her 

work somewhere else. She searched for a new place to work. 

She found a new cafe approximately 10 minutes by foot from 

the university. She tried to go there by searching for a route 

to the café by using a map-based pedestrian navigation 

application. However, the road to the cafe was dark and quiet. 

She was worried about walking alone on the road and decided 

not to go to the cafe. 
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B. Requirement Analysis 

The problem with this scenario is that the map-based 

pedestrian navigation application presented only the shortest 

route. If the application had presented a safe route, Ms. Miya 

would not have given up on going to the destination. Our 

application can present a safe route in addition to the shortest 

route. Therefore, it is possible to propose a route that allows 

users to reach the destination without fear of crime. 

IV. EXPERIMENT 1 

We conducted a survey to determine the relationship 

between noise data and pedestrian traffic in cities. The target 

city for the survey was Tokyo. To determine whether there 

are many people in a noisy place, we conducted a noise 

questionnaire for people living in Tokyo. We received 31 

responses from people in their teens and 20s. Questionnaires 

used in the experiment are shown in Table 1. The results of 

the questionnaires are shown in Figure 2 and Figure 3. 

TABLE I. QUESTIONS INCLUDED IN THE QUESTIONNARIE 

Question 

number 

Question 

1 Where was the path noisy? 

2 What was the source of noise? 

3 At that time, how many people 

were there around you? 

 

 

Figure 2.  Results of the question 2 

Figure 2 shows the responses to the question about the 

source of noise. The most common source of noise was from 

people, comprising 45 % of the total. The second most 

common cause was trains, comprising 32 % of the total. 

Other causes of noise included stores’ advertisements, cars, 

factories, and large version. People were the most common 

cause of noise but made up less than half of the total noise. 

 Figure 3 shows how many people were around when the 

area was perceived as noisy. The largest number of 

respondents said that there were too many people to count, 

accounting for 61 % of the total. The second most common 

answer was approximately 10 people, making up 26 % of the 

total. The total of these two answers is 87 %. This result 

indicates that in more than 80 % of the places where noise 

occurred, there were more than 10 people in the surrounding 

area. 

 

Figure 3.  Results of the question 3 

 These results are summarized as follows. First, less than 

half of the urban noise was caused by people. On the other 

hand, it is clear that there are many people in areas that tend 

to be noisier. Therefore, it can be said that people do not cause 

much of the noise in the city, but pedestrian traffic is often 

found in a noisy place. In other words, we were able to show 

the relationship between noise level and pedestrian traffic, 

which is the purpose of this experiment. 

V. EXPERIMENT 2 

We created a map-based pedestrian navigation 

application that suggests routes that people can walk without 

fear of crime using pedestrian traffic estimates based on noise 

level. In this application, a place with much noise is treated 

as a busy place based on the result of Experiment 1. This 

application presents the user with a route through a noisy 

place, which is assumed to be a busy place and a place where 

one can walk without fear of crime. Figure 4 shows the 

processing flow of the application. 

 

 

Figure 4.  Processing flow of the map application 

 We conducted Experiment 2 in Takadanobaba in Tokyo 

shown in Figure 5. The size of the test area is approximately 

200 m by 150 m. We divided the roads in the test area into 33 

roads at each intersection. The noise was measured for each 

road and the pedestrian traffic volume was estimated. All 
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measurements were taken between 7 p.m. and 8 p.m. Noise 

was measured using an iPhone. The application used for the 

measurement is a sound meter [13]. The measurement was 

performed at the midpoint of each road, and the average noise 

value for 30 seconds was calculated. The weather at the time 

of measurement at each point was cloudy and the wind speed 

was less than 5m; thus, we considered that the measurement 

value was not affected by the weather. 

The experiment was divided into two parts. Experiment 

2-1 presents the user with pictures of multiple roads that are 

judged to have different perceptions of safety depending on 

the application. We investigated whether there is actually a 

difference in the user's feeling of safety. In Experiment 2-2, 

the application presents the user with a fast route, a fast and 

safe route, and a safe route. We investigated whether the 

route indicated by this application is useful for users. 

 

 

Figure 5.  A map of evaluated area 

The test subjects were 16 people in their 20s, of which 8 

were male and 8 were female. Subjects are the same in 

Experiment 2-1 and Experiment 2-2. 

A. Map-based Pedestrian Navigation Application 

Our application presents the user with three routes: the 

shortest path, the shortest and safest path, and the safest path. 

We classified the road into three noise levels based on the 

noise measurements. Table 2 shows the noise level 

classification. 

 We set the coefficient a for each noise level and 

calculated the weighted distance L of each road based on this 

value and the actual road length l. The coefficient a increases 

as the noise decreases, which means that the weighted 

distance L increases as the road becomes quieter. In addition, 

by using the coefficient n that indicates how much emphasis 

is placed on security, it is now possible to search for routes 

that take both speed and safety into consideration and routes 

that take only safety into account. The coefficient n is 0 when 

searching for the shortest route, and increases as safety is 

emphasized. The formula used for the calculation is as 

follows. However, the route number is i and the noise level is 

j. 

 

Li = li (1 + aj ∗ n) 

 

TABLE II. NOISE LEVEL CLASSIFICATION 

Noise level Volume Number of roads classificated 

Level 1 0-19Hz 11 

Level 2 20-29Hz 10 

Level 3 30-Hz 12 

Our map application uses L to search the route from the 

current location to the destination. By searching for a route 

that minimizes L, it is possible to guide the route through a 

road with much noise (which also means that there is much 

traffic). 

B. Experiment 2-1 

The purpose of this experiment is to verify whether the 

degree of security estimated by the application is close to the 

user's perception. We presented three roads with different 

noise levels to the subjects and investigated how they felt on 

each road. The subjects were shown videos of three roads and 

asked about their impressions of each road. The videos were 

all approximately 15 seconds and were shot between 7 p.m. 

and 8 p.m. 

 

Figure 6.  Result of Q.1, “Do you feel fear of crime if you go alone on this 

road?” 

 After showing the video to the subject, we asked the 

subject two questions. Figure 6 is the result of Q. 1, “Do you 

feel fear of crime if you walk alone on this road?” Answers 

are given on a four-level Likert scale, in which 4 is “I don't 

feel afraid” and 1 is “I feel afraid”. It can be seen that as the 

noise level decreases (i.e., the road is estimated to be less 
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busy), more subjects tend to fear crime. Figure 7 is the result 

of Q. 2, "Do you think you might walk alone on this road at 

the same time as this video?" Answers are given on a four-

level Likert scale, in which 4 is “I think I will pass” and 1 is 

“I don’t think I will pass.” It can be seen that the lower the 

noise level is, the fewer subjects that want to follow the 

suggested route. 

 

Figure 7.  Result of Q.2, "Do you think you might walk alone  

on this road at the same time as this video?" 

 From these results, it can be seen that the subjects do not 

fear crime and do not hesitate to walk on the road that the 

application has estimated to be the safest (that is, the road 

where the noise level is high). On the other hand, on the road 

that the system estimates to be less safe, the subject tends to 

feel afraid of crime and want to avoid the road. From this 

result, it can be said that the degree of security estimated by 

this application is close to the user's feelings. This means that 

the purpose of this experiment has been confirmed. 

 

 

Figure 8.  The three routes suggested by our proposed application 

C. Experiment 2-2 

The purpose of this experiment is to make sure that the 

secure route proposed by the proposed application is 

beneficial to the user. Three routes searched by the 

application were presented to the subjects, and we 

investigated which route was selected. The three routes are a 

fast route, a fast and safe route, and a safe route. The three 

routes are shown in Figure 8. 

We presented the scenario to each subject before starting 

the experiment. We examined which route each subject took 

when he/she was placed in the scenario situation. The 

scenario is as follows. 

 

D. Scenario 

You are working at a university doing research. Today is 

a weekday, and the current time is 7 p.m. After growing tired 

of working at the university, you decide to move to a coffee 

shop in Takadanobaba. Because you are worried about 

walking alone on the road at night, you search for a route you 

can walk with confidence for your safety using a map-based 

pedestrian navigation application. 

 

 

Figure 9.  Result of Experiment 2-2 

 

Figure 10.  Result of Experiment 2-2 (male) 

 

Figure 11.  . Result of Experiment 2-2 (female) 
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E. Results and Considerations 

The results of the experiment are shown in Figure 9. Ten 

people chose a fast and safe route or a safe route. This means 

that 10 people chose route options that are unique to this 

application. In addition, we asked subjects who chose the 

shortest route whether they would choose a different route if 

they were in a city with which they were not familiar or in a 

foreign country. Five subjects (out of 6) chose routes unique 

to this application depending on the situation. Thus, the 

application's unique routes are valuable for 15 out of 16 

subjects. This means that the purpose of this experiment has 

been confirmed. 

 The results by gender are shown in Figure 10 and Figure 

11. The application's unique routes were chosen by 4 of the 

males and 6 of the females. This finding indicates that the 

functionality of this map application is more valuable for 

females than for males. 

VI. CONCLUSION 

Through this research, we were able to show that a map-

based pedestrian navigation application that presents a safe 

route is valuable. The application that we created changed the 

way a certain number of users evaluated routes and reduced 

fear of crime. It was also verified that noise level data can be 

used as a criterion for judging safe routes. 

 In the future, it is necessary to confirm that this 

application would be of value to many people. In Experiment 

2, we investigated the usefulness of our application, but all 

subjects were in their 20s. It is necessary to determine what 

kind of result is produced for people from other generations. 

We should also evaluate the relationship between traffic and 

noise in different cities. In this study, only the Tokyo city was 

investigated, but it is necessary to confirm whether the 

relationship between the traffic and the noise exists in other 

cities.  

We can also think of using a threshold on noisiness. With 

the route searching algorithm suggested in this paper, very 

quiet and dark street can be accepted. However, it is not 

desirable. By using threshold on noisiness, we will be able to 

avoid suggesting quiet and dark route completely. 

We also have to consider a new way to create a data set for 

noise information. In Experiment 2, we created a data set 

manually, but in the future, we can easily collect a data and 

create a data set by using crowdsourcing. This will help us to 

easily introduce the proposed system to other cities. 
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Abstract—Recent advances in media-related technologies, in-
cluding capturing and processing, have facilitated novel forms
of 3D media content, increasing the degree of user immersion.
In order to ensure these technologies can readily support the
rising demand for more captivating entertainment, both the
production and delivery mechanisms should be transformed to
support the application of media or network-related optimiza-
tions and refinements on-the-fly. Network peculiarities deriving
from geographic and other factors make it difficult for a greedy
or a supervised machine learning algorithm to successfully foresee
the need for reconfiguration of the content production or delivery
procedures. For these reasons, Reinforcement Learning (RL)
approaches have lately gained popularity as partial information
on the environment is enough for an algorithm to begin its
training and converge to an optimal policy. The contribution
of this work is a Cognitive Network Optimizer (CNO) in the
form of an RL agent, designed to perform corrective actions on
both the production and consumption ends of an immersive 3D
media platform, depending on a collection of real-time monitoring
parameters, including infrastructure, application-level and qual-
ity of experience (QoE) metrics. Our work demonstrates CNO
approaches with different foci, i.e., a greedy maximization of
the users’ QoE, a QoE-focused RL approach and a combined
QoE-and-Cost RL approach.

Index Terms—immersive media; cognitive network optimizer;
reinforcement learning.

I. INTRODUCTION

New forms of interactive 3D media applications have lately
emerged as a result of advances in processing, 3D capturing
and imaging technologies. These applications include mixed
reality and tele-immersive platforms that allow the embedding
of real world entities into the virtual world in a real time and
interactive way, thus creating a more engaging user experience.

Media applications are justifiably known as some of the
most demanding and computationally intensive services, im-
posing tough challenges on allocation and management pro-
cedures, concerning both computing and network resources.
State-of-the-art forms of 3D media, ranging from virtual
worlds to games, necessitate the rethinking of media produc-
tion and distribution [1], with the user’s Quality-of-Experience
(QoE) playing an increasingly dominant role due to the
increased level of user immersion. At the same time, it
comes as no surprise that the production and delivery costs
are rising in order to cater for these novel forms of 3D

media content. Ergo, the composition of a real-time, QoE-
and-Cost unified, optimization approach is considered essential
for these services to remain both affordable and enjoyable.
On this ground, recent advancements in the 5G field could
provide such enhancements, unleashing the potential of 3D
immersive media content, and the media industry in general,
through dynamic, real-time refinements and/or reconfiguration
of underlying services [2].

In this work, we simulate a 3D-immersive gaming ses-
sion with all its required components, including simulated
consumers of various processing and bandwidth constraints.
Our aim is to develop a Cognitive Network Optimizer (CNO)
system that manages to balance the consumers’ QoE and
the quality-transcoding costs. The most common approach
would be to either design the CNO in a greedy manner,
leveraging statistical knowledge of the overall performance of
our targeted system, or apply a machine learning algorithm.
Nevertheless, network peculiarities deriving from geographic
and other factors, render the application of a supervised ma-
chine learning algorithm possibly untrustworthy. A supervised
model would heavily depend on the diversity of the networking
dataset that would be used, hence, the same model might not
perform adequately well across all ranges of network chara-
cteristics. On this ground, a Reinforcement Learning (RL) ap-
proach was adopted for the design of the aforementioned CNO
system, as this kinds of algorithms do not necessarily need
prior knowledge in order to perform. Once deployed, a RL
agent can learn from the environment through trial-and-error,
by receiving positive or negative rewards upon its actions. With
RL being the backbone of our envisioned CNO system, it
would be possible to present a unified approach for this type
of interactive application, possibly able to perform reasonably
under any network or processing capacity circumstances.

The rest of this paper is organised as follows: Section II
presents the related work while Section III provides insights
on the overall system architecture. Section IV depicts the
approach that was followed for the design and implementation
of the CNO along with essential details. Sections V and VI
present the experimental setup and the corresponding results
respectively. Finally, Section VII concludes this paper.
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II. RELATED WORK

The perceived quality for images and videos has been
heavily investigated in the literature and standardized by the
International Telecommunication Union (ITU) [3]. However,
these recommendations do not readily apply in the case of in-
teractive gaming and 3D reconstruction content. Various works
have attempted to model gaming QoE [4]–[7]. We chose to
adopt the model described in [7] because the metrics required
in order to determine the perceived QoE are readily available
in our platform. Although this work examines gaming in its
traditional video form, rather than 3D media content, we
decided to ignore this discrepancy for two reasons. Firstly,
the literature for 3D media quality assessment is still very
limited [8]–[10]. It is widely acceptable that formulating a
comprehensive QoE model for this kind of media is quite a
challenging task. Secondly, the main focus of our work is to
demonstrate the capabilities of our CNO system to balance the
customers’ QoE and the cost of the production platform. This
implies that, in principal, any legitimate QoE model could be
adopted by our system, thus it is not our focus.

A substantial amount of work has been conducted on
adaptive video streaming. The most established technique for
this task is MPEG-Dynamic Adaptive Streaming over HTTP
(MPEG-DASH) [11]. Recent works have exploited RL to train
systems that can accomplish adaptation and have been able
to surpass traditional methods in terms of users’ QoE [12]–
[15], yet, these efforts have solely focused on maximizing
the client’s satisfaction and have not attempted to balance
other factors like the cost of production, which is of great
importance for video service providers. Most closely related
to our work are [16] and [17], both of which aim to find a
balance between cost and QoE. However, contrary to them, we
utilize RL to optimize our system, and the content on which
our optimizations are performed is 3D reconstructed.

III. SYSTEM ARCHITECTURE

The envisioned use-case incorporates a tele-immersive in-
teractive multiplayer video game named ”Space Wars”, which
is developed by [18]. In this application, two players physical
appearance is embedded inside a common virtual environment
where they interact with each other to play a capture-the-
flag style VR game. Players silhouette and texture coverage
is being captured using a set of four color-depth (RGB-D)
cameras per player, arranged in a square around them. In
addition to the players, the system can also accommodate a
potentially large number of remotely allocated live spectators,
which can be arbitrarily distributed across a wide geographic
area. This pushes further the envelope of the underlying
infrastructure to include the need for very high bandwidth
and near real-time latency, along with highly reliable large-
scale delivery. Different parties may have different visual
quality requirements, driven by devices capabilities, network
conditions or subscription privileges. Thus, the production data
streams need to be transcoded into various quality levels in
real-time speed, and be concurrently available for consumption
in an Adaptive-Bit-Rate (ABR) manner [19].

Figure 1. The flow of 3D video frames from the players to the spectators,
along with the central decision commands and the metrics that drive them.

In contrast to a typical 3D content delivery pipeline, the
examined prototype utilizes many of the forthcoming 5G
mannerisms to mitigate the conflicting nature of certain re-
quirements in a resource-efficient, business-friendly way. The
opted architecture steps on the model described in [20],
where transcoding components are built as Virtual Networking
Functions (VNF) and deployed on the 5G-compliant cloud-
computing infrastructure (NFVI) opportunistically, in a quality
/ cost optimized manner. Optimizations may apply in both
infrastructure and software level, with only the latter being in
scope of this work in the form of management of the quality-
levels production and distribution. Optimization strategy and
all of the decision-making mechanism is embodied in the CNO
component, which translates various network and application-
level input measurements to parametrization actions that steer
virtual topology towards maximizing the global QoE / cost
ratio. A schematic representation of the architecture can be
found in Figure 1.

IV. COGNITIVE NETWORK OPTIMIZER

The role of the CNO is to decide about essential opti-
mizations and corrective actions that should be applied upon
both the production and consumption ends of the targeted
system, i.e, spectators and transcoders. The CNO, imple-
mented as a RL agent, receives a combination of infrastructure,
application-level and QoE metrics, and executes a list of opti-
mization actions. This section provides insights on the CNO’s
design and implementation, including decisions regarding the
implemented algorithm, the selected monitoring parameters
and the supported actions.

A. Reinforcement Learning: State-space, Modelling & Reward

Reinforcement Learning is a process of learning in which a
situation is mapped to an action in order to maximize either
a specific numerical or abstract reward. No advice is given
to the entity following the learning procedure, the learner,
regarding which actions to take. Instead of this, the learner
should discover the rewards that yield from the available
actions [21]. The foundation behind most RL algorithms is
a Markov Decision Process, composed of:
• a finite number of states S;
• a finite number of actions A;
• a transition function T : S × S ×A→ [0, 1] assigning a

probability distribution over states;
• a reward function R : S × A × S → IR giving the

immediate reward received after each transition.
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The goal of a RL algorithm is to learn a mapping from states
to actions, or policy, π. The optimal value of an action a taken
from state s, denoted by V ∗(s), expresses the expected sum of
rewards discounted by a factor γ, that an agent would receive
when, starting from state s, the agent performs an action a
and follows the optimal policy. The aforementioned values
are connected through the following equations:

Q∗(s, a) =
∑
∀s′∈S

T (s, a, s′)[R(s, a, s′) + γV ∗(s′)] (1)

V ∗(s) = max
a∈A(s)

∑
∀s′∈S

T (s, a, s′)[R(s, a, s′) + γV ∗(s′)] (2)

π∗(s) = arg max
a∈A(s)

∑
∀s′∈S

T (s, a, s′)[R(s, a, s′) + γV ∗(s′)]

(3)
The optimal values of the states are the solutions of equation
(2). Given the optimal values of the states, the optimal policy
is then defined as shown in equation (3).

State-space. In order to capture the complexity of the
system in detail, a fine-grained segmentation of the state-space
would be required, making the RL agent impractical in terms
of required computational resources and training time. Instead
of this, a more coarse-grained segmentation of the state-space
was preferred. Having gained a thorough understanding of the
overall system’s performance, leveraging statistical characteri-
stics, and having captured the full value range of the selected
monitoring parameters, levels were statically defined for each
of these parameters, thus forming a compact, computational
resource and training time efficient, state-space.

Modelling Approach. The optimal policy can be calculated
following either a model-based or a model-free approach.
The model-free approach focuses on the effectiveness of the
executed actions, with Q-learning algorithm [22] being its
most common representative, an efficient algorithm in terms of
required computational and memory resources. Nevertheless,
Q-learning performs only local updates to the values, hence
only the policy of the initial state can be updated at each step
and a large amount of experiences is required to converge
to an optimal policy. In the model-based approach, the RL
agent tries to model the exact behavior of the environment,
thus this approach with Prioritized Sweeping was preferred.
Prioritized Sweeping uses careful bookkeeping to concentrate
the computational effort on the most interesting parts of the
system [23]. After a transition, its probability estimate is
updated along with the transition probabilities of previously
observed successors.

Reward Function. The reward function is one of the most
vital elements of a RL algorithm. It should be designed
carefully as it is capable of either assisting the fast convergence
of the algorithm or leading to false optimal policies [24].
In our CNO system, the reward function is composed of
five reward components aiming for optimizations on different
parts of the system: a) GPU usage, positive if the application
is deployed on a CPU-only node, due to the substantially
low cost of such a node, or a GPU-node is used by the

majority of spectators, and negative otherwise, b) QoE of
single spectator, defined as the percentage of increment or
decrement of QoE of a spectator after the execution of a
certain action, c) Combination of QoE & transcoding cost,
positive in case the QoE sum of all spectators is greater than
the transcoding cost, or negative otherwise, d) Monitoring
parameters, depending on the percentage of increment or
decrement of selected parameters, namely, a spectator’s bit rate
and frame rate, following the execution of a certain action,
and e) Number of produced profiles, which gives a positive
reward if the number of produced profiles is reduced and
a negative reward if it is increased. Of the aforementioned
reward components (b) and (d) are focused on the experience
of a single spectator, while (a), (c) and (e) are focused on the
performance and cost of the overall system. Adjustments of the
reward components’ weights will force the CNO to focus on
specific aspects of the system while performing the necessary
optimizations.

B. Monitoring Parameters & Optimization Actions

This subsection presents the monitoring parameters that
were selected for collection and input to the CNO, along
with the optimization actions that are supported by the in-
frastructure. For the metrics related to containers running on
Kubernetes, Prometheus [25] has been employed and two
derived metrics expressing the packet loss of the transmit-
ted and received network packets were exported. Besides
the Prometheus-exported metrics, application-level metrics are
exported from both the spectators and the transcoder VNFs.
Moreover, the Mean Opinion Score (MOS) value is computed
based on the frame rate and recorded PSNR as described in [7].
Table I presents a list of all metrics used in the optimization
process, along with their origin.

The available actions that are selected and executed by the
implemented RL algorithm are summarized in Table II. These
actions can command a) a spectator to start consuming from
a specific produced profile (set vtranscoder client profile),
b) a transcoder to start or end production of specific pro-
files (set vtranscoder profile), or c) a transcoder to mi-
grate from a CPU-only to a GPU-node, or vice-versa
(set vtranscoder processing unit). Additionally, it is possi-
ble that the CNO will detect no need for optimization
(no operation). It should be clear that the CNO makes de-

TABLE I
UTILIZED MONITORING METRICS

Origin of Metric Metric Description

Prometheus (derived metrics) Transmitted Network Packet Loss
Received Network Packet Loss

Spectator

Bit Rate
Bit Rate (Aggregated)
Frame Rate
Frame Rate (Aggregated)
Consumed Profile

vTranscoder

Number of Produced Profiles
Output Data Bytes
Working Frames per Second
Theoretic Load Percentage

QoE Mean Opinion Score
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TABLE II
OPTIMIZATION ACTIONS AND SUPPORTED VALUES

Action Target Values
set vtranscoder client profile Spectator [0, 1, 2, 3, 4, 5]

set vtranscoder profile vTranscoder [1, 2, 3, 4, 5]
set vtranscoder processing unit vTranscoder [cpu, gpu]

no operation - -

cisions for an action that must be executed on a spectator,
yet it is responsible for executing all the essential prerequisite
actions as well.

C. Algorithmic Flow

With a certain level of abstraction, the operation of the
CNO is described by the algorithm presented in Figure 2.
To begin with, the necessary monitoring metrics, as listed in
Table I, are collected and the MOS value is computed. This
collection of metrics forms a feature vector and is fed to the
algorithm. This vector is unequivocally mapped to a state. The
determination of the overall system’s current state is followed
by the establishment of the corrective actions to be executed.
A little while after the optimal action’s execution, a new set of
monitoring metrics will be collected, a new MOS value will be
computed and the newly formed feature vector will once again
be mapped to a state. Consequently, the reward is computed
according to the pre-action and post-action measurements.
The latest experience in the form (pre action measurements,

1: produced profiles← [p0]
2: GPU profiles← [pk, ..., pk+n]
3: pu← CPU
4: initial metrics← get collected measurements()
5: while True do
6: s← get state(initial metrics)
7: a, p← get suggested action(s)
8: if p ∈ produced profiles then
9: set vtranscoder client profile(p)

10: else
11: if p ∈ GPU profiles and pu = CPU then
12: set vtranscoder processing unit(GPU)
13: pu← GPU

14: produced profiles.append(p)
15: set vtranscoder profiles(produced profiles)
16: set vtranscoder client profile(p)

17: produced profiles← get consumed profiles()
18: set vtranscoder profiles(produced profiles)
19: if pu = GPU and GPU not needed() then
20: set vtranscoder processing unit(CPU)
21: pu← CPU

22: sleep()
23: after metrics← get collected measurements()
24: r ← get reward(initial metrics, after metrics)
25: update model()
26: initial metrics← after metrics

Figure 2. CNO Algorithm

action, post action measurements, reward) is recorded and the
model values are updated using Prioritized Sweeping.

V. EXPERIMENTAL SETUP

To develop our CNO, we simulate the various components
required for a ”Space Wars” two-players-with-spectators game
scenario. For the players, we used an actual game recording
between two people. The 3D models and textures of the
players are recorded as two streams, one for each player. The
resulting streams contain a number of consecutive frames with
each frame consisting of four RGB images of a player captured
from different angles and a 3D mesh. During the simulation,
these two streams are published on a Kafka broker. Then, two
transcoders connect on the same broker and each one receives
a different stream to produce the extra qualities required to be
consumed by the spectators.

The non-transcoded streams deriving directly from the play-
ers, namely ”passthrough”, are produced using jpeg compres-
sion for the textures and Google’s Draco compression for the
meshes. The transcoders can potentially produce five extra
qualities. Two of them use jpeg to compress as still images
down-scaled versions of the original textures along with more
heavily quantized versions of the original meshes, and can be
produced solely using the CPU. Another three profiles utilize
the HEVC algorithm to encode textures as video sequences,
also together with more pronouncedly quantized versions of
the meshes, and deliver much higher compression ratios but
can only be produced using GPU infrastructure.

All transcoded streams, together with the ”passthrough”,
are published on the broker. The last piece, spectators, also
connect to the broker and receive one of the produced qualities.
For our experiments, we simulate the spectators so that we
can easily modify their bandwidth and processing capabilities,
creating various profiles that correspond to real viewing sce-
narios. The bandwidth of our spectators is set to three different
levels: 20, 40 and 60 Mbps, and they can have two different
processing capabilities; one corresponding to a low-end mobile
user and one to a high-powered desktop one. The processing
power of a spectator determines how fast he can decode the
incoming frames and in return the frames-per-second (fps)
with which he can watch the game. The spectators publish
live metrics (downloading bit-rate, viewing fps) on the broker.

Overall, the CNO system analyzes the spectators’ metrics
and issues a) a command to the transcoders, dictating which
qualities they have to produce and b) a command to each
spectator to indicate which quality they must consume from
every transcoder. As mentioned before, the aim of the CNO
is to balance users’ QoE with production cost. The produc-
tion cost is determined by which and how many qualities a
transcoder has to produce, directly affecting the underlying
CPU or GPU infrastructure needed. A quality that requires
GPU to be produced is much more expensive, as is the case
on actual commercial services like the Amazon Web Services
(AWS), where the leasing price of nodes equipped with GPUs
is up to 15 times higher than of nodes without.
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Figure 3. Comparison of the average score achieved at each execution
scenario for each CNO configuration

Finally, three CNO versions were examined, namely the
NRL, implemented as a greedy algorithm targeting on the
maximization of the a spectator’s QoE, the RL QoE Focused,
implemented as a RL agent with increased weights on its QoE-
based reward component, and a combined RL QoE Cost Rate
version performing joint optimizations between the spectators’
QoE and the overall production costs. These CNO versions
were executed upon three spectator scenarios. Scenario 1
included spectators of high bandwidth and processing power,
Scenario 2 included spectators on the other side of the spec-
trum, i.e., with low bandwidth and processing power, while
Scenario 3 was a mixture of both, also including spectators
with moderate bandwidth. For these experiments, we defined
the score as the QoE sum of all running spectators divided by
the production cost.

VI. RESULTS

This section presents and discusses the results of the exe-
cuted experiments. Figure 3 offers a performance comparison
of each of the CNO configurations, for all three of the
different spectator scenarios, while Figures 4a, 4b, and 4c
present the progress of score through time, for each scenario.
NRL receives the lowest average score in all scenarios, while
RL QoE Cost Rate achieves the highest score. At the same
time RL QoE Focused version is performing well only in Sce-
nario 2, while being marginally better than NRL in Scenarios
1 & 3.

The NRL’s bad performance is due to its sole focus on the
maximization of the spectators’ QoE, without consideration of
the production cost. NRL constantly commands the transcoders
and spectators to, respectively, produce and consume the most
expensive profiles, i.e., profiles that are exclusively produced
by GPUs, as these emit the maximum QoE, without consider-
ing the higher production costs induced by the GPU’s usage,
thus reducing its overall score. For this reason, NRL achieves
its lowest score on Scenario 2, as the GPU’s usage makes no
difference for these - low bandwidth and processing power -
spectators, which cannot keep up with the production under no

(a) Scenario 1: Spectators with high bandwidth and high processing power

(b) Scenario 2: Spectators with low bandwidth and low processing power

(c) Scenario 3: Combination of bandwidth levels and processing power

Figure 4. Observation of score through time
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circumstances. Since these spectators have limited potentials,
the best choice in this scenario would be to consume the low-
cost CPU-produced profiles, and stop production of the more
expensive ones.

Concerning the RL QoE Focused version, its performance
appears almost as bad as the NRL’s performance in Scenarios
1 & 3. It is thought that in both of these scenarios, the
algorithm’s decisions were dominated by the high-bandwidth
and processing power spectators. Hence, in Scenario 3, the
spectators of far inferior capabilities did not effectively affect
the CNO’s decisions. This statement is supported by the good
performance of this version in Scenario 2. Upon detecting
spectators with limited capabilities, the algorithm commanded
that one of the low-cost CPU profiles should be consumed,
thus reducing the overall production cost and increasing score.

Finally, RL QoE Cost Rate, considering the spectators’
QoE and production cost of as two factors of equal importance,
is the most balanced approach and achieves the highest overall
score in all scenarios, as originally expected.

VII. CONCLUSION

The contribution of this work is the implementation and
study on the performance of a CNO, implemented as a
RL agent aiming for the joint optimization of users’ QoE
with respect to the production costs. The suggested CNO’s
operation was validated upon a 3D media platform, in the
form of a tele-immersive interactive multiplayer video game
with live spectators, adopting many of the forthcoming 5G
mannerisms such as supporting dynamic network refinements
and reconfiguration in real-time. Three optimization algo-
rithms were examined, a greedy QoE-focused algorithm, a RL
algorithm prioritizing the QoE maximization and a combined
QoE-and-Cost RL approach. The latter one proved superior in
all executed scenarios, in terms of users’ QoE / production cost
maximization, with QoE-focused RL version being marginally
better than the non-RL greedy implementation as well.
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Abstract—This paper presents a technique to embed barcodes 
in the curved surfaces of objects fabricated with a 3D printer. 
The objects are fabricated using resin material, and the 
barcodes patterns inside an object are formed using the same 
resin material as other regions but containing a small amount 
of fluorescent dye. When these objects are irradiated with 
near-infrared rays, fluorescent dyes are excited, and they emit 
near-infrared fluorescence. Therefore, the internal barcode 
patterns can be captured as high-contrast images using a near-
infrared camera, and the information expressed by the 
barcodes inside the objects can be nondestructively read out. 
We conducted experiments to demonstrate that this technique 
can also be applied to objects with curved surfaces. A sample 
was prepared using a 3D printer with two-head fused 
deposition modeling. The experimental results show that we 
can hide a barcode inside an object so that no one can see it 
from the outside and that we can decode all barcodes correctly 
with 100% accuracy.  

Keywords-3D printer; information hiding; near infrared 
light; fluorescent dye. 

I.  INTRODUCTION 
3D printers have been attracting attention as a new 

method of manufacturing. This is because consumers can 
easily obtain a product that they want just by buying the 
model data through the Internet and print it if they have a 3D 
printer in their own home or office. 3D printers have been 
reduced in price and miniaturized. Notice that we could not 
see the barcodes from outside all of the sample. Thus, the 
barcodes were hidden completely. Thus, 3D printers are 
expected to revolutionize distribution and manufacturing in 
the future [1] – [3]. 

3D printers use a unique process called additive 
manufacturing in which thin layers are formed one by one to 
create an object [4]. This enables forming any structure 
inside the object. We have used this feature in our study on 
the techniques of embedding information inside a 3D printed 
object, and we were able to form fine patterns inside the 
object to express information [5] – [9]. 

The embedding of information inside 3D printed objects 
will enable adding extra value to these objects. For example, 
we can embed information that usually comes with newly 
purchased products into them. Moreover, it will be possible 
to use them as “things” of the Internet of Things (IoT) in 

connecting to the Internet. 
   We have studied some methods of forming fine 

patterns inside a 3D printed object that used a Fused 
Deposition Modeling (FDM) 3D printer with resin as a 
material. One of them is a method that forms internal 
patterns using resin containing a small amount of fluorescent 
dye [10]. Fluorescent dye emits fluorescence when near-
infrared rays are irradiated; therefore, the internal pattern can 
be captured as a high-contrast image using a near-infrared 
camera. This enhances the readability of the embedded 
information. 

So far, we have demonstrated the feasibility of this 
technique and also the possibility of high density information 
embedding by forming inside patterns at double depth [11]. 
This study was conducted using flat surface sample objects 
because they were intended to determine the feasibility and 
because flat surfaces made the experiment easy. However, 
we have to demonstrate that this technique can also be 
applied to many general objects for practical use because 
such objects usually have curved surfaces. This paper 
describes our experiments using objects with curved surfaces 
and the results we obtained.  

The rest of the paper is organized as follows: the 
principle of basic embedding fluorescent dye into a fabricate 
object and its readout method are described in Section II. 
Then, we show the feasibility and method how to embedding 
barcodes under the curve surface and evaluation in Section 
III. Next, Section IV is the results and discussions, followed 
by the conclusion in Section V, respectively.  

II. INFORMATION EMBEDDING USING FLUORESCENT DYE 
The technique of using fluorescent dye for internal 

patterns is illustrated by Figure 1. This technique assumes 
that the resin is used as an object material. Pattern regions 
inside the object are formed using the same resin as that of 
other regions, but they contain a small amount of 
fluorescent dye. Because resin has high transmittance for 
near infrared, the rays reach the internal fluorescent dyes 
when the object is irradiated with near-infrared rays from 
the outside. The light source irradiates light with wavelength 
λE, which excites the fluorescent dye. The fluorescent dye is 
then excited and emits fluorescence. Therefore, a bright 
image of the patterns inside the resin object can be captured. 

19Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-772-6

MMEDIA 2020 : The Twelfth International Conference on Advances in Multimedia

                            26 / 61



Because wavelength λF of the dye's fluorescence differs 
from wavelength λE of the irradiated light, only light the 
fluorescent dye emits enters the camera using an optical 
filter that blocks the light from the source. In our previous 
studies where near infrared rays were used, reflective light 
from the object surface also entered the camera as noise. 
This decreased the readability of the embedded information. 
In contrast, because the technique in this study can block 
such reflective light from the surface, a low noise image of 
the pattern should be obtainable, enhancing readability. 

The patterns cannot be seen with the naked eye from the 
outside using the same color of resins for the body and 
internal patterns even if they are formed in a very shallow 
position from the surface. This is because the amount of the 
fluorescent dye contained in the resin is very small, and this 
hardly changes the color. This is important for applications 
requiring embedded information to remain hidden. 

III. EXPERIMENTS 
In this paper, we focus on applying this technique to the 

curved objects in order to confirm the feasibility to apply in 
practical general 3D objects. Most general 3D objects have 
curved surfaces. The difference in the incidence and 
reflection of light on the curved surface is irregular. It may 
have some effects on the appearance in captured images, 
such as brightness and contrast. Therefore, it could affect the 
readability of the read-out process in the end. Hence, we set 
up experiments to find the appropriate factors in our 
technique concerning when our technique should be applied 
in practical situations. 

A. Sample preparation 
We prepared samples and evaluated the results using the 

workflow shown in Figure 2. The 3D models were built from 
a CAD program. With this step, barcodes containing 
information on the word “Hi” were embedded and hidden 
inside the 3D models, as shown in Figure 3. We varied the 
depth of embedding the barcodes at 0.5 and 1.0 mm, and we 
placed them in 3D models such as a half sphere and a half 
cylinder to compare the effect of the curved surfaces on the 
samples. The space between each line of the barcodes was at 

least 1 mm, and the size of each line was 1 mm. The design 
of the samples is shown in Table I. Then, a sample file was 
generated in the g-code file for slicing. After that, the 
samples were created using a 3D printer with two nozzles, 
one nozzle being a normal ABS and the other being an ABS-
fluorescent dye mixed filament, as shown in Figure 4 (left). 
After printing, we captured images of samples using a near 
infrared camera with a specific optical filter. The barcodes, 
which were embedded inside the objects, would then appear. 
Finally, we scanned the barcodes of the pictures we took and 
compared the readability of each object. 

B. Capture of near infrared images 
We used a near infrared CCD camera with a specific 

optical filter to capture the images of the hidden barcodes 
inside the samples. The resolution of the images was 2048 x 
1088 pixels. The layout of the samples with instruments is 
shown in Figure 4 (right). To read out the data embedded in 
the objects, we used a QR & barcode scanner application 
available on Android and a QR-scanner application available 
on iOS for decoding the barcodes. However, some images 
could not be read out directly from the capturing process. To 
solve this problem, we enhanced them by adjusting their 
sharpness using the sharpness enhancement mode provided 
by Microsoft PowerPoint. Then, we repeated the scanning 

Near infrared camera 

Near infrared light source 

3D printed object 

Inside pattern region 
containing fluorescent dye 

Near infrared light with 
wavelength λL  

Optical filter 
Near infrared light with wavelength λF 
emitted by fluorescent dye 

Figure 1. Basic concept of proposed technique [10] 

Figure 2. Workflow of experiment 
 

Generate 
a barcode 
 

Embed the barcode into a 3D model 
and generate a g-code of that model 
 

Print 3D samples with 
a 3-nozzle printer 
 

Scan the barcode from the pictures and 
compare the readability of each sample 

Space ≥ 1 mm 

Bar code 

Cross section 

Body 

Diameter: cm 

0.5, 1.0 mm 

Figure 3. Cross section of our sample used in the experiment 
 
 TABLE I. DESIGNED SAMPLES IN EXPERIMENTS 

3D Model Diameter (cm) 
Depth of barcode from 

surface (mm) 

Sphere 8 
0.5 
1.0 

Cylinder 4.5 
0.5 
1.0 
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step. The enhancement process is shown in Figure 5.  
We tried to read out the barcodes using the automatic 

barcode scanner application ten times and reported the % 
accuracy, both in before and after enhancement images, as 
determined with the following equation. The accuracy 
measures how it is easy to access to readout barcodes—
change to word or some understandable information.  

 

 (1) 
   

IV. RESULTS AND DISCUSSION 
Table II shows the 3D models of the half spheres and 

cylinders after printing them with the bar code depth varied 
at 0.5 and 1.0 mm below the surface and the readout results, 
respectively. Notice that we could not see the barcodes from 
outside all of the samples. Thus, the barcodes were hidden 
completely. 

When the depth of 0.5 mm was used in both the half 
sphere and cylinder surfaces, the barcodes could be read out 
within a second (almost immediately), and no sharpness 
enhancement was needed. We could decode from the 
captured images directly. 

Nevertheless, for an embedding depth of 1.0 mm, both 
the half sphere and cylinder surfaces could be read out using 
the same application, but more time was needed, along with 
an ideal position to read the barcodes. Thus, the sharpness 
needed to be improved. After sharpness was enhanced, they 
could be read out within a second (almost immediately). 

Also, the results of the embedding depth of 0.5 mm were the 
same. 

The samples of the embedding depth barcode of 1.0 mm 
could not be read out directly because of the irregularity of 
incident and reflect lighting on the curved surfaces. The 
curves of the surfaces made the distance different between 
the barcodes to the light and camera in each area. The center 
of the curves was the highest. Hence, we could capture the 
images very clearly because they were near the camera and 
in the point of focus. However, the barcodes at the curved 
rims were the farthest from the camera, making the capture 
images from this area very blurry and unreadable because 
they were out of focus. 

However, after the enhancing process, the barcodes could 
be read out effectively. We tried to enhance the sharpness of 
images in both the 0.5 and 1.0 mm samples. The results were 
that they could be read smoothly. That let us know that the 
sharpness was an important factor for our technique to 
ensure the readability of the hidden barcodes inside 3D 
models. Hence, we will utilize our method to enhance the 
sharpness of captured barcode images for effective readouts 
when our technique will be applied in practical applications 
for embedding information in general 3D models, the main 
target for our study. That will make the information on 
decoding more accurate and make the readability more 

efficient.         
Moreover, we will endeavor to embed QR codes instead 

of barcodes in future work because they can increase the 
amount of embedded information, though they will increase 
the difficulty of readouts. With the principle of reading out 
the barcodes, the patterns just clarify only a tab where the 
length is greater than the width at a propagation of 2:1. This 
will make the barcodes much easier to decode than QR codes. 
For QR codes, all of their positions have to be completely 
clear. The rim of the curved surfaces mainly cause a problem 
with reading because the images are blurry and the codes 
distort (caused by the shape model and printing), as shown in 
Figure 6. Thus, we have to determine feasibility in future 
work for this reason.  

V. CONCLUSION 
We proposed a technique of non-destructively reading 

out information embedded inside curved objects using near-
infrared light. We determined the feasibility of applying our 
technique to general non-flat models by creating 3D curved 
samples, such as spheres and cylinders, by varying the depth 

Infrared 
camera 

Optical 
filter 

Infrared LED 

Sample 

Figure 4. Experiment setup: (left) a two-nozzle printer, (right) 
Layout of instruments for evaluation 

 Figure 5. Enhancement process: (left) before enhancement, 
(right) after enhancement by adjusting sharpness 
 

Figure 6.  Problem of barcode at the rim of the curved surface model 
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below the surface of barcodes between 0.5 and 1.0 mm, and 
by comparing the same model with different barcode depths. 
The results showed the feasibility of hiding the barcodes 
inside the objects so that no one can see even part of them 
from the outside and the feasibility of decoding all the 
barcodes correctly with 100% accuracy. The best barcode 
depth for embedding was found to be 0.5 mm. Although, at 
the depth of 1.0 mm, we could not read out the barcodes 
directly from the captured images, enhancing the process 
helped with reading out the barcodes correctly. We found 
that sharpness was an importance factor of readability in our 
technique, for both 0.5 and 1.0 mm surface embedded 
thickness. We can choose to embed information at a depth of 
0.5 mm from the surface in 3D printed objects. At this depth, 
we do not need any sharpness enhancement to read out 
information, ensuring the best conditions, convenience, and 
efficiency for use in practical applications. The target of our 
study is to apply our proposed method to cover all cases of 

real-world printed objects in the future. Thus, we will also 
try to embed QR codes instead of barcodes in both flat, 
curved, and general surfaces in order to increase the amount 
of information embedding effectively.  
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Abstract—In both studio and live performances, professional
music DJs in an increasing number of popular musical genres
mix recordings together into continuous streams that progress
seamlessly from one song to the next. When done well, these
create an engaging and seamless experience, as if they were part
of a single performance. This work introduces a new way to
provide that continuity using not only beat matching, but also
frequency-dependent cross fades. The basis of our technique
is derived from the well developed technique of visual-seam
carving, most commonly found in computer vision and graphics
systems. We adapt visual seam carving to indicate the times at
which to transition specific frequencies from one song to the
next. Additionally, we also describe a way to invert the melded
spectrogram with minimal computation. The entire system works
faster than real-time to provide the ability to use this system in
live performances.

Keywords–Music; Seam Carving; Tempo Estimation; Beat
Matching; Spectrogram Inversion

I. INTRODUCTION

Music is used as a background to many of our daily
activities. Minimizing the perception of breaks or sudden
changes to the music can ensure that obtrusive start-stop
artifacts do not hinder our focus on our principal activity, be it
exercising, socializing, dancing, or concentrating on work. In
the context of parties and nightclubs, many professional DJs
have mastered the art of maintaining the illusion of continuous
music, even while moving from one song to another.

The area of song-sequence selection (what order to play
songs) is widely researched [1][2], especially now that numer-
ous streaming-music services are available [3][4]. However,
most of these services do not smoothly transition from one
song to another. They offer “focus mixes”, “party mixes”, and
“workout mixes”, where the best user experience would be
to have the songs flow into one another, but they keep the
tracks clearly separated in playback. Even when automated
mixing is provided, if it is not done well, users are likely to
avoid the feature [5]. There are software packages for mixing
songs (e.g., [6]) but these rely on time-domain beat matching
and cross-fading, without regard to the different energy and
matching profiles across different frequency ranges. Other
prototype systems, such as those in [5][7][8] have tackled

Figure 1: A seam is chosen as the center for the combining of two
images after they are registered to each other.

the task of consecutive song-melding, using and extending
the commonly used beat matching baseline. In particular, [5]
calculates specific timbre, chrome, loudness, and “vocalness”
features to help select the best transition points.

Our work, in contrast to that described above, does not
calculate explicit features. Instead, we tackle the song-mixing
task by moving to the frequency domain and using techniques
from visual scene carving [9]. To redefine this primarily visual
tool for use in audio, we begin by using the spectrogram as the
fundamental “image” on which operate. A brief description of
seam carving is provided next.

Originally, seam carving was developed as a technique for
image resizing that takes into account the content of the image
but many researchers found a practical use beyond image
cropping: image stitching and compositing [10][11][12][13].
When two images (e.g., aerial photographs of the ground)
are to be stitched together, the overlapping regions may have
blurring or “ghosting” if naively placed on top of each other.
To address this, after the images are registered to each other, a
seam is found within the overlapping region of the images.
As illustrated in Figure 1, the seam is used as the anchor
from which the blending is done; the pixels around the
seam are weighted and merged together. The best results are
achieved when the seams between the two images travel on
a path which introduces the least change in the local visual
structure, as measured by gradient magnitude on the composite
result. This seam can be found using straight-forward dynamic
programming. See [14] for a particularly good explanation of
the process.

The parallels from image stitching to the task of audio
melding are clear. Analogously, we are given two songs to
“stitch” together. If done poorly, for example with incorrect
registration, the equivalent of visual ghosting will occur. We
attempt to reduce the amount of such distortions and sonic
“muddiness” in the resulting blend by finding a low energy
seam within the well-aligned spectrograms of the two songs.

To make the system suitable for practical use, note that
even though we operate in the frequency domain, requiring
spectrogram inversion, we are able to complete the process in
less time than it takes to play the melded songs, due to careful
attention to keeping our operations local.

As outlined in Section II (with details in the appendix),
our system splits tempo estimation, speed adjustment, and
beat alignment from the seam carving itself. Section III then
describes our approach to selecting the frequency-dependent
start and end of the seam carving on the aligned spectrograms.
In Section IV, we introduce improvements to spectrogram
inversion [15], allowing us to limit our inversion computation
to the time intervals around each song transition, instead of
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Figure 2: Correlation coefficients, ρ[l] (left), and tempo measure
curves, t[l] (right), for segments with a weak (top) and a weak
(bottom) beat. (Selected tempos shown with arrows.)

needing to coordinate across the full play list. Finally, Sec-
tions V and VI provide results and conclusions, respectively.

II. PRE-PROCESSING, TEMPO ESTIMATION AND
ALIGNMENT

Many of the existing DJ systems are based on tempo
estimation and matching. This is also the first conceptually
interesting part of our system. However, for robustness to
recording durations, we start by trimming silences from the
end of the “current” song (the song that is coming to an end)
and from the beginning of the “next” song (the song that is
starting). On these silence-trimmed tracks, we then compute
the spectrogram for the last/first 40 seconds of the current/next
songs. (The detailed parameters for our spectrograms are
provided in our appendix.) Going forward, we will refer
to these 40-second duration spectrograms from the end of
the current songs as the current segment, and the 40-second
duration spectrograms from the beginning of the next songs as
the next segment.

We estimate the tempo on both the current/next segments,
so that we can match beats during segment alignment. As
detailed in the appendix, we use an approach that is somewhat
similar to beat histograms [16], using the coherence of the
beat’s sub-harmonics to clarify which peaks in the auto corre-
lation correspond to stable repetitions. Operating only on the
40-second segments at the end/beginning of the current/next
songs, we can determine a list of candidate tempos. Using
Figure 2 as an example, the current song (top) has a weak
tempo (only 0.016 by our differential-strength measure) which
is most prominent at 1.04 sec/beat, but with two weaker
alternatives at 0.69 and 0.93 sec/beat, while the next song
(bottom) has a very strong tempo (0.25 by our differential-
strength measure) which is most prominent at 0.89 sec/beat
(and several secondary candidates).

We use our estimated tempos for our current and next
segments to resample their spectrograms in a way that the
two tempos appear the same, balancing the strength of each
candidate pairing with the likely audibility of the speed change
that the pairing would require. Continuing with the example
from Figure 2, we find our best balance between these factors
leads us to use a 4.2% speed-up (pairing the 0.93 and 0.89 sec-
per-beat candidates). We (in effect) resample the current/next

a) (continuing from Figure 2)
weak- to strong-tempo speeds

b) strong- to weak-tempo speeds

Figure 3: Example speed profiles for transitions between different-
strength tempos.

Figure 4: Carving of aligned spectrograms: overlapping aligned
spectral sections (left/right) and mask used to meld them (center).

spectrograms to bring the two tempos into alignment, using
a speed profile that will minimize the probable audibility of
the speed change (Figure 3-a). Since the next segment has a
much stronger tempo than the current segment (0.25 vs 0.016),
making any speed changes in the second half of the meld more
audible than they would be in the first half, we use a speed
profile that keeps this second half at the natural speed of the
next segment. Figure 3-b shows the speed profile that would
be used is the current segment had a stronger tempo than the
next segment. Either way, the speed changes during the weak-
tempo portion of the meld. This accommodation is possible
using the resampling approach described in Equation 1.

With these known resampling profiles, the spectrograms
can be cross-correlated to determine the best offset (in their
respectively resampled timelines) to bring their beats into
alignment. It is these two (resampled) beat-aligned sections
that we will be melding. In a loose analogy to visual image
compositing, we now know how to warp and register the two
images. Next, we describe how to complete the melding.

III. FREQUENCY-DEPENDENT CROSS-FADE USING SEAM
CARVING

At the completion of the pre-processing and alignment
steps (described in the appendix), we have two time-aligned
(and tempo-aligned) spectrograms. Now, we need to determine
where and how to merge them. As with traditional visual seam
carving, we want to transition from one spectral “texture” (the
current segment) to another (the next segment) in a way that
hides the transition. As with seam carving, we want the length
of the “carving line” through the spectrograms to be compact
in order to minimize that distortion to the underlying content.
Sometimes, the best solution will be a vertical carving line,
since that will give undistorted content on each side of the
carve for the maximum amount of playback time. As will be
shown, this simple approach will fail, however, when there is
significant amounts of energy impacted by this choice.

Knowing that we are operating on spectrograms that will
need to be (approximately) inverted to return to the temporal
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domain, we also want the transition between the spectro-
grams to respect the continuity needed for a valid inversion.
Otherwise, when we try to invert the carved composite, we
may create artificial onsets and even sharp “pops,” since the
desired composite does not resemble any valid magnitude
spectrogram that can be accurately inverted. Therefore, instead
of determining a single carve point for each spectral band, we
instead determine a starting and ending time for a linear cross-
fade within that band. To avoid degenerating to a single cut
point, we require a minimum separation of 0.5 sec. between
the start and end points.

The temporal-compactness and texture-matching con-
straints between the carving start-end lines can be addressed
with dynamic programming. This starts with the lowest fre-
quency bands, determines the “quality” of each possible start-
end point by examining the local texture alignment: if the two
underlying textures between the start-end points are similar, the
quality of that pair is given a high score and the opposite if they
are dissimilar. From each starting state for the lowest frequency
band (where the starting state is the start-end value and its
computed quality), we move to the next higher band. We do a
similar evaluation on the texture alignment for this band. The
combination of these, along with a penalty to the accumulating
quality for non-vertical transitions in the start-end points, can
be easily incorporated in the dynamic programming procedure
for efficient consideration of all the possibilities.

There are two important refinements that we make to the
standard dynamic-programming solution. The first refinement
adjusts the approach for the fact that we expect longer coherent
phase lengths in the low frequency bands. Stated another
way, we expect the best transitions to be shorter (in time)
at high frequencies than at low frequencies. As we move
up the frequency axis with our solutions, we only penalize
position changes in the start-end times that either lengthen the
distance between those points, relative to the previous (lower-
frequency) band, or that change the center of the cross-fade
relative to its position in the previous (lower-frequency) band.

The second refinement is to group the frequency bands in
a mel-scale–like spacing [17]. This greatly speeds up the time
that it takes to find our proposed solution, to the point that most
of the solution time is done in spectrogram inversion, even
with the improvements that we discuss next. For the examples
shown in this paper, we used 16 spectral bands, going up to 8
kHz.

Figure 4 shows a specific example. The overlapping por-
tions of the two time- and tempo-aligned spectrograms are
shown on the left and right sides of the figure. Using dynamic
programming, we determine the best mask (center), based on
the quality of the energy match within each frequency region
minus the moving-center and lengthening-transition penalties
described earlier. For the shown example, using that dynamic-
programming–optimized selection, the left edge of the meld
is the earliest overlap slice and the right edge for the bottom
14 spectral regions is at the latest overlap slice. For the top
two regions the end of the cross-fade moves closer to its
start. Having found these optimal start and end points, we
linearly fade the spectrograms between them. Beyond the
mask, the melded spectrogram is identical to the current or
next spectrograms. In this example, the current spectrogram
segment is used (without change) to the left of the shown
regions and the next spectrogram segment is used to the right,

as well as in the upper right side of the shown region.
Next, we describe localized spectrogram inversion, so we

can avoid having to regenerate all of the audio samples for the
full song durations.

IV. LOCALITY-CONSTRAINED SPECTROGRAM INVERSION

After the audio is combined along the seam, we have a
combined magnitude spectrogram. This includes large sections
of the current and next songs that need to remain completely
unchanged in the temporal domain. Note that these sections
have not been altered within the combined magnitude spectro-
gram; however, we need to ensure that they remain unchanged
in the phase/temporal domain.

This is different than the typical spectrogram inversion
where we have no phase constraints but, by adding these
constraints, we are able to massively reduce the amount of
computation needed. Instead of having to reconstruct full
(melded) songs, we only need to reconstruct the melded
sections of the songs and abut those with the (truncated)
original temporal waveforms. Importantly for deployment and
large-scale processing, this isolates the melded regions from
each other: if we want to meld together hundreds of songs,
for hours of seamless music, we can easily do this in parallel,
making the process (in this example) hundreds of times faster.

The change to the spectrogram inversion is to keep copies
of the complex spectrograms from the current and next seg-
ments (that is, the 40 seconds at the end of the current song and
the beginning of the next song that we computed in Section II.
We use the full complex values as our constraint for all of the
non-overlapping sections of the spectrograms: since they are
not changed by our speed changes or our carving/cross-fading,
those sections of the complex spectrograms remain valid and
we can exactly match them by their outermost edge (where
we want to splice their inverted values to the time samples of
the original songs). The process is a very simple change to the
classic Griffin-Lim inversion algorithm[15]:

• From a hypothesized complex spectrogram: Create
a temporal sequence using the weighted overlapped-
added values given by the inverse Fourier transform to
the slices. This becomes your hypothesized temporal
sequence.

• From a hypothesized temporal sequence: Create a
complex spectrogram, using the parameters from Sec-
tion II. Modify this complex spectrogram by:
◦ In the areas where we do not have phase

constraints, rescaling the magnitudes of the
spectral components to match our melded
spectrogram.

◦ In the areas where we have both phase and
magnitude constraints, replacing the spectral
components with those dictated by those con-
straints.

This process is repeated until the desired quality of conver-
gence. One additional trick that speeds the convergence is to
start with a phase estimate in the melded regions that is the
weighted average of the phases from those locations in the
two original songs. This requires a little extra bookkeeping,
since it requires keeping track of the speed profiles used in the
melding but, in our experiments, it does reduce the number of
iterations needed by a factor of 4-5 times. We find that we
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Dido “Loveless Hearts” to “Day Before We Went To War”.
overlapping length: 5 sec; speed change: 4.1% increase; tempo
strength: 0.031, 0.032

Everlast “This Kind of Lonely” to “Soul Music”.
overlapping length: 11.67 sec; speed change: 4.8% increase; tempo
strength: 0.028, 0.022

Liz Phair “Shatter” to “Flower”.
overlapping length: 7.11 sec; speed change: 17.3% increase; tempo
strength: 0.009, 0.029

Figure 5: Selected examples of meld transitions that were audibly
indistinguishable from beat-aligned cross fading. The similarity in the
two versions is to be expected, since there is no significant frequency
dependence in the meld profile.

can create high quality results using this approach in 3-10
iterations, depending on the sound complexity.

V. PUTTING IT TOGETHER: EXPERIMENTS AND RESULTS

For our evaluation, we used four albums and genres from
different artists: a 14-song electro-house album In Search of
Sunrise I by DJ Tiesto, an 11-song electro-pop album Girl
Who Got Away by Dido, a 15-song hip-hop album White Trash
Beautiful by Everlast, and an 18-song Indie-rock album Exile
in Guyville by Liz Phair. The evaluation was conducted in two
manners. The first was a continuous listening to the full melded
albums. This ensured that there were no unexpected artifacts in
the full sequence that would not be observed from listening to
the reconstructed music only near the transitions. The second
was listening to two alternatives: the full melding result, using
the approach described in the previous sections and comparing
it to three simpler versions: (1) simple cross fading, (2) beat-
aligned cross fading with a fixed speed profile, and (3) beat-
aligned cross fading with the speed profile determined by the
beat prominence. The alternatives were presented as 40-second
snippets of sound, centered at the transition.

For the first test, there were no unwanted artifacts in
the full album listening tests. This ensures that we were not
overlooking issues in joining our (cropped) original song audio

Liz Phair “Explain It To Me” to “Canary”.
overlapping length: 15 sec; speed change: 2.2% increase; tempo
strength: 0.029, 0.010

Dido “Let Us Move On” to “Blackbird”.
overlapping length: 15.0 sec; speed change: 4.2% increase; tempo
strength: 0.016, 0.238

Everlast “Ticking Away” to “Pain”.
overlapping length: 14.4 sec; speed change: 4.8% decrease; tempo
strength: 0.054, 0.032

Liz Phair “F*** and Run” to “Girls! Girls! Girls!”.
overlapping length: 14.9 sec; speed change: 5.4% decrease; tempo
strength: 0.070, 0.030

Everlast “Sad Girl” to “Ticking Away”.
overlapping length: 15.0 sec; speed change: 8.3% decrease; tempo
strength: 0.038, 0.040

Dido “Go Dreaming” to “Happy New Year”.
overlapping length: 15.0 sec; speed change: 12.1% decrease; tempo
strength: 0.064, 0.112

Figure 6: Selected examples of meld transitions that were audibly
better than beat-aligned cross fading. In particular, the frequency-
dependent profile to the meld helps avoid muddled notes in the upper
registers.
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waveforms with the waveforms that we compute using our
local phase-constrained spectrogram inversions of the song
transitions. This validates our approach for making this feasible
for large-scale deployment.

For the second test, in every case, the melded transitions
were judged better than the cross fade without beat alignment.
If the tempo measure is strong, simple cross fade is immedi-
ately perceived as worse, since two beats are clearly heard at
offset times to each other. When the tempo measure was weak
for one or both songs, the loss in quality was less extreme but
there still was the impression of a “muddier” sound.

In contrast, for some transitions, we could not hear a
significant difference between the melded transitions and the
beat-aligned cross fades. This was especially true for the
electro-house album: in these cases, the continuity of the
beat through the transition completely overwhelms any finer
grain evaluation. However, we also found at least some of
the transitions in each of the other genres we considered
were handled just as well by beat-aligned cross fades as by
our melding approach. Why did this happen? Our system
was able to automatically find a nearly identical carving
path to the beat-aligned cross fade (see Figure 5). In these
cases, based on the audio spectrograms, it made sense to cut
the frequencies together. Since our carving penalty criteria
often favors frequency-independent profiles, there was little
difference between the beat-aligned cross fade and the meld
in these cases.

Most importantly, however, there were many cases in which
the frequency transitions should not have been done at the
same time, even for beat aligned snippets. Figure 6 shows six
samples from this set. Here, the transitions took on a very
different profile from the straight cuts shown in Figure 5.
In these cases, the melded transitions were audibly judged
better than the alternatives. Qualitatively, the difference was
most noticeable in how muddled the high notes of the music
sounded. The melded transitions did a better job in avoiding
“doubled up” notes in these higher registers.

VI. CONCLUSIONS

By combining techniques taken from visual seam carving
with tempo analysis and beat alignment, we are able to create
seemingly continuous musical performances from separate
song recordings. Our approach allows the non-uniform cross-
fading of two songs by examining where the frequencies best
overlap. We are able to compute the melded waveform in a
way that allows it to be used directly with the main body
of the original recordings, greatly reducing the amount of
computation needed in spectrogram inversion and allowing for
parallel processing of long play lists.
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APPENDIX
TEMPO MATCHING AND SEGMENT-LEVEL ALIGNMENT

Our system operates on the spectrograms of the end/start
of the songs that we are melding. After silence trimming, we
compute the spectrogram on the last/first 40 seconds of each
track. We use a frame length of 50 ms, extracted by a Hanning
window [18], with factor of four overlap (i.e., a 12.5-ms step
between frames). The FFT size that is used is the next power
of two greater than twice the frame length: for example, using
a sample rate of 16,000 samples per second, the FFT size
is 2048. If the underlying audio rate is greater than 16,000
samples/sec, we do the full bandwidth transform to generate
spectrograms that will be used during the inversion process.
For the sake of computational efficiency and reproducibility
we do most of our processing on the bottom 8 kHz of the
spectrogram.

To estimate the tempo, we start from ρ[l], the correlation
coefficient for each segment lag, l (Figure 2 left). While
peaks can be seen in ρ[l], the profiles are still often very
noisy, making it difficult to determine the best candidate beat
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duration. To overcome this limitation, we compute a sub-
harmonically reinforced, differential tempo measure, t[l], from
ρ[l]:

t[l] =
1

Nl

Nl∑
i=1

ρ[il]− (mρ[i− 1, l] +mρ[i, l])/2

mρ[j, l] =
(j+1)l−1

min
k=jl+1

ρ[k]

The measure is locally (in the lag space) differential since,
for a lag l, it uses the strength difference in ρ[il] at the ith
sub-harmonic of l and the minimum values of ρ within one
period on either side, reducing the main lobe effect seen in
the auto-correlation function and suppressing halved tempos.
Sub-harmonic re-enforcement is provided by these difference
values on integer multiples of a fundamental period. When
there is a consistent tempo, this differential measure brings the
tempo peaks into sharp relief. With this differential measure,
0.25 is a very strong beat and below 0.01 corresponds to
a weak or inconsistent tempo. Therefore, for each of the
current/next tempo curves we collect the lags and strengths
of all of the peaks that are above 0.01 and above both of
its closest neighbor lags. We use these two sets of candidate
tempos and strengths ({TC [k]} and {Sc[k]} for the current
segment and {TN [k]} and {SN [k]} for the next segment) to
determine how we will change the speeds of the segments to
allow for beat alignment.

We look across all the pairs of TC [kC ] and TN [kN ]
to find the pair that gives the strongest combined strength
S[kC , kN ] = Sc[kC ]+SN [kN ] with the least noticeable speed
change γ[kc, kN ] = TC [kC ]/TN [kN ] − 1. To balance these
criteria, we first collect all of the (kC , kN ) pairings which
give a speed change (γ) within a user-specified allowed range
(e.g., -15% - 25%) and penalize the combined strength by the
perceptible speed change: S[kC , kN ]×(1−max(0, |γ[kc, kn]|−
γthres)) where γthres is, for example, 5%.

Our final result from this stage is a speed change γ as well
as the maximum strengths of tempo peaks seen in each song,
Sγ,C = max{SC} and Sγ,N = max{SN}. We know that,
to match the tempos using this pairing, we need to play the
current segment at γ+1 of the speed of the next segment. We
use the maximum tempo strengths to determine the profile for
that speed change, over the course of the overlapping sections,
since a speed change in the stronger-tempo segment will be
more noticeable than that in the weaker-tempo segment.

Given the relative speeds we need to use to match the
tempo of our current and next segments, we could explicitly
resample one segments using a constant speed of 1 + γ (if
resampling the current segment) or 1

1+γ (if resampling the
next segment). However, for minimal detectability, we want
the speed transition to smoothly move from the natural speed
of the current segment (at the start of the meld) to the natural
speed of the next segment (by the end of the meld). We know
that speed changes are more easily heard in segments with
strong beats; therefore, we bias the transition to maintain the
segment with the stronger beat at its natural speed for a longer
interval.

To do this we create a target speed profile, like that shown
in Figure 3. We allow the speed transition to happen over

between half and the full overlapping section, to reduce the
perceptibility of the speed change on segments with a strong
tempo: when a strong tempo is present, we keep the speed
at that segments natural speed for up to half of the transition
length. We do ensure that at least half of the transition length
is used to go from the current to the next natural speed, to
avoid abrupt changes. We use Sγ,C and Sγ,N in determining
the relative lengths of constant speed sections (if any), RC and
RN according to:

RC,max = 0.5 ∗ Sγ,C
Smax

RN,max = 0.5 ∗ Sγ,N
Smax

RC = max(0,min(RC,max − ε,
0.5 ∗RC,max

RC,max +RN,max
))

RN = max(0,min(RN,max − ε,
0.5 ∗RN,max

RC,max +RN,max
))

ε = 0.5 ∗ Smin
Smax

RC and RN are (respectively) the fraction of the overlapping
section that is played back at the current- and next-segment’s
natural speed. In between, we linearly change speed for the
remaining 1−RC −RN fraction of the overlap.

This set of constraints on speed, along with LF,C the nat-
ural overlap duration on the current segment, fully determines
the (re-sampled) tempo-aligned duration LF according to:

LF = round(
LF,C

(1.0 + 0.5 ∗ γ ∗ (1.0 +RN −RC))
) (1)

With this number of samples on the target speed profile
(Figure 3), the natural-speed duration in the current segment
is LF,C and in the next segment is LF,N =

LF,C

1+γ .
For computational efficiency, we form a (doubly) time-

dependent dot-product matrix, showing the spectral product
of the current and next segments at those (current- and next-
segment) natural times. The dot product is over the spectral
bands but not over time, to allow us to consider different full-
transition durations on our speed profile.

To enforce our 1 + γ relative speeds, we integrate our
dot-product matrix on lines with a 1 + γ slope and with an
intercept determined by the offset time between the current
and next segment. On that line, we sample the integral using
the sampling profile given by Figure 3. The sample spacing
is one unit on the vertical (current-segment-time) axis when
the playback speed is the current segment’s natural speed and
is one unit on the horizontal (next-segment-time) axis when
the playback speed is the next segment’s natural speed (with
intermediate spacings for intermediate speeds).

Since the dot-product matrix is being computed on products
of spectral amplitudes (so, non-negative components), we also
normalize the line-integral value that we get by the separate
power profiles of the resampled overlapping sections, giving a
correlation-coefficient measure.

Using this approach, we find the offset with the strongest
correlation coefficient. We use that offset, with the sampling
profiles to generate the two underlying tempo-aligned, offset-
aligned sections that we will be melding. Section III describes
the process that we use to complete the melding.
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Abstract — Currently, the quality of digital media and the 

quantity of contents are both increasing rapidly. For instance, 

watching e-sport competitions often suffers from unstable 

bandwidth, which causes the video to stutter or have a low 

resolution. In this situation, users will have a negative 

experience. Many situations can cause problems of congestion 

in real-time applications or 3D displays. To solve this kind of 

problem, we attempt to determine an inverse solution 

according to the path. This project adopts a reverse operation 

that reduces necessary data but maintains the same quality 

perception of user experience by utilizing the characteristics of 

the human vision and brain. To explore our approach, we 

develop a prototype that changes the resolution of the image 

according to a user’s habit and shows the part in focus clearly 

while leaving the resolution of the background lower. It selects 

interested sub-image in pictures and only displays them with 

higher quality to achieve a lower transmission requirement. 

This optimization will allow the user experience smoother 

streaming when there is congestion or unstable situations. 

Then, we conduct a preliminary user study to investigate some 

future directions and explore some potential flaws. 

Keywords -- Image processing; deep learning; accelerated 

streaming; media data structure. 

I.   INTRODUCTION  

Regardless of whether virtual or real, required resolution 

is steadily increasing. Moreover, many applications tend to 

develop the 3D aspect, which requires many times the data 

flow of 2D [7]. Therefore, extracting significant areas will 

create an efficient method to reduce congestion and 

instantly increase demand. For example, in real-time sport 

races, there may be many people linking at the same time 

despite it not being a busy period. In that case, the user may 

experience intermittent loading or a low resolution screen, 

as shown in Figure 1. Even when communication equipment 

provides greater bandwith, the data requirement will also 

increase with the bandwidth due to more devices linking or 

a larger data consumption cost. As an analogy, building 

more roads is not the solution to traffic jams, and changing 

the usage habit of transportation is necessary [1].  

 

 
Figure 1. The top is a screenshot at 1080p, and the buttom is a 

screenshot at 240p. When users view these on large size monitors, they 

obviously note the differences between their sharpness [9] 

 

If we can provide a more fluent model, it relieves 

pressure for route and improves performance. In addition, in 

3D, we create a hypothetical scenario. In the future, car 

windows may have augmented reality services, as shown in 

Figure 2, which can show the information about landmarks, 

stores, or traffic warnings. However, drivers may not want 

to display all things all the time, so we can predict the 

driver’s interest and show what he/she needs at that 

moment. In general, we also want to use it in movies, but it 

will be very difficult to recognize, identify, and filter images 

because every scene will have underlying connotations that 

are open to interpretation. 
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Figure 2. Showing out the concept map of car window equips the AR 
device [10] 

                                                         

This paper presents a system that will show everything 

in best quality that the bandwidth allows. When the network 

transmission volume decreases, it will turn on a system to 

sort the hierarchy of subobjects, collect a user’s eye gaze on 

the screen, find the area where the user is looking and train 

the personal interest database by collecting gaze 

information. For the purpose of assuring the video can run 

smoothly in any situations with the same perception to its 

user, it can also record the effect on the user after using this 

system. Based on the above approach, we can determine 

how to enhance this prototype. 

The remainder of the paper is structured as follows. 

Section 2 presents the information about researches that are 

related to the human’s usage of multiple media and papers 

which study the human perceptive influence from media. In 

addition, we compare it with current model to find out the 

adventage of this idea. Section 3 expresses the method how 

we process this problem and proposes a new structure for 

this anticipation. This includes the work in the integral 

architecture and individual steps. Section 4 describes the 

implementation. In section 5, we list the main feedback 

collected from investigations. Last, we make a brief 

summary and indicate the feasible future work.  

II. RELATED WORK 

Scientists have studied human visual attention for 

decades. Some of them focus on understanding the image 

data. Others tried to understand the temporal effect of eye 

motion in videos. Others have attempted to understand the 

behavior within the shot and build a high-level theory. Since 

then, considerable progress in image saliency has been 

proposed, but less work has been performed on video 

saliency. Some researchers working on video saliency have 

built methods by narrowing the thought focus to a small 

frame of candidate gaze location or having a higher result by 

transitioning over time in the video field [2].  

 

In addition to the interaction of viewing and video 

display, considerable information needs to be considered; 

visual attention is not limited to analyzing pictures or image 

processing. The aim of an objective image quality 

assessment is used to evaluate the quality of pictures or 

videos as a human observer. Previous studies have 

investigated the content of pictures related to human 

behavior [3]. However, machine learning technologies have 

flourished recently. This shows better performance in 

processing human traits [4]. In previous researches on this 

issue, most studies determine users’ interests by analyzing 

their habits or studying which image or region attracts 

people’s attention. We now change to the deep learning 

method to find the target. 

 

Recent models almost use “adaptive bitrate streaming” 

technology to solve the problem of automatically adjusting 

video quality. Thus, image resolution also plays an important 

role here, and the resolution of streaming media shown is 

dependent on the network speed. Image resolution finds the 

best fit pixels of the frame for the client, so there are many 

different thresholds for increasing or decreasing the storage 

database [5]. We propose a modification to this structure 

such that the new units will not be the frame but a sub-image 

of the frame with position information [6]. 

 

This work will integrate the above benefits; leading to an 

application evolved to another level that has more interaction 

with humans. 

III. METHOD 

The basic flow in the proposed method is shown in 

Figure 3. The process requires obtaining the video at the 

beginning. First, video is placed in filters to segment and 

crop the image into several sub slices from a complete 

frame. Then, the eye gaze is obtained to indicate areas that 

are interesting to the user. Third, those images are saved 

into a data pool. Next, we compare the trained deep learning 

database and record the user’s private interest orientation. 

Finally, a client part saves the information, and another 

server part is established to save those sliced images. Finally, 

the processed video is shown according to the above steps. 

 

A. Segment / crop image 

In the first step, matrix operations need to be conducted, 

such as 1) shifting to reduce the gradient and trivial pixels in 

a single picture, 2) blurring the original image to make it 

simpler to capture, 3) fuzzing color blocks to create a 

boundary and 4) making preliminarily analyzing the image. 

Then, the raw information is roughly combined with the 

results to crop the main objects of video. This makes it easier 

to distinguish each item in the frame. Then, those target areas 

are defined in boxes, and their location information is noted 

(Figure 4a). These details are recorded in a temporary list for 

comparison with eye gaze location. The next step describes 

how to obtain the eye gaze location. 
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Figure 3. This is the basic system flow that demostrates how to process raw 

video and the design of data structure arrangement 

 

B. Catch the gaze 

The proposed design will learn what part is suitable for a 

user. Therefore, this step is combined with the first step. 

After we conduct the initial process that segments out sub-

objects in the screen, it obtains the user’s gaze to select 

where the main interesting object is, which has to be 

packaged in each frame (Figure 4b). Then, only an 

interested area is showed in high quality, but comprehensive 

perception is still close to a full high quality picture (Figure 

4c). So, the total required data is significantly less than the 

original full high quality picture. The selected object is 

stored in the database and will have priority if the same 

object appears again. This work helps us train the database 

to recognize the same object at a later time. The information 

also promotes the efficiency of segmenting and cropping 

images. Therefore, the first and second steps are mutually 

optimized. 

C. Match / classify label 

We match those selected sub-images to the real 

underlying meanings; just as many things in the real world 

are rich in meaning, it will change according to cultural 

practices [8]. Thus, we should define some similar items in 

the set and then teach the machine to know which meanings 

are the same will be another challenge. There are two main 

works that need to be completed here. One is defining a new 

cluster when we identify an object that cannot be classified 

in the existing set. The other is assigning the object to the 

correct set (Figure 4d). These studies will require deep 

learning technology, as mentioned above, so that the system 

will be able to more quickly and efficiently recognize and 

analyze underlying messages in the real world. We want to 

find a positive method for labeling them. The next section 

explains these steps in more detail. 

 

  
a) Finding the potential objects and segmenting them as the sub-image 

b) Getting the gaze information 

  
c) Showing the eye location in high resolution 

d) Matching with database to build the user’s interest pool  

Figure 4. Descripting the detail of each section [11][12] 
 

D. Build database 

This is the main part of the previous section because 

building the label set is the principal challenge. The difficult 

part is that many things have the same meaning but not the 

same appearance. We need to teach the machine to 

recognize them, create a new set from the data pool, and 

find the characteristics of each set for classification. When 

we match new slices, it needs to mark those features 

because we use “feature matching” to compare the selected 

object and the sets in the database. At high speeds, which 

are often necessary, it is compared with only the common 

features of each set. Therefore, feature extraction will be 

trained by deep learning, which imitates how humans 

recognize an item, similar to how humans can rapidly 

determine implications from small clues. 

E. Storage strategy 

First, some basic concepts should be understood. We 

should learn how videos are saved in current streaming 

platforms. Currently, general frames are saved as complete 

pictures in different hierarchies of pixel levels. Frames are 

defined as the basic unit of a video. However, this system 

will require a slight change so that it mitigates the unit to the 

sub-object, so we need more space to record them or store 

those sub-objects separately at the beginning. Both plans 

need to increase one dimension to link the data to others. 

When the sensor detects a fluctuation in bandwidth, it 

changes the resolution to gradually decrease from the object 

of interest. The system presented in the paper needs a 

complex structure to store data and labels because it has 

considerable information in each frame. Then, we determine 

which type of strategy is suitable for this idea. 

Server side 

 

Client side 
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IV. EXPERIMENT  

This work was developed in the environment of Ubuntu 

18.4, OpenCV3 and Python3. Currently, the basic function 

of the experimental work has completed. This includes 

distinguishing out different things that include the features of 

filtering out the trivial color of images, segmenting out sub 

images by bounding the features of objects and cropping 

them out within a minimum frame box. Next, it matches the 

gaze locate to find the focus location and record the 

information back to a server for the purpose of iterative data 

updating. Then, we use the prepared deep learning database 

which is built by the Keras library in TensorFlow2. It would 

analyze pre-processed target pictures with the image sets in 

the database and list out results (figure 5b). However, auto-

expansion of the image set is necessary for future work. This 

prototype can also track and collect users’ gaze information 

(Figure 5a), in order to make more effective predictions 

according to the users’ habit.  

We built the version for a user study. We set up the 

foremost stable database to represent the deep learning set 

and used the mouse to replace a gaze tracker because it has 

better accuracy and a direct read media source. Others have 

used the same structure and operation as we described above. 

 

   
a)  The advance process and the forecast of objects in frame 

b) Merging the gaze information into procedure 

Figure 5. The print out of surveying vision 

V. PRELIMINARY USER STUDY 

In this section, we present some simple questions to the 

participants in the user study. 1) How does the display 

compare with general videos? 2) Does this application help 

you? 3) Which part should be promoted to increase user 

interest? 4) How does the participant respond after we show 

the demo version, which includes an introduction of the 

concept and a trial of the prototype, depend on their career 

(programmer, video editor and common user). 

First, we provide a survey to the programmers. After they 

used the system, they described two main concerns. They 

considered the speed to not be truly immediate. If this 

technology is going to work on real-time video, this problem 

needs to be solved. Therefore, we consider the main part 

where work on analyzing, segmenting and cropping should 

be built on the server part because those operations require 

very advanced devices to achieve real-time streaming. Only 

gaze tracking and data collection should be embedded in the 

client part. Then, we push this system to mobile devices 

because mobile devices have lower efficiency CPUs. 

Reaching the real-time goal will be the most significant 

challenge. Additionally, this system may sometimes ignore 

the supporting cast in favor of the main characters. This 

results in the related matters being ignored as well. The link 

between objects is too weak, which creates this defect. It is 

also a serious problem in general videos. Movies, music and 

videos all contain many meanings within every sub-image. 

However, the shooting technique is a topic for another paper. 

There are some scattered doubts, such as reducing 

segmentation in each frame, enlarging the minimum segment 

size, using a decreasing method to show the resolution 

around the main object from high to low, or implementing 

this technology in the gaming field. 

We investigated a group of video creators. For these 

creators, the content of their videos is of utmost priority. 

Because media is the method through which they express 

their thoughts, they want to completely convey their ideas to 

the viewer. Therefore, when those potential users consider 

how the system works, they assess whether this technology 

would affect their product. Thus, they concentrate on object 

weight calculation and the weight of interactors in the 

feedback. For example, there is a scene of a competition in 

which we want to know the main object and the competitor. 

There are some comments that indicate that the system 

should provide a function for the creator to set the weight 

when they edit the video. Thus, the creator can have better 

control of the connotations that they want to display to the 

viewer instead of ranking the weight by users’ preferences, 

as it may cause communication errors. They were also 

interested in whether this system would create benefits for 

the video editor. For example, rendering the video to a 

normal format requires considerable time and storage. If this 

new video storage method can speed up the process, it would 

be welcomed by video creators. This potential application 

may lead to some innovations. How it combines with video 

editing or optimizing rendering functions would be another 

use for this system. 

Finally, we surveyed some general users. For those 

participants, we described using scenarios in real-time, live 

shows, and dynamic videos in social network services. This 

feedback contained more varied opinions. The most common 

question was whether 5G will solve this problem. Of course, 

5G offers more bandwidth to the user, then it will enable full 

high quality video transmission more smoothly, but the users 

suspect that the hypothesis would be achieved because new 

services will easily exhaust its bandwidth as mentioned 

before. So, we consider that our approach can be used as 

better countermeasure. Other comments were about 

psychological issues, such as a live sporting race, which can 

also be viewed on a TV using cable to obtain data. If the 

network is not running well, the users have another choice, 

or the video can be pre-downloaded in high quality so that 

they do not need to watch it in real-time; thus, only live 

video would unavoidably fall into that case. Even in the case 

in which clients want to save data, telecommunications 
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providers also provide unlimited data options if they do not 

truly care about the fee. Therefore, only the user who wants 

to watch live when many others are watching, or the network 

is being intensively used would require this system. 

Otherwise, this system will be more beneficial for mobile 

users or if it can provide a function that allows the user to 

select the size of the high-quality area. However, this system 

also has interesting uses in 3D space. For instance, in the 

scenario we mentioned before, one application would be on 

car windows and could determine where the driver is 

looking. It has positive benefits to the driver or passengers,  

 In sum, general users were surprised at this idea. It can 

filter the important information for them. This fresh idea 

earned more interest from the general user. Therefore, these 

plans may become a future blueprint. 

VI. CONCLUSION 

Our goal is going to propose a new architecture for 

streaming video that can play media more fluently in any 

situation. Based on this plan, we develop a prototype with 

several features to achieve it. This prototype equips 

functions to process the raw material which include parsing 

objects inside each frame, segmenting out those items and 

storing their information with crops. Then, we also make it 

can detect gaze positon to collect and track users’ traits. 

Based on both elements, we have sources to do some 

approximate predictions for increasing users’ perception. 

And, we build the deep learning database to practice it by 

Keras. In the experimental drill, we improve some small 

flaws to make it have better performance. Following from 

that, we will research how to execute this application with 

low efficacy consumption and transplant it into 3D 

environment. Next paragraph shows the achievement and 

comment of our idea. After this prototype is finished and a 

more complete user study is completed, this system will 

have considerable potential to be utilized in different aspects. 

There are still many sub-features that are needed to make it 

complete. For example, the training of deep learning 

database still needs to be considered because this prototype 

is using the prepared data source. However, the training 

source needs to come from multiple usage habits for making 

the system practical. So, how to integrate the data from 

users will be another problem. We should perform some 

studies to better understand how human perception detects 

objects on the screen so that we can offer more effective 

applications that can also run on mobile devices. There is 

still a long way to go before mobile hardware can match the 

performance of the high-end computers. Therefore, 

determining which part is the most helpful and transplanting 

this system will be a significant procedure for increasing the 

usage of this system. It is both a challenge and opportunity 

if we can simplify its operation such that it does not need to 

rely on advanced GPUs. It will be an innovation in the 

image processing field. 

 REFERENCES 

[1] J. Gehl, “Cities for People”, Island Press, First Edition,  2010 

[2] D. Rudoy, D. B. Goldman, El.Shechtman and L. Zelnik-

Manor, “Learning Video Saliency from Human Gaze Using 

Candidate Selection”, The IEEE Conference on Computer 

Vision and Pattern Recognition (CVPR), 2013, pp. 1147-1154 

[3] A. Ninassi, O. Le Meur, P. Le Callet and D. Barba, “Does 

where you Gaze on an Image Affect your Perception of 

Quality? Applying Visual Attention to Image Quality Metric”, 

IEEE International Conference on Image Processing, 12 

November 2007 

[4] M. Stewart, “The Actual Difference Between Statistics and 

Machine Learning”, Medium, 2018 

[5] X. Artigas, J. Ascenso, M. Dalai, S. Klomp, D. Kubasov and 

M. Ouaret, “The DISCOVER codec: Architecture, 

Techniques and Evaluation”, In Proceedings of the Picture 

Coding Symposium (PCS'07), Lisbon, November 2007 

[6] W. B. Boyle, “Method and apparatus for storing a stream of 

video data on a storage medium”, US7657149B2, United 

States, 2000R. 

[7] O-Y. Kwon and H-H. Heo, “Apparatus and method for 3d 

image conversion and a storage medium, US8977036B2, 

United States, 2011 

[8] M. Bang, “Picture This – how pictures work”, In Perception 

and composition, Chronicle Books, 20 

[9] https://www.youtube.com/watch?v=JAKQAAxNvvc, 

2019/10/19 

[10] https://www.blippar.com/blog, 2019/10/07 

[11] https://www.youtube.com/watch?v=JAKQAAxNvvc, 

2019/10/19 

[12] https://leagueoflegends.fandom.com/wiki/Twisted_Fate, 

2019/10/21 

 

 

34Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-772-6

MMEDIA 2020 : The Twelfth International Conference on Advances in Multimedia

                            41 / 61



Motion Analysis Using Machine Learning for Vocational Training Support 
 

Haruka Kataoka 
Graduate Student in Architecture 

Polytechnic University 
Kodaira-shi, Tokyo 

e-mail: m19403@uitec.ac.jp 
 
 
 
 
 
 
 
 

Masahiro Yokoyama, Masaki Endo, Norikatsu Fujita, 
Hideyo Tsukazaki 

Division of Core Manufacturing 
Polytechnic University 

Kodaira-shi, Tokyo 
e-mail: m-yokoyama@uitec.ac.jp, endo@uitec.ac.jp, 

fujita@uitec.ac.jp, tukazaki@uitec.ac.jp 

Hiroshi Ishikawa 
Graduate School of System Design 

Tokyo Metropolitan University 
Hino-shi, Tokyo 

e-mail: ishikawa-hiroshi@tmu.ac.jp 
 

 
 

Abstract—Recently in the construction industry, because of the 
declining number of new employees and the aging of skilled 
workers, carpentry skills have not progressed. One means of 
transferring these skills smoothly is to train carpenter 
technicians at vocational skill development facilities. 
Nevertheless, it is difficult to spend much time at the basic tasks 
of carpenters, which include sharpening, chiseling, sawing, 
planing, and nailing, at such facilities. The development of an 
effective teaching method for carpentry work is desired. 
Therefore, we constructed a machine learning system to 
measure and evaluate the movements of unskilled workers. This 
study uses movements of skilled technicians and a questionnaire 
survey to evaluate the developed teaching method for tacit 
knowledge, i.e., intuition or knack, related to planing work. 

Keywords– Big data analysis; Carpenter skill; Component; 
Motion analysis; Planing work 

I.  INTRODUCTION 

Structural forms of Japanese buildings include wooden 
structures, steel structures, reinforced concrete structures, and 
reinforced concrete structures. Among detached houses, 
according to data compiled by the Ministry of Land, 
Infrastructure, Transport and Tourism Construction statistics 
survey report 2018 [1], the percentage of wooden houses 
among detached houses exceeds 80%. Therefore, the wooden 
structure shown in Figure 1 represents the mainstream. 

In areas where wood suitable for building materials is not 
available, such as the Middle East, masonry is commonly used 
to support buildings with walls made of brick or earth. 
Japanese structures use abundant timber. In addition, 
buildings are supported by columns and beams. However, the 
population of Japanese carpenters who produce and maintain 
wooden houses is declining precipitously. According to the 
Census Statistics Bureau, Ministry of Internal Affairs and 
Communications in 1975 [2], and a similar survey conducted 
in 2015 [3], the construction carpenter technician population 

has dropped by more than half in 45 years: from 852,745 
carpenters in 1975 to only 353,980 carpenters in 2015. 
Specifically examining the age structure, the proportion of 
15–39 year old people responsible for the future of the 
industry in 1975 was about 60%. By 2015 it had dropped 
considerably to about 20%. 

 

 
Figure 1.  Japanese wooden house. 

The situation described above has come to represent the 
ordinary state of affairs. Therefore, the architectural carpentry 
industry must confront challenges hindering the passage of 
skills to inexperienced workers. One reason for this acute 
necessity might be that a longer time necessary to acquire full-
time construction skills after starting a job engenders a lower 
retention rate and a higher turnover rate. Therefore, acquiring 
and passing on skills efficiently and rapidly can contribute 
greatly to improving the employment rate of young people and 
to lowering of the turnover rate, in addition to helping to 
resolve shortages of human resources. 
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One means of transferring these skills smoothly is to train 
carpenter technicians at vocational ability development 
facilities. Vocational training at a vocational ability 
development facility is intended to develop and improve 
abilities by enabling students to acquire the necessary 
knowledge and skills for a profession. Because of recent 
diversification of employment, vocational development 
facilities must impart more knowledge and skills. 
Nevertheless, it is difficult to spend much time at the 
carpenter’s basic work in Japanese architecture, such as 
sharpening, chiseling, sawing, planing, and nailing. Therefore, 
an educational method must be developed that can teach 
carpentry work effectively in a short time. 

Planing work, which makes a wood surface smooth and 
glossy, is often applied to pillars in a Japanese-style room 
where the pillars are exposed. The planing work emphasized 
in this study is performed mainly on two pillars, as shown in 
Figure 1. This skill is particularly important for Japanese 
carpenters: improperly performed planing work can leave 
wood splintery and dangerous; also, roughly finished pillars 
will destroy the unique atmosphere of a Japanese room. 

From surveys of technical explanations and research 
papers published in Japan to date, we have learned the knack 
of planing work and how to teach related skills. In addition, a 
questionnaire survey related to planing work was 
administered to skilled workers to elicit planing work tips 
from workers. We also analyzed skilled and unskilled workers’ 
behaviors during planing work. Differences were clarified 
from motion analysis results [4],[5]. 

A huge amount of work and a great deal of time are 
necessary to compare motion analysis results manually. 
Conducting training efficiently requires rapid analysis of 
training data and provision of feedback promptly to trainees. 
Therefore, for this study, we are examining improvement of 
training efficiency using a system that analyzes and visualizes 
big data related to skills that can be acquired during training. 
As described herein, we summarize the possibility of training 
effects by machine learning in the field of vocational training 
based on analysis using k-means method for planing work 
training data. 

The remainder of the paper is organized as follows. 
Section II presents earlier research related to this topic. In 
Section III, we propose a K-means analytical method using 
data collected for planing work. Section IV presents a 
description of experimentally obtained results for our 
proposed method and a discussion of the results. Section V is 
a summary of the study contributions and expectations for 
future work. 

II. RELATED WORK 

Chen et al. conducted a series of studies specifically 
examining motion analysis related to carpentry skills [6]–[8]. 
The studies and the results are described below. 

In one study [6], Chen et al. analyzed the same planing 
work as that examined in this study. They specifically reported 
details of measurement results of one of the four skilled 
workers. Results indicated that the posture during work should 
be “half-body”(diagonally opposite to the planing material). 
Half body is a posture similar to that shown in Figure 2, which 

portrays the posture with one leg before a half step from a 
standing position. 

 
Figure 2.  Half body (diagonally opposite to the planing material). 

They were able to classify planing work into four basic 
forms: a providing planing motion, a cutting motion produced 
by rapid closing of the elbow, a cutting motion resulting from 
a large backward movement, and sudden stopping of the 
planing motion. 

Chen et al. used a motion capture system to analyze 
sawing operations [7]. The report describes comparison of the 
sawing behaviors of skilled and unskilled persons. Results 
highlight their differences during work in terms of the 
forehead position, right arm movement, and saw speed. 
However, that report presented an analysis of few data. Its 
results are therefore regarded as being less generalizable. 
Features common to skilled people and those common to 
unskilled people were not described. Moreover, the analysis 
of measured values used no objective method such as an 
analytical statistical method or a clustering method. 

Research using a Kinect™ device (Microsoft Corp.) for 
motion analysis includes one study described by Kurebayashi 
et al. [8] with a developed system that can animate skeletal 
information measured using Kinect™. Furthermore, the 
system was used for a junior high school class: evaluations of 
the students’ feelings of use were assessed, showing high 
evaluations. Nevertheless, classification and organization of 
student motions were not performed using data obtained from 
this system. 

As described above, several behavioral analyses related to 
carpentry skills have been conducted, but results of only a few 
test subjects have been presented. Moreover, no objective 
method has been applied for data analysis. An earlier report 
[9] explaining various methods used to analyze big data is 
helpful for selecting an analytical method for big data 
obtained from many subjects, as in this study. Therefore, this 
study examines whether a difference between skilled and 
unskilled workers can be extracted by application of the K-
means method, a clustering method, to results obtained from 
numerous test subjects. 
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III. OUR PROPOSED METHOD 

This section presents a description of a method for 
analyzing data with machine learning using training data from 
planing work. 

A. Data collection 

In the experiment, the subject completed eight consecutive 
planing work bouts over the entire length of the work material. 
The subject's movements were measured using a Kinect™ 
sensor. In addition, the force generated during the work was 
measured using a strain gauge load cell (capacity 500 N). 
Figure 3 portrays the positional relation and axes for Kinect™ 
and the test subject. 

Kinect™ is prone to misrecognize skeletal information 
when measuring from a perspective that includes overlapping 
of body parts (e.g., the position information of the right and 
left elbows is switched). Therefore, Kinect™ was installed to 
give a perspective by which the body parts overlap to the least 
extent possible during operations, thereby mitigating 
misrecognition. The relation between the load direction and 
the axis during the planing operation is designated as the X 
axis; the pulling force is along the Y axis, with pushing force 
also occurring along the horizontal axis. The Z axis shows 
pushing force in the vertical direction. 

 
Figure 3.  Kinect™ and the subject's positional relation and axes         

(unit: mm). 

The work material was Japanese cypress material of 50 
mm width and 105 mm depth. The material length was 2000 
mm. The plane used for measurements was a replaceable 
blade-type intermediate finish plane. The plane blade 
adjustment was left to the working subject. Table 1 presents 
characteristics of five skilled workers (group J) and 10 
unskilled persons (group M). The author conducted motion 
analysis for them at a laboratory of Polytechnic University. 

Group J in this study mainly comprises artisans who have 
won prizes in the Skill Grand Prix. All were first-class 
technicians. Skills Grand Prix is a tournament for those with 
level 1 technical skills, especially those with outstanding skills. 
Group M members were 10 unskilled people: 5 third-year 
students and 5 fourth-year students from a Japanese 
polytechnic university studying architecture in 2018. 

 
 
 

TABLE I.  CHARACTERISTICS OF SKILLED AND UNSKILLED PERSONS 

No. 
Hei 
ght 

(cm) 

Dom 
inant 
hand 

Dom 
inant 
eye 

Age 

Carp 
entry 
exper 
ience 
(year) 

Teac 
hing 
his 

tory 
(year) 

Remarks 

J1 165 Right Right 62 45 35 
Skill Grand Prix  

1st place 

J2 165 Right Right 72 55 40 
Skill Grand Prix 

1st place 

J3 161 Right Right 67 49 28 
In-house training 
school instructor 

J4 177 Right Right 38 23 18 
Skill Grand Prix 

2nd place 

J5 172 Right Right 39 16 10 
Certified training 
school instructor 

M1 178 Right Right 21 4 0 
PTU, Arch, 

major 4th year 

M2 177 Right Right 22 4 0 
PTU, Arch. 

major 4th year 

M3 173 Right Right 21 3 0 
PTU, Arch. 

major 3rd year 

M4 174 Right Right 22 4 0 
PTU, Arch. 

major 4th year 

M5 165 Right Right 21 3 0 
PTU, Arch. 

major 3rd year 

M6 180 Right Right 20 3 0 
PTU, Arch. 

major 3rd year 

M7 170 Right Right 21 3 0 
PTU, Arch. 

major 3rd year 

M8 168 Right Right 20 3 0 
PTU, Arch. 

major 3rd year 

M9 178 Right Right 22 4 0 
PTU, Arch. 

major 4th year 

M10 177 Right Right 22 4 0 
PTU, Arch. 

major 4th year 

B. Preprocessing 

We used software (MATLAB; The MathWorks Inc.) to 
analyze skeleton position data measured using Kinect™ at 
0.03 s intervals. Table 2 presents data for one subject that were 
processed. Table 2 presents XYZ-axis values for 20 points of 
skeletal position data during planing work obtained from one 
shooting: the first column shows waist X axis data; the second 
shows waist Y axis data; and so on. 

TABLE II.  DATA EXAMPLE (BEFORE PROCESSING) 

Time 
(s) 

Waist 
X-axis 
(mm) 

Waist 
Y-axis 
(mm) 

Waist 
Z-axis 
(mm) 

Spine 
X-axis 
(mm) 

Spine 
Y-axis 
(mm) 

0.03 -40.239 -762.46 1057.8 -37.527 -757.54 

0.06 -40.121 -762.30 1057.8 -37.435 -757.48 

0.09 -39.452 -760.96 1058.0 -36.798 -756.52 

0.12 -37.735 -757.84 1057.9 -34.922 -753.77 
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Time 
(s) 

Waist 
X-axis 
(mm) 

Waist 
Y-axis 
(mm) 

Waist 
Z-axis 
(mm) 

Spine 
X-axis 
(mm) 

Spine 
Y-axis 
(mm) 

0.15 -35.893 -754.11 1058.5 -32.863 -750.72 

0.18 -32.994 -750.87 1057.8 -29.517 -748.11 

0.21 -29.873 -747.39 1056.8 -26.216 -745.33 

0.24 -27.388 -743.58 1055.5 -23.721 -742.15 

0.27 -25.869 -740.55 1055.5 -21.958 -739.66 

 
Among the data for 20 points of skeletal position 

information in Table 2, skeleton position information of the 
head, shoulder, waist, and left hand, which has been 
emphasized in earlier studies, is the subject of analyses in this 
study. Using these data groups, the data were processed into a 
machine-learning format for analysis using the k-means 
method. Table 3 presents an example of a dataset obtained by 
processing information related to the head, shoulder, waist, 
and left hand for each subject. 
 

TABLE III.  DATA EXAMPLE (PROCESSING FOR CLUSTER ANALYSIS) 

J1, 1st 
experiment, 
2nd plane 

J1, 1st 
experiment, 

3rd plane 
… 

J1, 1st 
experiment, 

7th plane 

J1 2nd 
experiment, 
2nd plane 

… 

-382.37 -410.78 … -306.42 -352.84 … 

-377.42 -399.05 … -308.62 -357.03 … 

-376.92 -396.86 … -299.68 -357.81 … 

-364.65 -394.47 … -299.32 -356.31 … 

-363.17 -389.36 … -298.31 -349.42 … 

-360.46 -385.36 … -291.69 -328.33 … 

-364.44 -369.31 … -289.85 -333.24 … 

-355.89 -364.90 … -284.37 -337.13 … 

-351.41 -348.89 … -279.63 -334.60 … 

 
Data in Table 2 include those of eight consecutive planing 

works. Therefore, the data in Table 3 are divided into those of 
six planing works excluding the first and last planing work 
pieces. The time-series data of the location information for 
each planing work of each subject are arranged in one column 
as one dataset. A dataset for each XYZ axis value comprises 
head, shoulder, waist, and left hand data. Therefore, 12 
datasets are handled as one-dimensional data. 

For preprocessing, data are standardized: the average of 
each column data becomes 0. The time series of the data were 
also checked: abnormal behaviors (values that should have 
increased had decreased, etc.) were excluded from time series 
data for the corresponding single-cutting operation. 

The time required for a planing work piece differs every 
time. Therefore, the number of lines of motion data obtained 
in time-series differs for each planing work piece. Therefore, 
the number of rows in the dataset must be unified. Based on 
the planing operation with the longest planing work time, the 

blank after the other planing work was filled entirely with 
zeros. 

C. Analytical method 

Collecting large amounts of data has become easier 
because of improvements in computer processing speed and 
communication infrastructure. Furthermore, big data are 
analyzed and used in various fields. Performing this big data 
analysis manually would be very expensive and impractical. 
For this reason, machine learning, which can automatically 
obtain accurate results from large amounts of data in a shorter 
time than humans could reasonably achieve, is often used. 
Machine learning can resolve difficulties by inferring patterns 
from large amounts of data. Therefore, for this study, we 
decided to conduct analyses using the K-means algorithm, a 
method of unsupervised learning, as the first experiment to 
explore training effects using machine learning in the 
vocational training field. There are two reasons that the k-
means method was chosen as the machine learning technique. 
The first being simple clustering technique. The second is to 
explain many data in a short time. The author chose it because 
this k-means method meets both requirements for the purpose 
of this article. 

Equation (1) presents evaluation function f of the k-means 
algorithm. Data X are divided into arbitrary K clusters by 
finding the center of the cluster that minimizes Equation (1). 

 f = ∑ min
௜∈௑

ฮ𝑋௝ − 𝑐௜ฮ௑ೕ∈௑
 (1) 

Where Xj, j∈{1,…,n} represents each datum; n denotes 
the total number of data. Also, ci signifies the cluster center ii 
n{1,…,k}. The k-means method performs clustering by 
obtaining a cluster center that minimizes the distance between 
each data point and the nearest cluster center. 

IV. EXPERIMENTS 

As described herein, we try to discriminate between 
movements of skilled and untrained persons based on 
acquisition of motion data. In doing so, we aim to clarify 
unique behaviors that are typical of skilled workers. 

A. Preliminary analysis 

First, cluster analysis was applied to divide the data into 
two by k-means using 12 datasets of XYZ axes of the head, 
shoulder, waist, and left hand shown in Section III.B as one 
matrix. A value of k was chosen as 2 is because it confirms 
the usefulness of the k-means method. In addition, one can see 
if clustering can be categorized broadly into skilled and 
unskilled people. The reason for choosing the head, shoulder, 
waist, and left hand is that they were also chosen in earlier 
studies [5]. One can ascertain the characteristics of the posture 
of the subject with planing work. Results show simple 
classification according to the length of time needed for the 
work. Work speed is an effective index for evaluating work 
movements, but specific movements common to skilled 
workers have not been clarified. Therefore, to exclude 
information related to work speed and to compare detailed 
movements in the planing work of the respective subjects, 
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results demonstrated the necessity of conducting analyses 
using positional information aligned within a certain time 
interval. 

B. Experiment method 

This study specifically examines movements in the first 
few seconds of planing work and during the first few seconds 
before the end of the movement. Specifically examining the 
start and end of planing, they have their own movements. 
Therefore, the skill levels are easier to understand than during 
planing. To organize the time-series data of the obtained 
motion, the interval from the start to 2.25 s (initial interval) 
and the interval from 2.25 s before the end to the end time 
(final interval) were set. The reason to set the time to 2.25 s is 
the necessary amount of data to identify work trends. Then, 
the 75 time-series position information data included in each 
section were made into one matrix. The data were divided into 
two clusters using k-means. 

C. Experiment results for interval 

The experimentally obtained results for the initial interval 
presented in section IV.B are described in IV.C.1). 
Experimentally obtained results for the final interval are 
described in IV.C.2). 

1) Experiment results of the initial interval 
The analysis specifically examined movement for 2.25 s 

from the start of movement. Data were divided into two by k-
means for a matrix containing all data in the X-axis, Y-axis, 
and Z-axis directions (including the head, shoulder, waist, and 
left hand). Results show rough classification by skilled and 
unskilled persons. Figure 4 presents classification results for 
each planing work by skilled and unskilled workers obtained 
using location information in the initial interval. 

 
Figure 4.  Results of clustering by skeletal position in the initial interval. 

In addition, to ascertain which of the three directions is 
most effective for clustering, we divided the datasets in the X-
axis, Y-axis, and Z-axis directions and applied cluster analysis 
using each dataset to ascertain key factors for classification. 
As shown in Figure 4, results show that the movement in the 
X-axis direction had an effect. Therefore, the head, shoulder, 
waist, and left hand were clustered into two clusters using the 
k-means method to find out which part of the X-axis 
movement most affected clustering. As shown in Figure 5, all 
factors affecting the head, shoulder, waist, and left hand were 
confirmed as influential. 

 
Figure 5.  Results of clustering by skeletal position in the X-axis direction 

at the initial interval. 

2) Experiment result of the final interval 
These analyses specifically addressed the period of 2.25 s 

of movement until the end of movement. Data were divided 
into two parts using k-means for a matrix containing all data 
in the X-axis, Y-axis, and Z-axis directions (including the 
head, shoulder, waist, and left hand). As described in IV.C.1), 
results show rough classification of skilled and untrained 
work. Figure 6 shows how planing work by a skilled person 
and by an unskilled person is classifiable using position 
information in the final interval. 

 
Figure 6.  Results of clustering by skeletal position in the final interval. 

In addition, to ascertain which of the three directions is 
most effective for clustering, after dividing the datasets in the 
X-axis, Y-axis, and Z-axis directions to ascertain key factors 
for classification, we applied cluster analysis using each 
dataset. Figure 7 presents experimentally obtained results for 
X. As in IV.C.1), results demonstrated that movement in the 
X-axis direction was affected. Therefore, the head, shoulder, 
waist, and left hand were clustered into two clusters by the k-
means method to ascertain which part of the X-axis movement 
most affected clustering. On the X-axis, all head, shoulder, 
waist, and left hand effects were confirmed. 

 
Figure 7.  Results of clustering by skeletal position in the X-axis direction 

at the final interval. 
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Results presented above show that a feature exists in 
movement in the X-axis direction in the initial interval and 
final interval. To examine the factors that led to this analysis, 
we examined the video during the experiment and the raw data 
of the head, shoulder, waist, and left hand. Furthermore, all 
elements of the head, shoulder, waist, and left hand are 
affected. This effect might be attributable to the number of 
pauses used by skilled and unskilled persons during one bout 
of planing work. Skilled persons use a large forward-leaning 
posture because the pauses during planing work are few: 0–2 
times. This tendency was also observed for unskilled workers 
clustered in the same group as skilled workers. However, 
unskilled workers in different groups tend to use a slightly 
forward-leaning posture because they pause several times (1–
6 times) during planing work. Therefore, cluster analysis 
revealed differences between efficient work with few stops 
and work with numerous stops. 

V. CONCLUSION 

The purpose of this study was to construct a system to 
analyze and visualize big data related to training that can be 
acquired during vocational training. Then we conducted 
experiments to evaluate planing work to improve training 
efficiency, and found the possibility. The experiments 
specifically examined the initial interval and final interval, 
and included application of cluster analysis using k-means 
with position information obtained for four skeletal locations: 
the head, shoulder, waist, and left hand. Results show 
clustering of results by skilled and unskilled people. These 
results confirmed that applying simple machine learning such 
as k-means to planing work training data can engender useful 
analysis. This study used only four skeleton positions for 
analytical information. For that reason, only analysis that is 
related closely to the number of stops during planing is 
possible. In the past, analyses that were performed manually 
could be performed quickly using machine learning. The 
present study assessed clusters of skilled and unskilled people. 
Future studies, by performing clustering among unskilled 
people, are expected to provide optimal skill instruction for 
individual groups. Therefore, in this paper, we were able to 
analyze only the number of stops during planing. Future 
studies will use analytical methods to generate posture data 
from the measured three-axis data assess methods to analyze 
data for the load applied to the work material during planing 
work operations. Promoting this research can improve 
training effects in the field of vocational training by producing 
a continuous support system using machine learning. 
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Abstract—In this paper, using a new advertising method within 
a virtual space, we examine a method that portrays a crowd by 
showing multiple people in front of institutions and stores. This 
method is intended to promote advertising by utilizing the 
behavioral psychology of users who want to agree with what 
many other people support. We examine how the attractiveness 
of the store changes due to the presence or absence of crowds in 
a shopping mall within a virtual space. Although there were 
some subjects whose store ratings were not increased due to the 
negative image of crowds and the unnaturalness of the crowds, 
the proposed method generally increased the appeal of the store 
and the subjects’ impression of the store. 

Keywords-Virtual Reality; Bandwagon Effect. 

I. INTRODUCTION 
In recent years, with the development of virtual reality 

technologies, there have been many attempts to represent 
actual facilities, services, stores, etc. in virtual spaces [1]-[3]. 
Attempts have been made to develop a virtual space as a social 
infrastructure and expand it as a place for people's activities 
[4]-[6]. As a result of such research, if virtual reality as a social 
infrastructure expands in the future and becomes the basis of 
human activities, users will be able to perform more free-of-
charge activities in the virtual world than they can in the real 
world. Currently, while attempts are being made to 
communicate information to users via various forms of media 
[7], it is noteworthy that when advertising activities are 
conducted in a virtual society, this method of expression 
spreads information more than when using conventional 
methods. For example, while disseminating information 
throughout a shopping mall or department store is possible in 
a virtual world, methods of poster text, illustrations, and voice 
guidance must generally be used in the real world. On the 

other hand, objects existing in the virtual world can be 
converted and alternatively expressed by using information 
technologies, and a more flexible transmission method can be 
expected. In this paper, we propose a method of displaying 
crowds as a way to guide users. The purpose of the method is 
to portray a thriving situation by placing multiple virtual 
people in front of the store, event, or object that the system 
wants to advertise, as shown in Figure 1. It is hypothesized 
that this approach makes it possible to advertise in a way that 
is more suitable to the situation than is the traditional text-
based guidance. 

 
Figure 1.  Displaying a Crowd. 

The rest of the paper proceeds as follows: Section 2 
describes the background of this study. In Section 3, we 
explain the concepts of new advertisement method of 
displaying a crowd and an experiment to verify the effect of 
displaying crowd. The result of this experiments is presented 
in Section 4. In Section 5, we discuss the obtained results after 
the experiment. Finally, Section 6 concludes this paper. 
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II. BACKGROUND 
This section introduces the background that led to the 

proposal of our advertising method. 

A. Bandwagon Effect and Snob Effect 
The concept behind this advertising effect approach is the 

bandwagon effect that exists in human behavioral psychology 
[8]. The bandwagon effect is a psychological phenomenon in 
which people think that something that many other people 
support is valuable. This effect is used in economic marketing 
and can be incorporated into advertising effects that sell 
products to customers [9][10]. Political studies have 
suggested a relationship with the voter rate of elections [11]-
[14]. On the other hand, there is also a psychological 
phenomenon where people want to keep their perception of 
scarcity and do not want to own what many people support. 
This is called the snob effect or the underdog effect. These 
effects are not contradictory but rooted in human behavioral 
psychology [15][16]. 

B. Introducing the Bandwagon Effect based on IoT 
Technologies 
Research is being conducted to investigate the impact of 

introducing this bandwagon effect to IoT-based systems. In 
the study of [17], a recommended system incorporating the 
bandwagon effect is considered from the user's selection 
history. In recent years, a system that the user operates 
digitally and without thinking has become popular. This 
experiment is one example of the research that is related to 
persuasion without attracting the user's attention [18]. In 
addition, by adopting the method of giving only the necessary 
information to the user of a digital device, the user can select 
their level of necessary information according to the 
environment of their future society in which the amount of 
information increases enormously [19]. In the study of [20], 
the authors proposed solutions to public institution 
bottlenecks by providing information about the surrounding 
environment and presenting it to the user. As described above, 
such research has been conducted to enrich people's lives by 
providing information on the everyday world in which people 
live. 

III. A PROPOSED APPROACH AND ITS EXPERIMENT 
DESIGN 

As an approach to inducing people, it is effective to 
examine human psychology, and such methods are currently 
being studied [21]. In this paper, we propose an advertising 
method of portraying a shop as being one that many people 
support as a way to guide the target shops. Specifically, a 
crowd is displayed in front of a store as an expression that it 
is supported by many people in a virtual space, as shown in 
Figures 2-4. By using the projection method that places virtual 
people in stores within a virtual shopping mall, the natural 
guidance that makes users feel as comfortable as possible is 
realized. In this case, the method may be effective for users 
who are strongly oriented to joining bandwagons, as it 
emphasizes the support of the majority. In addition, it is 

necessary to consider how to respond when the same approach 
is attempted on user who is highly snob-effect oriented. 

In the remaining section, we show how the experiment 
investigating the effectiveness of our approach is designed. 

A. Preliminary Survey 
Before starting the experiments, we examine the 

psychological tendencies of subjects in their daily life. This is 
because the results will vary greatly depending on whether 
their human behavioral psychological intention to follow a 
large number of opinions (bandwagonism) or their desire to 
retain one's rarity (snobbish) is stronger. In the preliminary 
survey as shown in TABLE I, several questions regarding the 
subject's bandwagonism are prepared in the form of a 6-point 
Likert score. We classify people who responded positively to 
a large number of opinion-based answers with an average 
score of 3.5 or higher as a “Bandwagoner”, and those who 
scored less than that value are classified as a “Snob”. 

TABLE I.  THE CONTENTS OF PRELIMINARY SURVEYS 

No Question 
Q1 Do you decide your actions by looking at the 

people around you? 
Q2 Would you like to go to a store recommended on TV 

or the web? 
Q3 Would you like to go to a shop that has gained a 

reputation from word of mouth? 
Q4 What kind of shop do you care about when you find 

thriving shops on the street? 
Q5 Are you interested in shops that are said to be in 

line with other people? 
 

B. Patrolling in the Virtual Mall 
After the preliminary survey is completed, the subject 

conducts a patrol through the virtual shopping mall with the 
headset attached as shown in Figure 5. Three clothing stores 
in the mall are set as destinations, the presence or absence of 
a crowd is compared among the stores, and how the attraction 
level of the store changes depending on the crowd is evaluated 
on a 6-point Likert scale. 

C. Post-Experimental Survey and Interview 
After the patrol of the mall, we ask the subjects about the 

crowd conditions. Specifically, we ask, "At what crowd level 
do you feel the charm of the store?" and "At what crowd level 
do you want to enter the store?" The responses to these 
questions can either be “Quiet”, “Congested”, or “Very 
Congested”. Furthermore, the model that expresses the crowd 
itself, the location where the crowd is generated, and whether 
the behavior of the model feels uncomfortable are all 
evaluated in 6 stages. 
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Figure 2.  First Situation in a Virtual Mall. 

 
Figure 3.  Second Situation in a Virtual Mall. 

 
Figure 4.  Third Situation in a Virtual Mall. 

 

Figure 5.  A Scene of Patrolling in a Virtual Mall. 

TABLE II.  DETAIL OF POST-EXPERIMENTAL INTERVIEWS 

No Question 
Q1 Evaluation of Crowds as Advertisement 
Q2 Discomfort with Human Models and Crowds 
Q3 Facilities that May be Judged from Crowds 
After all the experiments were completed, the subjects are 

interviewed from three viewpoints, as shown in TABLE II, 
to obtain their impressions and opinions on the crowd-
controlled advertising. 
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IV. RESULTS FROM THE EXPERIMENT 
The experiment described in Section 4 was conducted on 

8 men and 1 woman. Based on the preliminary survey, those 
are were classified as a bandwagoner are expressed as B1, B2, 
…, and those who were classified as a snob are expressed as 
S1, S2, …. 

A. Reactions from Patrolling the Virtual Mall 
From the mall patrol experiment, it can be seen that 

although there is a difference in degree, the main intention is 
whether the person enters the store or not. Figure 6 shows the 
difference of score of stores’ attractiveness by displaying 
crowd or not. Furthermore, the distributions of answers to the 
question related to displaying crowd are shown in Figure 7, 
8. 

 
Figure 6.  The Score of Store Impressions 

 
Figure 7.  The Distribution of Answers to the question of how crowded 

 
Figure 8.  The Score of Stores Impression 

B. Discomfort with Crowded Displays 
Evaluating discomfort with crowded display methods 

shows that most users say that they feel uncomfortable with 
the projection, as shown in Figure 9. 

 
Figure 9.  The Score of Discomfort of Human Models 

 
Figure 10.  The Score of Store Impressions 

Furthermore, as a result of calculating the correlation 
between the evaluation of an uncomfortable feeling with 
respect to the crowd and the evaluation of the crowd display 
from the scatter diagram of Figure 10, the correlation 
coefficient was calculated to be approximately −0.57. 
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V. DISCUSSIONS 
In this section, we examine whether our proposed method 

has the potential to be used as an advertising technique based 
on the results of the experiments. 

A. Feasibility of the Bandwagon Approach 
First, the experiments and surveys suggested that the 

presence of people in a store was a factor in the overall appeal 
of the store itself and that this tendency existed regardless of 
whether the shopper was a bandwagoner or a snob. It can be 
considered that a sense of security was obtained when people 
were shown that the store was supported by way of the 
presence of a crowd in the store. In addition, the subjects 
answered in the interview that “I want to go to this store when 
it is available (S2)” or “I want to check out this store when I 
return (B3)”. 

Even if there was no immediate effect of crowding as a 
form of advertisement, it can be considered that this approach 
does leave an impression on the user. In addition, there was 
an opinion that the approach of displaying crowds is reliable 
and interesting because it suggests a guarantee that the store 
is popular at that moment compared to Internet reviews and 
conventional advertisements (S2). On the other hand, there 
were both bandwagoner and snob subjects who replied that 
the appeal of the store decreased with respect to the crowd 
display (B2, B5, S1). It was noted that the evaluation values 
change depending on the negative impression of the crowd 
itself and the type of store that advertises using a crowd. 
Furthermore, the display of a crowd may interfere with the 
appearance of the store. In such cases, the store may not be 
able to showcase the information that it truly wants to show 
to customers, such as store design, recommended products, 
discount advertisements, etc. 

B. Current Problems of the Proposed Method 
A couple of subjects expressed the opinion that there were 

problems with the proposed method (B2, B4). In addition, it 
was mentioned that the model as adverse effects, such as 
imparting too much stress on the user and making it difficult 
to enter the store because too many people were standing in 
the entrance (B4, B6, S1). Therefore, it is thought that the size 
of the crowd must be adjusted within a range that does not 
disturb the scenery of the store. 

The most prevalent opinion expressed in this experiment 
was that the subject felt uncomfortable in the situation where 
people were crowded in front of the store (B1, B2, B4, B5, 
B6, S1, S3). In reality, the situation in which people are 
crowded in front of the store is unnatural; therefore, some 
subjects said they felt anxiety that an incident had occurred 
in the store (B6) or it was a problematic store (S1). 

Furthermore, the appropriateness of the store displaying a 
crowd is related to the uncomfortable feeling produced by 
such a crowd. In this situation, the subject was supposed to 
go to a clothing store, but at the clothing store, the subject 
said that congestion at the store was not preferable for reasons, 
such as wanting to talk to a store clerk or try on clothing (B2). 

Therefore, it is desirable that the facilities and stores that 
display crowds guarantee their value due to the presence of 
additional people, e.g., restaurants that require up-to-date 
evaluations (B6, S2), movie theaters in which the state of the 
facilities cannot be seen from outside (B4), live events that 
are increased by crowds (S1), and station congestion 
information disseminated through the display of crowds (S3). 
As shown in Figure 10, the uncomfortable feeling related to 
crowding has a negative correlation with the attractiveness of 
the store; therefore, reducing the uncomfortable feeling of 
crowding will be a future challenge. 

C. Concern About Using the System in the Real World 
In this paper, we proposed a method to display crowds as 

a form of advertisement. It is thought that the advertising 
effect of displaying crowds can be expected to some extent in 
the virtual world, but there are various concerns about using 
this method in the real world. 

The first concern is that it must be possible to distinguish 
the objects that are projected to the user while also 
harmonizing with the existing objects (B4). This is because if 
the user cannot actually distinguish between displayed and 
real objects when walking around the city or facilities, there 
will be problems, such as collision with surrounding people 
and forcing the user to perform useless actions, such as 
avoiding the projected objects. However, as described above, 
there is the problem of the advertising effect being slim 
unless the user can be guided without a sense of incongruity. 
To implement this advertising method in reality, it is 
necessary to consider a good projection method that resolves 
these conflicts. In interviews with the subjects, model 
methods were suggested that both avoid the user (B4) and 
that display the crowd only at a distance and disappear when 
the user moves close to the crowd (S2). It is necessary to 
further verify how the advertising effect will change by 
introducing these methods. 

The second concern is that the approach could be used for 
so-called stealth marketing, in which the store intentionally 
manipulates the crowd to enforce the store's advertisements 
without notice to the user, and thus the user cannot make the 
correct choice (B6). We must be careful of the social 
problems caused by malicious stealth marketing [22] 

VI. CONCLUSION AND FUTURE WORK 
The possibility of a new advertising method in the virtual 

world was considered through the current experiment. This 
method cannot be applied to every facility or store, but it can 
be used to relate the prosperity and reputation of a store at a 
glance and to attract people's attention. This approach can be 
used for a facility that is directly related to popularity, such 
as a restaurant, or an event that gathers people with the same 
purpose, such as a live performance. 

In the next step of our research, we will verify whether it 
is possible to reduce the user's uncomfortable feeling toward 
the crowd displayed in the shopping mall by changing the 
location, the viewing location, the number of people, and the 
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behavior of the crowd. We will also evaluate how the 
attractiveness of the store changes as the feeling of 
discomfort decreases. In addition, it is considered necessary 
to verify how the user’s impression of the store changes by 
changing the type of store that displays crowds in front of 
them. 

Furthermore, through interviews, we will evaluate 
whether the risk of actually using the system in reality can be 
reduced by introducing a method to lower the risk of using 
the technique. It is thought that it is necessary to verify and 
evaluate how discomfort with the crowd changes by 
introducing this method and whether the projection has an 
advertising effect. 
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Abstract— With the advance of Artificial Intelligence (AI) 

applied profoundly into different areas of industries, a growing 

number of artists have shown great interest in exploring and 

discovering the potential possibilities of AI in art through 

embracing the latest techniques, such as neural networks and 

deep learning. As a result, a new kind of art named artificial 

intelligence art (AiArt) has emerged, which is a creative activity 

that combines artists with technical experts, intelligent robots, 

and audience by using AI as the core medium to create, express 

thoughts and emotions. The purpose of this article is to define 

the AiArt as an approach to distinguish it from other art forms 

and provide new inspiration and direction for art practitioners, 

theoreticians and scientists, which is related to one of the topics 

of the conference like “artificial intelligence injected artistic 

creation”. This paper first briefly reviews the recent 

development of AiArt and then attempts a discussion about the 

essence and characteristics of this new form of art through 

analyzing the disciplines behind the AI artworks. Finally, this 

paper draws the conclusion that the diversification of subjects, 

the intelligence of the media, and the modernization of 

expression are the nature of AiArt, which are the fundamental 

signs that distinguish AiArt from traditional arts, such as 

painting, sculpture, and digital art. In addition to the creative, 

historical, and aesthetic characteristics of general art, we 

suppose there are more four new features in AiArt: synesthesia 

experience, flowability and changeability, interaction and 

communication, and penetration and integration. 

Keywords-artificial intelligence (AI); art; artificial intelligence art 

(AiArt); AiArt essence; AiArt characteristics. 

I. INTRODUCTION  

It is a truth universally acknowledged that art always has 
a long-standing, complex and continually evolving 
relationship with science and technology. As with advanced 
technologies, some artists will gradually abandon the previous 
tools they used to create artworks and attempt to utilize the 
newest inventions as an alternative medium, which has huge 
impacts on art that is produced, and the way art is perceived 
and apprehended by viewers [1]. Like the invention of 
pigments, the printing press, photography and computers, it is 
believed that AI is a new revolution of technology that will 
radically alter the way people make artworks and extend our 
creative potential and imagination [2]. 

AI is a domain of computer science whose purpose is to 
explore the limits and the methods of using digital computers 
to simulate [3][4], extend and expand functions carried out by 

the human brains, such as obtaining and dealing information 
through the senses, understanding natural languages and 
solving a complex problem [5]. Over the past 20 years, with 
the support of big data and cloud computing, AI has made 
breakthroughs in key technologies, such as machine learning, 
natural language processing, speech recognition and computer 
vision. In this context, more and more artists have keenly 
captured the applicational prospects of AI technology in the 
art field [6], and been eager to use AI media to carry out 
artistic creation without hesitation. Hence, the combination of 
AI and art has given birth to a new form of art called AiArt, 
which has its own unique artistic standards and features that 
need us to research and redefine. 

At the same time, theoretical researches on AiArt are far 
left behind its practices. It is rare that there are few types of 
research focusing on the ideological and theoretical level of 
AiArt, but most of the papers are written from the perspective 
of technique and application. In 1983, a digital artist named 
Stephen Wilson [7] put forward an anticipation of the future 
trend for computer art that developments in AI might make 
artworks created by artists learn from experience and interact 
with audiences in intelligent ways with human-like 
sensibilities, and stressed the importance of AI to visual artists 
who are encouraged to participate in this inevitable trend. 
Kaifu Li, an AI expert, published a monograph called 
Artificial Intelligence in 2017, which has discussed the 
relationship between AI and artistic creation [8]. He believed 
the artistic process based on AI algorithms is only the simple 
imitation of a particular creative style of artworks created by 
artists through learning a lot of human works as a database. 
Thus, there is no possibility that computers are able to 
approach or surpass human artists in the next few years. 
Liqing Tan, a famous artist, has given a bold interpretation and 
prediction for the development of AiArt in the future and put 
forward the concept of singularity art [9]. He has discussed the 
challenges that artists will face when it comes to strong AI and 
analyzed the nature and characteristics of singularity art and 
the new type of relationship between artists and the audience. 
He supposed that singularity art is a high combination of 
human intelligence and AI when science and technology reach 
the singularity. Singularity artists are no longer just creators 
and messengers, but participants and coordinators; 
experiencers are no longer just external watchers, but also 
participants and creators. There is no clear distinction between 
viewers and creators. Some scholars thought that AiArt is 
more intelligent and autonomous which make them separate 

47Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-772-6

MMEDIA 2020 : The Twelfth International Conference on Advances in Multimedia

                            54 / 61



from traditional computer art and it can help to improve the 
imagination, creativity, perception that computer did not have 
before [10]. In short, theoretical researches on AiArt which is 
neither comprehensively nor deeply, has just begun, and 
requires vigorous improvement and development. 

It is generally thought that the practice of AI, which artists 
use as core medium to create a growing number of intelligent 
artworks has flourished, and the birth of enthralling artistic 
robots has shown the fabulous and outstanding ability of 
imitation [11]. However, what exactly is the AiArt? What is 
the nature and characteristics of AiArt? What are the 
principles and prospects of AiArt? Those are the questions 
that need to be answered urgently from the theoretical aspect 
with the gradual exploration into AiArt, otherwise, the AiArt 
practice will develop blindly. Therefore, this article aims to 
answer the question of what AiArt is theoretically, that is, to 
find out the essence of AiArt as new features that make it 
different from other forms of art. 

 In Section 2, we review briefly AI artworks with the 
development of science and technology. In Section 3, we 
discuss the essence of AiArt. In Section 4, we conclude the 
characteristics of AiArt. It would be a better understanding of 
this new type of art, the importance of combining computers 
and humans, and the new relationship between AI, artists, art 
robots, and audiences. 

II. A BRIEF REVIEW ON THE DEVELOPMENT OF AIART 

The AiArt has an ongoing and long-standing relationship 
with the advance of AI technology. The development of AiArt, 
therefore, has gone through three stages: germination stage, 
rising stage and popularization stage. Figure 1 explains the 
three stages of the development of AiArt.  

 

Figure 1.  Three stages of the development of AiArt 

A. The first stage 

From the 1960s to the end of the 20th century is the 
embryonic stage of AiArt, that is, the stage of computer art. 
AI is a domain of computer science, thus computer art is the 
forerunner and foundation of AiArt. At this stage, some 
foreign artists and art writers have begun to generate artworks 
enthusiastically with the aid of digital computer programs. 
They need to conceive the visual art patterns they want in their 
minds from the start, and then write the corresponding 
program code to achieve the desired renderings and drawings 

of mathematical features. At the beginning of 1960, Desmond 
Hen, a lecturer at the University of Manchester, used the bomb 
simulation computer program used in World War II to 
continuously manufacture the world's earliest automatic 
drawing machines named the Henry drawing machine [12]. In 
1963, the American computer magazine "Computer and 
Automation" organized the first computer image competition, 
which ignited the craze for computer image creation. Harold 
Cohen, an art professor at the University of California, San 
Diego, is one of the earliest explorers of computer art. He 
wrote the AARON computer program to create a series of 
regular images [13]. Figure 2 shows the process of creating 
artwork by AARON.  

 

Figure 2.  The process of creating artwork by AARON 

In 1965, the inventor Ray Kurzweil first composed a piano 
piece created by a computer that was able to recognize 
patterns of various musical compositions and use these 
patterns to create new melodies [14]. 

B. The second stage 

 From the end of the 20th century to the beginning of the 
21st century is the rising stage of AiArt, that is, the stage of 
interactive art. The landmark event of this stage was that, in 
1997, the "dark blue" robot developed by IBM defeated the 
world chess champion Kasparov in a competition. Since the 
1990s, with the invention of human-computer interaction 
technologies [15][16], AiArt has gradually separated from 
previous computer art. The AI system in this period can use 
sensors and other devices to obtain visual, auditory, and tactile 
sensations. It can achieve human-computer communication 
and interaction through receiving information from the 
surrounding environment (including people), and then use text, 
voice, motion and other information media and sensor systems 
to output feedback to users [17]. Artist Char Daives constantly 
explores the combination and interaction of art and computer 
graphics. In 1990, he created the first "Interior Body Series" 
art project based on 3D images. In 1993, he created Osmose 
(infiltration), which allows visitors to explore the mysteries of 
the world through operations such as breathing and balance in 
VR [18]. 
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C. The third stage  

From the beginning of the 21st century to now is the stage 
of popularization of AiArt, that is, the stage of cognitive 
intelligence art. The landmark event of this stage is that 
Google-developed robot AlphaGo defeated the world Go 
champion ninth player Shishi Li by 4: 1 in 2016. Compared 
with traditional computer programs and systems, AI also has 
learning and analysis capabilities in addition to perception 
capabilities, which can adaptively adjust parameters and 
iteratively optimize models with changes in the environment, 
tasks, and input data [19]. This means that different inputs 
result in different effects. Over the past few years, approaches 
to so-called “Deep Learning”, one of the most popular 
algorithms in AI, have started to produce impressive results 
by simulating the neurons’ construction [20]. 

In 2015, Some researchers from the University of 
Tübingen combined realistic pictures with artist styles through 
using neutrally inspired algorithms [21]. In 2016, Deep Dream, 
a neural network program first developed by Google, was 
trained by inputting thousands of pictures for image 
classification and generating artistic images. The Generative 
Adversarial Networks (GAN) program was designed to make 
computers learn and imitate classic artworks in history. In 
2017, scientists created a kind of independently creative 
program Creative Adversarial Networks (CAN) program 
based on the original GAN, which makes the computer no 
longer simply emulate the activities of human beings, but 
create artworks by itself [22]. 

Artists also use cognitive intelligence to "learn" specific 
aesthetic rules by analyzing thousands of images, and then try 
to "create" new images that fit their aesthetic characteristics. 
Artist Harshit Agrawal of Bangalore based in India, input 
60,000 human anatomy pictures into the algorithm, created a 
series of abstract paintings like crimson blizzards, and finally 
produced works of art with unique aesthetics of AI. Figure 3 
shows “The Anatomy Lesson of Dr. Algorithm” of Harshit 
Agrawal.  

 

Figure 3.  “The Anatomy Lesson of Dr. Algorithm” of Harshit Agrawal

（resource：http://harshitagrawal.com/） 

This is also how the Portrait of Edmond Belamy, which 
was sold at a high price in 2018, was created. Three artists 
from France "feed" thousands of portrait paintings from 500 
years ago to the algorithm program, allowing it to 

"understand" the characteristics of past portrait paintings, so 
this seemingly weird artwork was created [23].   

III. THE ESSENCE OF AIART 

The so-called essence is the inherent and intrinsic nature 
of things. It is the built-in prescriptiveness of a thing that 
distinguishes it from each other, which makes the world 
diversified and sophisticated. AiArt is an artistic activity 
where artists, scientists, engineers, art robots and audiences 
use AI as the core medium to create, express thoughts and 
emotions, spreading truth, kindness and beauty. The 
diversification of subjects, the intelligence of the media, and 
the modernization of expression are the essence of AiArt, 
which are the fundamental signs that distinguish AiArt from 
traditional arts such as painting art, sculpture art, and new 
media art. Figure 4 explains the block diagram of the essence 
of AiArt.  

 

Figure 4.  Bolck diagram of the essence of the AiArt  

A. The Diversity of Creative Subjects 

In the traditional art creation process, the artist who holds 
the sole right to speak is the only creative subject. With the 
development of science and technology, the creative power 
held by the artist is gradually given to the audience and team 
members [24]. In the creation of AiArt, artists will be limited 
by the lack of knowledge of AI expertise and technology, 
which means that not only artists are able to actively cooperate 
with scientists who grasp the modern scientific knowledge, 
but that they should form alliances with AI experts to 
transform algorithms into artistic information. At the same 
time, with the advance of AI technology, artistic robots have 
emerged one after another such as painting robots, writing 
robots, music robots, dance robots, etc. [25]. They can learn, 
perceive the world like humans, and carry out artistic creation 
independently which makes them become one of the creative 
subjects [26]. In AiArt, the audience can also participate in the 
process of artistic creation and become one of the creators, as 
the British artist Roy Ascot has profoundly pointed out that art 
observers who are audiences are no longer just watch the 
artworks on the sidelines, or from the outside, but can also 
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participate in it and become the central figure in the creative 
process [27]. AiArt not only opens a window for the audience 
to understand the world, but also builds a door for the audience, 
and invites them to enter this interaction and transformation 
of the digital world. Therefore, the role of the audience in 
AiArt has undergone a fundamental change that they are no 
longer spectators in the original sense, but participants and 
creators. In short, in addition to artists, the creative subjects of 
AiArt also include scientists, AI experts who work with them 
and the audience. 

B. The Intelligence of the Creative Medium 

The form of artistic expression is determined by the feature 

of the media. As McLuhan said that the difference between 

old and new art is the difference in the use of media [28]. If 

the same content is expressed in different media, the effects 

will be extremely divergent. The media not only determines 

the way and form of artistic expression but also has a huge 

impact on the nature and aesthetics of artistic works, which 

indirectly leads to the changes in artistic thinking and 

concepts. Compared with traditional media, AI media has 

unparalleled superiority that it can break away from the 

constraints of time and space, communicate and interact with 

the audience in a humane and intelligent way, and integrate 

the virtual world and reality [29]. In addition to those 

advantages mentioned above, the intelligent media whose 

image is intuitive can not only convey a large amount of 

information faster than before but also have a wider range of 

transmission, which is easier to be accepted by the audience. 

At present, AI is widely used in artistic creation, whose core 

position is becoming increasingly apparent. Although digital 

AI media is invisible and intangible, it plays a core role in 

artistic creation that controls the overall context of artworks, 

reveals the ideological content of the work and replaces part 

of the artist’s labor. This is the value of AI as the core medium. 

C. Modernization of Meaning Expression 

In the past, traditional artworks are usually stored indoors, 
and the artist's thoughts and emotions are always hidden in the 
works, which make the meaning expression passive and 
indirect. In addition to this, the audience must always keep a 
certain distance to watch and experience. The meaning 
expression of AiArt, nevertheless, has special advantages. Not 
only can the creators' thoughts and emotions be directly 
expressed through computer vision, speech recognition and 
sensing technologies, but also break through the constraints of 
time and space to communicate with the audience through 
network and remote communication technologies; It also has 
aesthetic and practical value which could meet people's 
aesthetic and real needs, and integrates the concept of beauty 
and artistic style into products. Therefore, AiArt which has 
various functions like seeking truth, enlightening thinking, 
and recognizing objective laws can not only entertain people, 
cultivate sentiment, regulate emotions, but also treat mental 
illness in the future. 

IV. THE CHARACTERISTICS OF AIART  

AiArt is a form of art, therefore it has the general 
characteristics of traditional art, such as creativity, historicity, 
and aesthetics. However, interaction as a product of the 
combination of high technology and artistic creation in artistic 
development will be a new direction for AiArt. It has new 
features that are different from previous art forms. The new 
characteristics of AiArt are mainly four aspects: synesthesia 
experience, flowability and changeability, communication 
and interaction, and penetration and integration. Figure 5 
shows the block diagram of the characteristics of the AiArt. 

 

Figure 5.  Block diagram of the characteristics of the AiArt  

A.  Synesthesia Experience 

Traditional art is also experiential, but this experience is 
often single, either a perceptual experience, a visual 
experience, or an auditory experience that is low-level, 
superficial, incomplete, and passive. In this experience, the 
audience's thoughts and emotions about the artworks are 
incomprehensive, incomplete and superficial. However, the 
experience of AiArt is full-sense, comprehensive, and 
omnidirectional. It not only has the perceptual experience, 
visual experience, and auditory experience but also has a 
higher level of psychological experience and thinking 
experience of which the directivity and strong contagiousness 
can clearly, vividly and comprehensively express the creator's 
thoughts, emotions and will. 

B.  Flowability and Changeability 

Traditional arts, such as painting, sculpture, and 
photography are static. They only pay attention to the form 
and surface but ignore the inner and process of things. 
However, AiArt that has flowability and changeability is 
totally different. It reflects the changing process and 
movement of things. As the British artist, Roy Ascot said that 
the focus of art has moved from appearance to immanence, 
which is a dynamic process that moves from the externally 
visible form to the internal form [27]. AiArt is a kind of 
infinitely changing art, a flowing art. 

C. Interaction and Communication 

Interaction and communication are the main features that 
distinguish AiArt from other art forms. In the future of AiArt, 
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audience can not only interact verbally and physically with 
artworks, but also communicate spiritually with art creators 
and participate in the reconstruction of their artworks. This 
interaction can be audible or silent; it can be direct or indirect; 
it can be close or long distance. Artists and participants 
communicate with each other through the AI medium which 
transforms the audience from the past "viewers" into 
"participants". This not only means that the creators are able 
to get rid of the shackles of the spirit, but also makes viewers 
have a more open, inclusive, and more diverse interpretation 
of interactive art creation. The AiArt has broken the 
boundaries between art and life, the subject of creation and the 
subject of viewing, making Boyce's "social sculpture" ideal of 
"everyone can be an artist, and everyone is an artist" a reality. 
Interaction and communication are the new breakthroughs in 
artistic expression and the new realm of human aesthetic 
needs, which make AiArt have more prominent advantages 
and more vitality than traditional art forms.  

D. Penetration and Integration  

AiArt will be a highly comprehensive cross-media art that 
not only integrates various elements such as sound, light, 
video, image and text but also integrates images with 
exhibition space, virtual space and real space together. What's 
more important is that it bridges the gap between technology 
and art, breaks the boundaries between science and art, and 
opens up a new way for artists to express their thoughts and 
emotions. With the development of technology, the connected 
and non-linear integration of AiArt is becoming stronger and 
stronger, which may become an imperative methodology that 
could reconcile different or opposite beliefs, and bring 
different physical and non-physical entity together with 
philosophy, religion, and cultural customs. 

V. CONCLUSION 

After the AI was mentioned at the Dartmouth conference 
in 1956, its technology and content have been changed 
continually with the progress of the times. Nowadays, it has 
been given a whole new meaning by big data and deep 
learning. Therefore, the potential of AI is once again be 
inspired. And art has been in the process of continuous 
integration with technology. The combination of AI and art 
has gone through several stages of development. Only in 
recent years has it slowly entered the audience's field of vision, 
and AiArt starts to show an explosive growth trend with 
various related art exhibitions and competitions followed. 
However, the theory of AiArt lags behind the practice of 
creation, and there is a lack of theoretical journals and 
discussions on the art of AI. This is still a relatively young 
research area. Based on this, we have identified the need for 
deeper understanding of how AI and art interact and how they 
affect and help each other by analyzing and sorting out the 
context of the development of AiArt.  

Here, we have presented the preliminary results of the 
literature review, showing in which directions research is 
being done. We have discussed the nature and characteristics 
of AiArt, which are the most basic and most important thing. 
It can define AiArt and distinguish it from other art forms 
through giving this brand-new art genre a label. We believed 

that the nature of AiArt is determined by three aspects, that is, 
a diverse creative subject, an intelligent creative medium, and 
a modern expression of meaning; on the other hand, we also 
summarized the basic characteristics of AiArt from now to the 
future: synesthesia experience, flowability and changeability, 
interaction and communication, penetration and integration. 

In the future, we hope we will make a progress by trial and 
error on theories, models, and tools to explore the potential 
creativity and innovation in AiArt development. 
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Abstract— Understanding human cognitive perception 

processes during visual art fruition represents both a 

neuroscientific and technological challenge. By addressing the 

cognitive processes behind the art appreciation and by 

employing the last generation technologies to analyze human 

bio signals, the NEFFIE project aims to propose a new 

approach to emphasize the visual art fruition experience while 

increasing the awareness of what we actually see. The project 

consists of four different experimental phases, including both 

In-Lab and Out-Lab evaluations: I) In-Lab images rating; II) 

In-Lab functional Magnetic Resonance Imaging fMRI -based 

study; III) In-Lab Wearable-based study; IV) Out-Lab 

Wearable-based study. Through these experimental steps, the 

NEFFIE project will develop a unique platform based on 

Artificial Intelligence human-centric algorithms to identify 

each person’s unique fingerprint of visual art perception and 

discovery. The current idea-paper aims to describe the above-

mentioned experimental phases. 

Keywords - visual art; wearable; fMRI; artificial intelligence; 

machine learning. 

I.  INTRODUCTION 

 In literature, Visual Arts (VAs) including paintings, 
sculptures and photography have been always defined as an 
aesthetic expression of interiority and of the human soul. 
VAs reflect the artist's opinions, feelings and thoughts in the 
social, moral, cultural, ethical and religious context of his 
historical period. Philosophers and semantic scholars, 
however, argue that an objective language exists that, 
regardless of the eras and styles, should be codified in order 
to be understood by everyone, but so far efforts to 
demonstrate this claim have been found unsuccessful.  

Thanks to the technology advancements, nowadays it is 
possible to understand more precisely how the subjective 
process of aesthetic appreciation of VA forms takes place. 
Recent studies showed that “aesthetic experience” involves 
brain areas devoted to different functions [1], such as the 
body representation and its movements, and the analysis of 
the hedonic value of perceived stimuli. The above-mentioned 
brain areas are activated automatically when people observe 
VA forms, even if they have not been asked to judge them 
critically. Functional Magnetic Resonance Imaging (fMRI) 
allow to identify the brain areas associated with the aesthetic 
experience. 

However, such an in-depth study has physical and non-
physical limits, e.g., the impossibility to present images for a 

longer time interval, necessary for the observer to ensure 
deep contemplation. This is why new technologies and 
sensors (i.e., wearable devices able to monitor physiological 
signals) could be employed to monitor physiological 
parameters in un-constrained environments thus allowing a 
longer VA form fruition in a quasi-real life context. 

Monitoring methods such as ElectroEncephaloGraphy 
(EEG), Eye-Tracking (ET), Face Recognition (FR). 
PhotoPletismoGraphy (PPG) and Galvanic Skin Response 
registration (GSR) allow to collect physiological data highly 
correlated with the brain activity and emotions through 
wearable devices mounted on the subjects [2]. For example, 
the usage of such methods through an integrated multi-
sensors platform allow to register the electrical activity 
produced by populations of neurons on the observer cerebral 
cortex (EEG), while detecting eye movements and fixation 
points (ET), to identify which aspects of the VA form 
capture the attention of the observer and reach his 
consciousness. In addition, by including the emotions as 
expressed by the face (FR) and electro dermal activity 
variation (GSR) it is possible to detect the emotional 
activation level of the observer.  

 The NEFFIE project will develop a unique multi-sensors 
platform based on Artificial Intelligence (AI) human-centric 
algorithms to identify each person’s unique fingerprint of 
visual art perception and discovery in un-constrained 
environments. The current idea-paper aims to describe the 
experimental activities flow that will allow to develop the 
NEFFIE platform. The paper is organized as following: in 
Section I the introduction has been reported; in Section II the 
project experimental phases have been described; in Section 
III conclusion and future works have been reported.  

II. PROJECT EXPERIMENTAL PHASES  

In the following sections (A, B, C, D), the four 
experimental phases of the NEFFIE project (In-Lab images 
rating, In-Lab fMRI based study, In-Lab Wearable based 
study, Out-Lab Wearable based study) have been briefly 
described.  

A. In-Lab images rating 

The first phase of the project consisted in an image 
(photo) rating study. A total of 218 images have been 
collected and divided in two groups of images, i.e., Neffie 
Group (N-G) and Control Group (C-G). The N-G images 
were characterized by an high presence of reflections and in 
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general complex elements, while the C-G ones were 
characterized by a simpler content. Eighty healthy subjects 
have been included in the study and divided into 4 groups. 
Each group was asked to rate on a 7-points Likert scale the 
218 images, presented in a random way, with respect to one 
of the four following dimensions: a) presence of reflections; 
b) complexity; c) beauty; d) stimulating. The results obtained 
in this first study allowed to identify a sub-set of images 
(n=61) characterized by higher levels of complexity and able 
to arouse the observer. 

B. In-Lab fMRI-based study 

The second phase of the project consisted in a fMRI 
based study. The study has been designed on the basis of the 
results obtained in the previous phase by including the subset 
of 61 images identified in the In-Lab image rating study. 
Thirty-six healthy subjects will take part to the study and will 
be invited to receive a fMRI evaluation while observing the 
61 N-G images and 61 C-G matched ones. The main 
objective of this phase is to evaluate the BOLD signal 
variation through the fMRI technique in those brain area 
involved in the complex visual stimuli analysis (N-G 
images). In general, this phase of the project aims to 
establish a relation between the brain activity and the 
aesthetic experience of the subject while observing N-G and 
C-G images. In addition, the eye-tracking technique will be 
employed to measure the fixation points and the image area, 
which is more involved in the visual exploratory pattern of 
the subject. This study will start in the first part of 2020.  

C. In-Lab Wearable-based study 

The second phase of the project consisted in a wearable 
sensors based study performed in-lab environment under the 
supervision of a researcher. The main objective of this phase 
was to identify the minimum viable number of sensors able 
to describe in the most accurate way the aesthetic experience 
(i.e., emotion level through valence and arousal levels 
identification) of the subject while observing a VA form. A 
multi sensors platform has been developed including the 
following devices: EEG, ET, GSR and PhotoPletismoGraphy 
PPG. The platform allowed the researchers to register the 
subjects bio-signals synchronized with the visualization of a 
number of images extracted by the Nencki Affective Picture 
System (NAPS) database.  

 

 
Figure 1.  The In-Lab Wearable based study experimental setup. 

 
Figure 2.  The Out-Lab Wearable based study experimental setup. 

Forty-three subjects have been enrolled in this study. 
Bio-signals were recorded during the presentation of visual 
stimuli (baseline image, eliciting image) from NAPS, which 
were at the same time evaluated by the subjects (self-reports 
on arousal, valence and emotional label). Figure 2 shows the 
experimental setup adopted for the experiment. AI 
algorithms including Neural Networks and Support Vector 
Machines have been then applied in order to find the most 
accurate one to identify arousal and valence levels (i.e., with 
respect to the reference values associated to each image as 
reported in the NAPS database).  

D. Out-Lab Wearable-based study 

The last phase of the project consisted in the application 
of the previous phase in an un-constrained environment. The 
same setup as developed and used in the In-Lab wearable 
based study phase has been placed inside a photo booth 
provided by an external company (as shown in Figure 3). 
The photo boot has been equipped with a touch screen. The 
subjects will be invited to enter in the photo booth and to 
wear the wearable devices placed inside and then to start the 
experiment. A set of images among those 61 ones selected in 
the image rating study will be presented on the screen while 
the subject bio-signals will be registered. Once the image 
presentation will be concluded, the subject will be requested 
to choose among one of them to be printed. The printed 
image will be the reinterpretation of the observed image on 
the basis of the bio signals registered and analyzed.   

This study will start in March 2020.  
 

III. CONCLUSIONS AND FUTURE WORKS  

The present paper outlines the current experimental 

phases of the NEFFIE project. The In-Lab fMRI as well as 

the Out-Lab Wearable based studies will start in the first 

half of 2020. 
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