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MMEDIA 2012

Foreword

The Fourth International Conferences on Advances in Multimedia [MMEDIA 2012], held
between April 29th and May 4th, 2012 in Chamonix / Mont Blanc, France, was an international forum
for researchers, students, and professionals where to present recent research results on advances in
multimedia, and mobile and ubiquitous multimedia. MMEDIA 2012 brought together experts from both
academia and industry for the exchange of ideas and discussion on future challenges in multimedia
fundamentals, mobile and ubiquitous multimedia, multimedia ontology, multimedia user-centered
perception, multimedia services and applications, and mobile multimedia.

The rapid growth of information on the Web, its ubiquity and pervasiveness, makes the www
the biggest repository. While the volume of information may be useful, it creates new challenges for
information retrieval, identification, understanding, selection, etc. Investigating new forms of platforms,
tools, principles offered by Semantic Web opens another door to enable human programs, or agents, to
understand what records are about, and allows integration between domain-dependent and media-
dependent knowledge. Multimedia information has always been part of the Semantic Web paradigm,
but it requires substantial effort to integrate both.

The new technological achievements in terms of speed and the quality expanded and created a
variety of multimedia services such as voice, email, short messages, Internet access, m-commerce,
mobile video conferencing, streaming video and audio.

Large and specialized databases together with these technological achievements have brought
true mobile multimedia experiences to mobile customers. Multimedia implies adoption of new
technologies and challenges to operators and infrastructure builders in terms of ensuring fast and
reliable services for improving the quality of web information retrieval.

Huge amounts of multimedia data are increasingly available. The knowledge of spatial and/or
temporal phenomena becomes critical for many applications, which requires techniques for the
processing, analysis, search, mining, and management of multimedia data.

We take here the opportunity to warmly thank all the members of the MMEDIA 2012 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to MMEDIA 2012. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the MMEDIA 2012 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.

We hope that MMEDIA 2012 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of multimedia.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed their stay in the French Alps.

MMEDIA Advisory Committee:
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Francisco J. Garcia, Agilent Technologies - Edinburgh, UK
Noël Crespi, Institut Telecom, France
Jonathan Loo, Middlesex University - Hendon, UK
Patrice Rondao Alface, Alcatel-Lucent Bell Labs - Antwerp, Belgium
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Abstract— In the last two decades, the transmission of 

multimedia streams using best effort network has been an 

attractive research area in multimedia communication.  

Multimedia streams have well defined temporal relations 

within themselves, generated when captured at the sender. At 

receiver these temporal relations have to be reconstructed to 

ensure smooth and synchronized multimedia presentation. The 

characteristics of best effort network –delay and jitter- degrade 

the temporal relations present in multimedia streams. Many 

methods have been proposed in order to mitigate the effect of 

network delay and jitter on the media streams. This paper 

classifies the work in the field of distributed multimedia 

synchronization. We have illustrated the techniques used in the 

three different multimedia synchronization types, namely, 

intra-media synchronization, inter-media synchronization and 

inter-destination synchronization. 

 

Keywords-distributed; multimedia; jitter; temporal relations; 

synchronization. 

I. INTRODUCTION 

Due to the last decade's breakthrough in the 

communication technologies, new applications in the area of 

distributed multimedia communication emerged. Distributed 

multimedia applications like video conferencing, video on 

demand, distance learning and others, are made feasible due 

to developments in the communication network. In such 

applications, at sender's side, different media streams are 

captured and sent to the receiver via packet switching 

network. On the receiver side, streams are received for 

presentation. These media streams can be classified into 

continuous and non-continuous streams. The continuous 

media streams have well defined temporal relations between 

the subsequent Media Units (MUs), for example, audio and 

video streams. The non-continuous media streams like 

images, text and graphics do not have temporal relations 

among MUs. 

Multimedia presentation requires the integration of 

multiple media streams of both continuous and non-

continuous streams. These streams have different temporal 

dependencies among the MUs of one or multiple streams. To 

ensure these relationships between the MUs of single and/or 

multiple media streams, a coordination process is required, 

which is called the multimedia synchronization. Typical 

synchronization solutions can be classified in to two basic 

types: (1) Intra-media synchronization deals with the 

reconstruction of the temporal relations between the MUs of 

the same media stream, at the presentation time. For example, 

maintaining the frame sequence and frame rate of the video 

stream to ensure a smooth presentation. (2) During 

presentation, reconstruction of the temporal relations between 

the MUs of the different but related media streams is referred 

as Inter-media synchronization. A typical example of the 

inter-media synchronization is lip synchronization [1] 

between the corresponding audio and video stream. 

Developments in computer and communication 

technology led to the popularity of distributed multimedia 

applications. In these applications, a geographically separated 

sender and receiver are linked via a communication network. 

The sender is capturing the media stream with temporal 

relations and sending to receiver(s), which have to ensure 

these relationships during the presentation. The unreliability 

and unpredictability of best effort packet switching network 

make it hard for receiver to keep intact relations between the 

one or multiple streams. An accurate and explicit process of 

restructuring of the MUs at the receiver is required, which is 

called distributed multimedia synchronization. In distributed 

multimedia environment, apart from the two basic 

synchronization problems described earlier, another type of 

synchronization is required in case of multicast 

communication and is called inter-destination or group 

synchronization. This is required when geographically 

scattered group of receivers have to present the same 

stream(s) approximately at the same. With the emergence of 

Interactive Distributed Multimedia Applications (IDMA) a 

new type of interactive synchronization emerges and 

examples are [2-6]. In these types of applications, users can 

modify the presentation state of stream and this modification 

has to be communicated to all receivers to maintain the 

synchronized view of the presentation among them. 

This survey is intended to study and classify research in 

the three types of synchronization solutions.  The main 

objective is not to compare their techniques, but to classify 

them in such a way that is easy to comprehend for the 

multimedia research community. Although the classifications 

of the techniques presented in this paper are neither 

exhaustive, nor orthogonal, still they can act as a very good 

starting point for the researchers in field of distributed 

multimedia.  The rest of the paper is structured as follows. In 

Section 2, we identify the causes of delay and present related 

work. Sections 3, 4 and 5 are dedicated to intra-media 

synchronization, inter-media synchronization and inter-

destination synchronization techniques, respectively. The 

paper concludes in Section 6. 

II. BACKGROUND 

The current packet switching networks do not provide 

any guarantee on delay bounds of packet delivery. Rather 

they only promise best effort to deliver the data to the 

intended recipient. This characteristic of packet switching 

1Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-195-3
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networks make the success of the distributed applications 

challenging. It causes asynchrony (de-synchronization) in 

Distributed Multimedia Applications. In the following 

section, we will briefly discuss the factor of asynchrony. 

A. Causes of Asynchrony 

MUs of the media stream suffer different type of delays 

from the generation at source to presentation at receiver. The-

se delays can be different for different MUs depending upon 

the load at sender, network and receiver. These delay varia-

tions for different MUs cause asynchrony in the media 

presentation at the receiver. We can divide delays into three 

types: the delay caused by sender, network and by the receiv-

er. Figure1 gives a pictorial representation of all three com-

ponents of end-to-end delay. 

Delay at sender: Capturing, coding, packetizing, proto-

col layer processing and transmission-buffering delays de-

pend on the sender load and clock speed. At the different 

time instances, the sender may have different loads varia-

tions, which can cause the variation in these delays for differ-

ent MUs. Moreover, if the related sub-streams are captured 

or/and sent by different sources, then, these delays experi-

enced by different sub-stream can be more variable. 

Network delay: Network delay is the delay experienced 

by the MUs in the network to reach its receiver, which varies 

according to network load. This delay can include the propa-

gation delay and queuing delay at the intermediate routers. 

Network jitters is delay variations of inter-arrival of MUs at 

the receiver due to varying network load. This is due to the 

fact that the queues of the intermediate routers between send-

er and receiver may have different loads at the different time 

instances. This delay can cause intra-media asynchrony. 

Network skew is the time difference in arrival of temporally 

related MUs of different but related streams, i.e. differential 

delay among the streams, which can cause inter-media asyn-

chrony. Clock drift is the rate of change of clock skew be-

cause of temperature differences or imperfections in crystal 

clocks. Clock skew is the clock time difference between the 

sender and the receiver. This is possible if the sender and the 

receiver are using local clock information instead of global 

clock information. The sender and receiver are considering 

time synchronized with respect to clock only if they are using 

the Network Time Protocol (NTP) or Global Positioning Sys-

tem devices. 

 
Figure 1. End-to-end causes of delay. 

Delay at receiver: The presentation, decoding, de-

packetizing, protocol layer processing, and buffering delay at 

the receivers can be different for different MUs. These delay 

variations are present at the receiver due to the fact that dif-

ferent receivers may have different processing capabilities 

and different loads at the different time instance. 

Depending on the nature of the application some or all of 

these problems may be relevant to different applications. Dif-

ferent synchronization mechanisms are needed to cope with 

these problems to ensure the temporal ordering of streams 

and to maintain the presentation quality. 

B. Related Work 

Most synchronization mechanisms in the literature are 

either very abstract, independent of the application at hand or 

very application specific. There are some surveys of multi-

media synchronization mechanisms [24, 28, 30, 31], which 

either are specific to type of synchronization, or partly cover 

synchronization mechanisms. 

 Perez-Luque et al. presented a survey of multimedia 

synchronization in term of temporal specifications [31]. They 

presented a theoretical reference framework to compare tem-

poral specification schemes and their relationship with mul-

timedia synchronizations. Ehley et al. classify synchroniza-

tion schemes as distributed schemes and local schemes de-

pending upon the location of the sender and receiver [30]. 

They further classify the distributed schemes as “distributed 

protocol based”, “distributed among nodes” and “distributed 

on servers or co-processors”. Similarly, they classify the local 

schemes in to two categories namely “local at different level 

at workstation” and “local on servers or co-processors”. Ishi-

bashi et al. present very comprehensive survey of only intra-

media and inter-media synchronization schemes [28]. They 

classify the techniques into common control, basic control, 

preemptive control and reactive control schemes. They also 

compare the different algorithms in terms of location, clock 

information, and type of media. They did not include inter- 

destination synchronization, as it was not very matured at that 

time. Similar to their pattern, Boronat et al. [24] present a 

recent survey, which includes the inter-destination synchro-

nization, but exclude intra-media synchronization. To the 

best of our knowledge, there is no single survey, which co-

vers all the three types of multimedia synchronization. Our 

effort is the first attempt in this regard. 

III. INTRA- MEDIA SYNCHRONIZATION 

The reconstruction of temporal relations between media 

units of the same continuous media stream is referred to as 

intra-media synchronization. For audio streams, the basic 

media unit is audio sample. The spacing between samples is 

determined by the sampling process. The goal of inter-media 

synchronization is to ensure the same spacing at the presenta-

tion time. For video streams, the basic media unit is the video 

frame and the temporal relation is the frequency of the video 

frames. The frame rate determines the spacing between the 

2Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-195-3
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frames. At presentation time, similar frame-rate has to be 

ensured by reconstructing the temporal relationship. 

Many schemes have been proposed in literature to ensure 

the temporal relationship at presentation time. All the 

schemes use a receiver buffer for the temporary storage of 

incoming MUs. The audio/video samples/frames are then 

presented at appropriate time from buffer. The use of a MU 

buffer introduces delay in the application, which is directly 

proportional to the size of this buffer. The objective of the 

process is to provide a presentation that resembles as good as 

possible to the temporal relations that were created during the 

encoding process. 

All Distributed Multimedia Applications (DMAs) have 

their own end-to-end delay tolerance requirement [33] that 

depends upon the nature of the application. Interactive bidi-

rectional applications such as online quizzes have very strict 

end-to-end delay requirements and the applications like video 

conferencing have slightly less strict latency requirements. 

On the other hand applications like video on demand (VOD) 

can allow larger latency. All the proposed schemes provide 

for a compromise between the intra-media synchronization 

quality and the increase of end-to-end delay due to the buffer-

ing of MUs. On one extreme, there can be a buffer less 

scheme with minimum delay by presenting the frame as soon 

as they arrive and other can be assured synchronization that 

completely eliminate the effect of jitter on the cost of high 

end-to-end delay. 

The perfect intra-media synchronization quality can be 

achieved by completely eliminating any kind of distortion in 

the temporal relationships of MUs and to completely restore 

the stream to its initial form. If the delay variability is un-

bounded, meaning that an infinitely long inter arrival period 

may appear, then no technique with a finite buffer can elimi-

nate the distortion from the MUs. But, some assured services 

(QoS) guarantee the bounded network delay. In this case, one 

can achieve assured/perfect synchronization.  

We divided the intra-media synchronization in to two 

basic categories: Time-oriented techniques and buffer-

oriented techniques. In time-oriented techniques sender puts 

a time stamp on the MUs. The sender and the receiver use 

clock in order to measure the delay and jitter. Receiver on the 

basis of these measurements devises a technique to ensure 

synchronous presentation of streams. Buffer-oriented tech-

niques do not use the clock rather they implicitly measure 

network delay and jitter by the occupancy of the receiver 

buffer. The summary is presented in Table 1. 

A. Time-oriented Techniques 

We divide time-oriented techniques into three subcatego-

ries, depending upon the timing information: techniques us-

ing global clock information, techniques using local clock 

information, and techniques using approximated clock infor-

mation. 

Techniques in which sender and receiver use some mech-

anism for the synchronization of their clock are said to use 

global clock information. The existence of having the global-

ly synchronized clock allows the receiver to measure the ex-

act network delay of MUs. Due to exact measurements of 

network delay, it can guarantee that MUs will be delivered 

and presented before or at the required time. 

The techniques “using the global clock information” [7, 

8] measure network delays of the first MU. They then add 

buffering delay in already measured network delay to com-

pose it to total delay. They set the Maximum Delay equal to 

this total delay. The receiver keeps the first MU in the buffer 

for minimum of buffering delay time plus the extra interval 

before extracting from the head of the buffer for presentation. 

This extra buffering delay for the first MU protects the syn-

chronization of the stream for the succeeding MUs. This way, 

it is guaranteed that no MU will experience a larger delay 

then the first MU, thus no loss of synchronization will occur. 

The amount of this extra buffering delay will decide the qual-

ity of synchronization. The larger extra buffering delay 

means assured synchronization and smaller means small end-

to-end delay but no assurance of synchronization. The 

amount of this extra buffering delay can be adjusted accord-

ing to the nature of the application. For more interactive ap-

plication this amount can be set low. 

TABLE 1: SUMMARY OF INTRA-MEDIA SYNCHRONIZATION 

 

The global clock can provide the highest degree of preci-

sion in terms of clock synchronization. It is the technique 

which supports the strictest synchronization which requires 

all the MUs to be presented at a constant small delay. As a 

global clock is not always available, many of the techniques 

are based on the delay differences instead of absolute delays 

of MUs. In these techniques, the receivers decide presenta-

tion time for the frames using the timestamps, in varying 

network delay environment, in absence of global clock in-

formation on the sender and receiver end. The receiver esti-

mates the one way network delay and its variability using 

local clock information. These techniques are suitable for 

applications that do not require a constant end-to-end delay. 

These techniques can be categorized as techniques with local 

clock information or without global clock information. 

Type Sub type Description 

Time-

oriented  

 global clock 

information 

Due to exact measurement of network transfer 

delay it can guarantee that MU will be deliver 

before a particular time. 

 local clock 

information 

Instead of delay duration it works on 

differential delay information. Due to absence 

of global clock it can guarantee bounded 

delivery. 

approximated 

clock 

information 

Approximate clock information by RTT value 

between source and destination. Can give soft 

bound on MU delivery. 

Buffer-

oriented 

Pause/drop 

MU 

Measure the delay by buffer occupancy. Drop 

MU if the occupancy is high and pause when 

occupancy is low. 

dynamic 

regulation of 

MU duration 

Instead of dropping/pausing the MU, it 

dynamically regulates the MU duration in 

accordance with buffer occupancy. 
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As these techniques [9-12] are based on the delay differ-

ences, the two clocks need not be synchronized because their 

offset will be canceled while calculating the timestamp dif-

ferences.  But the two clocks should not drift. In these tech-

niques, the total delivery delay of MUs cannot be kept con-

stant rather it will fluctuate due to changing network delay. In 

this way the requirement of the tradeoff between the syn-

chronicity and delay will be relaxed. The network delay dif-

ferences act as indication of the current level of the jitter be-

tween the source and destination and are used as the main 

parameter of these schemes. 

Apart from the two above mentioned techniques there is 

another category of techniques using approximated clock 

information. These techniques do not require a global clock, 

so cannot guarantee constant end-to-end delay like the tech-

niques based on global clock information. But, they are better 

than the techniques with local clock information, which only 

promise fluctuating end-to-end delay due to the variable net-

work delay. In these techniques, the receiver establishes a 

total delivery delay by measuring round trip time (RTT) be-

tween the sender and receiver. The receiver ensures that no 

MU will be presented after maximum delay value calculated 

by some expression of the RTT between sender and receiver. 

As a result of this assurance, these techniques promise a soft 

delivery guarantee. 

In [13, 14], by exchanging probe packets, a three way 

handshake protocol is established to measure the RTT value 

between the sender and the receiver. The receiver then syn-

chronizes its clock with the sender' clock by adopting its local 

time as of the timestamps of the probe packets. The receiver 

uses RTT/2 as the estimate of the network delay and adds 

some delay component to achieve a fixed soft end-to-end 

delay. To update the RTT value according to the current net-

work load, receiver sends the periodic probe packets. During 

all the communication period, the clock of the receiver is 

adjusted virtually with the sender’s clock. Thus, the clock of 

the receiver is; RTT + additional delay time units behind the 

sender's clock. Due to this virtual clock synchronization of 

the sender and the receiver, these techniques are also consid-

ered as based on virtual clocks. Later the receiver decides 

about the action to take against the packet on the basis of the 

local clock. Packets arriving at the receiver with the 

timestamp larger than the local clock are buffered and the 

packets that arrive with timestamps smaller than the local 

clock are considered late. The packets are extracted from the 

buffer and played when the local clock is equal to their 

timestamps.   

A part from time-oriented and buffer-oriented techniques, 

another classification of these techniques is possible on the 

basis of how the receivers deal with the late MUs. A tech-

nique is characterized as being delay preserving, if it does not 

present late MUs (MUs that have missed their scheduled 

time). In none delay preserving techniques, the receiver may 

accept and present a late MU, instead of discarding it, to pro-

tect the continuity of the stream from further degradation. 

These techniques are mostly applied with the time-oriented 

techniques, where the timing information is explicitly availa-

ble. 

B. Buffer-oriented Techniques 

The class of buffer-oriented techniques deals with the 

fundamental synchronization/latency tradeoff but do not re-

quire timestamps of MUs or the use of any kind of clock in-

formation. Buffer-oriented techniques implicitly assess jitter 

by observing the occupancy of the receiver buffer instead of 

using timestamps. As these techniques do not rely on timing 

information, they cannot provide the absolute/constant end-

to-end delay guarantee.  The total end-to-end delay comprises 

of fluctuating network and buffering delay. The better stream 

synchronization quality can be obtained by increasing buffer-

ing delay, which will result in increased end-to-end delay. 

Using these techniques, delay performance can approach 

requirements of interactive applications but this cannot be 

guaranteed. Due to this lack of guarantee regarding the end-

to-end delay, buffer-oriented techniques are usually em-

ployed in video applications, where the interactivity require-

ments are more relaxed than in audio applications. These 

techniques indirectly measure impact of the delay jitter on a 

receiver by observing the occupancy of the presentation buff-

er over time. The fundamental idea is to adjust the receiver's 

consumption rate of the frame according to the buffer occu-

pancy. As a result of more frames in buffer, the receiver in-

creases its consumption rate to avoid buffer overflow which 

will make the presentation smoother, while in case of less 

frames in the buffer the receiver will decrease its consump-

tion rate to avoid buffer underflow, which will cause the in-

crease in the presentation time of a frame and ultimately de-

crease the smoothness of the stream. Buffer-oriented tech-

niques can be divided in to two broad categories: Pause/drop 

MUs techniques and Dynamic regulation of MUs duration. 

In Pause/drop MUs techniques [15-18], the receiver 

pauses or drops the frame from the presentation buffer ac-

cording to the occupancy of the buffer. If the buffer has the 

higher occupancy of the frame due to decrease in the network 

delay, it will discard the newest frames from the buffer con-

sidering them as late frames without using the timing infor-

mation, which is the dropping of late MUs. Similarly, if the 

buffer is suffering from the underflow the receiver decrease 

its consumption rate by pausing the MUs in the buffer, which 

will increase the presentation duration of the MUs. In both 

cases, the objective is to bring the buffer occupancy between 

the underflow and overflow stage to present a continuous and 

synchronized presentation. 

In [15, 16, 17], authors used a series of thresholds for eve-

ry occupancy level and then associated these thresholds with 

counters for the derivation of the frame discard decisions. 

Biersack et al. [18] proposed a more complex technique for 

adopting the presentation schedule by associating it with the 

threshold for underflow: Low Water Mark (LWM), overflow: 

High Water mark (HWM) and also for Low Target Boundary 

(LTB) and Upper Target Boundary (UTB). For regulation of 

the buffering delay most buffer-oriented techniques used the 
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approach in which, they increase or decrease delay in con-

stant amounts, that equal the duration of a MU, for example, 

discarding the late frame from an overpopulated buffer re-

sults in sharp delay reduction of constant duration of the vid-

eo frame. Similarly, in case of under flow buffer, the presen-

tation resumes after one or multiple MU periods. The benefit 

of these techniques is the simplicity of implementation. The 

drawback is that human visual system can detect this abrupt 

degradation of the perceptual quality. This will be more evi-

dent in case of low frame rate, where single video frame car-

ries enough information. To solve this abrupt degradation 

problem, techniques [19, 20], which use dynamic regulation 

of MUs duration, were proposed. 

 These techniques demonstrated an improvement in the 

perceptual quality of the video, which was achieved through 

a fine grained regulation of presentation durations, based on 

the current occupancy of the presentation buffer. In [19], the 

receiver employs progressively reduced presentation rates, to 

avoid large underflow discontinuities as the buffer occupancy 

drops below a threshold value. The threshold value is select-

ed prior to the stream initialization and it remains constant 

irrespective of the network delay jitter. It regulates the 

tradeoff between stream continuity and reduction of presenta-

tion rate. This work is enhanced in [20] by introducing a 

window based approach in which the sender optimizes the 

stream quality by changing network delay jitter values. This 

window acts as a dynamic threshold. By using a neural net-

work approach, the sender estimates the network delay char-

acteristics and then regulates the window accordingly. The 

regulation of the window will implicitly change the threshold 

values for the buffer occupancy. It results in dynamic selec-

tion of presentation durations for the buffered frames. 

IV. INTER-MEDIA SYNCHRONIZATION 

The inter-media synchronization is concerned with main-

taining the temporal and/or logical dependencies among sev-

eral streams in order to present the data in the same view as 

they were generated. At the receiver, MUs will not arrive in 

synchronized manner due to jitter in the network. The tem-

poral relationship within sub-streams is destroyed and the 

time gaps between arriving MUs vary according to the oc-

curred jitter. Thus, a synchronized presentation cannot be 

achieved at the receiver, if arriving MUs of sub-streams 

would be presented immediately. Hence, intra-media and 

inter-media synchronization is disturbed. To mitigate the 

effect of the jitter, MUs have to be delayed at the receiver so 

that, a continuous synchronized presentation can be guaran-

teed. Consequently, MUs have to be stored in buffer and the 

size of the buffer will correspond to the amount of jitter in the 

network. 

For example, in video conferencing applications speech 

and video MUs must have the temporal relationships at the 

time the streams were captured at source. These speech and 

video MUs captured at the same time have to be presented 

together at receiver. Like any two different streams, the audio 

and video stream can be affected by the network delay differ-

ently. If these streams would be presented without any syn-

chronization mechanism at the receiver, the audio and the 

corresponding lip movement in the video will not be synched. 

This temporal relation between the audio and the video 

stream is called inter-media synchronization or Lip synchro-

nization. A pictorial representation of lip synchronization is 

presented in Figure 2.  

The perfect inter-media synchronization quality is 

achieved by completely eliminating any kind of distortion in 

the temporal relationships of MUs among multiple streams 

and to completely restoring the stream to its initial form. This 

objective must be achieved on the fly as MUs arrive at the 

receiver, having crossed a network that alters the spacing 

between MUs, by imposing a variable network transfer delay. 

There are many algorithms in literature that were applied 

in different applications to achieve the inter-media synchro-

nization. Due to the different nature of the application, it is 

challenging to compare the performance of these algorithms. 

These algorithms used many synchronization techniques both 

at sender and receiver side. There is no benchmark found in 

literature to compare these techniques. Most of the algo-

rithms evaluate their performance with the satisfaction of the 

users of the target application. So, instead of algorithm, we 

decided to survey these techniques that are the building 

blocks of algorithms.  The study of inter-media synchroniza-

tion technique is summarized in comprehensive manner in 

[24, 28, 29].  
Several ways of classifying the technique are possible, we 

chose to categorize by location, purpose, type of content, and 

synchronization information. Before describing the categories 

of the technique, it is important to note that any algorithm can 

use multiple of these techniques to achieve the synchroniza-

tion mechanism even from different categories.  More over, 

these classifications are neither exhaustive, nor orthogonal, to 

each other, as one specific technique can be categorize ac-

cording to the location, purpose, content and information 

used. 

A. Classification of Techniques 

Location of synchronization technique: The synchroniza-

tion control can be performed either by source or receiver. 

The synchronization control on receiver is used more often as 

compare to source. If control is performed by the source, 

most of the time it will require some feedback information 

from the receiver. The receiver will tell the source about the 

degree of asynchrony at the current instance. 

Purpose of synchronization technique: We divided the 

techniques into four sub categories with respect to its pur-

Figure 2. Inter-media synchronization. 
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pose:  The basic Control techniques are required in almost all 

the algorithms. These must be present in all algorithms to 

provide synchronization. Examples are adding synchroniza-

tion information in MUs at source and buffering of MUs at 

receiver. Preventive control techniques are used to prevent 

the asynchrony in the streams. These are applied to synchro-

nized streams to keep them in the same state. Reactive con-

trol techniques are used to recover from the asynchrony, once 

it occurred. The common control techniques are techniques 

which can be applied in both ways. 

Type of media: Some of the techniques are used only for 

stored media and some for live media, while some can be 

used for both types of media. Both types of media may have 

different implications for a particular technique. Some tech-

niques suit better to stored media and others to live media.  

Information used for synchronization technique: The in-

formation included in the MU for the synchronization pur-

pose can be different like timestamp, sequence number.  

Some techniques used either sequence number or timestamp, 

while the other may use both. 

B. Introduction of Techniques 

Here, we define the techniques shortly and then we cate-

gorize them according to the criteria said above. Most of the 

time these techniques are naïve and self-explanatory, so we 

decided to include only the short description of technique. 

The summary of all these techniques can be found in the pre-

vious surveys [24, 28, and 29]. 

Attachment of synchronization information to MU: In this 

technique the synchronization information is attached with 

MUs. Timestamps, sequence numbers are the example of the 

timing information. 

Buffering MU: On reception, the receiver stores MUs, to 

compensate for network jitter. It then presents MUs accord-

ing to synchronization information attached to MU. 

Transmission of MUs according to synchronization in-

formation: The MUs are transmitted according to the syn-

chronization information attached with them. This infor-

mation can be a timestamp.  

Decrease the number of media stream transmission: 
When it is difficult for receiver to achieve synchronization, 

the source can temporarily stop the transmission of one of the 

stream. It will restart the transmission of the paused stream 

when the receiver is synchronized. 

Deadline based transmission: The source schedules the 

transmission of MUs to meet the associated deadline re-

quirements. The output deadline and the delay bounds asso-

ciated to each MU must be known for this technique. 

Interleaving of MUs: Source interleaves the MUs of multi-

ple streams to make a single stream. This can degrade the 

intra-media quality of the stream(s) 

Preventive skipping/pausing: The destination skips/discards 

or pause/repeat the play out of MUs depending upon the state 

of the buffer. It can be discarding of one from every two 

MUs (when the buffer occupancy exceeds the threshold) or 

play out every MU twice (when the buffer occupancy de-

creases the threshold). 

Change buffering time with network delay estimation: By 

estimating the network delay the destination alters the buffer-

ing time of the MU. If the delay is increased to avoid buffer 

underflow, the buffering time of the MU can be decreased 

and vice versa. 

Adjustment of transmission time: Upon reception of MUs, 

the receiver sends feedback information to the source for 

changing the transmission timing. The source then change the 

transmission period. 

Reactive skipping/pausing of MU: If the play out time of 

the current MU is late, the receiver can skip (drop) the al-

ready received succeeding MUs.  Similarly receiver can 

pause (play out again) the play out of the previous MU until 

next MU is available for play out. 

Shortening/extending of play out duration: To gradually 

recover from asynchrony, instead of abrupt change in play 

out, destination can shorten/extend the play out time of MU. 

Virtual time contraction/expansion: If the receiver is using 

the virtual time for the play out of MU instead of actual time, 

the MU should be played out when virtual time equals the 

target play out time of MU. This technique of contrac-

tion/expansion of virtual time is similar to “shorten-

ing/extending of play out duration”, but it gains same effect 

through indirect way.  

Master Slave switching: The role of master and slave stream 

can be interchanged dynamically, when the slave stream 

asynchrony is increased to a certain threshold.  

Source skipping/pausing: The source can skip or pause the 

MUs according to the received feedback information from 

receiver. The receiver can also insert the dummy data (or 

resend the previous MU) instead of pausing the MU. 

Advancement of transmission timing with network delay 

estimation: The source advances the transmission timing of 

MUs according to network delay estimates. In this way the 

source can skip the MUs. It will dynamically schedule the 

transmission of MU. It is similar with the “deadline-based 

transmission”, which also schedules the transmission time 

statically. 

Adjustment of capturing rate: Source adjusts the clock 

speed of the capturing device according to synchronization 

quality. 

Adjustment of play out rate: The receiver adjusts the 

presentation device frequency according to the synchroniza-

tion quality. 

V. INTER-DESTINATION MULTIMEDIA          

SYNCHRONIZATION (IDMS) 

In multicast media communication, apart from intra-

media and inter-media synchronization, we can find another 

type of synchronization called group or inter-destination 

media synchronization (IDMS). The objective is to present 

the same stream at all the receivers in a group, approximately 

at the same time. To add to the complexity of the problem, 

these different receivers may be located at different 
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geographical locations and may have different processing 

capabilities. These receivers may not only be of different type 

like smart phone and laptop computer but also may have the 

network connection of the different speeds. Network quizzes 

can be a good example of this scenario, where the objective 

will be to achieve the fairness among all the participants of 

the quiz. Solution will be required to display all the questions 

of the quiz to the entire participant at the same time. 

The other example can be of the real time distance 

learning (tele-teaching), where the teacher multicasts a 

multimedia lesson to a number of students, who are located at 

different geographical areas. In this scenario, the teacher can 

also make comments about the live streaming of the lesson. 

Another similar example is of the interactive internet TV 

(Internet Social TV), where different groups of friends are 

watching a live online football match at different geographic 

locations. Consider the case, when these groups can chat 

(audio/video) to each other to comment on the game to 

experience of watching the match together from distinct 

location. It will be very important to synchronize the streams, 

so that they can watch the different events of the match at the 

same time to have the real experience of watching together. 

Figure 3 pictorially illustrates the scenario of inter-destination 

synchronization. 

The level of required synchrony among the receivers 

depends on the application on hand. Considering the above 

three cited examples, to ensure the fairness among the 

participants of the online quiz, a hard synchronization will be 

required. In case of the other two examples, the required level 

of synchrony is softer as compared to the online quiz case. 

The IDMS techniques cited in the literature fall under 

one of the three categories: master/slave receiver scheme 

(MSRC), synchronization maestro scheme (SMS) and 

distributed control scheme (DCS). The techniques presented 

in literature vary but the basic concept of the technique lies in 

one of the above. Here, we present the basic control scheme 

of each category. For better understanding of these three 

schemes, consider that M sources and N destinations are 

connected through a network. MUs of M different stream 

have been stored with timestamps in M source, and they are 

broadcasted to all receivers. The timestamp contained in an 

MU indicates its generation time. The streams fall into a 

master stream and slave streams. At each destination for 

inter-media synchronization, the slave streams are 

synchronized with the master stream by using inter-media 

synchronization mechanism.   

A. Master/Slave Receiver Scheme (MSRS) 

In MSRS, the destinations are divided into a master 

destination and slave destinations. The master destination 

will be in control and will calculate the presentation timing of 

the MUs independently according to its own state of the 

received stream data. The slave destinations should present 

MUs at the same timing as the master destination. In practice 

multiple streams will be received at each destination and one 

of these streams will act as master stream for the purpose of 

inter-media synchronization at each destination. MSRS 

achieves group synchronization by adjusting the presentation 

time of the MUs of master stream at the slave destinations to 

that of the master destination.  

In order to synchronize the slave destinations with the 

master destination, the master destination sends control 

packets to the slave destinations. In the beginning, the master 

destination multicasts a control packet including presentation 

time of its first MU of master stream to all slave destinations. 

This is called initial presentation adjustment. For the 

continuous synchronization among receivers the master 

periodically multicast control-packets whenever the target 

presentation time of the master destination is modified. The 

master notifies all the slaves about the modification by 

multicasting a control packet which contains the amount of 

time which is modified and the sequence number of the MU 

for which the target presentation time has been changed.  

Figure 4 presents the different type of message exchanges in 

the basic MSRS.  

This technique was initially presented in [21], and then 

presented in [22] by extending the RTP/RTCP messages for 

containing the synchronization information. The benefit of 

this technique is its simplicity and decreased amount of 

information exchange as control packet to support IDMS. 

Only the master destination will multicast the control packets 

occasionally when its target presentation time is modified or 

it will periodically multicast the control packets to 

accommodate the newly joined slave destination. Another 

factor which can influence the performance of the scheme is 

the selection of the master destination. If the slowest 

destination is selected as master, it can cause buffer overflow 

on fast slave destination, which will result as high packet 

drops at faster slave destination. On the other hand, if the 

faster destination is selected as the master destination, it can 
Figure 3. Inter-destination synchronization. 

Figure 4. Master/Slave Receiver Scheme (MSRS). 
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cause the buffer underflow in the slower slave destination, 

which can result as the poor presentation quality at slow 

destinations. In [32], all the possible options with pros and 

cons are discussed for the master selection in this scheme. 

One issue with this technique is the associated degree of 

unfairness with the slave destinations. The other problem is 

that the master can act as bottleneck in the system.  

B. Synchronization Manager Scheme (SMS) 

SMS does not classify destinations into a master and 

slaves, therefore, all the destinations can be handled fairly. It 

involves a synchronization manager in order to synchronize 

the master stream among all destinations. The role of 

synchronization manager can be performed by one of the 

source or receiver. Each destination estimates the network 

delay and uses the estimates to determine the local 

presentation time of the MU. Each destination then sends this 

estimated presentation time of MU to the synchronization 

manager. The manager gathers the estimates from the 

destinations, and it adjusts the presentation timing among the 

destinations by multicasting control packets to destinations. 

SMS assumes that clock speed at the sources and destinations 

is the same, and that the current local times are also the same 

(i.e., globally synchronized clocks). The basic scheme is 

illustrated pictorially in Figure 5.  

The SMS was initially presented in [23]. RTCP based 

schemes which follow the same basic principle were 

presented in [24]. The advantage of this scheme over MSRC 

is its fairness to the destinations, as the feedback information 

of all the destinations is accounted for determining the 

presentation time of the MU. But this fairness will cost more 

communication overhead among the destination and the 

synchronization manager. Like the MSRC, this scheme is 

also a centralized solution, so it can face the bottleneck 

problem.  

 
Figure 5. Synchronization Manager Scheme (SMS). 

C. Distributed Control Scheme (DCS) 

Unlike MSRC and SMS technique, DCS neither classi-

fies the destination into master and slave, nor has a specific 

synchronization manager. In this technique, every destina-

tion estimates the network delay and then determines the 

presentation timing of the MU. It then sends (multicast) this 

presentation time to all destinations. Every destination will 

then have the entire view of the estimated time of MU. Each 

destination has the flexibility to decide the reference play out 

time among the timing of all the destinations. Figure 6 illus-

trates the pictorial representation of the scheme. This scheme 

was presented in [25-27]. 

This scheme gives higher flexibility to each destination 

to decide the presentation time of MU. For example, it is 

possible that by selecting the presentation time of other 

destination, it can achieve higher IDMS quality but it may 

cause the inter-media or intra-media synchronization 

degradation. In this case, the destination has the flexibility to 

choose between the types of synchronization depending upon 

the nature of application on hand. If the application on hand 

demands the higher inter-media or intra-media 

synchronization and can sacrifice on the IDMS 

synchronization to certain limit, then destination can selects 

its own determined presentation time and vice versa. DCS is 

distributed scheme by nature and will not suffer from 

bottleneck problem. If one or more destinations leave the 

system, it will not disturb the overall scheme. This greater 

flexibility and the distributed nature of DCS make it complex 

in terms of processing, as before deciding presentation time 

of MU the destination have to do more calculations and 

comparisons. It has higher message complexity, as every 

destination will multicast the estimated presentation time.   

VI. CONCLUSION AND DISCUSSION 

The volume of research in distributed multimedia 

synchronization has increased significantly over the last 

decade. In this paper, we presented the three main types of 

synchronization, which are further categorized according to 

characteristics specific to each type. The issue of the intra-

media synchronization is considered solved and no further 

research has been carried out for the last decade. The 

solutions of inter-media synchronization are challenging to 

compare qualitatively, since they are application specific and 

were evaluated subjectively. We included only initial 

research of group synchronization techniques, despite more 

solutions on these techniques have been developed lately. 

Although, there have been some research in inter-destination 

synchronization, more work is still needed to address its 

problems. 

To the best of our knowledge, this survey is the first 

attempt that classifies the three main solutions at once. We 

hope that it will serve as a valuable asset for the research 

Figure 6. Distributed Control Scheme (DCS). 
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community to comprehend the vast literature in the 

distributed multimedia synchronization. 
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Abstract— In this paper, we propose a low complexity multiple 
candidate motion estimation algorithm based on the 
constrained one-bit transform. We propose variations of 
constrained one-bit transform whose matching criteria are 
almost the same as the constrained one-bit transform. The 
motion estimation performances of the proposed variations are 
statistically similar to that of constrained one-bit transform in 
whole, but its local behaviors are very different. By adopting 
the multiple candidate search strategy into the typical 
constrained one-bit transform and its variation thereafter, we 
can efficiently determine two best motion vectors and enhance 
the overall motion estimation accuracy. Experimental results 
show that the proposed algorithm achieves peak-to-peak 
signal-to-noise ratio gains up to 0.66dB on average compared 
with the conventional constrained one-bit transform-based 
motion estimation with negligible complexity increase. 

Keywords-motion estimation; bit-wise matching; constrained 
one-bit transform 

I.  INTRODUCTION 

Motion estimation (ME) is the key technique in video 
compression and has been widely used in many video 
applications such as video compression, video segmentation, 
and video tracking. ME is usually regarded as the 
computationally most intensive part, performing up to 50% 
computations of the encoding system [1]. The most popular 
technique for ME is block matching algorithm (BMA) 
which is deployed in many video compression standards 
[2][3] because of its simplicity and effectiveness. In BMA, a 
frame is partitioned into a number of rectangular blocks and 
a motion vector for that block is estimated within its search 
range in the reference frame by finding the closest block of 
pixels according to a certain matching criterion such as the 
sum of absolute differences (SAD) or the sum of squared 
differences (SSD). The full search block matching algorithm 
(FSBMA) can give optimal estimation of motion in terms of 
minimal matching error by checking all the candidates 
within the search range, but the prohibitively huge 
computational complexity makes it impractical for real-time 
video applications. Thus, many techniques have been 
proposed to reduce the high computational complexity of 
the FSBMA.  

The techniques that exploit different matching criteria 
instead of the classical sum of absolute differences (SAD) 
such as one-bit transform (1BT), multiplication-free 1BT, 

two-bit transform (2BT), constrained one-bit transform 
(C1BT), and TGC-BPM were proposed to make the faster 
computation of the matching criteria using Boolean 
exclusive-OR (XOR) operations [5][6][7][8]. In [5], 1BT-
based ME where the reference frames and the current 
frames are transformed into one-bit representations by 
comparing the original image frame against a bandpass 
filtered output was proposed. After this transform, the 
matching error criterion between two one-bit image frames, 
which is called the number of non-matching points of 1BT 
(NNMP1BT) is given by 
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where Bt(i, j)  and Bt-1(i, j)  are the 1BT representations of the 
current and the previous image frames, respectively,   
denotes the Boolean XOR operation, the motion block size 
is NN, and –s ≤ m, n ≤ s is the search range [5]. 

To reduce the computational complexity of calculating 
the 1BTs, the multiplication-free filter was also proposed in 
[6]. Although the 1BT-based motion estimation 
accomplishes a reduction in arithmetic and hardware 
complexity, the reconstructed image is degraded due to bad 
motion vectors resulting from the reduced bit-depth 
(particularly for small block sizes) [7]. A 2BT-based ME 
was proposed to enhance the ME accuracy of the 1BT-based 
ME algorithms [7]. In the 2BT-based ME, the values of 
local mean , variance 2, and the approximate standard 
deviation a

 are used to convert frames into two-bit 
representations. The 2BT-based ME uses the number of 
non-matching points (NNMP2BT) as a matching criterion 
given as : 
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where Bt 

1,2(i, j) and B t-1 
 1,2 (i, j) are the 2BT representations of 

the current and the previous image frames, respectively, || 
denotes the Boolean OR operation, the motion block size is 
NN, and –s ≤ m, n ≤ s is the search range. The variations of 
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the 2BT-based matching criterion to increase the dynamic 
range of the matching criterion were proposed in [9]. These 
variations outperform the typical 2BT-based ME. 

In [8], a constraint mask bitplane was introduced to 
improve the performance of 1BT, which is called the C1BT. 
Although C1BT-based ME uses two bitplanes in matching 
criterion similar to 2BT, it is very simple to create the 
constraint mask bitplane in C1BT. Note that for 2BT, the 
computational complexity of transforming frames into two-
bit representation is relatively high because it involves 
multiplication operations. And in general, C1BT-based ME 
provides slightly better ME performance compared to the 
2BT based ME. In C1BT, image frames are filtered using 
the multiplication-free 1BT filter in [6]. Then, the filtered 
image frames are compared to the original pixel values as in 
1BT and the corresponding constraint mask is calculated as 
follows: 
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where I and IF are original and filtered image frames, 
respectively and  D is a threshold. The corresponding 
matching error criterion is as follows :  
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where Bt(i, j)  and Bt-1(i, j)  are the 1BT representations of the 
current and the previous image frames, respectively. CMt(i, j) 
and CMt-1(i, j)  are the constraint mask of the current and the 

previous image frames, respectively. ||,   and • denote the 
Boolean OR, XOR, and AND operation, respectively. And 
the motion block size is NN, and –s ≤ m, n ≤ s is the search 
range [8].  

In this paper, we propose a low complexity multiple 
candidate motion estimation algorithm based on the C1BT. 
By exploiting the almost identical operations in two 
different matching error criteria, we can efficiently 
determine two best motion vectors according to the 
respective matching criteria and can enhance the overall 
motion estimation accuracy. The rest of this paper is 
organized as follows. Section 2 presents our proposed 
multiple candidate ME algorithm. Experimental results and 
analyses are provided in Section 3. Finally, Section 4 
provides conclusions. 

II. PROPOSED ALGORITHM 

To improve the overall ME performance of the C1BT-
based ME, we adopt the strategy in [10] of multiple 
candidate ME exploiting the similar operations between two 

different matching criteria. However, the matching error 
criterion of C1BT cannot be effectively splitted as in [10] 
because of Boolean AND operation. Note that because of 
this AND operation the C1BT matching criterion does not 
satisfy the metric requirements. Therefore we tested several 
matching error criterion as in [9] to find some substitutes 
whose operations are very similar to the C1BT matching 
criterion and whose performance is somewhat different in 
sequence to sequence. Among the many variations of the 
matching error criteria, the following two matching criteria 
show the similar ME performance as the C1BT matching 
criterion, we call it as a C1BT-extension and a C1BT-hybrid. 
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Table 1 shows the average PSNR performance of the 

C1BT, C1BT-hybrid and C1BT-extension when the motion 
block size is 1616 and the search range is ±16. Note that for 
C1BT, the best performance was achieved when D = 10, 
however for other two variations, the best performance was 
achieved when D = 30. Of the variations of C1BT, the 
average performance of the C1BT-hybrid is slightly better 
than that of the C1BT and C1BT-extension. And as we can 
see from the Table 1, the average performance varies from 
sequence to sequence. For example, for sequence of “hall”, 
C1BT outperforms C1BT-hybrid by 0.74dB on average and 
for the other sequences C1BT-hybrid always outperforms 
C1BT. 

TABLE I.  AVERAGE PSNR RESULTS OF C1BT, C1BT-EXTENSION 
AND C1BT-HYBRID 

 C1BT 
(D = 10) 

C1BT-
extension 
(D = 30) 

C1BT-hybrid
(D = 30) 

stefan 25.23 25.31 25.39 

akiyo 42.54 42.51 42.57 

mobile 23.64 23.76 23.8 

hall 33.98 33.17 33.24 

coastguard 29.24 29.36 29.42 

container 38.25 38.26 38.28 

table 28.07 28.17 28.33 

flower 25.78 25.83 25.88 

average 30.84 30.80 30.86 

 
To exploit those uneven performance differences, we 

propose to use multiple candidate motion search based on 
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the C1BT and C1BT-hybrid (MCC1BT). Note that the 
matching error criteria of these two ME algorithms share 
many identical operations. The proposed algorithm is as 
follows: 

 
1) Calculate the matching error criteria as in (4) and (6).  

 2) Find two best motion vectors according to the 
respective matching criteria.  

3)  If two best motion vectors are the same, declare it as 
the best motion vector for the current block and go to 
5). 

4)  Calculate SADs of the two best motion vectors and 
declare the motion vector with less SAD as the best 
motion vector for the current block. 

5) Go to the next current block. 
 
Note that the calculations of SADs are needed only when 

two best motion vectors are different, which is very rare as 
will be seen in the experimental results. 

III. EXPERIMENTAL RESULTS 

The performance of the proposed algorithm (D = 30) 
was compared with the C1BT, the AM2BT [4], 
DCMCW2BT [10] and FSBMA using the metric of SAD. 
The first 100 frames of 8 CIF (352  288) sequences are 
used as test sequences. All the searching processes were in 
spiral order.  

Table 2 and 3 show the average PSNR comparison 
results when the motion block size is 1616 and the search 

range is ±16 and when the motion block size is 88 and the 
search range is ±8, respectively. The average numbers of 
SAD calculations per motion block for AM2BT, 
DCMCW2BT and the proposed algorithm are also shown in 
the Tables. Note that the maximum number of calculations 
of SADs in one motion block is two for comparison. 

From the Tables, we can see that the performance of the 
proposed algorithm outperforms the other algorithms. To be 
specific, the average PSNR of the proposed algorithm is 
better than that of the C1BT by 0.25dB, that of the AM2BT 
by 0.18dB, and that of the DCMCW2BT by 0.10dB when 
the motion block size is 1616 and the search range is ±16. 
The SAD calculations of the proposed algorithm are needed 
about 1 out of 12 motion blocks on average. Compared with 
the motion block size is 1616 and the search range is ±16. 
The gap between the proposed algorithm and the FSBMA is 
within 0.12dB. And for the computational complexity 
increase, we can see that the calculations of SADs are 
needed about 1 out of 12 (≈2/0.16) motion blocks on 
average which is very small. Compared the AM2BT, the 
ratio between the proposed algorithm and the AM2BT is 
about 1 over 235 in terms of the number of SAD 
calculations when the motion block size is 1616 and the 
search range is ±16. Also when the motion block size is 88 
and the search range is ±8, the average PSNR of the 
proposed algorithm is better than that of the C1BT by 
0.66dB, that of the AM2BT by 0.37dB, and that of the 
DCMCW2BT by 0.22dB.  

TABLE II.  AVERAGE PSNR RESULTS OF ALGORITHMS WHEN THE MOTION BLOCK SIZE IS 1616 (SEARCH RANGE = ±16) 

 FSBMA C1BT AM2BT DCMCW2BT Proposed 

stefan 25.75 25.23 
25.53 

(113.42) 
25.50 
(0.24) 

25.53 
(0.34) 

akiyo 42.84 42.54 
42.60 
(1.59) 

42.59 
(0.02) 

42.79 
(0.03) 

mobile 23.92 23.64 
23.72 

(182.15) 
23.8 
(0.2) 

23.86 
(0.16) 

hall 34.34 33.98 
33.56 

(17.26) 
33.91 
(0.22) 

34.21 
(0.36) 

coastguard 29.62 29.24 
29.43 
(45.8) 

29.46 
(0.2) 

29.51 
(0.64) 

container 38.33 38.25 
38.13 
(2.78) 

38.22 
(0.02) 

38.33 
(0.07) 

table 28.87 28.07 
28.37 

(56.56) 
28.45 
(0.3) 

28.54 
(0.64) 

flower 26.03 25.78 
25.91 

(218.39) 
25.95 
(0.1) 

25.94 
(0.44) 

average 31.21 30.84 
30.91 

(37.53) 
30.99 
(0.08) 

31.09 
(0.16) 
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IV. CONCLUSION AND FUTURE WORK 

A low complexity C1BT-based multiple candidate 
motion estimation algorithm was proposed in this paper. By 
exploiting almost the identical operations in two different 
matching error criteria, we can efficiently determine two best 
motion vectors according to the respective matching criteria 
and can enhance the overall motion estimation accuracy. 
Experimental results show that the proposed algorithm 
achieves PSNR gains about 0.25dB and 0.66dB on average 
when the motion block size is 1616 and 88, respectively 
compared with the conventional C1BT-based motion 
estimation without noticeable complexity increase. Note that 
the PSNR difference between the proposed algorithm and the 
FSBMA using the metric of SAD is only 0.12 dB on average, 
which is very small when the motion block size is 1616. 
For future work, we plan to find an efficient local search 
algorithm to enhance the overall ME accuracy. 
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Abstract—The Video on Demand (VoD) service is becoming
a dominant service in the telecommunication market due to the
great convenience regarding the choice of content items and their
independent viewing time. However, it comes with the downsides
of high server storage and capacity demands because of the
large variety of content items and the high amount of traffic
generated for serving all requests. Storing part of the popular
contents on the peers brings certain advantages but, it still has
issues regarding the overall traffic in the core of the network
and the scalability. Therefore, we propose a P2P assisted model
for streaming VoD contents that takes advantage of the clients
unused uplink and storage capacity to serve requests of other
clients and we present popularity based schemes for distribution
of both the popular and unpopular contents on the peers. The
proposed model and the schemes prove to reduce the streaming
traffic in the core of the network, improve the responsiveness of
the system and increase its scalability.

Keywords-P2P; VoD; streaming; popularity.

I. INTRODUCTION

The great expansion of the IPTV [1] has made a good
ground for the Video on Demand (VoD) to become one of the
most popular services. Although VoD is a service that is also
available on Internet, it has attracted special attention in the
field of the Telecom-managed networks since they are already
adapted to the implementation of a variety of TV services.
Despite of its numerous advantages from client’s point of
view, the VoD service is a serious issue for the providers
since it is very bandwidth demanding. Therefore, the design
of systems and algorithms that aim at optimal distribution of
the content items has become a challenge for many providers.
Some of the solutions include a hierarchy of cache servers
which contain replicas of the content items placed according
to a variety of replica placement algorithms that depend on
the users behaviour [2][3][4]. No matter how good these
solutions might be, they all reach a point from where no further
improvements can be done due to resource limitations. One
possibility to overcome this problem is the implementation of
the classical P2P principles for exchange of files over Internet
for delivering video contents to a large community of users.
Some systems designed for streaming VoD over Internet are
presented in [5][6]. Despite of its numerous advantages, the
P2P streaming over Internet lacks reliability. The environment
where the implementation of P2P streaming perfectly fits are
the telecom-managed IPTV networks. Some of the reasons
for that are the considerable storage capacity of the set-top

boxes (STBs) nowadays and the higher control of the operators
over the devices on the clients premisses, which avoids the
reliability issue of the classical P2P systems. The use of P2P
in IPTV networks for live video contents and the contributions
of various architectural designs are shown in [7]. In [8], a P2P
assisted streaming system is proposed, where the peers are
supported by one server to provide the missing parts or make
up for any failures. Another IPTV network architecture that
takes advantage of the P2P is presented in [9]. A solution that
implements P2P streaming to reduce the load of hierarchically
organized servers in busy hours is proposed in [10]. In this
approach, only the most popular content items are stored in
the peers.

Assuming that the content items in the IPTV networks are
distributed in a way that the most popular content items are
stored in servers that are closer to the clients, the idea of
storing copies of the popular contents in the STBs is quite a
reasonable solution that could significantly reduce the traffic
in the edge of the network, particularly in the busy hours.
However, there is a large number of contents that are not
in the high popularity range, but still take significant part
of the overall traffic. Since they are stored in more distant
servers in the core of the network, the traffic generated for
their streaming is a burden for the backbone of the network.
The opposite case of distributing the unpopular contents in
the STBs contributes to reducing the traffic in the core of
the network because it concentrates most of the traffic in the
periphery of the network: the popular contents are streamed
by the servers on the edge, and a great part of the unpopular
contents are streamed by the STBs. This is important when one
of the objectives is reducing the transport cost in the network.
Although both of the distributions bring improvements by
reducing the overall traffic, they do not provide improved
service for the entire set of contents in the cases of busy
hours. When the popular contents are stored in the STBs, the
response time for service of unpopular contents is increased
because the servers cannot serve all the incoming requests.
The same happens when the unpopular contents are stored in
the STBs with the difference that now, not all the requests for
popular contents can be immediately served.

Therefore, we propose a solution for a network with pop-
ularity based distribution of contents, both on the streaming
servers and STBs, that aims to reduce the traffic in the core of
the network and, at the same time, tends to provide immediate
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service in the cases of high demand scenarios. One of the
objectives targeted with the reduction of the traffic in the core
is offloading the backbones from video traffic so that it can
be used for other type of traffic and enabling growth of the
number of clients subscribed to VoD service without additional
changes and costs in the core of the network. Although the
schemes that we propose consider all the contents, we put
an accent on the low popularity contents by reserving more
storage space in the STBs than the popular contents, thus
providing locally close availability of most of the videos.

In our model, we take advantage of the unused upload and
storage capacity of the STBs to assist in the streaming of the
VoD contents. The streaming is done by parallel streaming
sessions of multiple STBs in order to compensate for their
limited streaming capacity. Unlike many P2P solutions where
the peers self-organize themselves, in our model, the peers
have a role of passive contributors to the streaming process,
having no knowledge of the existence of other peers. They
are only capable of serving the videos that they have already
stored. All the decisions regarding redirection of the clients
are taken by the servers on the edge of the network.

The rest of the paper is organized as follows. In Section
II, we describe the architecture of the proposed model for
peer assisted VoD streaming, the division of the contents for
better utilization of the storage of the STBs and the request
process for VoD contents. In Section III, we define the sizes
of the streaming and storage capacity of the servers for their
optimal utilization. In Section IV, we define the popularity
based distributions and in Section V, we present the simulation
environment and analyze the obtained results. Eventually, we
give our conclusions in Section VI.

II. PROPOSED MODEL

The model that we propose for optimal distribution of VoD
contents is a hybrid solution that unites the advantages of
both the IPTV and P2P architectures: the high reliability and
scalability of the IPTV architecture and the storage space and
unused up-link bandwidth of the P2P architecture.

A. Model arhcitecture
The proposed model’s architecture consists of hierarchically

organized streaming servers, management servers and STBs.
The management servers are responsible for monitoring the
system and taking decisions about redirection of the requests
and the placement of the contents. We consider a company
owned network which can be managed and configured ac-
cording to the intensity of the requested traffic. The main
streaming functionality is provided by the streaming servers,
while the peers have the role to reduce the overall traffic in the
network. Unlike the classical P2P solutions, where the clients
decide whether to share content or not, in an IPTV managed
network, the STBs are owned by the service provider and,
therefore, part of their unused storage and streaming capacity
can be reserved for the needs of the peer assisted streaming.

The streaming servers are organized in a hierarchical tree
structure according to the distance from the clients (Figure 1).

Fig. 1. Model architecture

These servers have limited storage and streaming capacity, so
they can host a limited number of contents and can serve a
limited number of clients. The servers that are in the edge
of the network, called Edge Servers (ES), serve only one
group of locally connected clients. All the clients assigned
to one ES form a local community. Clients assigned to one
ES cannot be served by an other ES because the tree structure
of the servers architecture implies longer distances between
them. Each peer can serve only clients within the same local
community. The clients from a community cannot be served
by other communities because that would cause additional
traffic burden in the core of the network. Each ES keeps track
of the popularity of the entries it currently hosts and sends
it to the Automatic Content Movement server (ACM) server
for redistribution purposes. The ES also maintains availability
data of the portions of the content items stored in its assigned
peers. It uses these data to redirect the clients whenever there
is request for contents that are already stored in the peers.

Another part of the system is the Central Repository (CR)
which is a server with capacity to store all the contents. It is
highest in the hierarchy and it is entry point for new items. It
does not directly serve the clients, but it supplies the streaming
servers with the missing contents when it is necessary. The
management servers are represented by the ACM and the
Service Selection server (SS). The ACM server has the role to
monitor the state of the network and to take decisions for
a new replica distribution on the servers. When necessary,
the ACM server runs a redistribution algorithm which, using
popularity and state data, decides the number and the position
of the replicas for each content item within the network. The
objective of the redistribution algorithm is to place the contents
in a way that the most popular contents will be stored in the
edge servers and the less popular contents in the servers higher
in the hierarchy [4]. The ACM server periodically gathers
information for the current state of the streaming servers. Upon
the execution of the redistribution algorithm, the ACM server
issues commands, which may include insertion or deletion of
contents on particular servers.

The SS server is responsible for redirection of the requests
to the right servers in a way that the transport cost is minimized
and the load between the servers is equally distributed. In
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order to take the best redirection decisions, the SS server is
frequently updated by the ACM server with the state of the
system and the new position of the replicas.

The clients make requests to their assigned ES. If the
ES is not able to serve the client, it addresses it to the SS
server, which then redirects it to the most appropriate server.
Clients can be served only by servers that are parents of their
assigned ES. In the case when there are peers within the same
community that contain parts of the requested content item, the
ES takes the role of an index server. In the proposed model,
we consider that this functionality does not require additional
hardware upgrades and delays of service. Additionally, the
server redirects the client to the SS server for completing the
streaming of the rest of the content. In case of failure of any
peer, the missing parts are compensated from other peers or
from the streaming servers.

The contents are distributed in the STBs in off-peak hours,
but we also use the volatile nature of popularity of the content
items as an advantage for reduction of the distribution traffic.
This property comes as result of the behaviour of the users for
not repeating a request for the same content. Soon after a video
is introduced in the system, it reaches high popularity, but
as the time passes, the popularity decays because the clients
who already saw the video are unlikely to request it again.
Therefore, a content item that is already viewed and stored in
the STB of many clients is very likely to be later removed
from the ESs as not popular. In such a way, most of the
contents with reduced popularity will be already stored in the
STBs and available for peer assisted streaming. This saves
a lot of additional traffic for distribution of contents from the
streaming servers to the STBs. The decisions about the content
placement in the peers are taken by the ES depending on the
distribution determined by the ACM server.

B. Content division
The division of the contents into smaller strips is inevitable

in the implementation of the P2P assisted streaming. The main
reason for that is the limited up-link capacity of the STBs,
which is several times smaller than the necessary playback
rate. For immediate and uninterrupted playing, a content item
has to be streamed in parallel by as many peers as it is
necessary for reaching its playback rate. Each peer streams
a portion of the content item. When all the portions reach
the peer, they are assembled and the content is played. The
size of the streamed portion Δ is determined as a product of
the minimum STB’s streaming capacity u and the maximum
acceptable initial viewing delay, defined as the time necessary
for the entire length of a portion to be received. Each strip
consists of consequent streaming portions that are on distance
kΔ between each other, where k is the ratio between the play
rate rs and the minimum up-link capacity u.

The division of the contents also contributes for increasing
the storage efficiency of the peers and the contents availability.
Considering that each peer is capable of streaming only a
portion of the content makes it reasonable to store only those
portions that it is capable to stream. Since the strips are k

times smaller in size than the original content, each peer can
store k times more different content items, assuming that all
the contents have, on average, the same size. All the contents
that are stored in the STBs are entirely stored in the servers
so that they can be delivered whenever the STBs are not able
to provide any of the strips.

C. Requesting process
The requesting process is initiated by the client which sends

a request for a content item to its designated ES server.
According to the content availability, there are the following
cases: the ES already has the content; the server does not
have the content, nor any of the peers; the ES does not have
the content, but it knows which peers partially contain it;
and the server is overloaded. In the first case, the ES sends
acknowledgement to the client which is followed by a direct
streaming session. In the second case, the ES redirects the
client to the SS server which then chooses the best server
to serve it and sends it the address of the chosen server.
Once the client has the address, the process is the same as
in the first case. In the case when some strips are stored in
the peers, the ES looks up in its availability table and sends
a list of the available strips and their location. If there is
not sufficient number of strips available on the peers, the ES
redirects the client to the SS server. Just like in the previous
case, the SS redirects the client to the best streaming server
for the delivery of the missing strips. When the client receives
the availability data of all the strips, it initiates streaming
sessions with each peer of the obtained list and at the same
time initiates streaming session for the missing strips with the
server assigned by the SS. The streaming sessions on the peers
occupy the uplink capacity of the STBs and therefore, once an
ES sends the availability of the strips, it marks all the peers
that contain those strips as unavailable until the end of the
peer streaming session. When the streaming is over, the client
updates the ES, and the strips become available again. In the
case when the server is overloaded, the request is rejected, and
the client retries requesting the content after determined time.

III. SYSTEM DIMENSIONING

The system we are considering consists of S streaming
servers which belong to one of the L levels of a tree structure.
Each server s has a streaming capacity U(s) and a storage
capacity S(s) for storing a limited number of C content items.
Each content item c has a size s(c) and a playback rate rs(c).
There are N clients in the system which are connected to one
of the m edge servers.

One of the important issues for estimating the contributions
of the proposed model is planning the streaming capacity
U(s) and storage capacity S(s) of the servers so that they
can comply to the requests of the N clients. Because the
storage capacity of a server is more easily upgradeable than
the streaming capacity and the capacities of the links that
interconnect the servers, we will consider adjusting the storage
space for a fixed streaming capacity. We assume that the
servers at the edge of the network serve approximately the
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same number of clients and therefore, have the same streaming
and storage capacities. We also assume that all the content
items have the same streaming rate rs and average size s.

We model the system size according to the popularity
distribution of the content items and according to the way the
servers are organized within the hierarchy. We consider that
the popularity of the content items obeys the Zipf-Mandelbrot
distribution and that they are previously ranked according to
the past request data and estimation of the recently inserted
items. According to this distribution, the relative frequency
(popularity) of the content item with i-th rank in is defined as:

f(i) =
(i+ q)−α

∑C

c=1(c+ q)−α
(1)

where α is a real number that typically takes values between
0.8 and 1.2 and q is a shifting constant. This distribution is a
generalized form of the Zipf distribution, which includes the
shifting constant q in order to characterize the behaviour of the
clients for not repeating requests of already seen content items
[11]. We consider that the distribution algorithm always places
the most popular videos in the servers that are closest to the
clients. The higher level a server has, less popular contents
it will contain. Having this in mind, the condition that the
streaming capacity U(s) has to fulfil so that all the requests
directed to server s can be served is

n(s) ·

b(s)∑

c=a(s)

f(c)rs(c) ≤ U(s) (2)

where n(s) is the maximum number of simultaneously served
clients by server s. For the first level of the tree, n(s) is the
number of active peers in the local community of server s

and in the rest of the levels it is the sum of all active clients
in the communities that can be served by that server. The
indexes a(s) and b(s) note the ranks of the first and the last
most popular content items stored in server s. Considering the
assumption that the edge servers serve the same number of
clients, n(s) can be expressed as

n(s) = μ
N

m
T (s) (3)

where T (s) is number of served local communities and μ is the
percent of active clients. The same assumptions let us define
the initial rank of the contents on server s as one value above
the rank of the least popular content stored in the servers in
the level below. Thus, the problem is reduced to finding the
rank b(s) of the contents that will be placed in server s. If we
substitute (1) and (3) in (2), we get

b(s)∑

c=a(s)

(c+ q)−α ≤
U(s)m

μrsT (s)N

C∑

c=1

(c+ q)−α (4)

Once the indexes a(s) and b(s) are determined, the optimal
storage capacity of the server is determined from the following
condition

(b(s)− a(s) + 1)s ≤ S(s) (5)

Since b(s) cannot be expressed in closed form, it is deter-
mined by using numerical methods.

IV. DISTRIBUTION SCHEMES

In this paper, we propose mixed schemes for distribution
of the contents on the STBs which include both the popular
and unpopular content items. By combining these simple
distributions, we take advantage of the contributions of each
one of them: the distribution of popular contents makes the
network more responsive in highly congested conditions, and
the distribution of the unpopular contents makes the streaming
process locally closer to the clients for all the available
contents and thus reduces the traffic in the core of the network.
One of the key factors in the definition of the distributions is
the percentage h of dedicated storage space for popular and
unpopular contents. We should keep in mind that the STBs
store only strips of the contents and, therefore, increasing the
storage reserved for popular contents would keep more of the
STBs busy and the strips of the unpopular contents could be
rarely used.
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Fig. 2. P2P content distributions: U-Uniform, L-Linear and Z-Zipf

Since our main objective is to concentrate the traffic in the
periphery of the network, we dedicate most of the storage
capacity to the unpopular contents. The reservation of a small
portion of the STBs storage space for the popular content items
will provide sufficient alleviation of the edge servers in the
busy hours and the rest of the storage will enable reduction of
the backbone traffic. By means of simulation we obtained that
our objectives are best fitting for values of h that belong to the
interval between 10 and 15%. The distributions are based on
the contents popularity and determine the number of strips of
each content that will be distributed in the peers. Each distribu-
tion consists of two equal distributions applied to the popular
and unpopular contents. The single distributions applied to
both the popular and unpopular contents are Uniform, Linear
and Zipf distribution. Another important issue is determining
the border between popular and unpopular contents. Following
the 80-20 rule of the Pareto distribution which states that
80% of the total number of requests is addressed for the
first 20% most popular contents, we will consider 20% to
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be the border which will distinguish the contents as popular
or unpopular, although we consider different distribution of
contents’ popularity. Figure 2 shows some of the considered
content distributions.

V. SIMULATIONS AND RESULTS

We developed a simulation environment for testing the
behaviour of the proposed model with various distributions
of the content items on the STBs. In our experiments, we
consider a network of S = 13 streaming servers organized
in a tree structure with L = 3 levels (Figure 1) where each
level l = 1, 2 and 3, contains 10, 2 and 1 servers, respectively.
The streaming capacities of the servers in the same order of
levels are U(s) = 500, 1000 and 1500 Mbps. The links that
interconnect the servers have enough capacity to support the
maximum streaming load of all the servers. The streaming
servers host C = 1700 Standard Definition (SD) quality
contents with playback rate rs = 2 Mbps and average duration
of 60 min.

The servers are serving N = 5000 clients divided into m =
10 communities, each community directly served by one ES.
The maximum percentage of active clients in the system in the
peak hours is μ = 85%. The clients posses STBs with capacity
to store the entire length of 3 content items. The portion of this
storage reserved for strips of the popular contents is h = 0.12.
The STBs are connected to the network with links that have
download capacity much higher than the playback rate of the
SD video quality and uplink capacity u = 200 kbps, which is
1/10 of the SD playback rate (k = 10).

The popularity of the content items obeys the Zipf-
Mandelbrot distribution with shifting coefficient q = 10 and
α = 0.8. The process of generating requests is modelled as a
Poisson process. Taking into consideration these data, the stor-
age and streaming capacities of the servers are dimensioned
according to (5) and (4) in a way that they are optimally used.
The contents are previously distributed on the servers.

In the simulations we considered several different scenarios.
The first scenario is the reference for comparison and repre-
sents the simple case when the streaming process is completely
done by the streaming servers (no P2P). The number of
clients that simultaneously request a content item is set to
such a value that would keep the streaming servers constantly
overloaded and the same request rate will be later used in all
the simulation scenarios. In order to compare the contributions
of the proposed distributions, we also consider the two simple
cases when only the high popularity contents, proposed in
[10], are uniformly distributed on the STBs and when the low
popularity contents are distributed on the STBs.

Because in our simulations, the servers are kept in a state
of high utilization, some of the requests directed to the
overloaded servers are rejected and the clients are demanded
to request the content latter. The percentage of requests that
are rejected for immediate service due to overloaded state
of the servers and the time they have to wait until they
are served are shown in Figures 3 and 4. The high miss
rate in 3, in the scenario with no P2P assisted streaming, is
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quite expected result since the request rate of the clients is
higher than the available resources. The figure shows that the
implementation of P2P assisted streaming for any distribution
of the contents on the STBs introduces reduction of the miss
rate. The simple distribution of unpopular contents reduce the
number of rejected clients to half. This effect is even more
emphasized in the distribution of popular contents [10]. The
proposed mixed distributions, however, introduce significantly
lower miss rates with values around 1%. Although there is
only slight difference, the lowest miss rate is obtained for the
Z-Zipf distribution, followed by the U-Uniform and L-Linear
distribution.

The advantages of the mixed distribution schemes are also
visible in the reduction of the service delay (Figure 4).
Whenever a client is denied, it has to wait much shorter time
when the contents are distributed according to the proposed
mixed distributions compared to the other cases.

Another measure that we analyse in order to estimate the
contribution of the considered distributions is the transport cost
for delivering the streaming traffic from the streaming servers
to the clients. This measure is mainly based on the distance
of the servers from the clients and their current load and it is
expressed as

Cost =

S∑

s=1

d(s)u(s) (6)

where d(s) is the distance of server s from the local com-
munities it is serving, counted as number of links, and u(s)
is its current streaming rate. Since the P2P streaming is done
over the unused uplink rate of the clients, we omit it in the
calculation of the transport cost.

Figure 5 shows the average transport cost reduction obtained
as a result of the implementation of the various distribution
schemes for P2P assisted streaming relative to the case of pure
server streaming. The P2P streaming of the most popular con-
tents introduces lowest reduction because it only contributes
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Fig. 6. STB capacity utilization

to reducing the load on the edge servers. On the contrary, the
distribution of the unpopular contents on the STBs reduces the
traffic in the higher layers and therefore it reaches the maxi-
mum reduction of the transport cost. Although the difference
is almost insignificant, the Z-Zipf distribution contributes the
most for reduction of the transport cost, followed by the L-
Linear and U-Uniform distribution.

The various distribution schemes also contribute to a dif-
ferent streaming capacity utilization of the STBs. This depen-
dence is shown in Figure 6. The utilization of the proposed
schemes lays between the maximum value obtained for the
popular contents distribution and the minimum value ob-
tained for the unpopular content distribution, which is a good
compromise considering the improvements that the schemes
introduce in the transport cost and the quality of service. The
results show that although the mixed distribution schemes do
not reach the maximum cost saving and peer utilization of
the simple distributions, they are a good compensation for the
weak points of both of them. In addition, they significantly
improve the number of immediately served clients and the
average service delay, which under no condition can be
reached by the simple distributions.

One important contribution of the reduction of the traffic in
the network core is the possibility to serve more clients with
the same streaming capacity of the servers in the core of the
network. The advantage of the higher number of clients in
the system is that it also implies higher storage and streaming
capacities for serving more requests. The only price that has
to be paid for the higher number of clients is the installation
of new ES on the periphery of the network that would satisfy
the demand of the most popular contents. In the case when
the popular contents are stored in the STBs, a higher number
of clients would require both installation of additional ES and
increasing the capacity of the links and the streaming servers

in the core of the network. Therefore, the proposed distribution
schemes not only reduce the transport cost, miss rate and
service delay, but also reduce the installation costs in case
of increasing the number of clients in the system.

VI. CONCLUSIONS

In this work, we proposed a P2P assisted VoD streaming
model that uses the unused storage and uplink capacities of the
STBs. We also proposed popularity based distribution schemes
of the contents on the STBs determined by assigning different
portions of the available storage capacity for the popular
and unpopular contents. These schemes prove to reduce the
transport cost in the core of the network and to well utilize
the uplink capacity of the STBs. In addition, the proposed
schemes improve the quality of service that receive the clients
by reducing the percentage of rejected request for immediate
service as well as the time they have to wait to be served. The
reduced traffic in the core of the network and the improved
responsiveness give the possibility to increase the number
of clients in the system without high installation costs and
additional changes in the core of the network, making the
system highly scalable.
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Abstract—In this paper we solve the problem of domain pool
classification in fractal volume coding using all symmetries of
a cube. Using the algorithms described in the article we are
able to perform useful Domain-Range comparisons and achieve
better compression rates while not loosing fidelity. In this paper
we take advantage of the symmetric permutation group of
cube and decrease the number of classes (from 10080 to 840).
The same transformations are used in the compression and so
we will have a better approximation of the final compressed
volume. This paper represents a work in progress so no
experimental results can be provided at this time.
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I. INTRODUCTION

Fractal compression is a coding technique originally pro-
posed by Barnsley [1] and it’s based on the fact that data
entropy is self-similar. For this, fractal compression is con-
sidered a special form of vector quantization method having
the codebook vector self-contained rather than external.

Due to a huge compression time the method was con-
sidered impractical at first achieving almost the same rate-
distortion curves as the DCT methods. The only attractive
properties of the fractal coding that also attracted a lot of
research was resolution independence (meaning that data can
be decoded at any resolution) and fast decoder convergence.

These properties made fractal compression more suited
for off-line applications rather than for real-time ones, like
video compression, even if the first attempts [2] to extend
the fractal image compression method to the 3D realm was
to treat video signal as a volume.

II. STATE OF THE ART

The majority of fractal compression techniques are based
on the method developed by Jacquin [3] and later by Fisher
et al. [4] by which data is partitioned into blocks named
ranges and domains. The bottleneck of the method resides
in the search for the optimal pairing between a range and
a domain. Even if the domain size is restricted to be twice
the range size, the overlapping lattice of the domain can
generate huge domain pools.

Moreover, to improve quality, a domain block is trans-
formed using isometric symmetry operations such that the
encoder will find nearly optimal domain-range pairing. If

maximum speed is required the symmetry operations can be
ignored but the overall quality will suffer dramatically [5].

The surest way is to use a brute force approach and to
consider the entire domain pool but the time complexity
will be O(n2) and it becomes impractical as the volume
size increases.

Opposed to faster searching, less searching is a promising
approach. If one can determine a-priori if a domain is not
likely to be used in the final fractal code, eliminating it
from the domain pool can improve performances while not
loosing fidelity.

One way to reduce the domain pool is by considering
only domains at even lattice locations. Another method is
by searching in a restricted spatial partition defined by the
parent quadrant/octant of the range block or in the near
vicinity of it. Using these methods, the spatial information
from the fractal code can be efficiently packed with a
minimum amount of bits.

Local 2D spiral search from [6] can easily be extended
to 3D using a Hilbert scan curve. Other methods can imply
just the elimination of a specified fraction of the domains
having small variance [7].

For images, Jacquin sorts the domains into three classes
(shade, edge and mid-range blocks) and restricted the search
only within the same class. On the other hand, Fisher [4]
used 72 classes taking into account not only intensities but
also the intensity variance across the domains.

The first complete research in fractal volume compression
was elaborated by Cochran [8]. He proposed a new clas-
sification method by using Principal Component Analysis
(PCA) where domains are classified by their variance. PCA
is a well known technique for finding orthogonal basis vector
that express the direction of progressively smaller variance
in a given data set.

In our approach, the volumetric fractal coding algorithm
[9] worked by segmenting the volume into domains using
an octree and classified the domains using only one rotation.
In this paper we take advantage of the complete symmetric
permutation group of cube rotations and reflections in order
to find the best candidates for Domain-Range comparisons.
We are targeting to achieve a good rate-distortion curve
disregarding the speed although experimental results cannot
be provided at this time.
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Figure 1. Cube

III. CUBE SYMMETRIES

The cube has octahedral symmetry like all the other
octahedron solids (e.g., regular octahedron, truncated octa-
hedron, truncated cube) but the cube is the only Platonic
solid (among triangular prism, hexagonal prism, truncated
octahedron) and also a hierarchical space-filling polyhedron.
The octahedral symmetry group Oh has symmetry order 48
including transformations that combine a reflection with a
rotation. It is isomorphic to S4 × C2 and has 24 direction-
preserving symmetries. The elements are:

1) 1 identity rotation that leaves the cube unchanged
2) 3 rotations (by ±π/2 or π) around the centres of the

3 pairs of opposite faces
3) 1 rotation (by π) around the centres of the 6 pairs of

opposite edges (that pass through the centre)
4) 2 rotations (by ±2π/3) around the 4 pairs of the

opposite vertices (on diagonals)
To sum up, we have 1+3∗3+1∗6+2∗4 = 24 rotations.
The other 24 symmetries do not preserve directions be-

cause the transformation include a reflection and this implies
changing the face normals along the symmetry plane. There
are two types of symmetry planes for the cube. One is per-
pendicular to the coordinate system unit vectors ~i,~j,~k (one
for each axis) and the other type is across diagonals (two
for each pair of opposite vertices). So there are 3+2∗3 = 9
planes of symmetry for a cube.

The other 24−9 = 15 symmetries are turn-reflections and
they combine a rotation and the antipodal reflection plus
the antipodal reflection itself. All 48 cube symmetries are
summarized in the Table I.

IV. CUBE SYMMETRIC PERMUTATION GROUP

As we said in previous sections, cube’s symmetric permu-
tation group has 48 elements. For example, the right-hand
rule rotations around the system axes (see Figure 1) can be
encoded in permutations using the cycle notation as: σx = (0 2 6 4)(1 3 7 5)

σy = (0 1 5 4)(2 3 7 6)
σz = (0 2 3 1)(4 6 7 5)

(1)

Table I
SYMMETRIES OF THE CUBE

identity

±π/2 face rotation

π face rotation

π edge rotation

±2π/3 diagonal rotation

axis plane reflection

diagonal plane reflection

+ ±π/2 face rotation + an-
tipodal reflection

+ ±2π/3 edge rotation +
antipodal reflection

antipodal reflection

We know that σz can be expressed as a combination of
σx and σy permutations because when rotating around the
unit vector ~k =~i×~j, both ~i and ~j are rotated as well. We
can generate the rotation permutation group using just the
canonic generators σx and σy using the following algorithm.

The GetPermutationNumber procedure just returns a
unique number identifying the permutation (for example,
the associated radix integer r =

∑
p[i] ∗ 10i) where

GetPermutationName returns the generator name (e.g.,
e, x, y).

If we supply to GeneratePermutationGroup algorithm the
PermutationGenerators = {σe, σx, σy} it will generate
the rotation symmetric permutation group, equivalent with
the finite 3D rotation permutation group SO(3). Note that
σe = (0)(1)(2)(3)(4)(5)(6)(7) is the identity permutation
that leaves the cube unchanged. Its associated Cayley graph
can be depicted in Figure 2. We can observe that the algo-
rithm has found all 24 orientation-preserving permutations
without providing σz as a generator because z = xxxyx.

To find the other 24 permutations we just have to add
antipodal reflection σr = (0 7)(1 6)(2 5)(3 4) as a generator,
G = {e, x, y, r}.

V. CLASSIFICATION OF PERMUTATIONS

We are making an isomorphism between the symmetric
permutation of the 8 vertices of a cube and the arrangement
of the density of its 8 partitioned octants. With this we can
use the 48 symmetries at the octant level.
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Algorithm 1 GeneratePermutationGroup
Require: Generators G[?]
Ensure: PermutationGroup PG[48]
{Initialize permutation group map with generators}
Q← ∅
count← Length(G)
for i = 1→ count do
n← GetPermutationNumber(G[i])
map[n]← GetPermutationName(i)
PG[i]← G[i]
Push(Q,G[i])

end for
{Generate permutations in Breadth-First order}
while Length(Q) > 0 do
p← Front(Q)
for i = 1→ Length(G) do

if G[i] 6= σe then
q ← GeneratePermutation(G[i], i, p)
if q 6= nil then
count← count+ 1
PG[count]← q
Push(Q, q)

end if
end if

end for
end while

Algorithm 2 GeneratePermutation
Require: Generator g, Generator Index i, Permutation p
Ensure: Permutation
n← GetPermutationNumber(p)
pit← Find(map, n)
if pit = nil then

return nil
end if
name← Second(pit)
q ← p ◦ g
m← GetPermutationNumber(q)
qit← Find(map,m)
if qit = nil then

return nil
end if
name← Concat(name,GetPermutationName(i))
map[m]← name
return q

Figure 2. Cayley graph

There are N = 8! = 40320 possible configurations of the
permutations of the order of density values for each octet
Ai, i = 0..7. All 48 permutations form a conjugacy class so
there are N/48 = 840 different classes.

For example the identity permutation σe is a permutation
that corresponds to the first conjugacy class and to the
ordering A0 ≤ A1 ≤ A2 ≤ A3 ≤ A4 ≤ A5 ≤ A6 ≤ A7

being a 1-to-1 correspondence to the permutation canonic
representation [10]: {0, 1, 2, 3, 4, 5, 6, 7}.

If we are rotating σe permutation along the x axis, we
will get: σx ◦ σe = {2, 3, 6, 7, 0, 1, 4, 5} that corresponds to
A2 ≤ A3 ≤ A6 ≤ A7 ≤ A0 ≤ A1 ≤ A4 ≤ A5, which will
be also in the same class.

If we do this for all 40320 permutations we will find the
class for each permutation.

The class map is symmetric with itself, having the prop-
erty that: ∀i = 1..40320, C[i] = C[40320 − i − 1].
This happens because the algorithm GetNextPermutation
(Knuth’s L-Algorithm [11]) generates permutations in lexi-
cographic order starting from {0, 1, 2, 3, 4, 5, 6, 7} and with
the antipodal reflection {7, 6, 5, 4, 3, 2, 1, 0} the permuta-
tions will be in the same class.

The volume is partitioned using an octree generating for
each level 8 octants. We must sort the octants by their
average density to find the equivalent permutation but we
are more interested for their initial indices than for the final
sorted array. For this we are going to use a simple modified
selection sort algorithm.

In Algorithm 4 we use the GetPermutationIndex func-
tion (Knuth’s P-Algorithm [12]) to find the index of the
permutation and we use it with the pre-computed array class
such that each octant will be classified.
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Algorithm 3 GeneratePermutationClassMap
Require: PermutationGroup PG[48]
Ensure: PermutationClassMap C[40320]
k ← 1
p← {0, 1, 2, 3, 4, 5, 6, 7}
repeat
ip ← GetPermutationIndex(p)
if C[ip] 6= nil then

for i = 1→ 48 do
q ← p ◦ PG[i]
iq ← GetPermutationIndex(q)
if C[iq] 6= nil then
C[iq]← k

end if
end for
k ← k + 1

end if
until GetNextPermutation(p) = nil

Algorithm 4 FindPermutationClass
Require: Octants O[8], PermutationClassMap C[40320]
Ensure: PermutationClass
{Compute average density}
for i = 1→ 8 do
count← V oxelCount(O[i])

A[i] = 1
count

count∑
j=1

V oxelDensity[j]

end for
{Selection Sort}
for p = 1→ 8 do
min = p
for i = p+ 1→ 8 do

if A[i] < A[min] then
min← i

end if
end for
Swap(A, p,min)
P [p]← (min− 1)

end for
return C[GetPermutationIndex(P )]

VI. CONCLUSION AND FUTURE WORK

This paper uniquely presents how to use symmetric per-
mutation groups to classify octree nodes into similar blocks.
This classification is used to feed the Fractal Volume Coding
algorithm such that the Domain-Range search will provide
better distortion-curve results.

Future work will focus on speeding the domain pool
search. We can extend the work of Kominek [5] to 3D
by implementing a multi-dimensional r-tree indexing of the
domain pool or by using other spatial data structures like
the M-Tree [13]. Another interesting approach is to exploit

SIMD architecture of the graphics commodity hardware
available [14].

In this paper we complete our preliminary work done
in Fractal Volume Coding [9] by finding a method for
classifying the Domain Pool so that to have a good com-
pression ratio. Having this done we can advance into the full
implementation and have some useful experimental results.
Unfortunately we do not have any experimental results to
provide at this moment but a detailed description of the
classification method will provide a better understanding of
the method in matter.
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Abstract— Within video stateless receivers, a central server 

should deliver information securely to the authorized users, 

over a public channel, even if receivers do not update their 

state from session to session. This is the case of a multimedia 

conditional access systems based on one way broadcasting. 

This paper suggests a new approach to assure a secure 

communication in such environments. The proposed 

approach is an efficient key exchange scheme for stateless 

receivers. It reduces the number of private keys used in 

traditional conditional access systems and the number of 

encryptions operations as it does not need to encrypt the 

ciphering keys. Furthermore, the presented approach 

eliminates the required key refreshment presented in other 

approaches. We tested the proposed system using AES 

algorithm. A numerical example is used to demonstrate the 

effectiveness of the presented approach. This technique can 

be very useful for small devices, with limited resources and 

strict power consumption requirements, which are becoming 

prevalent in multimedia Conditional Access Systems (CAS) 

one way broadcasting. 

Keywords-Key exchange; Broadcast Encryption; 

Conditional Access Systems. 

I.  INTRODUCTION 

Security of digital multimedia transmission is very 
important due to the communication explosion [1]. It is 
widely used over PDAs (Personal Digital Assistants), 
mobile phones and other network devices, over public 
channels (cable, satellite, wireless networks, Internet, etc.) 
[6]. Naturally one main concern is copyright protection 
and access control.  

To protect copyright and access control, broadcaster 
should use an encryption system [1] [6].  However, the 
limited batteries life of these devices obliges to reduce 
encryption computational complexity. Furthermore, access 
control mechanisms can enforce security protecting mainly 
confidentiality and integrity – availability is not addressed 
here, despite its importance, since it is normally enforced 
by different controls. Standard cryptographic techniques 
can guarantee high level of security but at the cost of 
expensive implementation and important transmission 
delays [11]. Selective encryption comes as an alternative 
that aims to provide sufficient security with an important 
gain in computational complexity and delays [1].  

Broadcasting Encryption (BE) aims to distribute the 
data to all authorized users simultaneously, in an efficient 
way and securely [15]. This balance is particularly critical 
with small devices which don't have enough resources to 
implement complex encryption techniques. Furthermore, 
this devices usually do not even keep information between 
sessions – stateless devices. Within stateless receivers, a 
media server must deliver information securely to the 
authorized users over a public channel, where the receivers 
do not update their state from session to session [13].  

A typical CAS (Conditional Access System) depends 
on three level of encryption as shown in Fig. 1; at the 
sender side, the raw content is encrypted using a Control 
Word (CW), which is encrypted by a Service Key (SK). 
SK is embedded into an Entitlement Control Message 
(ECM), which is encrypted using a Personal Distribution 
Key (PDK) assigned to each authorized user. The PDK is 
embedded into an Entitlement Management Message 
(EMM). The EMM is specific to each subscriber, as 
identified by the smart card in their receivers, or to groups 
of subscribers, and are issued much less frequently than 
ECMs, usually by monthly intervals. Encrypted content 
(both ECM and EMM) is transmitted through broadcast 
networks. SK is renewed at intervals of hours or days, 
while PDK is static and known only by the service 
provider and the user’s terminal, being embedded into 
firmware. At the receiver side, SK is decrypted and used to 
decrypt ECM, which allows getting CW, necessary to 
decrypt the content [14]. For pay TV, many authors 
preferred building a separate key tree for each multicasting 
program [10]. 

As stated above, considering low power receivers, the 
cipher system should be both robust and low demanding, 
considering computational resources. The mechanism 
proposed in this paper tries to respond to those 
requirements. 

 
Figure 1.  typical Conditional Access System [14]. 
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This paper is organized as following: in section II we 
overview the related work; in section III, we present our 
approach, and conclude in section IV. 

II. LITERATURE REVIEW 

Eagle et al. [5] studied the number of encryption 
operations necessary to revoke keys. They studied the 
well-known used trees based broadcast encryption 
schemes. They proved that the mean number of encryption 
processes for the complete sub-tree scheme and the subset-
difference scheme studied by previous studies were good 
estimates for the number of encryption processes used by 
this scheme. Their study focused on proving a normal 
limiting distribution for the number of encryptions as the 
number of users became large. They took into 
consideration the combined number of encryptions and 
number of privileged users in a random privileged set [5]. 

In [4], Kirkels et al. described a security architecture 
for a pay-TV CAS. They focused on the design constraints 
related to a conditional access client in the design of the 
architecture and maximum amount of bandwidth available 
for the transmission of conditional access messages. They 
presented the design and analysis of their efficient injector 
model based on queuing theory, conditional access 
messages into the broadcast stream. To demonstrate the 
effectiveness of the presented approach, they presented a 
numerical example with real-world values. 

In [1], Massoudi et al. introduced the selection 
encryption of image and video scheme to reduce the 
amount of encrypted data, keeping the security goals. 
Their protocol consists of two parts: public part, where 
there is no encryption; and protected part, encrypted and 
only accessible to authorized users. 

In [14], Zhang et al. introduced a novel way to solve 
the tradeoff problem about communication, storage and 
computation overhead of BE scheme. They suggested 
getting rid of the computation overhead that come from 
broadcast key generation. They constructed a scheme 
based on Subset Difference (SD) and RSA accumulator. 
Their idea of separating the user-side device into two 
different function parts (private and public parts), taking 
advantage of the public device's functionality, minimize 
the storage and computation overhead of the private 
device, and make BE scheme more implementation-
oriented.  

In [9], Shirazi et al. presented and described Mobile 
Integrated Conditional Access System (MICAS).  They 
demonstrated the various architectures to deliver key 
information at an arbitrary located device, at the 
surrounding area of the subscriber. They described the 
advantages of the system. Their proposed system included 
the message handling subsystem with a so-called ‘Follow-
Me’ service, which extends mobility and personalization 
concepts on pay-TV services. Subscriber Management and 
Subscriber Authentication Subsystems would respond to 
the subscribers interaction (via mobile phone) issuing them 
the corresponding access rights. Their system is supposed 
to reduce the cost for service provider and end-users by 
respectively cutting down the service deployment cost and 

eliminating the requirement of additional receiver as 
changing the service provider. 

Abdalla et al. [10] discussed how to communicate 
securely with a set of users (the target set) over an insecure 
broadcast channel for application domains: satellite/cable 
pay TV and the Internet MBone. They concerned about the 
number of key transmissions and the number of keys held 
by each receiver. They suggested maintaining single key 
structure such that receiver should keep a logarithm 
number of establishment keys, for the entire life time [10]. 

Zhang et al. [14] presented a CAS model using an 
encryption scheme for one way broadcasting and 
protection application. They compared it with traditional 
Conditional Access Systems. They discussed the 
advantages and challenges of BE [14].  

In [8], Koo et al. presented a key refreshment 
management scheme for CAS in DTV broadcasting. They 
concluded that their scheme perform dynamic entitlement 
management securely and efficiently and reduced a key 
generation and encryption load for CAS. In [7], authors 
discussed the problem of a server sending a message to a 
group of the stateless receivers, assuming that a subset of 
the keys have been revoked and should not be able to 
obtain the content of the message. They provided 
sufficient conditions to guarantee the security of 
revocation schemes.    

In [13], Hwang et al. presented an efficient revocation 
scheme for stateless receivers. They used a logical 
hierarchical key tree. They considered Asano’s schemes 
[12] very efficient with respect to key storage. They used 
hierarchical key based on a binary tree, and they found that 
it requires the same message length as the SD scheme. 
Asano proposed two efficient revocation methods for 
stateless receivers. He used the Master Key technique and 
the ‘Power Set Method’ with an a-ary key tree structure in 
order to reduce the number of keys each receiver stores 
and the number of ciphered messages broadcasted, 
respectively. The first method required receivers to store 
only one key. The second method was supposed to reduce 
the computational overhead imposed to receivers, but with 
an increase in the number of master keys they have to 
store. He discussed the security of his methods and some 
techniques used in his methods [12]. 

In spite of all the work already done, key management 
is still a main concern in multimedia CAS, particularly 
considering small devices with computational resource 
constraints and real-time demands. Key exchange and 
revocation must be very efficient tasks in order to achieve 
fast and low power consummation operations. None of the 
previous solutions seems to be an optimal solution, 
justifying additional research efforts.  

III. PROPOSED SYSTEM 

The approach proposed in this paper aims at protect 
copyright, without requiring substantial architecture 
modifications, and avoiding the need to store or exchange  
encryption keys; every block is encrypted using a different 
schedule key, which is scrambled within the message 

The proposed protocol assumes that: 
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1. Registration: users should register and would be 
granted the personal distribution key (PDK) – this 
distribution mechanism is not a main concern 
here. 

2. Compression: raw content would be compressed.   
3. Private Cipher key (CK) generation: key is 

generated and expanded to gain schedule key. 
4. Encryption: expanded CK is used to encrypt the 

compressed raw data.  
5. Scramble: both CK and encrypted data (C) are 

transmitted together in a scrambled way. 
6. Broadcasting the cipher key can be solved by 

scrambling the cipher key with ciphered block in a 
special way that only the legitimated receiver can 
understand, allowing it to extract both cipher key 
and ciphered block and this way decypher the 
original message. The scrambling technique is 
described next. 

A. Scrambling Algorithm: Starting Random 

First, a Boolean number is randomly generated. A zero 
means to start with the ciphered data block element, 
whereas a one implies starting with ciphering key, as 
shown in Fig. 2. After that, the scrambling process 
proceeds according to the algorithm presented in the 
listing bellow, for which an output example is given in 
Fig. 3, and a flowchart is given in Fig. 4. 

 

Scrambling Algorithm  
Input: ciphered data block, ciphering key  
Output: Scrambled Token (ST). 
Function Scrambling  
Begin  
   Generate start, using lookup table  
    for i=0 to block Cipher size-1 step by 1 
     ST 2i+1+ start += ciphered data block i 
     ST 2i+ start += ciphering key block i 
end for 
ST= the rest of the ciphering key 
end function Scrambling 
 

1) Illustrative Example Using AES algorithm 
To illustrate how the algorithm works we will show 

next an example for a symmetric block ciphering (e.g., 
AES). Assuming Nb represents the block length in bytes 
(C0-C15), 16 bytes in this example. The ciphering key 
should be the same length, denoted by Ck0 -Ck15. 

 
Figure 2.  Proposed System 

0 1 2 3 4 5 

0 C0 Ck0 C1 Ck1 C2 

6 7 8 9 10 11 

Ck2 C3 Ck3 C4 Ck4 C5 

12 13 14 15 16 17 

Ck5 C6 Ck6 C7 Ck7 C8 

18 19 20 21 22 23 

Ck8 C9 Ck9 C10 Ck10 C11 

24 25 26 27 28 29 

Ck11 C12 Ck12 C13 Ck13 C14 

30 31 32    

Ck14 C15 Ck15    

Figure 3.  Ciphered block and ciphering key 

 
Figure 4.  Proposed Algorithm 

Following the algorithm proposed, in this case the 
output would be 33 bytes long, comprising one byte start 
code, 16 bytes for ciphered data and 16 bytes for cipher 
key. 

Assuming the ciphered data block was: “a6 d9 f3 60 39 
53 ff 11 13 6e 03 06 7f 8a 57 fa”, as shown in Fig. 5 and 
the ciphering key was “41 73 69 6d 20 41 20 45 6c 2d 53 
68 65 69 6b 68”, as shown in Fig. 6, and assuming the 
random generator produced a 0 start code, the output block 
would be filled starting with ciphered data and will look 
like the stream showed in Fig. 7. 

 

i<block size 

Start 

Generate random number start [0,1] 

i=0 
 

ST 2i+1+Start = ciphered block i 
 

 

ST 2i+start= ciphering key block i 

 

i=i+1 
 

[Yes] 

[ No ] 

Finish 
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a6 d9 f3 60 

39 53 ff 11 

13 6e 03 06 

7f 8a 57 fa 

Figure 5.  Ciphered block 

a6 d9 f3 60 

39 53 ff 11 

13 6e 03 06 

7f 8a 57 fa 

Figure 6.  Ciphered block 

0 1 2 3 4 5 

0 a6 41 d9 73 f3 

6 7 8 9 10 11 

69 60 6d 39 20 53 

12 13 14 15 16 17 

41 ff 20 11 45 13 

18 19 20 21 22 23 

6c 6e 2d 03 53 06 

24 25 26 27 28 29 

68 7f 65 8a 69 57 

30 31 32    

6b fa 68    

Figure 7.  Output of mixing ciphered block & 

ciphering key 

IV. CONCLUSION 

This paper introduced a new approach for multimedia 
Conditional Access Systems (CAS), avoiding the key 
exchange scheme. This technique is particularly useful for 
stateless receivers. The proposed approach uses dynamic 
key generation. Our approach is efficient with respect of 
the number of keys stored and used to encrypt the data. It  
reduces the complexity of other solutions as it does not 
need to encrypt the ciphering keys. It uses fewer keys to 
reduce the storage and scramble the transmitted data to 
reduce encrypting the keys.  Furthermore, the presented 
approach eliminates the proposed key refreshment 
presented in [14] and [8]. However, there will provide a 
gain in computational complexity and delays. We 
demonstrated how the proposed technique works using a 
block cipher like AES, proposed by [3]. A practical 

example is used to demonstrate the effectiveness of the 
presented approach.  

As future work, we will demonstrate a practical 
architecture and evaluate the resistance to direct attacks. 
For future, we will test the algorithm in real CAS 
environment (IPTV system) to compare it with well-
known algorithms. The comparison with similar work in 
the real systems would be reflected by the benefits that 
algorithm would introduce to the industry. 
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Abstract – Ontologies have been used for the purpose of 

bringing system and consistency to subject and knowledge 

areas. We present a criticism of the present mathematical 

structure of ontologies and indicate that they are not 

sufficient in their present form to represent the many 

different valid expressions of a subject knowledge domain. 

We propose an alternative structure for ontologies based on 

a richer multi connected complex network which contains 

the present ontology structure as a projection. We 

demonstrate how this new multi connected ontology should 

be represented as an asymmetric probability matrix. 

 
Keywords – adaption; semantic; taxonomy; ontology; 

anthology. 

I. INTRODUCTION 

A. The present state of ontologies 

There has been exceptional growth in the annotation of 

information prompted by the increasing need to share data 

and study objects based on their structure and semantics. 

[1] We now find annotated information in a wide range of 

areas such as language, biology, computing, medicine, 

web content, etc. Annotated information is created from 

structured vocabularies known as ontologies. Many 

disciplines have now developed their own standardized 

ontologies to enable the sharing of  information in their 

fields. SNOMED, for instance has been produced in the 

field of medicine, [2] as well as many others which are 

now being referenced. [3] 

 

Ontology defines a common vocabulary for 

researchers who need to share information in a domain. 

Many subject areas are now developing ontologies so that 

specialists can share information in their fields not only 

with other specialists but even with machines. [4] 

Machine-interpretable definitions of basic concepts in the 

domain and relations among them enable the widespread 

use of information on the internet and the construction of 

expert systems. 

 

An ontology uses relationships to organize concepts 

into hierarchies or subject domains. [3] This paper 

investigates the present structure of ontologies and 

whether they are applicable to describing subject domains 

in their present form. The basic problem we consider is 

whether the present structure of ontologies is rich enough 

to represent subject domains fully. We contend that the 

concept of ontologies needs to be extended in order to 

fully realise a complete subject domain and we indicate 

ways in which this extension might be approached 

B. Critique of Ontologies 

Our approach to ontology structure originates with the 

ideas of the German philosopher Martin Heidegger (1889 

– 1976). Heidegger was critical of a one-dimensional 

division of the world into simplistic categories. According 

to Heidegger, “The philosophical tradition has 

misunderstood human experience by imposing a subject-

object schema upon it.” [5] 

 

Heidegger gives the example of a hammer which 

cannot be represented just by its physical features and 

functions. To understand the hammer you cannot detach it 

from its relationship to the nails, to the anvil, to the wood, 

to the experience and skill of the carpenter or to a hundred 

other things. Just putting it in a category of tools, in an 

ontology cannot fully capture the human idea of the object 

and its role in the world. A more complex structure is 

needed to capture the representation of reality. [5] 

 

Robert Pirsig [6] has also made the point that there 

always appears more than one workable hypothesis to 

explain a given phenomenon, and that the number of 

possible hypotheses appears unlimited. He has developed 

the idea that there are two types of thinking, the classical 

and the romantic. The classical way of thinking is 

characterised by analysing things into their component 

parts, whereas the romantic sees things as a whole. 

Classical thought would analyse an object like a 

motorbike into its physical components; nuts bolts etc. but 

you can also analyse the motor bike into its functional 

parts: heat exchanger, generator, exhaust system etc. 

Pirsig points out that each analysis is equally valid but 

produces different results. It depends on how you wield 

the knife of analysis to separate part from part. For 

example if you take a cylindrical chunk of clay you can 

cut it straight down and the product is circles, but if you 

decide to cut at an angle the result is ellipses, if you cut 

horizontally you obtain rectangles. The result of any 

analysis is also the product of what you decide to do and 

how you decide to cut, as much as it is a product of the 

artefact you are looking at. No analysis is unique. 

 

This directly affects the construction of ontologies as 

these are the results of detailed analysis of a subject area.  

Since different analyses lead to different ontologies and 

each may be equally valid, it has become necessary to 

agree on a convention as to what the structure of any 

given ontology may be and this agreement by subject 

experts is the method chosen to determine an agreed 

ontology. But, we contend here that agreement by 

convention on the structure of a subject ontology is not 
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sufficient, as there are intrinsic differences between 

representations which cannot be reconciled because the 

subject domain is richer than any single ontology can 

capture. Different ontologies  result from the way the 

knife of analysis has been wielded as much as from the 

subject area itself.  

 

David Bohm in his book Wholeness and the Implicate 

Order [7] presents a critique of the fragmentation that 

classical thought has introduced into our description of the 

world. He says that it has always been necessary and 

appropriate to divide things up and separate them in order 

to reduce problems to manageable proportions but in so 

doing we lose sight of the whole. In dividing things up we 

make the mistake of thinking that the fragments we 

produce are a proper description of the world as it is. The 

problem is that there are many different ways of thinking 

about something and of categorising concepts and ideas. 

And no one way is better than another. He uses the field 

of quantum mechanics to illustrate this with its wave 

picture and particle picture of reality which are at the 

same time incompatible and indivisible. “All our different 

ways of thinking are to be considered as different ways of 

looking at the one reality” says Bohm. [7] Each view 

gives only one appearance of the object in some respect. 

“The whole object is not perceived in any one view but 

rather it is grasped only implicitly as that single reality 

which is shown in all these views.” [7] 

 

This has direct application to the way we use 

ontologies. These are constructed on the premise that in 

order to communicate about a particular subject domain 

unambiguously we need to have an agreed reference 

point, the ontology, which fixes precisely and 

unambiguously the component of the subject domain and 

its fixed relationships to other points. What Heidegger, 

Pirsig and Bohm are telling us is that this approach may 

be wrong from the outset and ultimately unachievable in 

the long term. A single ontology to describe the whole of 

reality is not something that exists. Rather many 

incompatible ontologies will exist that are equally valid 

descriptions of reality. And merely agreeing on one of 

them for the sake of convention will not enable a full 

picture of the reality to be represented. What is needed is 

a larger concept which contains all possible ontologies in 

a single undivided structure implicitly and from which 

they can be explicated. We can liken the new structure to 

a three dimensional object that casts different shadows 

depending on which way the light falls and each shadow 

represents the ontology while the object is the reality.   

II. A NEW APPROACH TO CONSTRUCTING ONTOLOGIES 

We propose to adopt a new approach to describing 

knowledge systems based on the idea that there is no one 

correct method of organising a subject domain in an 

ontology but rather there are many different ontology 

structures that adequately and correctly represent a body 

of knowledge. Each ontology gives only one appearance 

of the subject in some particular respect.  

 

C. Taxonomy, Ontology or Anthology? 

We will use a particular example throughout this paper 

in order to illustrate the extension to ontologies. However, 

it should be clear that the approach we employ is 

applicable to both ontologies and taxonomies. There is 

debate as to the precise relationship between ontologies 

and taxonomies while the the distinction between an 

ontology and a taxonomy is often blurred. [8]. We use 

here the distinction that a taxonomy is a hierarchical 

structure to classify information in a subject domain while 

an ontology is a hierarchical structure which in addition 

assigns and defines properties and relationships between 

concepts. An ontology is a richer structure than a 

taxonomy describing all aspects of the world and its parts 

[9]. Very simple ontologies would reduce down to a 

taxonomy in practice. Consequently whatever is true of a 

taxonomy is also true of an ontology, since an ontology is 

a taxonomy plus extra information, however the reverse is 

not the case.  

 

In addition to taxonomies and ontologies we include 

also anthologies [10] which are collections of information 

arranged in a hierarchical order. The following example 

may help to illustrate the difference. 

 

TAXONOMY: Cats 

Broader term: Pets  

Narrower term: tabby cat, black cat, kitten  

Related term: Dogs  

    

ONTOLOGY: Cats  

LivesIn: House  

Chases: Mice  

Eats: Fish, Rats 

Colours: Black, White, Ginger, Tabby 

 

ANTHOLOGY: Cats 

History of Cats 

 Egyptian Cats [including information] 

 Persian Cats [including information] 

How to Breed Cats 

 Types of Breed [including information] 

Looking after Cats  

 

The anthology should be understood as also containing 

the information for each section along with the headings. 

The data in each section can take the form of text, as may 

be found in a textbook, or a media file, video presentation 

etc., where the content that is stored is useful for teaching 

or other purposes.  

 

Thus we see taxonomies as a subset of ontologies and 

ontologies as a subset of anthologies; see Fig. 1. 

 

  Anthologies   

  Ontologies   

  Taxonomies   

     

     
Figure 1: Relationship of Taxonomies, Ontologies and Anthologies 
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Our discussion of ontologies will apply also to 

taxonomies and anthologies as the extension is based on 

the network structure that is common to all. We will for 

the sake of this paper take as an example an anthology 

which is a collection of information such as may be seen 

in the contents page of a textbook which is organized in 

taxonomic form and contains subject knowledge of a 

richness which brings it into the definition of an ontology. 

The addition of information of the subject domain will 

further extend this to an anthology which contains content 

that is suitable for teaching. For the sake of convenience 

and familiarity we will refer to ontologies throughout the 

remainder of this paper but the reader should understand 

that our example and procedures are applicable to 

taxonomies, ontologies and anthologies equally.  

 

We will consequently seek to develop an approach to 

multi-ontologies and suggest a way in which they can be 

connected together in to a larger multi connected 

ontology. We will consider four stages in the 

systematization of any knowledge system.  

 

Stage 1  Introducing Order 

Stage 2  Introducing Coherence  

Stage 3  Introducing Proximity 

Stage 4  Introducing Co-Requisites and Pre-

Requisites 

 

These four stages will lead to a larger concept for 

ontologies that encompass the present understanding of 

ontologies as a subset. 

III. STAGE 1 INTRODUCING ORDER 

Ontologies specify the structure and relationships 

within a body of knowledge. Usually ontologies are 

represented as knowledge hierarchies with the most 

general concepts at the top and more detailed and specific 

concepts at lower levels. [11] Thus, a body of knowledge 

is divided into sections, sub-sections, sub-sub-sections etc.   

 

The structure of these knowledge hierarchies is 

naturally representable as networks, where each node on 

the network represents a unit of knowledge and where the 

relationship of each part to every other is determined and 

specified within the ontology. An ontology can be 

represented as a tree network where there is a maximum 

of one path between any two nodes. [12] [13] 

 

We may adopt an addressing system which 

corresponds to this knowledge hierarchy where each 

address is correspondingly specified by sections, sub-

sections, sub-sub-sections, etc.;  see Fig. 2 

 

The advantage of the simple tree model is that the 

number of hops from the root provides the level of the 

node. The disadvantage is that the structure does not 

contain the ordering of the concepts. 

 

However, because of the hierarchical nature of 

sections, subsection etc, the ontology has an implicit 

ordering. The structure of an ontology is built up from 

fragments of knowledge which have an order determined 

by their pre-requisites. Consequently, the simple tree 

depicted in Fig. 2 is not sufficient to model this structure 

as it lacks the necessary order. We use an ordered tree for 

this description where the branches from each node are 

ordered so that the sub-nodes have an order of preference. 

[14] 

 

Principle 1:  Simple ontologies are to be represented 

mathematically as an ordered tree 

 

 
Figure 2: Knowledge hierarchy corresponding to an unordered tree 

 

The ordered tree network is distinguished by  

1. there is a maximum of one route from any node 

to any other node 

2. Branches from any given node have an implicit 

order. 

These two properties ensure that the ordered tree 

network has the necessary properties to represent simple 

knowledge categorisation and sub-categorisation within 

an ontology. This structure will also enable a wide variety 

of knowledge maps to be represented. [15] 

IV. STAGE 2 INTRODUCING COHERENCE  

We start with the recognition that no one ontology is 

the correct or the ultimate expression of a subject domain 

and accept that there are many different ontologies which 

all adequately represent the knowledge area from different 

points of view.  This is a significant departure from the 

present understanding of ontologies and we therefore 

present it as our next principle. 

 

Principle 2:  The same structure can be analysed in 

different ways if it is complex enough 

 

 

1  

1.1 

 1.2 

  1.2.1 

  1.2.2 

  1.2.3 

 1.3 

2 

 2.1 

  2.1.1 

  2.1.2 

 2.2 

 2.3 

3 

 3.1 

 3.2 

 3.3 
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Figure 3: Knowledge hierarchy corresponding to an ordered tree 

 

We next recognise that all these different ontologies 

are ordered trees which mathematically can be combined 

into a more complex network containing each of them as a 

sub network. We therefore introduce a multi connected 

ontology represented by a mesh network containing multi-

connected pathways between nodes. This extends the 

model for the ontology from that of a tree to a mesh 

network.  

 

Using Bohm’s terminology we would say that the 

multi connected ontology is the implicate order while a 

particular decomposition ontology is the explicate order. 

[7] That means that starting from a larger mesh network 

we can generate an ordered tree by breaking certain 

connections in the complex structure effectively 

decomposing it into a simpler ordered tree. In this way the 

implicate order of the multi connected ontology becomes 

the explicate order of the simple ontology or the ordered 

tree. The breaking of different links in the multi connected 

ontology will produce a different ontology. [16] 

 

Principle 3:  A multi connected ontology can be 

decomposed into at least one simple 

ordered tree  

 

Principle 4:  Different decompositions produce 

different but equally valid ontologies 

 

In this way you can unloose or break certain 

connections in a full multi-connected network which will 

lead to one decomposition that produces a certain 

ontology, while another method of breaking connections 

will lead to another decomposition and a different 

ontology of the same reality.  

 

Links can be variable because different items of 

knowledge can be linked together in different ways. What 

doesn’t vary is the items of knowledge themselves. The 

content of the knowledge must remain invariant but one 

item can precede another or follow another depending on 

presentation and other factors. 

At a lower level each knowledge item or ontology 

node may be explained in many different ways. For 

instance binary arithmetic can be introduced in a variety 

of ways, but whichever way is chosen it is still teaching 

the same thing. That is because the content has not varied 

and the content is determined by the nodes. What is 

determined by the links is the presentation. Links within 

ontologies represent the way of explaining the knowledge 

or packaging the knowledge for student consumption or 

opening up the subject. All this information is contained 

in the links. One tutor may adopt a different approach to 

another by which we mean he will present the nodes in a 

different order. So each node has a different number of 

presentations but the content is the same. This is the basic 

difference between knowledge and education. Knowledge 

of a subject is the acquisition of a node but the node can 

be delivered in many different ways and the delivery is 

concerned with education. 

 

The same relation exists between teaching and 

learning. Learning is fixed on the acquisition of 

knowledge nodes, while teaching is involved in the 

arrangement of the knowledge nodes in a form the tutor 

presents them. Each tutor may be different and present the 

knowledge in a different way – yet they are all teaching 

the same knowledge. 

 

Each presentation may be different and based on 

different learning styles or learning needs. There may be 

different degrees of information required where the weak 

student needs a lot of information and the strong student 

needs very little. This will define the difference between 

weak and strong in the student model. 

 

Decompositions 

We can formally express decompositions using the 

adjacency matrix. Let Mij be the adjacency matrix of the 

multi-connected ontology and let Oij be the particular 

decomposition tree ontology. Then 

 

Xij Mij  =  Oij 

 

where Xij is the decomposition operator. In effect Xij 

takes the multi-connected Mij into a specific tree Oij which 

represents the structure and organisation of the knowledge 

as presented by a particular tutor for a particular student at 

a particular time with a particular level of subject 

knowledge. Xij is thus a function of all these parameters.  

 

Xij exists only if  Mij
-1 

exists since: 

 

Xij Mij  Mij
-1  

=  Oij Mij
-1  

 

             Xij  =  Oij Mij
-1  

 

 

Maximally connected networks (where all nodes are 

connected to all other nodes) have a simple adjacency 

matrix Kij in which every component is equal to 1 except 

for the diagonal components which are equal to 0. 

1  

1.1 

 1.2 

  1.2.1 

  1.2.2 

  1.2.3 

 1.3 

2 

 2.1 

  2.1.1 

  2.1.2 

 2.2 

 2.3 

3 

 3.1 

 3.2 

 3.3 
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 Figure 4: Ten node network decomposition example 

 

 

Kij = 1 (for i ≠ j) and 

Kij  = 0 (for i = j)  

 

All Kij of dimension n have an inverse Kij
-1

 which is 

given by  

 

Kij
-1 

= 1/(n-1)            (for i ≠ j) and 

Kij
-1

 = -(n-2)/(n-1)   (for i = j)  

 

The existence of the inverse means that every 

decomposable ontology can be generated from the 

maximally connected network. The inverse of Xij will be 

Xij
-1

 which will restore the global multi-connected 

network from the specific tree 

 

Xij
-1  

Xij Mij  =  Xij
-1  

Oij 

             Mij  =  Xij
-1  

Oij 

 

The existence of the inverse is important because it 

means that given a particular knowledge decomposition 

we can always get to any other knowledge decomposition 

via the multi-connected ontology. 

This may be clearer if we take a particular 

decomposition as an example. Consider the ten node 

network shown in Fig. 4. The multi connected ontology 

can be decomposed in a number of ways, three of which 

are illustrated. For clarification, we have numbered the ten 

nodes consecutively from 1 to 10 and the Adjacency 

matrix Mij is shown in Fig. 5 

 
 1  1       

1  1   1     

 1  1   1    

1  1  1     1 

   1  1   1  

 1   1  1 1   

  1   1  1  1 

     1 1  1 1 

    1   1  1 

   1   1 1 1  

Figure 5: Adjacency matrix Mij 

 

The adjacency matrix Mij has an inverse Mij
-1

 which 

takes the form shown in Fig. 6 

 
1 3/2 -1/2 -1/2 -1 -1/2    -1   1/2 1 1/2 

3/2 0 -1   0 -1/2    1/2 0 1/2 -1/2  0 

-1/2    -1   0 1 1/2 1/2 1 -1/2  -3/2     0 

-1/2  0 1 0 1/2 -1/2 0   -1/2     1/2 0 

-1 -1/2  1/2 1/2 1 1/2 0 -1/2  0 -1/2 

-1/2 1/2 1/2 -1/2  1/2 0 0 0 1/2 -1/2 

-1 0 1 0 0 0 0 0 0 0 

1/2 1/2 -1/2  -1/2  -1/2  0 0 0 1/2 1/2 

1 -1/2  -3/2  1/2 0 1/2 0 1/2 -1   1/2 

1/2 0  0 0 -1/2 -1/2     0 1/2 1/2 0   

Figure 6:  Inverse adjacency matrix Mij
-1 

 

The adjacency matrix of decomposition 1 Oij(1) is a 

particular instance of an ontology of the multi-connected 

ontology Mij given by Fig. 7 where the grey boxes 

indicate components of Mij which are to be removed. 

 
 1  1       

1  1   1     

 1  1   1    

1  1  1     1 

   1  1   1  

 1   1  1 1   

  1   1  1  1 

     1 1  1 1 

    1   1  1 

   1   1 1 1  

Figure 7: The adjacency matrix of decomposition 1 Oij(1) 

 

The adjacency matrix of decomposition 2 Oij(2)which 

is another particular instance of an ontology of the multi-

connected Mij is given by Fig. 8. 

 
 1  1       

1  1   1     

 1  1   1    

1  1  1     1 

   1  1   1  

 1   1  1 1   

  1   1  1  1 

     1 1  1 1 

    1   1  1 

   1   1 1 1  

Figure 8: The adjacency matrix of decomposition 2 Oij(2) 

 

The adjacency matrix of decomposition 3 Oij(3) which 

is another particular instance of an ontology of the multi-

connected ontology Mij is given by Fig. 9. 
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 1  1       

1  1   1     

 1  1   1    

1  1  1     1 

   1  1   1  

 1   1  1 1   

  1   1  1  1 

     1 1  1 1 

    1   1  1 

   1   1 1 1  

Figure 9: The adjacency matrix of decomposition 3 Oij(3) 

 

It follows from the preceding that not only can multi 

connected ontologies be decomposed into ‘instance 

ontologies’ as we may call a standard ontology but 

conversely a multi connected ontology can be constructed 

from instance ontologies and they can be combined into a 

mesh network. The converse of Principle 3 follows. 

 

Principle 5:   A multi connected ontology can be 

constructed from simple instance 

ontologies 

 

Thus the three ontologies in Fig. 4 can be constructed 

from the larger mesh network by the selection of the 

correct links. However, there must be the same nodes for 

this to work. 

 

Principle 6  for two ontologies to be identical they 

must have identical nodes, though not 

necessary identical links 

 

It is quite easy to prove that any two trees of equal 

number of nodes but different links could be combined 

into a single multi-connected ontology. Consider the 

adjacency matrix of the two complementary trees, call 

them A and B, then it is always possible to form a new 

adjacency matrix C such that  

 

C   =   A       B 

 

where we have defined  as the operator which adds 

two matrix elements together according to the rule: 

 

Mij  Nij  =  1 (if Mij and/or Nij = 1) 

Mij  Nij  =  0 (if Mij and Nij = 0) 

 

This C will be representable as a new network, which 

is not a tree. 

 

Indeed we can go further and state that a full maximal 

multi-connected system of n nodes Kn where every node 

is connected to every other node can be decomposed into 

any tree structure of n nodes Tn and that all Tn are subsets 

of Kn 

 

Tn      Kn 

 

In general, every ontology could be decomposed from 

the maximal multi connected network. 

 

However, we need to be aware that some systems do 

not yield to this simple analysis as they are not based on 

different links but on different nodes. 

 

Principle 6 is the fundamental principle that puts a 

difference between what we are doing and what is being 

done elsewhere as the structure of an ontology is usually 

rigidly defined not only by its nodes but also by the fixed 

links that relate those nodes, so that if the links change 

then the ontology changes. In Principle 6, we are saying 

that this is not necessarily so, or that the two ontologies 

are equivalent, even though they may have different 

structures. However, the number of nodes must be the 

same in all cases as they represent knowledge elements 

and ontologies with different knowledge elements contain 

different knowledge areas. This is worth restating again. 

 

Two ontologies are the same if they have the same 

nodes but not necessarily the same links 

 

V. STAGE 3 INTRODUCING PROXIMITY 

There are many ways to arrange the nodes of a subject 

ontology. For instance, if we take the example of 

computing as a subject area, the knowledge nodes can be 

arranged in thematic order, logical order, functional order, 

historical order, geographical order etc. There is no end to 

the number of ways that knowledge nodes can be linked 

and presented, other than the mathematical limit of the 

total number of ways of arranging a finite number of 

nodes which is n!/2 since the number of ways of arranging 

n distinguishable objects is n! and we are treating reverse 

orders as the same arrangement for tree networks. 

 

One way of doing this is to make each of these 

decompositions dependent on a set of decomposition 

parameters which determines the ordering. To do this each 

subject node would need to be tagged with these meta-

subject parameters so that each node carries with it the 

information about its order in history or geography or 

function etc. However this is not needed if we use the 

decomposition operator Xij as all the information as to the 

structure will reside here. Thus, there will be 

decomposition operators which will represent the different 

structures. We could speak of a Historical decomposition 

Xij(H) or a geographical decomposition Xij(G) etc. We can 

generalise this to Xij(k) In reality there will be a maximum 

of n!/2 such possible decompositions for a subject area 

with n nodes.  

 

These decompositions are individually constructed (as 

are ontologies themselves) by individual subject experts 

who may be expected to provide their own 

decompositions very much as different experts would 

produce different books with different contents structures 

even though they were writing on the same subject as 

another  expert. Each expert arranges his material in his 

own way and in a way that suits him and his way of 

thinking and presenting information. [17] We may speak 

therefore of individual tutor or expert decompositions 
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Xij(Ek) corresponding to their understanding of how the 

subject information should be arranged and presented. 

Hence 

 

Xij(Ek) Mij  =  Oij(Ek) 

 

where Oij(Ek) is the ontology produced by Expert Ek 

 

A full determination of  Ek will require a tutor model 

with a full set of identified parameters. Similarly there 

will be a preferred decomposition for a particular student 

S who will have his own level of pre-existing knowledge, 

speed of acquisition of new knowledge etc. The full 

determination of this will require a student model with a 

full set of defined parameters. The full details of the tutor 

model, student model and other models will be dealt with 

in a separate paper. 

 

The consequence of moving from a tree to a mesh 

network is that we now have more than one route between 

any two nodes. Hence within the multi connected 

ontology Mij  there are multiple routes between nodes and 

not all paths will be equal. Some paths will be very 

common and chosen by a majority of experts. Some paths 

may be much rarer and chose by perhaps only one expert. 

The accumulated frequency of choice may be interpreted 

as a probability value which indicates the likelihood of 

one node being linked to another by the creators of the 

separate ontologies for each decomposable ontology 

created by an individual expert or tutor.  

 

Consequently, some subject nodes will have a higher 

probably of transition within the domain than other 

subject nodes and can be thought of as being ‘closer’ to 

each other for that reason. If there is more than one route 

away from a subject node then each pathway will be 

weighted according to the probability that an expert may 

move from one to another. We will model this by 

introducing probabilities into the adjacency matrix by 

replacing the 1s with probability values between 0 and 1 

where 0 indicates no probability of a transition between 

two nodes and 1 indicates a 100% probability which 

means that one node must lead to another.  

 

In this way, the adjacency matrix from Fig. 5 would be 

transformed, by way of illustration, to Fig. 10. 

 
 .2  .8       

.2  .2   .6     

 .2  .1   1    

.8  .1  .05     ,05 

   .05  .2   .2  

 .6   .2  1 .4   

  1   1  .4  .1 

     .4 .4  .2 1 

    .2   .2  .5 

   .05   .1 1 .5  

Figure 10: Probability Adjacency Matrix 

 

The problem of finding a suitable pathway through the 

multi connected ontology which maximises the 

probability of transition then reduces to a travelling 

salesman type problem. 

VI. STAGE 4 INTRODUCING CO-REQUISITES AND PRE-

REQUISITES  

 

Pre-requisite knowledge domains indicate that one 

area of subject knowledge must be taught prior to another. 

This is a consequence of knowledge building on previous 

knowledge [18]. Therefore, within our model a 

mechanism is required to show which subject knowledge 

nodes are prior to other nodes. [19] [20] Pre-requisites 

mean that one subject node must come before another.  

 

 
 .2  .8       

  .2   .6     

 0  0   1    

.8  .1  0     ,05 

   .05  .2   .2  

 .6   .2  1 .4   

  1   1  .4  .1 

     0 .4  .2 1 

    .2   .2  .5 

   .05   0 0 0  

Figure 11: Directed Probability Adjacency Matrix 

 

The concept of pre-requisites introduces the notion of 

direction into the ontology network. Directed networks 

only allow one route between two knowledge nodes and 

are usually represented by arrows. To represent this in our 

adjacency matrix we will introduce asymmetry into the 

adjacency matrix to show that connections are just one 

way. In this way, the adjacency matrix from Fig. 5 would 

be transformed, by way of illustration to Fig. 11 and the 

consequent directed network is shown in Fig. 12. 
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 Figure 12: Directed Probability Network 

 

Fig. 12 is our final representation of the multi 

connected ontology which serves as the complete 

representation of all the candidate ontologies proposed to 

represent a given knowledge domain. 

 

VII. CONCLUSION 

 

We have extended the concept of ontology to include 

multiple representations of a knowledge domain. The full 

representation requires an ordered multi-connected 
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network described by an asymmetric probability 

adjacency matrix 

 

The ideas presented here provide the underpinning 

structure for combining all possible ontologies into a 

single multi-connected ontology of directed probabilistic 

networks. This solves the problem of  how to choose 

between competing ontologies which have been proposed 

in any given subject domain. There is now no need to 

choose between competing candidate ontologies but 

instead all can be embraced in a single structure. 

 

We liken this to the analogy of many textbooks written 

on a single subject. Different authors have different 

approaches to a subject and consequently structure the 

knowledge and its presentation in different ways which 

seem suitable to them. Consequently a look at half a 

dozen different textbooks on any subject will show half a 

dozen different structures to the knowledge as illustrated 

by the different contents pages. No two will be alike and 

yet they will be covering the same subject area.  

 

Does this mean that one is right and all the others are 

wrong? Not at all. We recognized that there are different 

and equally valid ways of organizing and presenting 

knowledge. And consequently there are different ways of 

organizing and presenting an ontology for a given subject. 

The problem has always been which ontology should be 

adopted. The standard approach is to agree on one or 

decide by international committee. However this does not 

stop arguments raging as to which should gain universal 

acceptance. These arguments will never be settled 

satisfactory as settling them is merely a matter of 

convention. However by adopting the multi-connected 

ontology approach we may combine all structures into a 

single complex network of which the individual 

ontologies are mere projections.  

 

We contend that this multi-connected ontology has 

greater claim to being a true representation of the 

knowledge domain than any individual ontology as it 

captures all these structures without giving undue 

prominence to any individual part or favour to any one 

view. As Goethe says, “Only everybody knows the Truth.”  
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Abstract - Work by the writers has investigated 

validation methods for creation and manipulation of 

multi modal learning objects in an adaptive Virtual 

Learning Environment (VLE) presentation system. 

This paper investigates the requirements for a robust, 

autonomous, virtual infrastructure needed to simulate 

novel adaptive methods based on fragmentation and 

routing algorithms like OSPF. Evaluation is done of 

virtualised processes adapted on a software router in a 

known infrastructure. Adaption is achieved with 

operations performed on the metadata of learning 

object fragments rather than link states. Execution of 

such models in a 'Semantic Ontology Engine' is 

proposed as an approach to the creation of a cloud 

computing based semantic multimedia VLE, offering 

better personalisation. The findings emerge by means 

of a comparison of simulation results of virtual 

network components. 

 

Keywords – e-learning, adaptive, semantic, ontology. 

I. INTRODUCTION 

  

Previously, an Adaptive Multimedia Presentation 

System (AMPS) has been proposed with semi-automated 

tools for adapting stored computer based learning objects 

to students’ learning needs [1]. It was concluded that a 

novel, autonomous 'Semantic Ontology Engine' is needed 

as a key building block to process learning objects by 

performing decomposition, fragmentation and re-

composition. However, a very important research question 

remained unanswered - how to approach the validation of 

multimedia structures built by autonomous semantic 

processes in a VLE, without the services of a human tutor 

to evaluate ‘true’ fragments of learning. 

 

An experimental approach will be taken to verify the 

efficacy of the required semantic ontology function. The 

operational approach employed in this paper starts with a 

survey of various pre-existing virtual network simulation 

tools that are expected to offer at a partial solution to the 

problematic evaluation and verification of metadata 

models that satisfy these complex requirements [2]. The 

resulting tool promises to be an experimental virtual 

infrastructure capable of executing multiple, proposed 

semantic models of ontology engines, each capable of 

manipulating and validating learning objects in a Cloud-

based Adaptive Virtual Environment (CAVE) potentially 

without a human tutor. 

 

Hence, in this paper steps in our research programme 

are set out to provide robust evaluation of a suitable 

model for the semantic ontology engine based on an 

analogy with network routing protocols. In se

 ction II, a comparison between computer 

networking routing concepts and the requirements for an 

ontology mapping based on an ontology calculus is set 

out. In section III, features of some virtual simulation 

tools are compared in detail. These are commercial 

products or open source from educational institutions, 

with a mixture of local and remotely accessible options. 

Although the review is far from exhaustive, it includes 

some well-known and recently introduced packages. After 

the review of features, one tool is selected for comparison 

with an actual physical network; Section IV gives the 

results of this comparison for two scenarios; Section V is 

an analysis of findings. Finally, Section VI gives 

conclusions about applications of virtualised networks 

simulators to learning objects. 

 

II.  A COMPARISON OF ROUTING CONCEPTS AND AN 

ONTOLOGY MAPPING  

  

One of the primary functions of the ontology engine 

will be to retrieve the learning objects for delivery to the 

student, in the sequence in which they will be presented. 

There is unresolved discussion about the most appropriate 

method to achieve this. One approach is the object 

oriented modelling approach of Lee & Chung [21]. We 

propose a new approach based on concepts which are 

already successfully used in computer networking. It 

suggests that the concepts used in the selection of the 

‘best path’ determined by router network devices in a 

computer network between two nodes carrying traffic on a 

digital network may be used as an appropriate analogy for 

learning object retrieval from an ontology network.  

 

A. Pathway Determination 

A key feature of an adaptive learning delivery system 

is a process for the selection of learning materials 

appropriate to the required learning, and suitable for the 

learning level and style of the individual student. In 

computer networking, the selection of the best path for 

traffic delivery is made according to metrics such as ‘hop 

count’ and ‘bandwidth’. This process is successful at 

delivering electronic data worldwide and operating at 

optimum speed within the constraints of the hardware 

available, whatever that may be. The hop count is the 
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number of ‘hops’ to other routers required to reach the 

destination. As distance is measured in terms of hops, 

rather than physical distance, the shortest distance is that 

with the lowest hop count. Bandwidth is the data capacity 

of a link defined in terms of bits per second that can be 

transmitted over the medium. Both are useful indicators of 

speed of delivery. In a virtual learning environment 

similar metrics can be applied such as the distance 

attribute described in our developing ontology calculus. In 

networking, the selection of the path taken by data is 

determined by a device which connects separate networks 

together known as a router. This device makes decisions 

about routes for each packet of data it receives, and that 

decision making process is completed in fractions of a 

second. The high speed is made possible by the narrowing 

of options. Rather than determining the whole path at the 

beginning of the journey, only the next hop is selected. At 

each router the options are narrowed only to the other 

networks which are physically connected.  

 

In our model, the learning objects are likened to the 

nodes of a network that needs to be traversed by the 

student who is seeking to learn a particular subject 

domain. Learning objects are like the routers of a network. 

Though they have no physical connections they are 

connected logically through the ontology. In the same way 

as a network can be mapped, an ontology provides a map 

of the relationships between topics. A model of this is 

described in Davies et al. [22]. Rather than sifting through 

all available learning object segments for related material, 

using the metadata in the learning objects, their position 

within an ontology can be determined at the point of 

implementation. When required, the selection of learning 

objects for presentation can be narrowed down to other 

closely related material. Where selection by searching all 

materials may add a significant time delay, searching only 

closely related materials should be relatively fast. 

 

B. Delivery Methods 

Once materials have been selected, the next stage is 

delivery to students. E-learning should be extended so that 

it is deliverable anywhere and everywhere. This is called 

ubiquitous learning or u-learning. Delivery methods must 

take into account the destination client device when 

presenting learning objects for delivery in a virtual 

environment, for example, a pc or a mobile phone.  

 

In computer networks, routers handle packets 

containing data. The packets are conceptually an outer 

wrapper, allowing packets to be unwrapped and 

rewrapped with new addressing information without 

disturbing the data itself. In fact, there are many layers 

wrapped around the data in a networking scenario. Each 

layer contains different pieces of additional data and at 

several different layers there may be different kinds of 

addressing information. Since only the hop to the next 

router is determined when selecting a route through the 

network during transit, the outer layer is removed at a 

router and the data rewrapped with the address of the next 

destination device. The address of the final destination is 

kept at another layer undisturbed by this process.  

 

 

 

 

 

 

 

 

Figure ****  

 

The outermost layer contains addressing information 

and its format is determined by the media on which the 

frame has to travel. Similarly, in a course delivery system, 

a wrapper around the learning object would determine to 

whom it will be presented, when it will be presented and 

in which order it will be presented. If a learning object is 

to be presented to a particular student then the student 

signature represents the address to which that learning 

object is to be delivered.  

 
TABLE 1. ASSOCIATIONS BETWEEN GRAPH THEORY, NETWORKING 

AND ONTOLOGY DESCRIPTIONS 

 

C. Delivery format 

The format of the information is determined by the 

destination client platform. If the page is to be displayed 

on a pc then a full size web page constructed of html, xml 

and other web technologies is wrapped around the 

learning object. If the student is learning on a mobile 

phone then suitable technologies are required to display a 

page to suit the small screen size and these will wrap 

around the learning object before it is sent to the student’s 

learning platform of choice. Connection speeds may also 

be a metric for changing what is sent.  

Connection speeds may go so far as to affect the 

learning object itself. There is little point in trying to 

download a high resolution image of great size down a 

slow connection to a small phone screen. Perhaps 

enhanced versions (e.g., HD or 3D images) would benefit 

the student using a larger screen. Therefore, each learning 

object may be required to consist of different versions of 

the media file.  

 

Therefore, as when using the Transport Control 

Protocol in digital networking, an initial exchange of 
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Figure 1. Model of a frame and some conceptual 

layers in computer networking 
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information between the client and server devices to 

request, and then supply client platform specification in 

terms of both hardware and software must take place. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure **** -  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Possibilities for required different formats are 

enormous and ever changing, such as different resolutions 

for images and video, different compression rates for 

audio, and different formatting for text e.g., transforming 

a document from a word processor into html to improve 

compatibility. Generating these additional files for each 

object impacts the authorship work load significantly. The 

high level of investment required for production of quality 

learning objects has been an issue since they came about 

as discussed by Boyle [18]. Dynamically generating 

suitable versions from high quality originals is a preferred 

option to increasing storage requirements and second 

guessing possible future platforms.  

 

The investment in authorship workload will mean that 

writers are keen to reuse a learning object in more than 

one area and so its upload to the system requires 

additional consideration. Contextualization of the learning 

object becomes an important consideration if re-use is 

high. This will involve the creation of metadata categories 

to capture the contextualized data. The IEEE 1484.12.1 -

2002 Standard for Learning Object Metadata [3] is an 

internationally recognized open standard for the 

description of learning objects. Attributes of learning 

objects included could be the type of object, author, 

owner, terms of distribution, format, as well as 

pedagogical attributes, such as levels of difficulty or 

student learning styles. A set of these attributes need 

extension to include context. 

 

Indzhov et al. [19] explain users of such systems are 

often poor at completing metadata requirements. Being 

able to position the object in an ontology map of the 

knowledge domain would aid this process. Ideally, the 

metadata for a learning object, where possible should be 

automatically generated. Bauer et al. [17] discuss the 

possibility of collaborative tagging relying as it does on a 

large enough, and knowledgeable enough audience to 

complete the tagging before use of the semantics within 

the system becomes essential, and so time is required to 

carry out ‘tagging’ before the object itself is useable. 

Automatic metadata generation is a mature development 

area. For instance, if an object contains images much 

work has been done in the area of identifying objects in 

images by many including very recently Amir et al. [16]. 

As a result others have studied the composition of the 

resulting information into metadata that can be used with 

learning objects.  Cardinaels et al. [20] developed a 

indexing interface for automatic meta data generation, and 

more recently Bauer et al. [17] surveyed the tools 

available to do the job and compared them.  

 

Metadata can conceptually be perceived as another 

layer wrapped around the learning object. Indzhov et al. 

[19] discuss using the results of tests for calibrating the 

difficulty levels and usefulness of learning objects, as well 

as the possibility of assessment question generation from 

metadata. By using metadata as a wrapper on the outer 

layer of the learning object, it can be read and updated 

without disturbing the object itself. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

III.  NETWORK SIMULATION AND COMPARISON OF 

VIRTUAL ROUTERS 

 

We now turn to a network analogy in more detail and 

consider a closer examination of networking simulation 

tools provides insights into tools useful for modelling an 
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Figure 3.  System 3 way handshake at start of learning session 
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Figure 4.  Model of a frame and some conceptual 
layers in computer networking. 

When compared with other simulation tools, 
Packet Tracer provides a good range of options 

but is not as fully featured as some other 

packages but was never intended to be so. Its 
biggest advantage is its ease-of-use. It provides a 

very clear and fairly simple user experience 

making it ideal as a starting point for people new 
to both networking and the use of simulations 

within networking. In addition, by the provision 

of facilities like the command line interface it 
also makes it a useful additional tool for more 

advanced users; although it was not intended as a 

design tool it could be used in this way. From the 
usage point of view it's main drawback is the 

tendency to crash when working with larger 

networks or complex relative configurations.  It 

is possible to mitigate this problem by saving 

your work regularly and by maintaining multiple 

versions of this saved work as at times it may be 
valuable to be able to restart from a known point 

(Cisco Systems, 2010; Cisco Systems ).Client 

platform appropriate interface 

Meta Data 

Learning Object 

Figure 5. Model of the learning object wrapped in 
required implementation layers 
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ontology engine to process ontology networks and 

determine the validity of learning pathways. 

 

Due to its nature, discrete event is a method of 

simulation suitable for modelling systems where 

processes act on discrete units, for example a data packet 

in a communications network, a job on a production line. 

This type of layered operation is important in most types 

of data communications and networked system. It has 

been acknowledged that networks such as these are 

complex in their design and operation. As such, 

simulation is an important tool for designing and 

operating these networks.  

 

For modelling computer networks discrete event 

simulation is the popular choice although other techniques 

are also used. There are many simulation tools for this 

task. For this reason there have been many papers written 

that have reviewed and compared these tools and 

packages. Most of these papers have studied the tools 

from the point of view of their usage and suitability for 

different tasks. This paper intends to look more closely at 

how some of these tools accomplish what they do, with a 

view to adapting network simulation techniques to 

adaptive learning techniques. 

 

Simulation tool packages are well represented in the 

literature and classified into four main branches shown in 

Figure 6. 

 

 
 

These categories are quite broad. This paper is 

concerned with tools for educational and learning 

activities in VLE. It has been acknowledged by a number 

of sources that learning the skills required to design and 

manage computer networks requires practical experience 

in addition to a theoretical base. 

 

The advantages of visualisation compared with 

providing physical facilities are well known.  Use of 

simulation tools to create virtual lab environments 

provides an opportunity to increase access at a lower cost 

than physical equipment, offering the possibility to carry 

out more complex experiments than would otherwise be 

possible.  

 

IV.  RESULTS OF THIS COMPARISON FOR SPECIFIC 

SIMULATORS  

 

We now examine two particular systems to illustrate 

the range of usage and properties available.  

D. Packet Tracer  

Cisco Systems has produced Packet Tracer [23] as an 

educational tool for their network academy program to 

assist students with their studies for qualifications such as 

CCNA. It provides many features to assist both students 

and instructors in the field of network design and 

maintenance/management. Features include the ability for 

the instructor to create lab scenarios for students to 

complete, also included within this is the ability to assess 

the students. Beyond these preconfigured networks and 

activities, Packet Tracer also allows the creation of any 

possible topology that can be built using the available 

pallet of hardware.  

 

When simulating the network that is being studied 

there are two options for interaction. The first is real-time; 

in this network reacts as a real-world system would, for 

example if you ping one device from another this would 

occur at realistic speed. The second option for simulation, 

described as simulation mode by Cisco, allows the user to 

slow down the operation of the network to see the 

movement of data packets that are visually displayed on 

the network diagram (Figure 21). The speed of this 

animation is controllable as is how quickly it moves to 

each event. This can occur automatically based on the 

speed or can be made manually, allowing students to see 

the movement of data packets within the network. 

 

E. OPNET 

OPNET [24] is a commercial research and 

development package developed by OPNET systems that 

is popular in both research and commercial applications. It 

provides the ability to model wired and wireless networks 

and their interactions using a large library of models 

provided, and also allows the user to modify or create 

their own. These models are created using C++ 

programming language and the source code is included 

for the models provided. 

 

Additionally, the ability to customise the models when 

running simulations in OPNET it is possible to vary the 

level of detail of each simulation run dependent on the 

requirements of the application. To accomplish this, 

OPNET provides three methods of simulation. 

 

The first option, giving the highest level, of detail uses 

discrete event driven simulation OPNET implementation 

of this comes in two forms. The first being sequential 

were all tasks performed a linear fashion on a single 

processor, the second form parallel distributes the tasks 

over multiple processors which can be part of the same 

system for distributing over multiple interconnected 

systems. This latter parallel system improves performance 

Figure 6.    Tool Packages 
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TABLE 2.  COMPARISON OF NETWORK SIMULATORS 

by spreading the work allowing for faster simulations. 

There are also additional optimisation options provided 

for the discrete event simulation. The second option, flow 

analysis(tm) uses analytical modelling to provide a faster 

but less detailed simulation, ideal for the use with 

simulation large networks and repetitive scenarios such as 

modelling the effect of failures on traffic with the network 

where it is necessary to run many iterations of simulation. 

The third option is a hybrid of the first two techniques 

allowing for balance of speed and detail within one 

simulation. 

 

These methods coupled with the large library of 

simulation models allow the OPNET user to create 

networks varying from a small office all the way up to 

world-wide communication systems. 

 

F. GNS3 

 GNS3 [25] is an open source package created to allow 

users to practice configuring Cisco Systems networking 

devices in a realistic environment without the need to 

purchase expensive equipment. This has been 

accomplished by emulating the heart of a number of such 

devices. In turn this allows the user to run genuine 

software from the device on a normal computer system. 

Although the emulation provides a comprehensive set of 

hardware features it cannot provide the same speed of 

response times as the real equipment. The biggest 

drawback for this package is that it does not support many 

newer devices as these use proprietary integrated circuits 

that so far, and probably never will be emulated in 

software. There are moreover also changes occurring in 

the newer versions of Cisco's software that will change its 

licensing mechanism, requiring activation beforehand, 

thus preventing unauthorised installation and use . 

 

V.  ANALYSIS OF FINDINGS. 

Although the above systems by no means constitute an 

exhaustive c exploration of the available solutions, it has 

considered some of the most popular and new options. 

Each of these tools has its own advantages and in many 

cases its own niche in the market. It is not possible to 

make a sweeping conclusion about which tool is best as 

each tool has its own place and time. For example, for a 

beginner to networking Packet Tracer is ideal, but for a 

researcher studying performance of wireless networks 

OPNET could be the tool of choice.  

 

Table 2 shows a comparison of simulators including 

tools for which there was insufficient space to discuss in 

detail here. 

 

VI.  CONCLUSIONS AND FUTURE WORK  

 

Investigations into network simulation tools indicate 

that there is scope to consider the use of routing 

algorithms for suggesting analogous models for routing 

learning objects to determine a specific learning pathway 

to specific students. 

 

To take this work further we need to construct a full, 

robust tutor model to automate the learning object 

segmentation process, an investigation of structure of 

metadata and a detailed construction of the student model 

to include the student signature which will directly apply 

the learning-routing algorithm as a wrapper on the 

learning object. Our vision is to build this into a novel 

abstract conceptual data model encompassing all the 

properties that are needed to make explicit the qualities of 

an effective adaptive learning system. In this event 

Critical Success Factors (CSFs) would play a central role 
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in determining the choice of the best network software 

tool needed for the simulation. The introduction of CSFs 

on which the best network simulation tool will be chosen 

is left to a future paper. 

 

It is acknowledged that this work is in its preliminary 

stages. The next step will involve a simulation for specific 

software tools and simulation in a real environment.  

 

Finally, although work discussed in this paper 

answered research questions posed in previous papers, it 

has indicated further questions with a different emphasis: 

What is the full specification of the ontology required and 

how is it captured? How should the ontology engine 

structure be modelled and evaluated? Can fuzzy logic or 

data mining techniques be candidates for a useful 

algorithm? And “What further adaptation features are 

required and how are they to be evaluated?” We leave 

these questions to a further paper. 
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Abstract—We examine some technological aspects of cloud 

computing, focusing on virtualization applied to various data 

types including multimedia and identify the benefits & security 

concerns for a modern IT infrastructure. An experiment to 

migrate a live company server consisting of Microsoft Exchange 

e-mail and file server to a cloud infrastructure is conducted. The 

initial findings are that each process step needed to overcome 

security issues of server migration.. The writers will propose 

improved approaches for modelling cloud-hosted multimedia 

applications, semantics and abstract data models. 

  

Keywords – Multimedia, Virtualization; Cloud Computing; 

Server Migration; Security. 

INTRODUCTION 

In a previous paper [1], we evaluated an adaptive 
multimedia presentation system with contextual supplemental 
support media. In this paper we will be considering the 
requirements for operating this adaptive system from a cloud 
based infrastructure. ‘Cloud Computing’ is a term for a 
multitude of online services allowing in-house computing 
services to migrate to rented online infrastructures. ‘Software, 
Platform or Infrastructure as a Service’ are concepts for 
processing, developing or hosting application and data on 
demand. Improved speed and reliability of network connections 
fuel the explosion of portable, hand-held devices by reducing 
organisational IT costs. 

The Virtualization and Evolution to the Cloud Survey [2] 
found that 75% of global organisations are positively 
considering migration to a virtualized /hybrid cloud 
environment. However, 44% of CEOs and 46% of CFOs still 
have concerns about migrating their applications and services. It 
was also suggested that once organisations move their critical 
applications to virtualized or hybrid cloud environments then 
they find many benefits. 

The current ad-hoc methodology to migrate a company 
server or application to the cloud uses an infrastructure, storage 
vendor, or a software service provider. The security aspects are 
built around the vendor, measures built into the customers own 
systems and how the data centres operates, for example, on a 
multi-tenant basis [3]. There are additional security measures 

that need to be implemented over virtual, public cloud networks 
that are discussed in this paper. 

A small survey of ten local SMEs was undertaken by the 
writers to find out what services they run. Results confirm the 
industry trend towards virtualization and migration to the cloud 
raised security concerns for organisations. The main findings 
are summarized in Fig. 1. 

Most businesses run four essential business applications: e-
mail, file storage & printing, application serving and databases. 
It was found that these businesses have a desire to migrate to 
the cloud but their primary concerns are confidence in security 
compared with their on-premises solution, and worry about 
overall control of business data when required. It is clear from 
these results that companies, including those involved in 
multimedia data types, need to be shown how their data is 
secure in the cloud and the many advantages to be gained from 
migration. 

The structure of this paper is as follows: Section 2 gives a 
brief survey of current methodological approaches to 
virtualisation. Section 3 reports on a case study of an actual 
small company migration. Section 4 discusses findings, 
including use of a novel multimedia application in an 
educational setting and finally, Section 5 concludes with a 
discussion of future work. 

 

METHODS AND APPROACHES 

Virtualization is a term given to the creation of a virtual 
computer within a larger more powerful computer. The more 
powerful computer is often known as a Virtual Machine (VM) 
host that runs software known as a hypervisor [4]. 

The hypervisor is a layer of software that controls and 
monitors the resource allocation of the host hardware - memory, 
processor and drive space - to the VMs that run on it. The VMs 
on the hypervisor are called instances; many of these instances 
can be run on one hypervisor, limited only by the hardware of 
the host system, which is usually designed to run multiple guest 
VMs. This has been illustrated in Fig. 2. 
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Figure 1. Summary of Survey Results 

 

 

Figure 2. Virtualization Hypervisor Layer (Source: Virtuatopia, 2009) 

There are many virtualization platforms available. The most 
commonly used are compared in Fig. 3. They offer comparable 
features, run on different specification hardware and are 
available for use on different physical computer system such as 
Windows, Linux or Macintosh host server platforms. [5]. 

Virtualization offers organisations advantages such as 
reduced operating costs, freeing up resources so users can 
instantly launch new servers within minutes, improving the 
flexibility of IT architectures [4]. 

Modern organisations are moving to a functioning cloud 
computing model where applications are virtualized and 
become ‘always available’ online, rather than the traditional 
systems, where all IT infrastructures are stored and maintained 
within a physical location of an organisation. 

The general approach to migration to the cloud initially, is 
for an organisation to migrate to server virtualization followed 
by other types of virtualization such as storage and 
desktop/endpoints, and then finally private storage-as-a-service 
and private/hybrid clouds [6]. 

Virtualization is an important factor of modern day 
computing that has three distinct benefits to organisations. 
Firstly, it offers substantial cost reductions. Using virtualization 
allows organizations to consolidate their data centres and non-
mission critical applications down to less than a quarter of their 
current data centre requirements, moving servers that are 
running at 20% capacity to shared servers that run at 70% 
capacity. Secondly, it offers speed of deployment and scalable 
resources to an organisation needing to launch IT infrastructure. 
For example, to go with the launch of a new product, increases 
in customer demands can easily be achieved in a matter of 
hours instead of weeks on the old model. Finally, it offers 
organisations a way to manage expertise and skill sets to easily 
manage multiple different applications with reduced staff to 
maintain the network[2]. 

A small organisation may virtualize just the servers in their 
office for consolidation, which becomes a small private cloud 
that they can access internally and externally. Larger 
organisations can go so far as to create complete virtual 
networks, using multiple VMs on different cloud infrastructure 
providers, and create virtual switches and connections with 
VLANs for their networks. As complexity increases, so may 
security concerns. With a network that is so complex, there 
needs to be a way to monitor all VMs that are running correctly 
[2]. 

 

Virtualization 
Platform 

Provider Host OS 

Citrix Zen XenSource NetBSD, Linux, 
Solaris 

Virtual Server / 
Hyper-V 

Microsoft Windows Server 

Virtual PC Microsoft Windows 

Parallels Parallels Macintosh 

Virtual Box Sun 
Microsystems 

Windows, Linux, 
Macintosh, Solaris 

VMware / ESX 
Server 

VMware Windows, 
Hardware (no host 

OS) 

Figure 3. Comparison of Virtualization Platforms 
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There are benefits of virtualization in large organisations 
with thousands of computers otherwise requiring hardware 
rollouts, patching and maintenance [7]. Each desktop no longer 
needs individual licences for antivirus or productivity software 
as this will reside on the main hypervisor desktop virtualization 
server. 

Virtualization is also eco-friendly and saves money in the 
long run. In the future, organisations will move more towards a 
virtualized desktop, and some examples of this can already been 
seen in third-world counties developing Virtual Learning 
Environments (VLE’s) that allow students access to online 
resources without the need for a powerful local computer [8]. 

Terminal services such as Citrix have had a multi-user 
operating system environment for some time. Virtual Desktop 
Infrastructure (VDI) works in a very different way. Instead of 
having a server which can be used by multiple users at the same 
time, the server is running many virtualized single user 
operating systems which all act independently of each desktop 
system due to the function of the hypervisor [7]. 

An example of desktop virtualization using VDI is shown in 
Fig. 4. It makes use of a thin client at each user work desk. The 
virtual desktops are stored in a secure environment on the 
server. Thin clients use less energy, need less maintenance, and 
updates can all be performed much quicker on the VDI server. 
VDI is designed to allow the use of desktop operating systems 
such as Windows as well as Linux in a virtual environment that 
is easy to deploy, secure and manage with everything stored in 
the data centre [7]. 

Virtualisation can be extended to cloud computing. [9] 
Broadly, there are three levels of service that cloud computing 
provide: 
 

A. Software as a Service (SaaS) 

Applications are available online. For example, e-mail, 
online file storage, web hosting image banks, online software to 
perform virtually any task on multimedia data and more. 
Google Docs, or Sales-Force.com are current examples. There 
is not much control other than over data, but with no control 
over routers, firewalls, IPS or WAFs. 
 

B. Platform as a Service (PaaS) 

Application platform used for development of online 
services. For example, client relations management database, 
online developer tools, web site creation services and more. 
Combinations of different components managed by someone 
else allow use of databases or application services. Microsoft 
Azure is an example.[10] 
 

C. Infrastructure as a Service (IaaS) 

Provision of an online infrastructure. For example, online 
server hosting, virtual servers, direct access to physical servers 
in the cloud, web hosting and data centre. Amazon EC2 and 
Savvis (enterprise cloud) are examples that give users a lot 
more control. Raw virtualization with a good service layer 
could move a WAF or Gateway to this service. Users 
themselves start to assert a level of control of the cloud. 
 

 

Figure 4. Virtual Desktop Infrastructure (Image Source: [7]) 

 

THE CASE STUDY 

We perform an experiment to observe the migration of a 
company e-mail and file server to a cloud infrastructure to 
evaluate a strategy for transfer and to analyse the security 
implications. E-mail is moved over to a cloud service to be 
available on all devices everywhere and reduces costs. The 
experiment will test the migration of the Exchange Server from 
a physical server and make a comparison of options. 

We consider the case of a local business which has an e-
mail server at their head office in Bournemouth and they would 
like to move to cloud services. Their current server 
configuration is Microsoft Exchange for e-mail and the same 
server to store files. This server has anti-virus software for 
which the licence needs to be renewed each year. The desired 
result is to remove this server completely. Microsoft offer 
Exchange online as an alternative to hosted exchange, the web 
interface to migrate the exchange to online services. A second 
option is to migrate to Google Apps for business online that 
offers E-mail, Calendar, Contacts and Notes. It also offers file 
storage. A third option is to image the entire server, which 
currently stands at 200Gb of data, to a file and then upload this 
image to an online virtual server. The same software that was 
on the physical server will continue to be run on the online 
virtual server. 

Some minor network re-configuration is needed and a 
redirect of the MX record for the e-mail domain. The shared 
drives can be mapped using Virtual Private Network (VPN) 
tunnelling. A drawback with this method is that the 200GB file 
will take a long time to upload at current upload speeds of 1.5 
Mbps. 
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An alternative solution is an online service with a plug in 
application for the physical server. [11] This plug in application 
would selectively upload and replicate the data over to the 
online vendor with application integrity checking to ensure that 
the data is transferred correctly. Fig 5 illustrates how this 
application would function. 

Currently, the organisation has Exchange for e-mail and 
VPN access for file shares. Email access is available through 
Outlook Web Access, IMAP or Exchange Message Application 
Programming Interface (MAPI) – one of the benefits of using 
Microsoft MAPI is that you also can use Calendar, Contacts, 
Tasks and E-mail all together with one protocol. A cloud 
provider should be able to support these extra functions. Google 
Apps for business supports this with an application that 
synchronises the contacts, calendar and tasks to Google cloud 
servers. Microsoft Exchange online simply performs all the 
exchange features that a local Exchange server would perform. 

The methods available are to virtualise the server, upload it 
in its entirety and then make some small adjustments to the 
network connectivity, or to export the database then import it 
into an online providers system. 

The server migration options are shown in the comparison 
table in Fig. 6  including security issues. 

 

FINDINGS 

The experiment was performed with the server migrated 
online with all three options evaluated. Although it was found 
that Exchange Online and Google Apps were good choices, it 
ultimately depends on individual organisation preference. All e-
mail features are available to computers at the office and to all 
portable devices with very little reconfiguration. However, the 
virtualized server resulted in a very large data file of 200 GB 
which takes a long time to upload. The user file is relatively 
efficient to upload as it is not sending a copy of the entire 
computer system to the cloud provider but there could still be 
compatibility issues with the image file when it reaches the 
online provider. The customer data was exported. For 100 
users, the size of the exported file was quite small at 100MB. 
This file is very fast to upload to the online provider. Import 
problems could still arise with correct allocation of data fields. 
The data would need to be looked at to ensure its integrity. 

Mission critical applications, as well as data are migrating to 
the cloud. A recent example of small cloud application is 
canp.me. [8] Providing a virtual desktop and storage facility 
using the local desktop processing power, the application 
provides synchronising data with the application. Hence it is 
possible to load an application to any PC from the cloud and 
authenticate the user from data stored on a USB key/dongle. 
Only one software copy is needed and one license. [12] 
Deployment times are greatly reduced as the cloud will only 
contain the latest data and latest copy of the application state. 
When a cloud based application is called, a minimum set of the 
appropriate Data Link Libraries (DLLs) are loaded and the 
remaining application is not loaded until it is required.  

The fundamentals of the technology are based around the 
application’s ability to compress, encrypt and transmit desktop 
applications into smaller parts to the cloud, and then to 
intelligently rebuild them from the cloud on the virtual desktop 
in real-time. This saves on bandwidth, because the application 
and data both reside locally until the data is to be saved and the. 

 

Install plug in 

application on 

server

DATABASE 

ONLINE

User access

ACCESS IN 

PARRALLEL with 

old and new 

server

DATABASE 

SERVER

PHYSICAL

Pluig in app 

updates online 

vendor on the fly

Check online 

vendor is up to 

date

NO

END physical 

server access and 

fully migrate to 

vendor

YES

 
 

Figure 5. Server Upload Application Flowchart 

 

Action Method Security 

Concern 

Hardware 

Server 

Stay at the 

physical server and 

update all 

components. 

Security can 

always be 

improved: 

firewalls, IPDS, 

WAF all cost 

extra money to 

run and maintain. 

Exchange 

Online 

Install the client 

exchange transfer 

connecter module 

from Microsoft 

and it will upload 

automatically. 

Security depends 

on Microsoft, 

however, they are 

a large vendor 

and their 

reputation is 

dependent on 

security for their 

service. 

Google Apps 

for Business 

Install the Google 

transfer module 

and exchange 

mailboxes are sent 

to Google. 

As secure as 

Google cloud. 

Google has 

introduced a 2 

step verification 
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Figure 6. Comparison of Migration and Security Issues 
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application closed. Similar to Citrix XenDesktop, users can 

appear to travel with their virtual desktop anywhere by creating 

widgets 
In summary, the applications such as cnap.me [8] offers 

users the possibility of a virtual desktop, synchronised storage, 
and updated software application, i.e. a low cost managed cloud 
solution. 

EVALUATION 

As cloud computing evolves and bandwidth increases, the 
nature of network connections change. The demand for 
migrating critical applications including multimedia into a 
cloud infrastructure will increase rapidly, as will services 
demanded of online security vendors. 

This paper has presented evidence that migrating and 
storing data in the cloud can be as secure as retention on 
premises. [13] However, adequate attention to security 
measures is needed. It is recommended that any organisation 
considering migration should so do so at the earliest opportunity 
and take advantage of enhancing security provision. 

Users concerned about cloud vendor failure should deploy a 
solution with failover between different cloud providers to 
provide access if one provider goes down or has lower costs. 
This may also be useful for a large organisation that wishes to 
separate applications in the event of partial failure. [14] Clearly, 
service level agreements are required for cloud provision. 
Therefore, each individual case will require evaluation and 
assessment as a superior service will attract a premium, 
however, failover, recovery and backup should be provided. 

The cloud can offer many advantages over on-premises IT 
infrastructure. It has the potential to be flexible and cost 
effective for organisations to use. Security concerns raised can 
be solved using methods that secure the core aspects of data, 
identities and devices on an infrastructure. Using this across 
virtualization platforms will provide a secure network IT 
infrastructure. 

Cloud infrastructure has the potential with appropriate 
security implementation, to be a better architecture than the old 
physical model. Virtual security should be much better than 
physical security. 

Security issues are wide ranging and should  include 
securing printer ports that are connected to networks possibly 
using mac-address based port security authentication. VLANS 
on virtual networks play a role in the security solution. Access 
control lists need to function across multiple segments of the 
network but only allow users access to authorised areas. 

NAT, PAT, DNS and DHCP and security are critical 
network components that still need to be configured locally. 

A necessary start for business executives for deployment of 
virtualized networks is to conduct a full requirements analysis 
and audit of the current infrastructure, and build a network to 
provide a future path for migration of physical networks to 
cloud ones. Plans have to include data, applications and 
infrastructure. 

A major advantage of cloud based solutions is the rapid 
deployment of a reconfigured service or set of services such as 
cnap. For example, in the rapidly changing educational 
environment when a new department is set up, users can be 
simply added to an existing group policy or set up as a new 
group. Each user will have access to the applications already 
present with the inherent security privileges. If a separate server 

is required for this department, no new hardware is needed; the 
IT team can request or create a new virtual server within 
minutes ready to be deployed  [15] [16]. 
 

CONCLUSIONS AND FUTURE WORK 

A variety of methods and approaches have been identified to 
achieve a successful migration producing a documented 
strategy for implementation in an organisation with minimum 
disruption to business functions. 

Using physical servers takes up valuable resources and 
requires a team of technicians to configure monitor and apply 
patches. There are clear financial and environmental advantages 
in the use of virtualization and migration to the cloud. A major 
advantage is rapid time for infrastructure deployment because 
there is no need to purchase additional hardware. 

As more infrastructures are moved into the cloud, 
organisations can make use of additional services such as 
multimedia rich media streaming, sharing, and similar services. 
The reducing costs of infrastructure will open up new markets 
and opportunities for collaboration. 

Plans by the writers will clarify requirements of the 
network, applications and data to take specific account of 
ubiquity and the pervasive nature of future multimedia 
applications & data.  

Future goals will be identified for multimedia data models 
for applications and infrastructure hosted in the cloud. For 
example, experiments will be undertaken concerned with 
infrastructure performance to host cloud applications such as 
cnap.me [8], as a large scale multimedia Virtual Learning 
Environment (VLE) vehicle in a University. The vision is to 
clarify data models and requirements for a Cloud-based Virtual 
learning Environment (CAVE) as a logical evolution of the 
writers’ current research area [1]. Future work will explore 
migration of a multimedia presentation system to the cloud by 
combining centralised with cloud-based Virtual Learning 
Environment (VLE) applications 
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Abstract—The Earth Mover’s Distance is a well-known
distance-based similarity measure employed in various domains
of data management, especially in computer vision and content-
based multimedia retrieval. However, as the computation of the
Earth Mover’s Distance is a considerably expensive task, efficient
processing of content-based similarity queries in large multimedia
databases remains a challenging issue. In this paper, we propose
to use nonmetric ground distances within the computation of the
Earth Mover’s Distance in order to speedup its computation,
thus improving the efficiency of the entire retrieval process.
Moreover, by investigating the inner workings of the Earth
Mover’s Distance, we show how to balance the trade-off between
effectiveness and efficiency in order to adapt the retrieval process
to individual user requirements. By making use of metric access
methods in combination with the Rubner filter, we empirically
show an improvement in efficiency by two orders of magnitude
according to the sequential scan, while keeping the retrieval error
below 5%.

Index Terms—Earth Mover’s Distance; Similarity Search;
Indexing.

I. INTRODUCTION

Distance-based similarity search has been successfully uti-
lized in various domains including computer vision and
content-based multimedia retrieval, where a database consists
of objects represented by nontrivial feature descriptors ex-
tracted from unstructured complex data (such as multimedia
data). To further improve applicability and effectiveness of
such distance-based similarity models, domain experts shift
from traditional feature histograms to feature signatures [4],
[15], which can flexibly describe the content of multime-
dia objects. Feature signatures in combination with adaptive
distance-based similarity measures [4] then form a powerful
tool for effective content-based multimedia retrieval.

However, as the volume of multimedia data grows ex-
ponentially, content-based retrieval systems have to provide
users with new and more sophisticated exploration facilities.
To this end, distance-based similarity models are expected
to provide additional trade-off parameters for tuning the
precision/performance of the retrieval systems. The system
administrators then use the parameters to adapt the retrieval
model to better fit user requirements, e.g., more effective but
less efficient retrieval, or vice versa. The parameters often
affect both quality of the similarity measure and its behavior
within an indexing structure for fast retrieval.

In this paper, we focus on the Earth Mover’s Distance
(EMD) [15] – an adaptive distance function for measuring
similarity that utilizes a user-defined ground distance to pe-
nalize some operations within the similarity assessment. In
order to speedup the similarity search process using the EMD,
we could benefit from indexing by metric access methods [6],
[20] or by processing queries in a filter-and-refinement scheme
[2], [3], [16]. Most methods assume metric ground distances
and some are limited just to feature histograms. However,
considering also nonmetric ground distances could lead to
more robust behavior of the distance measure. The arguments
for nonmetric ground distances follow from previous image
retrieval studies, showing that nonmetric distances performed
better than the metric ones [8], [10].

Moreover, using the parameterized version of the Earth
Mover’s Distance [12], we can investigate and tune properties
of the distance space, like the “indexability” (i.e., how fast
are we able to search/prune that space), measured via the
intrinsic dimensionality [6], or the “metricity” that affects the
retrieval error exhibited by the metric access methods [18].
In general, for distance spaces suffering from high intrinsic
dimensionality, as the traditional (non-parameterized) Earth
Mover’s Distance [15] on feature signatures [4], [15] does,
it is impossible to create an efficient metric index for exact
search, and for this reason it is more promising to employ
domain-specific filters. Hence, in this paper we investigate the
impact of the parameterized Earth Mover’s Distance on the
distance space properties and point to the promising trade-offs
between indexability and retrieval quality. We also combine
the distance-based approach with the domain-specific filters.

A. Paper Contribution

The main contribution of this paper is an evaluation of
the similarity search under the parameterized Earth Mover’s
Distance utilizing various Lp ground distances (metric and
nonmetric). The findings can be summarized as:

• The parameterized Earth Mover’s Distance can be used to
tune the retrieval quality and can be efficiently processed
by metric access methods or domain-specific filtering
techniques. Moreover, we can use the parameter of the
distance to guarantee exact searching via more effective
fractional Lp distances.
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• Although the nonmetric ground distances turn both the
filtering and indexing techniques into just approximate
methods, the retrieval error caused by the ”ground non-
metricity” is not significant.

• The parameterized Earth Mover’s Distance can be tuned
to better fit metric access methods, however, the retrieval
error obtained by metric access methods is higher than
the retrieval error obtained by the filtering approach.

In the next two sections, we review preliminaries and related
work that we utilize and combine in this paper. In section 4, we
revisit the filter-and-refinement schema used for efficient EMD
processing and we discuss the impact of the nonmetric ground
distances. After that, we report and discuss experimental
results in section 5 and finally, we conclude contributions of
our approach in section 6.

II. PRELIMINARIES

Before we proceed to the contribution and the related work,
we briefly summarize the motivation for feature signatures and
the Earth Mover’s Distance.

A. Feature Signatures

Unlike conventional feature histograms, feature signatures
[4], [15] are frequently obtained by clustering the objects’
properties [7], [14] within a feature space and storing the
cluster representatives and weights. Thus, given a feature space
F, the feature signature So of a multimedia object o is defined
as a set of tuples from F × R+ consisting of representatives
ro ∈ F and weights wo ∈ R+.

We depict an example of image feature signatures according
to a feature space comprising position and color information,
i.e., F ⊆ R5, in Figure 1. The feature representatives are
depicted as circles of the corresponding color, while the
weights are reflected by the diameter of the circles. As can
be seen in this example, feature signatures adjust to individual
image contents by aggregating the features according to their
appearance in the underlying feature space.

Although feature signatures are more general than feature
histograms, in fact feature histograms are a special case of
feature signatures, for similarity search purposes they could
be used together with some distances originally designed
for histograms, such as the Earth Mover’s Distance or the
Quadratic Form Distance (generalized to Signature Quadratic
Form Distance [5]). In this paper, we put our attention to the
Earth Mover’s Distance, which we will explain in the next
section.

B. Earth Mover’s Distance

The Earth Mover’s Distance is a distance-based similarity
measure originated in the computer vision domain [15]. Its
successful utilization, however, gave raise to numerous appli-
cations also in different domains. This distance describes the
cost for transforming one feature signature (or histogram) into
another one. The distance is considered to be a transportation
problem and thus is the solution to a linear optimization prob-
lem which can be solved via a specialized simplex algorithm.

Fig. 1. Three example images with their corresponding feature signature
visualizations.

Given a ground distance d that measures the dissimilarity
of two features within a feature space F, the Earth Mover’s
Distance (EMD) is defined between two feature signatures
Sq = {cqi , w

q
i }ni=1 and So = {coj , wo

j}mj=1 as a minimum cost
flow over all flows fij ∈ R as:

EMDd(S
q, So) = min

fij

{∑
i

∑
j fij · d(c

q
i , c

o
j)

min{
∑

i w
q
i ,
∑

j w
o
j}

}
,

subject to the constraints: ∀i :
∑

j fij ≤ wq
i , ∀j :

∑
i fij ≤

wo
j , ∀i, j : fij ≥ 0, and

∑
i

∑
j fij = min{

∑
i w

q
i ,
∑

j w
o
j}.

These constraints guarantee a feasible solution, i.e., all costs
are positive and do not exceed the limitations given by the
weights in both feature signatures. In this paper, we assume
the ground distance d is the Lp distance over a D-dimensional
feature space F = RD, defined as

Lp(u, v) =

(
D∑
i=1

|ui − vi|p
)1/p

While for the parameter p ≥ 1 the Lp distance is a metric
(so-called Minkowski metric), for the parameter 0 < p < 1 it
becomes nonmetric (so-called fractional Lp distance [1]) as
it violates the triangle inequality.

Based on the notion of the EMD and its inherent (non)metric
ground distance, we continue with summarizing related work
in the next section.
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III. RELATED WORK

As there is a minimization problem to solve within the EMD
evaluation, the computation time complexity is considerably
high (between O(n3) and O(n4)). Hence, techniques provid-
ing efficient similarity search in large multimedia databases
using the Earth Mover’s Distance are necessary. In the fol-
lowing paragraphs, we shortly summarize the state-of-the-art
orthogonal approaches used to efficiently process similarity
queries in EMD-based distance spaces.

A. Domain Specific Filters

If we assume the ground distance d as a Minkowski metric
(Lp distance, p ≥ 1), a very simple yet efficient lower-bound
for EMD is the Rubner filter [15], defined as

EMD(Sq, So) ≥ 1/p

√√√√√ D∑
k=1

∣∣∣∣∣∣
n∑

i=1

wqiqik −
m∑
j=1

wojojk

∣∣∣∣∣∣
p

,

where m,n are the sizes of So, Sq , respectively. The Rubner
filter holds only if

∑n
i=1 wqi =

∑m
j=1 woj , otherwise, it

becomes an approximate method.
A novel dimensionality reduction techniques for the EMD

in a two-step filter-and-refine architecture for efficient exact
search can be found in [2], [3]. The authors assume feature
histograms and metric ground distances. In [19], Wichterich
et al. utilized dimensionality reduction to improve the time of
EMD evaluation. They proved that EMD evaluated in a low-
dimensional subspace lower-bounds the EMD in the original
space. Again, only histograms are applicable to that technique.

B. Transformation to Wavelet Domain

In [17], Shirdhonkar and Jacobs presented a linear-time
algorithm for approximating the EMD for low-dimensional
histograms using the sum of absolute values of the weighted
wavelet coefficients of the difference histogram. Since the
EMD computation is a special case of the Kantorovich-
Rubinstein transshipment problem, the method can exploit the
Hölder continuity constraint in its dual form to convert it into
a simple optimization problem with an explicit solution in
the wavelet domain. The authors proved the resulting wavelet
EMD metric is equivalent to EMD, i.e., the ratio of the two
is bounded. The bound estimates were also provided.

C. Metric access methods

Another approach for efficient indexing of the Earth
Mover’s Distance could be the distance-based indexing, es-
pecially the metric access methods [6], [20]. These methods
utilize precomputed distances stored in a metric index to
estimate the lower-bound of the original distance between
a query object q and a database object o. In Figure 2, we
depict an example of δ(q, o) lower-bound estimation using one
reference point p, where δ(p, o) is the precomputed distance
stored in the metric index and δ(q, p) is evaluated at the
beginning of query processing. In the case LB(δ(q, o)) is
greater than the actual query radius r (considering range or

r

q
p

o

LB( (q, o))δ

query
ball

Fig. 2. Lower-bound estimation using a reference point p.

kNN query), the original expensive distance δ(q, o) does not
have to be evaluated.

However, the distance spaces based on the Earth Mover’s
Distance usually suffer from high intrinsic dimensionality
[6] (low indexability, i.e., LB(δ(q, o)) is mostly lower than
actual query radius r), so that only approximate techniques
can be used for efficient search. To overcome this limitation,
we proposed a parameterized version of the Earth Mover’s
Distance (pEMD) [12], defined as:

pEMDd(S
q, So, w) = min

fij

{∑
i

∑
j fij · FP(d(c

q
i , c

o
j), w)

min{
∑

i w
q
i ,
∑

j w
o
j}

}
,

where FP is the fractional-power modifier [18] defined as:

FP(x,w) =

{
x

1
1+w for w > 0

x1−w for w ≤ 0

The intuition behind the FP-modifier is rather simple. De-
pending on the weight parameter w, we can either suppress
(w > 0) or strengthen (w < 0) the transportation costs to
outlier features when comparing feature signatures. Hence, the
robustness of the measure can be tuned by setting the impact
of outliers (noise bins or clusters) on the overall distance.
However, the parameterized Earth Mover’s Distance is no
longer a metric when employing the FP-modifier (w < 0),
or fractional Lp distance (p < 1), or not-normed weights.

All the techniques mentioned above are based on domain-
specific solutions for (often low-dimensional) feature his-
tograms, metric Lp distances (p ≥ 1), or they utilize approxi-
mate similarity search to speed up query processing.

IV. INDEXING THE EARTH MOVER’S DISTANCE

In this paper, we investigate the general problem of EMD-
based distance spaces employing feature signatures and non-
metric ground distances. Since we consider feature signatures,
the original Rubner filter and the distance-based indexing
(metric access methods) can only be used to speed up query
processing in large multimedia databases.

A. Revisiting the filter-and-refinement scheme

First of all, we would like to reconsider the filter-and-
refinement scheme proposed in [2], where Assent et al. used
a chain of filters. In general, when trying to exclude irrelevant
database objects from the search process, we apply lower-
bounding filters that progressively reduce the candidate set
of the results. To optimize this process, we first apply the
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cheapest filters (e.g., taking less than O(n) time to compute
the lower bound, where n is the signature size) and then apply
the more expensive ones (which are usually also more effective
in filtering). This corresponds to the optimal multi-step search
process described in [16].

Fig. 3. Filter chain used in the filter-and-refinement scheme for EMD search.

In the aforementioned paper [2], Assent et al. proposed
similarity query processing using the cheap Rubner filter
(O(n)) and subsequently the more expensive independent
minimization (IM) filter (O(n2)). The two filters significantly
reduce the final set of candidate objects, so that the expensive
EMD evaluation is needed only for a fraction of the database.
One of the contributions of this paper is the extension of the
class of cheap filters by the metric access methods (MAM),
which reduce the complexity of lower bound computation from
O(1) to O(n). We depict an overview of the proposed filter-
and-refinement scheme for efficient EMD-based similarity
search in Figure 3. Note, that we do not consider the IM filter
and Lp-norm filter anymore, as they only support histograms.

In particular, we combine the Rubner filter and an MAM-
based filter (e.g., the pivot tables as detailed in the Section
V-C), both cheap and supporting feature signatures. Having
a Rubner filter lower-bound LBRub and the corresponding
MAM lower-bound LBMAM , we select the larger estimate
max(LBRub, LBMAM ). To further improve the performance
of the whole filter-and-refinement scheme, we also plan to
generalize the IM filter for feature signatures (subject of our
future work).

B. Nonmetric ground distances

As another contribution of this paper, we investigate the
impact of the nonmetric Lp (p < 1) ground distances that
have been frequently used in the image retrieval for robust
image matching [8], [10]. For instance, consider the three
feature signatures depicted in Figure 4, where Sq stands for a
query signature and Sx, Sy for database signatures. The first
two signatures Sq, Sx consist of very similar distributions of
feature clusters, while the third one Sy is slightly different.
To provide robust image ranking by the EMD, we have to
employ such a ground distance, that will neglect the impact of
the outlying noisy cluster c4 in Sx. The fractional Lp ground
distances are a good choice for such purpose, as they decrease
the impact of outlying distances to the overall aggregation
provided by the EMD. A similar robust behavior can be
achieved by using the FP-modifier within the parameterized

EMD. Hence, we have tools for fine-tuning the quality of the
EMD-based similarity retrieval in a particular database.

Fig. 4. Comparing a query signature with a database signature.

The main disadvantage of the fractional Lp distances is
that they are not metrics. In particular, they lose the triangle
inequality, assumed by both the Rubner filter and metric access
methods to guarantee exact search. In turn, the nonmetric
EMD (incorrectly) employed as a metric brings the possibility
of a retrieval error – false dismissals and/or false positives
in the query result. Nevertheless, we can control the retrieval
error by tuning the parameter w of the parameterized EMD,
while as showing in the following experimental section, the
retrieval error caused by the ”nonmetricity” of the EMD is
not significant.

V. EXPERIMENTAL RESULTS

We conducted an experimental evaluation on the MIR Flickr
[11] and ALOI [9] databases comprising 25,000 and 72,000
images, respectively. We have extracted feature signatures
based on color, position, and texture information, similar
to [4], where each image was represented by several 7-
dimensional feature centroids and each centroid was assigned
a weight. The feature signatures of the ALOI database consist
of 12-140 centroids, 54 centroids on average, and those for the
MIR Flickr database consist of 8-150 centroids, 57 centroids
on average. Although the selected databases were not very
large, they provided the ground truth for evaluating the search
effectiveness. We have examined 6 variants of the Earth
Mover’s Distance, each using different Lp ground distances.
Three variants were nonmetrics {L0.25, L0.5, L0.75} and the
other three were metrics {L1, L2, L5}. As a metric access
method, we used simple Pivot tables (using 50 pivots) [6],
[13]. In each test, we performed 100 kNN queries (k = 10) and
averaged the results. As the main observables, we measured
both the retrieval efficiency and the retrieval effectiveness.
The efficiency was measured in terms of real time as well as
in the number of EMD computations. The effectiveness was
measured using the mean average precision (i.e., employing
the ground truth) and also using the retrieval error defined
as the deviation from the referential result obtained by the
sequential scan. The tests ran on a workstation 2x Intel Xeon
X5660 2.8 Ghz, 24GB RAM, Windows Server 2008 R2 64bit
(non-virtualized).
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A. Basic tests

The graphs in Figure 5 depict the intrinsic dimensionality
and the mean average precision values for the aforementioned
databases by changing the parameter w of pEMD (denoted
FP weight). The intrinsic dimensionality decreases for both
databases with decreasing w, while mean average precision
stays at a considerably high level of greater than 0.6 for the
ALOI database and 0.26 for the MIR Flickr database. Since
pEMD changes the ground distance matrix and thus changes
the number of iterations needed to find the optimal solution
of pEMD, we have also observed query processing times for
the sequential scan.

−1.0 −0.6 −0.2 0.2 0.6 1.0

0.
60

0.
64

0.
68

0.
72

0.
76

ALOI

FP weight

m
ea

n 
av

er
ag

e 
pr

ec
is

io
n

●
●

●
●

●
●

●
●

●
● ● ● ● ● ● ● ● ● ● ● ●

●

L0.25
L0.5
L0.75
L1
L2

−1.0 −0.6 −0.2 0.2 0.6 1.0

0.
26

2
0.

26
5

0.
26

8
0.

27
1

0.
27

4

MIR Flickr

FP weight

m
ea

n 
av

er
ag

e 
pr

ec
is

io
n

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

●

L0.25
L0.5
L0.75
L1
L2
L5

−1.0 −0.6 −0.2 0.2 0.6 1.0

5
10

15
20

25
30

35

ALOI

FP weight

in
tr

in
si

c 
di

m
en

si
on

al
ity

● ● ● ● ● ● ●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

L2
L1
L0.75
L0.5
L0.25

−1.0 −0.6 −0.2 0.2 0.6 1.0

5
10

15
20

25
30

35

MIR Flickr

FP weight

in
tr

in
si

c 
di

m
en

si
on

al
ity

● ● ● ● ● ● ●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

L1
L0.75
L0.5
L2
L0.25
L5

Fig. 5. The intrinsic dimensionality and mean average precision for MIR
Flickr and ALOI databases.

As can be seen from the graphs in Figure 6, increasing
the parameter w leads to a lower number of iterations, which
results in decreased realtime cost. Also note that the L1 ground
distances (i.e., Lp, p = 1) led to fastest responses due to the
absence of powering/rooting by p in the Lp formula.
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Fig. 6. The realtime of sequential scan for MIR Flickr and ALOI databases.

B. Rubner filter

In the second set of experiments, we evaluated the per-
formance of the Rubner filter for various values of pEMD’s
parameter w. As we can observe in Figure 7, both realtime and
the number of EMD evaluations decreases for higher w. This
is caused by the fact, that the Rubner estimation of EMD is
more similar to the real EMD value. However, this leads also
to a small retrieval error, because the estimation is no longer
guaranteed a lower bound and so some relevant objects may
be filtered, as shown in Figure 8. We can also observe a good
performance of L0.25, however this ground distance results
also in higher retrieval error.
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Fig. 7. Effect of the Rubner filter – query real time.

−1.0 −0.6 −0.2 0.2 0.6 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

ALOI

FP weight

re
tr

ie
va

l e
rr

or
 (

%
)

● ● ● ● ● ●

●

●

● ●

●

●

L0.25
L0.5
L0.75
L5
L2
L1

−1.0 −0.6 −0.2 0.2 0.6 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

1.
4

MIR Flickr

FP weight

re
tr

ie
va

l e
rr

or
 (

%
)

● ● ● ● ●

●

●

● ●

● ●

●

L0.25
L5
L2
L0.5
L1
L0.75

Fig. 8. Effect of the Rubner filter – retrieval error.

C. Rubner Filter combined with the Metric Access Methods

In the last experiments, we combined the Rubner filter
with a simple metric access method – the Pivot Table (the
original LAESA) [13]. From the Figure 9, we may observe the
impact of low intrinsic dimensionality on pivot table filtering.
However, the efficiency is coupled with high retrieval error
(a lot of false dismissals), see Figure 10. Nevertheless, if the
user accepts 5% error then the query is more than twice as
fast as using just the Rubner filter. If we require the highest
retrieval precision, it is better to utilize the Rubner filter and
nonmetric ground distances rather than metric access methods
and metric ground distances.

D. Discussion

In the experiments, we have focused on the effective sim-
ilarity search using nonmetric ground distances employed in
the Earth Mover’s Distance. To the best of our knowledge, this
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Fig. 9. Effect of the Rubner filter combined with Pivot tables – query cost.
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Fig. 10. Effect of the Rubner filter combined with Pivot tables – retrieval
error.

paper is the first one, that combines and investigates the effect
of two filtering approaches used for efficient query processing
– the general metric spaces approach and the domain specific
Rubner filter. We also more deeply investigate the effect of
the recently introduced Earth Mover’s Distance parameter w,
that in connection with the Rubner filter can result in more
efficient and more effective similarity search. In the case a fast
query processing is required and the precision is not preferred,
we can employ the metric access methods as an approximate
search technique for lower values of w.

Our experimental evaluation reveals that the combination of
filter-and-refinement schemes and nonmetric ground distances
within the EMD provides the best retrieval results. In particu-
lar, the trade-off between efficiency and effectiveness is given
by comparatively low query response times and small retrieval
errors. Thus, we conclude that our proposed approach is able
to outperform state-of-the-art metric indexing solutions for the
EMD.

VI. CONCLUSION AND FUTURE WORK

We have investigated a parameterized version of the Earth
Mover’s Distance in combination with nonmetric ground
distances. In the experimental evaluation, we showed that
nonmetric ground distances can be utilized for effective and
efficient similarity search in multimedia databases by the pa-
rameterized Earth Mover’s Distance. More specifically, using
a revisited filter-and-refinement schema, the system adminis-
trators can provide user with more sophisticated exploration
facilities, e.g., more effective but less efficient retrieval, or vice
versa. In the future, we would like to formally describe the
observed behavior and investigate other modifying functions
that can provide more desirable properties (e.g., preserve

metric axioms). We also want to generalize other EMD filters
for feature signatures and nonmetrics.
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Foundation (GAČR) projects 202/11/0968 and P202/12/P297,
and by the Deutsche Forschungsgemeinschaft within the Col-
laborative Research Center SFB 686.

REFERENCES

[1] C. C. Aggarwal, A. Hinneburg, and D. A. Keim. On the surprising
behavior of distance metrics in high dimensional spaces. In Proc. 8th
International Conference on Database Theory, ICDT ’01, pages 420–
434, London, UK, 2001. Springer-Verlag.

[2] I. Assent, A. Wenning, and T. Seidl. Approximation techniques for
indexing the earth mover’s distance in multimedia databases. In IEEE
ICDE, pages 11–22, 2006.

[3] I. Assent, M. Wichterich, T. Meisen, and T. Seidl. Efficient similarity
search using the earth mover’s distance for large multimedia databases.
In IEEE ICDE, pages 307–316, 2008.

[4] C. Beecks, M. S. Uysal, and T. Seidl. A comparative study of similarity
measures for content-based multimedia retrieval. In IEEE ICME, pages
1552–1557, 2010.

[5] C. Beecks, M. S. Uysal, and T. Seidl. Signature quadratic form distance.
In Proc. ACM CIVR, pages 438–445, 2010.
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Abstract—File sizes have been compared for object modeled
video versus pixel-based video with respect to different factors,
which influence the data rate. The goal is to simplify the choice,
which representation is favorable in terms of file size for varied
content. Traditional video compression is very sophisticated
and to achieve even lower data rates than the state-of-the-art
video codecs while preserving the visual quality is difficult and
increases the complexity. Using the object-based representation,
possibilities to reduce the amount of data to be stored or
transferred are investigated. With our improved object-based
encoder a data rate reduction of 67,6-90 percent compared to
an uncompressed object-based representation and up to 90.5
percent compared to high quality, variable bitrate, pixel-based
video is achieved for the investigated scenarios.

Index Terms—Video signal processing; Video compression;
High definition video; Object-based video coding.

I. INTRODUCTION

The reduction of redundancy and irrelevancy has been a

major part of digital signal processing since its beginning [1].

With a growing amount of data in video signal processing, due

to rising resolution, frame rate, and quality demand, a highly

effective compression is essential. The possibility to achieve

higher compression rates while preserving a certain quality

level becomes harder and the complexity of the implemented

algorithms is rising. Most of them are based on the traditional,

pixel-based video processing scheme [2].

For modeled and animated material, another path can be

chosen. The material can be compressed and transmitted or

stored directly, without rendering it to a pixel-based repre-

sentation. A big advantage of this modus operandi is that it

is possible to adapt to any display device property, as, e.g.

resolution, frame rate, and number of views, through adjusting

a built-in renderer. A basic object-based compression scheme

was proposed in [3] and standardized as MPEG-4 pt. 25. This

reference implementation has been improved and a comparison

to the original implementation is given in [4].

To compare the traditional pixel-based video representation

and the object-based video representation, five test scenarios

are created. Each isolates the influence of a certain video

property on the amount of data and therefore the compres-

sion efficiency. With these test scenarios, it is possible to

distinguish, which representation is favorable to use for certain

video material.

The paper is organized as follows: In Section II, the four

pixel-based and four object-based parameter sets are described.

The five test scenarios and their influence on the amount

of data are explained in Section III. Section IV contains

the results and a discussion and Section V summarizes and

concludes the paper.

II. VIDEO REPRESENTATIONS

The comparisons have been performed between object-

based and pixel-based video representations. Both represen-

tations have been tested using various parameters. For object-

based material these formats have been used:

• Collada - XML representation of the scene.

• Collada rared - Win Rar compressed Collada.

• MP4 ref encoded - encoded using the standard (non-

improved) version of the MPEG-4 pt. 25 encoder.

• MP4 enc xyz OneStream - encoded using our improved

MPEG-4 pt. 25 encoder.

These four formats incorporate settings of the whole efficiency

range for object-based material. The most ineffective one

is the textual representation, which can be compressed very

effectively with the state-of-the-art rar compression. A Collada

file has to be decompressed completely to be used. With the

object-based video compression MPEG-4 pt. 25, streaming of

video clips is possible. Two versions of this encoder are used.

The one used as reference is the version proposed in [3], while

many improvements are integrated in our updated version. The

pixel-based representation is produced rendering a scene in

Blender and using the H.264 encoder x264 to encode the video

with a state-of-the-art video encoder. Parameters used were

high profile at level 4.1 and two reference frames. Clips were

rendered with different resolutions. Due to space limitations,

the only resolution shown in this paper is 1920x1080 Pixel,

which is Full HD. The quality settings used are:

• crf18 1080p - variable bit rate encoding using constant

rate factor 18.

• crf24 1080p - as above using constant rate factor 24.

• 10MBit 1080p - constant bit rate encoding of 10MBit/s.

• 20MBit 1080p - as above with 20MBit/s.

These settings are based on the settings used typically for Blu-

Ray discs and represent high quality video encoding.

III. TEST SCENARIOS

Scenario 1: The first analyzed scenario comprises the effect

of the scene length on the data rate. To isolate the scene
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length from other parameters influencing the amount of data,

a generic test sequence was chosen. The sequence is derived

from the incrementing cubes scenario described in [4]. It

shows an amount of i2 cubes arranged side by side with

random color and random rotation. The difference is, that the

(a) (b)

(c) (d)

(e)

Fig. 1. As example, the first frame of (a) Scenario 1, (b) Scenario 2, (c)
Scenario 3, (d) Scenario 4, and (e) Scenario 5 is shown.

number of cubes is kept constant at 1600 Cubes and instead

the number of frames is altered.

Scenario 2: The second scenario, derived from the incre-

menting cubes test described in [4], is the evaluation of how

the speed of movement influences the amount of data. It shows

an amount of i2 cubes arranged side by side with random

color and random rotation. The number of cubes in the scene

is again kept constant at 1600 Cubes and the rotation of all

cubes is, despite a random initial orientation, identical. The

rotation is defined by the number of turns and is incremented

in every iteration by 5 · π. Using this scenario, it is possible

to evaluate the quality of a temporal prediction used in video

representation encoders.

Scenario 3: The following scenario reveals the effect of

the complexity of objects in a scene on the data rate.

To investigate this effect, a cube is subdivided with ev-

ery iteration and the vertices are arranged randomly inside

a spherical space. The generated object is rotating. Using

simple subdivision, the number of vertices for iteration i is

v = (2i−1 + 1)3 − (2i−1
− 1)3.

Scenario 4: Camera movement is the fourth evaluated effect

on the amount of data. The scenario is build up of a static

scene containing 100 Cubes with random orientation and

color, randomly arranged in a spherical space. A camera

moves around this scene with different velocity. This scenario

represents the influence of panning and tilting of a video

camera.

Scenario 5: The next analyzed scenario is as well derived

from the incrementing cubes scenario of [4]. It has been

upgraded to use textures mapped onto the objects. As in the

original script, the number of cubes displayed is i2 for iteration

i. Every cube has a random rotation and a texture is mapped

onto each side of a cube instead of random coloring for each

cube in the original experiment. Using this test, it is possible

to evaluate the influence of a more complex surface of moving

objects on the data rate of the two video representations.

An example frame for each of the five scenarios can be seen

in Fig. 1.

IV. RESULTS

The results for the first scenario are shown in Fig. 2. Despite
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Fig. 2. Scenario 1: Effect of the scene length on the file size of object-based
and pixel-based video representations.

the different parameter sets, the pixel-based video represen-

tation shows a linear increase in file size with incrementing

number of frames. The object-based representation is nearly

unaffected by the length of the scene. With growing length,

TABLE I
SCENARIO 1: DATA RATE SAVINGS FOR COMPRESSED OBJECT-BASED

REPRESENTATIONS WITH RESPECT TO UNCOMPRESSED COLLADA.

File Size Saving [%]

Collada rared 95.9 - 95.5

MP4 ref encoded 76.6 - 77.3

MP4 enc xyz OneStream 83.1 - 82.8

additional key frames for the animations have to be stored,

which create little overhead. Consequently, an object-based

representation is favorable for long scenes. In Table I the

data rate savings for the different compression schemes for

object-based material are shown. It is obvious, that the non-

streamable Collada rared performs best and the MPEG-4 pt. 25

reference encoder performs worst. Our improved encoder lies

in the middle, comprehending the benefit of the streaming

possibility.
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The effect of the velocity of animations is shown in Fig. 3.

The variable bit rate video files are strongly influenced by
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Fig. 3. Scenario 2: Growing animation velocity only influences the variable
bit rate video representation.

the animation speed. The temporal prediction is working less

efficient for rising speed. For the constant bit rate files, the

file size is kept nearly constant by the rate control. Since

the number of keyframes is not influenced by a growing

animation speed, all object-based representation files have a

constant file size. The data rate savings for the different object-

TABLE II
SCENARIO 2: DATA RATE SAVINGS FOR COMPRESSED OBJECT-BASED

REPRESENTATIONS WITH RESPECT TO UNCOMPRESSED COLLADA.

File Size Saving [%]

Collada rared 87.9 - 90.2

MP4 ref encoded 76.6 - 75.5

MP4 enc xyz OneStream 81.5 - 81.4

based compression versions are shown in Table II. In this

scenario, the improved encoder, with up to 81.5% file size

saving, performs 6% better than the reference encoder. The

non-streamable Collada rared performs best with up to 90%
saving.

The results for the third scenario are shown in Fig. 4. The
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Fig. 4. Scenario 3: Effect of the number of vertices on the file size of
object-based representation and pixel-based representation.

effect of the level of detail of an object on the pixel-based

representation is low. The constant bit rate files are unaffected

except for very small numbers of vertices. The variable bit

TABLE III
SCENARIO 3: DATA RATE SAVINGS FOR COMPRESSED OBJECT-BASED

REPRESENTATIONS WITH RESPECT TO UNCOMPRESSED COLLADA.

File Size Saving [%]

Collada rared 73.3 - 67.6

MP4 ref encoded 90.0 - 64.0

MP4 enc xyz OneStream 90.0 - 67.6

rate files show a steep incline for a small number of vertices

and are reaching saturation for a higher level of detail. The

object-based representation shows a linear behavior for an

increasing number of vertices. Consequently, for an increasing

level of detail a break-even is expected, where the pixel-based

representation is favorable depending on the desired quality.

In Table III the data rate savings for the different compression

schemes for object-based material are shown. The MPEG-

4 pt. 25 reference encoder and our improved encoder perform

similar with data rate savings up to 90%, comprehending

the benefit of the streaming possibility. The reason for the

similar performance is that the improvements mainly address

the animation encoding, which is a negligible factor in this

scenario.

In Fig. 5 the file size for the different representations is

shown with respect to the camera velocity. The constant bit
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Fig. 5. Scenario 4: The object-based representation is not influenced by
camera movement, whereas the pixel-based representation shows growing file
size for increasing camera speed.

rate video with 20MBit/s limit has not reached the bit

rate limit, but the file size is increasing with the camera

speed as the variable bit rate videos do. In contrast, the

object-based representation files are unaffected by increasing

camera movement speeds, since the scene and the number

of keyframes in the animation does not change. Table IV

reveals, that rar compression is the most effective one for

the object-based representation. The two MPEG-4 encoded

parts have nearly the same compression ratio, because the

main improvement is in the animation coding. For the current
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TABLE IV
SCENARIO 4: DATA RATE SAVINGS FOR COMPRESSED OBJECT-BASED

REPRESENTATIONS WITH RESPECT TO UNCOMPRESSED COLLADA.

File Size Saving [%]

Collada rared 95.9 - 95.0

MP4 ref encoded 75.8 - 75.0

MP4 enc xyz OneStream 75.9 - 75.2

scenario, only the camera and the according scene illumination

is animated, which represents only a small part of the whole

scene graph.

The results for the last scenario described are shown in

Fig. 6. The experiment is comparable to the one shown in
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Fig. 6. Scenario 5: Using Textures, the file size grows for all representations.
MP4 ref encoded is affected the most, because a texture is encoded once for
every object it is used on.

[4] despite that textures are used on the cubes. With textures

on the surfaces, the complexity of an object is risen compared

to simple coloring. No effect can be observed for the constant

bit rate video files due to the rate control. The variable bit rate

files of the pixel-based representation show higher file sizes

than the ones reported in [4]. The increase for crf18 1080p is

up to 55%. The reason for the increase is the more complex

picture content, which degrades the outcome of the temporal

prediction. In contrast, the object-based files have a rise of the

file size with the size of the texture and a certain overhead

for texture mapping and the texture library. A texture itself

can be seen as an offset to the object-based representation.

For Collada, the texture is uncompressed and has a size of

1.02MB. The other object-based representations use their

native compression scheme or known picture compression

schemes as JPEG2000 to encode the texture. It is remarkable,

that the reference encoder does not recognize the multiple use

of one texture. It encodes and writes it to the MPEG-4 stream

as often as it is used. Instead of lowering the amount of data

to transmit or store, it gets multiplied with that precedure.

Our MPEG-4 pt. 25 encoder, however, recognizes multiple

use of textures and is able to work effectively when using

textures. Comparing the different object-based compressions

to Collada (Table V), Collada rared shows the highest saving.

The efficiency of MP4 ref encoded is highly dependent on

TABLE V
SCENARIO 5: DATA RATE SAVINGS FOR COMPRESSED OBJECT-BASED

REPRESENTATIONS WITH RESPECT TO UNCOMPRESSED COLLADA.

File Size Saving [%]

Collada rared 94.5 - 85.9

MP4 ref encoded 89.0 - -458.6

MP4 enc xyz OneStream 88.0 - 80.1

how often a texture is used, as mentioned, and is therefore not

comparable to a real encoder. The encoder stopped working

at 3969 cubes and the last iteration generated a file, which

has 5.586 times the size of the uncompressed Collada file

including the texture. If the experiment had run to the last

iteration of 6400 cubes, the file size would have been ≈ 9
times the size of Collada. MP4 enc xyz OneStream shows a

remarkable saving between 88.0% and 80.1%.

V. CONCLUSION

Five scenarios have been evaluated to show the effect of

different parameters on pixel-based representation and object-

based representation. The first scenario shows, that the pixel-

based representation has a linear relation to scene length.

This is also true for the object-based representation, but the

slope is negligible. It has been proven that the two scenarios,

increasing animation and camera velocity, show no effect on

the object-based representation schemes, as expected, whereas

the effect on the variable bit rate video is obvious. A linear

relation between the number of vertices and the object-based

representation is observed for the third scenario, whereas the

pixel-based representation is unaffected or reaches saturation

for higher levels of detail. The last scenario shows, that the use

of textures does not change the general behavior for a rising

number of objects, but the texture itself and its representation

inside the object-based file introduces an offset to the file size.

Thus, the effect of the discussed factors can be easily predicted

for both video representations, when having to choose one

of them. Moreover, the compression gain for the object-based

representation has been evaluated. Compression ratio improve-

ments of up to 6.5% could be reached for our version of the

MPEG-4 pt. 25 codec compared to the reference encoder,

not mentioning the data-generating texture compression of

the reference encoder. Compared to uncompressed Collada,

67, 6%− 90% file size saving is possible for the investigated

scenarios. Up to 90.5% file size saving were observed for long

scenes compared to high quality, variable bit rate video.
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Abstract—Decision making in a sequential and uncertain 

manner is still one of the major problems that all computer 

science research fields relate to, either by trying to find the 

optimal solution for it or needing such a solution to obtain 

optimal results for some other stated problem. This paper's 

objective is to address the possibility of using reinforcement 

learning for decision problems in data processing 

environments. A short review of current uses for 

reinforcement learning solutions into different fields is 

depicted as well as a particular case in image processing 

methods. A solution is proposed for a specific decision problem 

in the field of image processing. Our implementation shows the 

results of a reinforced parameterization method for edge 

detection using Q-Learning. 

Keywords-reinforcement learning; Q-Learning; computer 

cognition; adaptive and learning systems. 

I.  INTRODUCTION  

Reinforcement learning [1][2] is a way of discovering 
how to reach a specific desired state in order to maximize a 
numerical reward signal, i.e., how to map situations to 
actions based on the interactions with the environment. The 
learning entity is not told which actions to take, as in other 
forms of machine learning, but instead must discover which 
actions yield the best reward by random exploration. Actions 
may affect not only the immediate reward but also the next 
selected action and through that all subsequent rewards. 
These two characteristics, trial-and-error search and delayed 
reward, are the two most important features of reinforcement 
learning. 

In the standard reinforcement learning model, described 
in Figure 1, an agent is interconnected to its environment via 
perception and interaction.  On each interaction step the 
agent receives some information regarding the current state 
of the environment. The agent then chooses an action to 
generate as output. The action changes the state of the 
environment and the value of this state transition is 
communicated to the agent through a scalar reinforcement 
signal. The agent's desired behavior is to choose actions that 
tend to increase the long-term sum of reinforcement signals.  
An action selection policy is used by the reinforcement 
learning agent in order to choose the appropriate action to 
change the current state. The agent must find a trade-off 

between immediate and long-term rewards. It must explore 
the unknown states, as well as the states that maximize the 
reward based on current knowledge. A balance between the 
exploration of unknown states and the exploitation of known, 
high reward states is needed. There is a wide variety of 
reinforcement learning algorithms: SARSA, TD-Gammon, 
SARSA(λ) [1], Q-Learning [3], etc.  

 
Figure 1. The components of a reinforcement learning agent 

In this paper, an edge detector is automatically 
parameterized using the popular Q-Learning algorithm 
[3][4][5], which is a reinforcement learning technique that 
memorizes an action-value function and follows a fixed 
policy thereafter. One of the biggest advantages of Q-
Learning is that it is able to compare the expected rewards 
without requiring a prior well known model of the 
environment. One of the policies used by Q-Learning is the 
Boltzman policy [3], which estimates the probability of 
taking an action with respect to a certain state. Other well 
known policies for Q-Learning are the ε-greedy and greedy 
policies [5]. In the greedy policy, all actions may be 
explored, whereas the ε-greedy selects the action with the 
highest Q-value in the given state with a probability of (1 – ε) 
and the rest with probability of ε.  For the approach 
proposed, in this paper a greedy policy was used. 

Reinforcement learning serves both as a theoretical tool 
for studying a way entities learn to act under a certain 
environment as well as a practical computational tool for 
constructing autonomous systems that improve themselves 
based on cumulated experience [6][7]. These applications 
range from robotics and industrial manufacturing to 
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combinatorial search problems such as computer game 
playing [8][9][10]. Practical applications provide a test for 
efficiency and utility of learning algorithms. They are also an 
inspiration for deciding which components of the 
reinforcement learning framework are of practical 
importance.  

Image processing represents one of the particular 
applications of the more general field of two-dimensional 
signal processing. Due to multimedia market explosion, 
digital image processing has become an interest area and 
attracts a lot of researchers from other computer science 
fields. 

 Modern digital technology has made it possible to 
manipulate multi-dimensional signals with systems that 
range from simple digital circuits to advanced parallel 
computers.  

Digital image processing methods can be classified as 
follows: image processing (i.e., a bundle of operations such 
as filtering, labeling, segmentation, object detection, etc.), 
image analysis (i.e., a bundle of all measurements based on 
the information contained in the image itself, e.g., PSNR) 
and image understanding (i.e., collected regions and objects 
from an image are interpreted and classified, based on their 
content, for future processing). From these, image processing 
and image understanding involve solving decision making 
problems. 

Decision making for image processing is a cumbersome 
process. Because an image's data may be large and highly 
redundant, it can be subject to multiple interpretations. In 
order to reduce the dataset size used in image processing, 
feature extraction methods are used. The use of certain 
features, that select the relevant information from the input 
data, simplifies the processing tasks and reduces the 
resources’ costs. Feature extraction is used for a large range 
of image processing algorithms: face recognition, 
segmentation, image database indexing and retrieval, 
watermarking, medical imaging, image searching, etc. Some 
works divide the used features into different groups: color 
features, texture features and shape features [11].  

Some of the most commonly used features are object size 
(area, volume, perimeter, surface), object shape (Fourier 
descriptors, invariant moments, shape measurements, 
skeletons), object color (space, integrated optical density, 
absolute and relative colors), object appearance/texture (co-
occurrence matrices, run lengths, fractal measures, statistical 
geometric features), distribution function parameters 
(moments: mean, variance, median, inter-quartile range) 
[11]. The main issues with feature extraction algorithms are 
lack of flexibility and lack of adaptability with respect to 
input images and user requirements. 

The rest of this paper is organized as follows. Section 2 
presents a brief overview of reinforcement’s learning success 
in different fields. In Section 3, a short overview of 
reinforcement learning usage in Image Processing and 
Computer Vision is reviewed. In Section 4, the proposed 
solution for automatic parameterization using Q-Learning 
shows the integration of reinforcement learning with a basic 
image processing technique (i.e., Sobel edge detector). 
Section 5 depicts the obtained results and the encountered 

implementation problems. The final section elaborates on the 
reached conclusions. 

II. DIVERSITY OF REINFORCEMENT LEARNING 

APPLICATIONS 

Current research reveals the potential of reinforcement 
learning techniques, in distributed environments with a high 
level of dynamism, for resources’ allocations that induce a 
balanced utilization of the system's capabilities and 
maximizes the number of served applications [8]. Due to the 
fact that reinforcement learning has low scalability and the 
performances from the online training can be extremely 
reduced, a hybrid method of reinforcement learning and 
neural networks was proposed in [12] to address this issue. 

In [13], a robot navigation model based on environment 
reference points is proposed. Some of the subcomponents of 
the navigation system are competing for the image 
acquisition system. Busquets et al. [13] use an auction based 
mechanism for solving competition and a reinforcement 
learning based method for tuning the auction functions' 
parameters. A doubled performance was achieved compared 
with the case of manually coding a navigation policy. 

Reinforcement learning is useful in applications for 
control and administration systems as well. An 
implementation model for memory controllers is proposed in 
[14] based on the idea of self-optimization. The model’s goal 
is to achieve efficient utilization of the transmission bus 
between a DRAM memory and a processor unit. Ipek et al. 
[14] use a reinforcement learning based implementation of 
an adaptive self-optimizing memory controller able to plan, 
learn and permanently adapt to processing requests. Ipek’s et 
al. results show a performance improvement around 15%-
20% over one of the best planning policy – First-ready first-
come-first-serve. 

Reinforcement learning techniques are successfully used 
in different medical areas such as medical imaging [15][16], 
individualization of pharmacological anemia  management 
[17] or brain stimulation strategy for the treatment of 
epilepsy [18]. Usually, the information gathered from 
medical processes forms an excellent dataset for 
reinforcement learning. For this reason, more and more 
methods are being developed for decision making processes, 
feature extraction, separation policy's confidence interval 
calculation, etc. 

The reinforcement learning paradigm was successfully 
used in autonomic systems for human interaction. Such an 
example, of human subject interaction, is a system for 
establishing a verbal dialogue with human subjects [19]. 
Henderson et al. [19] propose a hybrid learning method 
based on reinforcement learning and supervised learning 
(SL), which produced better results compared to other 
dialogue systems (40%). Just using SL offers a 35% 
improvement, where as just using reinforcement learning 
achieves performance under the level of other systems. 
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III. REINFORCEMENT LEARNING INTEGRATION IN IMAGE 

PROCESSING AND COMPUTER VISION 

In the work of Sahba et al. [16], a reinforcement learning 
agent based segmentation technique is proposed for medical 
imaging. Due to a high level of noise, missing or diffuse 
contours and poor image quality, it is quite difficult to apply 
segmentation onto medical images. 

The reinforcement learning agent's goal is to receive the 
highest reward by discovering the optimal parameters for 
each processing stage. The algorithm proposed by Sahba et 
al. consists of two stages: an offline stage and an online 
stage. During the first stage, the agent acquires knowledge – 
stored as a matrix – using a training set of images and 
segmentations of these images obtained by other methods. 
The behavior learned during the offline stage is applied by 
the reinforcement learning agent during the online stage in 
order to segment images from a test set. The algorithm 
implemented by Sahba et al. in [16] is a basic segmentation 
approach. The authors clearly state that their approach 
should not be compared with existing segmentation methods 
as the proposed method is just a prototype meant to show the 
possibility of using reinforcement learning with 
segmentation techniques. 

 Another approach for the same image segmentation 
methods is presented in [20]. In this paper, the results of 
segmentation are used in a complex object recognition 
algorithm. Current segmentation and object recognition 
computer vision systems are not robust enough for most real-
world applications. In contrast, the system proposed in [20] 
achieves robust performance by using reinforcement learning 
to induce a mapping from input images to corresponding 
segmentation parameters. Using the reinforcement learning 
paradigm in an object recognition system is the major 
contribution in [20]. Through their research, Peng and Bhanu 
[20] show that, for a set of images, adaptive systems could 
be used for autonomous extraction of the segmentation 
criteria and for automatic selection of the most useful 
characteristics. The result is highly accurate recognition 
system. 

The results of using reinforcement learning in the field of 
image processing do not stop to segmentation mechanisms.  
Decisions processes are an important part of edge detectors 
algorithms as well. In [21], the authors show the 
experimental results obtained by using a reinforcement 
learning based neural network for an edge detection 
algorithm. Similar to standard edge detection algorithms, a 
part of the image is used as input, in this case for the neural 
network. A key difference from standard edge detection 
algorithms is that the neural network doesn't use specific per-
image parameters. The experimental results were compared 
with results from Canny and Sobel edge detection operators. 
The comparison underlines advantages in accuracy and 
efficiency. 

Reinforcement learning is also used in text detection 
applications.  In [22], ten parameters of text detection in 
video images are optimized using reinforcement learning. 

Reinforcement learning was successfully used to 
discover the parameters needed in an image retrieval system. 

The research carried out by Srisuk et al. [23] uses a template 
comparison mechanism together with a reinforcement 
learning agent endowed with a Bernoulli policy in order to 
extract the necessary parameter for such a system. 

The main issue with all methods depicted in this section 
is to eliminate the need of ground truth-based images.  
Although useful when evaluating the proposed frameworks, 
their use may be questioned when using online learning 
methods. In conclusion, the rewards must come directly from 
result evaluation (e.g., an optical character recognition 
(OCR) engine, image quality measurements).  This will 
allow for online parameter optimization, which fully utilizes 
the benefits of reinforcement learning. 

In some cases, the rewards come from the system's user. 
The work presented in [24] describes an approach to a 
custom image search engine, designed for e-learning. The 
proposed system takes the user's response as the reward for a 
reinforcement learning agent. The agent selects a set of 
images and suggests them to the user. The user chooses from 
this set the ones which bare any significance to it's search. As 
a result of this interaction the system learns a user's profile. 
On a future search the agent will compare the learned set 
with the returned result set and will chose only those images 
that match the user's preferences. In order to achieve a 
seamless interaction between the proposed system and the 
end users, the application in [24] is endowed with a graphical 
user interface as well. 

A reinforcement learning agent is also used in face 
recognition algorithms [25] or in multiple filtering 
applications [26]. Most of all, applications for medical 
imagining and image retrieval were the first to use 
reinforcement learning due to the fact that a lot of bad 
quality images have to be processed, using variable 
parameters and human feedback. 

IV. THE PROPOSED SOLUTION OF AUTOMATIC 

PARAMETERIZATION USING Q-LEARNING ALGORITHM FOR 

EDGE DETECTION 

An edge detector is a simple algorithm to extract edges 
from an image.  Applying an edge detector to an image 
generates a set of connected curves which follow the 
boundaries of objects (real objects, surfaces, texture changes, 
etc.).  Edges play quite an important role in many image 
processing applications, particularly for machine vision 
systems that analyze scenes of man-made objects. 

Most edge detection methods use either first-order or 
second-order derivative. The first order derivative of a point 
is considered to give a measure of the fortitude of an edge at 
that point while its local maximum's direction estimates the 
edge’s local direction.  The Sobel, Canny and Prewit edge 
detectors are just a few examples using the first-order 
derivative. 

 With the second-order derivative  edge detection 
methods search for zero crossings which are local maxims of 
the gradient, usually the zero-crossings of the Laplacian or 
the zero-crossings of a non-linear differential expression 
(e.g., Marr-Hildreth) [27].  Most edge detection methods are 
based on a threshold that says how large the intensity change 
between two neighboring pixels must be in order to say that 
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there should be an edge between these pixels. Most of the 
times, the threshold depends on the image, its noise level or 
its details. As a result, the threshold is chosen manually, 
which makes these methods difficult to apply on large image 
datasets.  The advantages of existing methods are simplicity 
and fast computing. Since they are part of other complex 
algorithms most of the times, it's important they are as fast 
and independent as possible.  

In this section, an automatic parameterization for 
the Sobel edge detector is proposed (Figure 3). The 
application was developed using our in-house built Q-
Learning framework, through which we try to attain 
more flexibility and scalability with our exploration of Q-
Learning based applications. The general architecture for the 
Q-Learning framework is depicted in Figure 2. 

The actual framework application is represented on the 
Framework Layer section and contains the following major 
components: a general learning agent based on the 
Reinforcement Learning paradigm (RL Agent), the Q-
Learning implementation (QL Impl), a dictionary data 
structure (Policy) containing the parameterization for the Q-
Learning algorithms – α (learning rate) and γ (discount 
factor), an extensible set of objective functions used when 
updating the Q-values. The usual updating function is the 
maximum function, as stated in the general theory – see 
equation (2),  yet other functions could be used, e.g., 
minimum, summation, mean. Based on the previous 
components, the most important element of our framework is 
defined and implemented: the Q-Learning agent (QL Agent).  

 

 

Figure 2. Q-Learning framework architecture 

In order for the agent to interact with the environment, it 
needs to know a set of actions, start from an initial state and 
be endowed with an exploration/exploitation strategy. These 
latter components cannot be implemented in the framework 
and they are left as abstract elements, since they are tightly 
coupled with the application and environment particularities. 
This is suggested, in the architecture depicted in the Figure 2, 
by enclosing the action set, initial state and exploration 
policy into a dashed square that protrudes into the 
application layer.  

The environment is both part of the framework as well as 
the application in the following sense:  

• the way the Q-Learning agents are initialized, 
introduced and interlinked in/with the environment 
induces certain capabilities that the environment 
component must support (i.e., agents are an active 
part of the environment);  

• each application depends on and exposes a certain 
environmental universe. 

Using these components, the upper applications' 
instances are implemented based on the problem they try to 
approach, e.g., in this paper we used the framework to 
implement the application for finding an optimal edge 
detection threshold. 

The model depicted in Figure 3, for the proposed 
automatic parameterization application, contains a Sobel 
edge detector, an evaluation module based on Pratt Figure of 
Merit [28] and a reinforcement learning agent that learns to 
find the optimal edge detection threshold for multiple 
images. A greedy policy Q-Learning algorithm is used. 
States are represented as values for the searched parameter 
(i.e., the edge detection threshold), the only two possible 
actions are increment and decrement of state's value and 
rewards are computed using Pratt Figure of Merit [28]. The 
Sobel edge detector extracts edges from the input images 
using a threshold value provided by the reinforcement 
learning agent. The extracted edges are assessed by the 
evaluation module and the result is used as a reward for the 
reinforcement learning agent, which takes the corresponding 
action and provides another edge detector threshold. The 
learning process continues until the optimal threshold is 
found. 

 

 
Figure 3. The proposed automatic parameterization for the Sobel edge 

detector 

Pratt Figure of Merit is a well-known measure used to 
compare edge detectors' outputs. It attempts to balance three 
types of errors that can produce erroneous edge mappings: 
missing valid edge points, disconnected edge points and 
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misclassification of noise fluctuations as edge points. Pratt 
Figure of Merit uses a known edge for comparison. We 
consider a known edge the edge resulted from the output of a 
Canny edge detector based on a manual chosen threshold. 
For different edge detection thresholds, we visually analyze 
the resulting edges for the Canny detector and we chose the 
threshold that achieves the optimal possible edge.  

The Figure of Merit is defined as: 

∑
A

I

i iN αd+I
=R

21

11
                          (1)   

In the above equation, IN is the maximum of IA and II. 
The IA value represents the total number of test edge pixels.  
The II value represents the total number of known edge 
pixels in the image. α is a scaling constant, while di is the 
distance from an actual edge point to the nearest known edge 
point. The scaling factor is used to penalize edge points that 
are clustered but away from the known edge pixels. After 
experimenting with other values we decided to use α = 0.9, 

the value coined by Pratt in [28], a value that drastically 
penalizes pixels faraway from the known edge. 

Q-Learning algorithm updates its Q-values using:         
 

  Q (st, at) = Q (st, at) (1 – α) + α [rt+1 +  γ
max

a Q(st+1, a)]   (2) 
  

where rt is the reward given at time t, α (0 < α <= 1) the 
learning rate, may be the same value for all pairs. The 
discount factor γ is such that 0 ≤ γ < 1. 

In this paper, a greedy policy is used. We use α = 1 and γ 
= 0.85. The learning rate is used to establish the influence of 
the new acquired information against past experiences. A 
small factor will make the agent learn very little and rely 
solely on past experience – acquired or given as input 
premises, while a big factor would make the agent consider 
only the most recent information. The discount factor 
establishes the impact of future rewards. A null factor will 
make the agent consider just current rewards, while a big 
factor will make it achieve a high long-term reward.  

V. EXPERIMENTAL RESULTS 

During the offline stage, the reinforcement learning agent 
is trained using three input images. In accordance with the 
Q-Learning algorithm, a total of 512 Q-values are computed 
during this stage with respect to each reward received for 
each taken action. For this stage the actions and the initial 
state are randomly selected. During the online stage we use 
the computed Q-values to determine the optimal threshold 
necessary for the edge detection algorithm.  Starting from a 
randomly selected initial state, the agent chooses the action 
that will give a maximum reward. 

The obtained optimal threshold is 56.  This threshold can 
only be evaluated by analyzing the results produced by basic 
edge detectors with respect to it.  We visually test the 
threshold by using it with Canny and Sobel edge detectors 
first on the training images (Figure 4b, 4c, 5b, 5c, 6b, 6c) and 
then on a test image (Figure 7). We used different kinds of 

real life images (landscapes, cartoons, portraits) to test the 
optimal threshold in vary conditions. Because edge detection 
methods are widely used in algorithms which address natural 
as well as artificial, medical and/or binary images, they must 
prove efficient in real life working scenarios. 

One can notice that the edges, obtained using the 
automatically computed threshold, are continuous and have a 
small number of offset pixels. It can also be observed that the 
edges are not smeared. 

 

 

a                                    b                                  c 

Figure 4.  a. Original image. b. result of edge detector Canny with a 56 

threshold. c. result of edge detector Sobel with a 56 threshold 

 

 
a                                    b                                  c 

Figure 5.  a. Original image. b. result of edge detector Canny with a 56 

threshold. c. result of edge detector Sobel with a 56 threshold 

 

 
a                                    b                                  c 

Figure 6.  a. Original image. b. result of edge detector Canny with a 56 

threshold. c. result of edge detector Sobel with a 56 threshold 

 

 
a                                                       b 

Figure 7.  a. Original image. b. result of edge detector Sobel with a 56 

threshold 

 For additional evaluation of the detection threshold, we 
applied the Sobel algorithm to a test image and manually 
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selected the optimal threshold value. The obtained results are 
depicted in Figure 8. The optimal value chosen for the 
threshold was 52, a much close value to the one 
automatically achieved using Q-Learning algorithm. 

 
 

 
a                                    b                                  c 

Figure 8. Result of edge detector Sobel with a  a. 29 threshold. b. 52 

threshold c. 173 threshold 

The proposed parameterization is an example of how 
reinforcement learning can be used to find optimal 
parameters for image processing algorithms. The presented 
results indicate that this solution can be efficient.  Computing 
automatically the detection threshold for an edge detector 
provides the added benefit of being independent from the 
input image. As such, it can be used on multiple images with 
comparable performance. Although the threshold computed 
by our method may not be optimal for every image, it is 
sufficiently close enough to the optimal value. As such, the 
computed threshold provides at least a very good hint to 
what that optimal value should be. 

 The proposed algorithm is limited by the use of ground 
truth images as reference, images that must be known prior. 
For computing the set of rewards we used a set of reference 
contours extracted with the Canny detector.   For natural 
images though, choosing the optimal threshold value by hand 
can be quite difficult to achieve. This issue could be solved 
by using an interactive system such that the reward, for a 
specific action, is given as a user's input. 

VI. CONCLUSIONS 

The paper's goal was twofold: to give a general overview 
of reinforcement learning as an optimization technique and 
to ascertain an insight over the benefits that can be drawn for 
decision making problems in the image processing field. 

A short review of current research and the success 
of reinforcement learning techniques in various fields 
were presented and we studied the use of a Q-Learning 
approach to decision making with respect to an image edge 
detection problem. 

We developed a reinforcement learning framework 
application using the Python programming language. Based 
on this framework the integration of Q-Learning algorithm 
was developed for the automatic parameterization of Sobel 
edge detector.  

The obtained results show the potential of the proposed 
approach, while strongly indicating an improvement in 
speed, resources’ utilization and usability as opposed to 
Sobel method.  

We implemented the threshold discovery agent such that 
it learns - through the Q-Learning algorithm - to find an 

optimal threshold by using a greedy policy and a set of 
reference images. The results are good for test images of the 
same type as the references (e.g., nature, synthetic images, 
cartoons, etc.).  

The use of reinforcement learning in image processing 
and computer vision is extending as a way of replacing 
human assistance with intelligent agents. 
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Abstract—Automatic semantic annotation of videos is a crucial 
to the success of video search and summarisation based on 
content semantics. In contrast to broadcast news and sports, 
automatic semantic annotation for non-commercial videos 
generated by ordinary people suffers from lack of semantic 
data like subtitles and webcast text. It is, however, 
impracticable to expect that most video shooters or owners of 
the non-commercial contents do semantic annotation of their 
videos by using annotation tools manually before video 
dissemination. This paper proposes a video semantic 
annotation system that automatically analyzes and annotates a 
video element with the user attention state. The attention state 
includes the attention target, attention degree and emotional 
states by using gaze and Electroencephalography data from a 
user watching the video. To show the benefits achieved by the 
proposed system, the paper describes a promising application 
scenario of video summarisation using semantic annotations 
based on user attention. The use of annotations generated by 
the proposed system enables the summarisation system to 
enrich the possible summary types. 

Keywords-video annotation; semantic analysis; user 
attention; human factors; video summarisation 

I.  INTRODUCTION 
Due to the huge rise in smartphone usage, shooting and 

sharing videos by ordinary people have been dramatically 
increasing nowadays. For example, the number of videos 
uploaded on YouTube has increased from 35 hours per 
minute in 2010 to 48 hours per minute in 2011. The number 
of videos uploaded in two months exceeds that of videos 
created by big three U.S. television networks (ABC, CBS, 
and NBC) in six decades [1]. Therefore, automatic or semi-
automatic semantic annotation of videos that assigns 
semantics to various video elements, which can be a whole 
video, a scene, a shot, an objects or a regions, without a large 
burden to users, is vital to success of semantic video search 
and reconstruction among videos. Using the semantic 
annotation, the videos can be effectively shared by social 
media or re-created by the users to satisfy their personal 
needs. 

Several techniques have been proposed to extract 
semantics automatically from broadcast news and sports by 
combining semantic data like subtitles, text from score box 
and webcast text [2]-[8]. It is infeasible not only to apply 
these techniques to non-commercial videos with the lack of 
those kinds of semantic data as it is but also to expect 

ordinary people who generate videos to do voluntarily 
semantic annotation of the videos by using semantic 
annotation tools before the users upload the video to social 
media, like YouTube or Facebook.  

Therefore, we propose a video semantic annotation 
system that automatically assigns semantics related to the 
state of user attention to a specific object or region contained 
in a video, which a user focuses on, while the user watches 
the video. The proposed system analyzes an attention target 
by calculating the gaze position and recognizing the attended 
target, the attention degree, and emotional state by 
processing Electroencephalography(EEG) data from an EEG 
headset. The proposed system generates an annotation 
element on an attended target per user gaze together with the 
attention degree and emotional state when the user is 
attending to the target.  

The rest of this paper is organized as follows. Section II 
provides an overview of the related work. In Section III, we 
show an overall architecture of the proposed system and 
describe main functionalities of system modules individually. 
Section IV focuses on an application scenario adopting the 
proposed system in order to show its feasibility and 
anticipated benefits. Finally, we conclude this paper with 
future work. 

II. RELATED WORK 
There have been proposed several manual semantic 

annotation tools for videos. They were introduced in detail 
and summarized in [6]. The tools enable users to do 
annotation delicately on the whole video, video segment 
during a specific time interval, a frame at a specific time, or a 
region in the form of a rectangle or a polygon within a frame 
in order to express its concept or the relationship with other 
elements. They are, however, inadequate for ordinary users 
because annotating with the manual tools is a difficult and 
time-consuming process to them without a definite 
advantage. Therefore, only automatic or semi-automatic 
semantic annotation techniques will be presented for 
consideration. In addition, we also examine user-related 
semantics like emotion and attention as well as content-
related semantics.  

A. From the perspective of content-related semantics 
Extracting semantics for any videos only by computer 

vision and image processing is very challenging up to the 
present. Therefore, there have been some proposed 
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techniques to detect events and do annotation automatically 
for sports and news videos because those kinds of videos 
have relatively affluent source of content-related semantics, 
for example video/audio channels and webcast text. Liu et al. 
[2] made use of periodicity of the video shot content and 
audio keywords of a racket sports video to detect rally events. 
Xu and Zhang et al. [3][4] and Refaey et al. [5] utilized a 
webcast text feature as well as video/audio features to 
increase the accuracy rate of event detection in soccer and 
baseball videos. Bagdanov et al. [6] created subtitles by 
using linguistic and dynamic visual ontologies with 
reasoning for a soccer video. Messina et al. [7] segmented a 
story by speaker and shot clustering and classified its 
subjects by using speech-to-text in the audio/video stream of 
news videos. Mezaris et al. [8] proposed a fusion technique 
to combine visual, audio and text analysis results. However, 
the proposed techniques are insufficient for most non-
commercial videos, which do not follow standard patterns, 
like the rules of the games, and do not contain easily 
extractable semantic data, for example score boxes, subtitles 
and headlines, which are located in given positions in a 
sports or news video. 

B. From the perspective of user-related semantics 
Both limitation of extracting content-related semantics 

and necessity of user-related semantics for personalized 
contents search gave rise to work on extracting on user-
related semantics and utilizing them on video reconstruction 
like emotion annotation on videos and user response-based 
video summarisation. While watching videos, users show 

their feelings unconsciously through facial expressions, eye 
movement and brain waves as a response of the video. Joho 
et al. [9] devised three pronounced levels of facial expression 
and the change rate of the expressions by analyzing a 
recorded video of users for affective video summaries. 
Money and Harry [10] analyzed physiological user responses 
including electro-dermal response, respiration amplitude, 
respiration rate, blood volume pulse, and hear rate. They 
revealed that most entertaining sub-segments within a video 
bring on an intense response of a user. Peng et al. [11] 
proposed Interest Meter to measure the viewing interest of a 
user by analyzing facial expressions, saccadic movements, 
blink, and head movement of the user for home video 
summarisation. Davis et al. [12] recorded EEG signals from 
EEG headsets as an emotional user feedback of video 
content related to explicit user tagging. Although the 
analyzed user-related semantics in [9]-[12] can be used for 
affective video summarisation, they are unable to be widely 
used for video reconstruction because the user state has no 
relationship with content-related semantics. 

III. THE PROPOSED SYSTEM 
To overcome shortcomings of both content-related and 

user-related semantics extraction, this paper proposes a video 
semantic annotation system that automatically analyzes user 
attention and annotates the recognized attention target within 
a video with the degree of the user attention and the 
emotional states. The system is largely composed of the 
module of annotation generation that analyzes user response 
related to attention and the module of annotation provision 
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module that provides a retrieval method of semantic 
annotation, as depicted in Figure 1. 

The system selects the gaze point measured from a 
camera observing a user and the attentional and emotional 
user states analyzed by EEG data from a commercial EEG 
headset. There are other various user-related semantics, 
which  include eye movement data, like fixation, saccadic 
movement and blink, and facial expressions recorded by a 
camera to observe the user. There are three reasons to use 
both gaze and brainwaves to analyze user attention. First,  
gaze and brainwaves reflect the delicate mental state of a 
user. For example, the emotion state of a user is not shown 
clearly in the face of the user generally. Second, in contrast 
to only using eye movement, the combined use of gaze and 
brainwaves can increase the accuracy of user attention 
analysis. Because mental imagination without external 
physical stimuli from videos can arouse eye movement, the 
other attention measure is necessary to screen the false alarm 
of attention data. Last of all, in contrast to only using brain 
waves, the combined use of gaze and brainwaves can assign 
a specific video element to user-related semantics by 
recognizing the attended target within videos. 

In the module of annotation generation, the sub-modules 
of user attention target analysis and user attention state 
analysis collect raw data from a camera observing a user and 
an EEG headset in real-time and analyze the collected data in 
parallel. The sub-module of information fusion integrates 
attention data obtained from the two sub-modules of analysis 
to generate meaningful semantics related to the user attention 
and to filter redundant or false attention data. By using the 
annotation vocabularies, like ontologies or MPEG-7 
metadata, the generated semantic annotations are expressed 
and stored with structural constructs in the annotation storage. 

In the module of annotation provision, the stored 
annotations are provided to external applications to search 
for a video or a video segment according to the video 
semantics or to reconstruct videos, like video summarisation. 
The sub-module of semantic query analysis transforms user 
requests for annotations, annotated videos, or video segments 
into native queries that can be executed directly in the 
annotation storage.  

IV. APPLICATION OF THE SYSTEM 
To differentiate the effects of generated semantic 

annotations related to user attention combining content-
related and user-related semantics from previous semantic 
annotation techniques related to either of them, this paper 
describes an application scenario that adopts the proposed 
system and summarizes a video or multiple videos from a 
video DB.  

Shown in Figure 2, the application scenario is followed. 
A user watches a video wearing an EEG headset in front of a 
monitor equipped a camera observing the gaze of the user in 
order to generate semantic annotations by the proposed 
system. The every annotation includes the time-stamp to 
watch the video, the play-time within a video, an attended 
identified target of an object or a person within a frame, and 
the degree of attention and emotional state. We assume that 
the user owns the user’s own face DB that contains friends or 

family who are shown frequently in the home video or public 
figures like celebrities. After automatic semantic annotation, 
the annotated video is analyzed to obtain overall user 
attention in it, like the general feelings of the video and the 
list of the most attended objects or people that draw interest 
of the user. The analyzed significant abstract information on 
user interest can be stored separately in the user interest DB.  

 

 
 

Figure 2. Application Scenario of Video Summarisation 
 

The generated semantic annotations and analyzed 
information on a single video enable the video 
summarisation system to provide the new types of video 
summaries. Previous techniques for emotion annotation [9]-
[12] can support summarisation of summary type 1-1 
because their techniques of emotion annotations do not have 
any relationship with a person shown in the videos. The 
accumulated relationship with a person and the user state as a 
response corresponding to the person enriches the possible 
types of the video summary. First, summarisation condition 
can be set exquisitely by combining a person and its 
corresponding emotional properties like summary type 1-3. 
Second, the annotated video can be re-summarized at the 
current viewpoint, like summary type 2-1 and 2-3. Last but 
not least, the video can be summarized without annotating 
process by current interest obtained from annotations 
recently generated by the proposed system if some people 
are already recognized in advance,  like summary type 3-1 
and 3-3. Table 1 enumerates all the possible types of video 
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summary by adopting semantic annotations generated by the 
proposed system.  

 

TABLE I.  POSSIBLE TYPES OF VIDEO SUMMARY 

Time 
Condition by user attention 

Attended target User attention 
state Both of them 

TA ≈ 
TS 

summary reflecting user state when watching the video 
 Type 1-1: 
Containing attended 
people that attracted 
the interest of the user 
at that time 

Type 1-2: 
Containing  parts 
where the user in a 
particular mood 
with concentration 
at that time 

Type 1-3: 
Containing attended 
people that attracted 
the interest of the 
user  in a particular 
mood at that time 

TA ⇒ 
TS 

summary reflecting current user state  
Type 2-1:  
Containing attractable 
people included in the 
current interesting 
targets 

N/A 

Type 2-3: 
Containing 
attractable people 
included in the 
current interesting 
targets in a particular 
mood now  

only
TS 

summary reflecting current user state without annotation 
Type 3-1:  
Containing attractable 
people included in the 
current interesting 
targets if the people 
are identified in 
advance 

N/A 

Type 3-3: 
Containing 
attractable people 
included in the 
current interesting 
targets in a particular 
mood if the people 
are identified in 
advance 

(TA: Time to annotate, TS: Time to summarize, 
 ⇒: precede in time, N/A: Not Applicable) 

 
If the video summarisation system is used for home video 

that archives the daily life of a user with the user’s family or 
special events for the family, the system can generate various 
video summaries of videos that were attracted at that time or 
are attractable now. 

V. CONCLUSION AND FUTURE WORK 
The proposed system was designed to analyze 

automatically the state of user attention with attended target, 
the degree of attention, and the emotional state.  Compared 
to previous related work, the proposed system produces the 
relationship with a person shown in a video and its properties 
related to the user attention. The use of annotations generated 
recently by the proposed system enables the summarisation 
system to create a new type of a video summary from the 
current viewpoint. In addition, it enables the summarisation 
system to generate a new type of a video summary that the 
user has never watched if some people shown in video are 
identified in advance. That is how the proposed system 
enriches the summary types. 

In the future, we will propose a novel algorithm to 
integrate and filter data related to user attention state and 
show its feasibility by the experiment of human subjects. 
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Abstract—This paper focuses on concept-based video retrieval
which examines whether a shot is relevant or irrelevant to
a query based on detection results of concepts, like Person,
Building and Car. One key problem is uncertainty in concept
detection. Even for state-of-the-art methods, it is difficult to
accurately detect concepts present in a shot. Relying on such
uncertain concept detection results degrades retrieval perfor-
mance. To overcome this problem, Dempster–Shafer Theory
(DST) is used to represent the probability that a concept is
possibly present in a shot. By incorporating DST into maximum
likelihood estimation, our method estimates the probabilistic
distribution of concepts’ presences which characterize shots
relevant to the query. A preliminary experiment on TRECVID
2009 video data supports the effectiveness of our method.

Keywords-Video retrieval; Concept Detection; Uncertainty;
Dempster-Shafer Theory; Evidential EM Algorithm

I. INTRODUCTION

Video retrieval can be treated as a machine learning
process, one that constructs a classifier for discriminating
between shots that are relevant or irrelevant to a query. A
large number of example shots are required to construct
a classifier that can accurately retrieve relevant shots, ir-
respective of object appearance, environment and camera
technique. However, it is impractical to prepare enough
example shots to suit all possible queries. This insufficiency
of example shots is a key factor in the challenging problem
of the semantic gap between low-level features computed
automatically and high-level semantics perceived by human.

To bridge the semantic gap, one promising approach is
concept-based video retrieval which retrieves shots, where
concepts (e.g., Person, Building and Car) related to a query
are detected. This approach utilizes concept detectors that
detect the presence of a concept in a shot. These are
constructed using a large number of training shots that are
annotated to indicate the presence or absence of a concept.
Hence, the concept can be detected robustly, irrespective of
its size, position and direction on the screen. A large number
of researchers reported that using such concept detection
results as ‘intermediate’ features significantly improves re-
trieval performance [1], [2], [3].

Figure 1 outlines concept-based video retrieval. First of
all, a shot is associated with concept detection scores, each

of which represents the probability of a concept’s presence
(Figure 1 (d)). Given a query represented using text and
example shots (i.e., ‘multimodal query’ in Figure 1 (a)),
concepts related to the query are selected (Figure 1 (b)). A
classifier is then constructed to discriminate between relevant
and irrelevant shots to the query, using detection scores of
selected concepts (Figure 1 (c)).

Text: Tall buildings are shown
Example shots:

Building, Outdoor,
Tower, etc.

Video
archive

c) Classifier
construction

Retrieved
shots

d) Shot
representation

{ 0.8,     0.7,     0.1,  .... } 

PersonCityspaceBuilding

b) Concept
selection

a) Multimodal query

Figure 1. An overview of concept-based video retrieval.

We will now summarize the tasks necessary for concept-
based video retrieval. The first is how to define a vocabulary
of concepts. The most popular vocabulary is the Large-Scale
Concept Ontology for Multimedia (LSCOM) [4]. LSCOM
defines a standardized set of 1, 000 concepts in the broadcast
news video domain. These are selected based on their
‘utility’ for classifying content in videos, their ‘coverage’
for responding to a variety of queries, their ‘feasibility’ for
automatic detection, and the ‘availability’ (or ‘observability’)
for large-sized training data.

The second task is how to select concepts related to a
query. Several concept selection methods have been pro-
posed so far. For example, concepts can be selected based on
their lexical similarity to query terms and on detection scores
in example shots [1], [7]. We have also developed a concept
selection method using various concept relationships (e.g.,
generalization/specialization, sibling, part-of etc.) defined in
a knowledge base [8].

The last task that this paper addresses is how to construct
a classifier that discriminates between relevant and irrelevant
shots to a query. In this task, detection scores for multiple
concepts are fused into a single relevance score, which rep-
resents the relevance of a shot to the query. However, even
for most effective methods, it is difficult to accurately detect
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any kind of concept. For example, TRECVID is an annual
competition where concept detectors developed all over the
world are benchmarked using large-scale video data [5].
At TRECVID 2010, the top-ranked methods achieved high
performances for concepts such as Mountain and Vehicle
(with average precisions greater than 0.2). On the other hand,
the detection of concepts like Bus and Sitting down was dif-
ficult (with average precisions less than 0.05). Thus, relying
on such ‘uncertain’ concept detection results significantly
degrades retrieval performance.

We introduce a method which constructs a classifier based
on uncertain concept detection scores using Dempster–
Shafer Theory (DST) [9]. DST is a generalization of
Bayesian theory, where a probability is not assigned to
a variable, but instead to a subset of variables. Such a
probability is called a belief mass. We consider two variables
P and A which represent the presence and absence of a
concept in a shot, respectively. In addition, we consider
{P, A} which represents the uncertainty of whether the
concept is present or not. Based on these variables, we define
three belief masses m({P}), m({A}) and m({P, A}). Here,
m({P}) and m({A}) denote the probability that the concept
is definitely present in a shot, and the probability that it is
definitely absent, respectively, while m({P,A}) denotes the
probability that the concept is possibly present in the shot.
By incorporating belief masses into maximum likelihood
estimation, we can construct a classifier that can account
for the uncertainty in concept detection.

II. RELATED WORK

We will review existing methods for constructing classi-
fiers based on concept detection scores. These classifiers can
be roughly grouped into four categories: linear combination,
discriminative, similarity-based and probabilistic. Linear
combination classifiers compute the relevance score of a shot
by weighting detection scores for multiple concepts. Popular
weighting methods use the lexical similarity between query
terms and a concept, their correlation (co-occurrence), and
the detection scores of the concept in example shots [1], [7].

Discriminative classifiers consider a shot as a multi-
dimensional vector, where each dimension represents the
detection score of a concept. Based on this, a discriminative
classifier, typically an SVM, is constructed using example
shots [1], [3]. The relevance score of a shot is obtained as
the classifier’s output.

Similarity-based classifiers compute the relevance score of
a shot as its similarity to example shots in terms of concept
detection scores. Li et al. used the cosine similarity and a
modified entropy as similarity measures [10].

Finally, probabilistic classifiers estimate a probabilistic
distribution of concepts using concept detection scores in
example shots, and use it to compute the relevance score
of a shot. Rasiwasia et al. computed the relevance score
as the similarity between the multinomial distribution of

concepts estimated from example shots and the multinomial
distribution estimated from the shot [11].

Our method constructs a classifier that is an extension
of probabilistic classifiers. Specifically, ordinal probability
(or Bayesian) theory cannot represent the uncertainty of a
concept’s presence in a shot. The only way to represent
the uncertainty is to assign 0.5 to probabilities of the
concept’s presence and absence. Compared to this, DST can
represent the uncertainty using m({P, A}). Therefore, the
representation of concept detection scores in our method is
much more powerful than that of existing methods. To the
best of our knowledge, such a representation has not been
used in any previous methods.

III. CONCEPT-BASED VIDEO RETRIEVAL BASED ON
EVIDENTIAL EM ALGORITHM

In this section, we present a classifier construction method
that accounts for the uncertainty in concept detection. First,
we describe a method that computes the plausibility of a
concept’s presence (or absence) by combining belief masses
for the concept. The plausibility represents the upper bound
of probability that the concept is present (or absent) in a
shot [9]. Thus, the plausibility of the concept’s presence is
useful for recovering false negative detections, while the
plausibility of its absence is useful for alleviating false
positive detections. We then present a probabilistic model
based on plausibilities and Evidential EM (E2M) algorithm,
which estimates parameters of the model based on maximum
likelihood estimation [9].
Plausibility computation based on DST: Let sj

i be the
detection score of the i-th shot (1 ≤ i ≤ N ) for the
j-th concept (1 ≤ j ≤ M ). Based on sj

i , we consider
three belief masses mj

i ({P}), mj
i ({P, A}) and mj

i ({A}),
where the superscript j and the subscript i represent the
j-th concept and the i-th shot, respectively. DST offers
various combinations of belief masses based on set-theoretic
operations. The following combination is used to compute
the plausibilities plj1i of the j-th concept’s presence, and
plj0i of its absence:

plj1i =
∑

B∩{P}6=φ

mj
i (B) = mj

i ({P}) + mj
i ({P, A}),

plj0i =
∑

B∩{A}6=φ

mj
i (B) = mj

i ({A}) + mj
i ({P, A}),(1)

where the presence and absence of the j-th concept are
represented by ‘1’ and ‘0’, respectively. B indicates any
subset of variables overlapping {P} or {A}. For plj1i , {P}
and {P, A} are referred by B as shown in the right-hand
side. Thus, by defining plj1i as the sum of mj

i ({P}) and
mj

i ({P, A}), almost all shots where the j-th concept is
present have relatively large plj1i . The same is true of plj0i .

To compute plj1i and plj0i , we extract three types of
intervals using sj

i . The first type characterizes mj
i ({P})
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where the number of shots annotated with the j-th concept’s
presence is much larger than the number of shots annotated
with its absence. In the second type of interval characterizing
mj

i ({A}), the number of the latter type of shots is much
larger than the number of the former type of shots. The last
type of interval for mj

i ({P, A}) does not have a distribution
that is biased towards shots annotated with the j-th concept’s
presence or absence. However, directly estimating mj

i ({P}),
mj

i ({A}) and mj
i ({P,A}) is difficult, since we have no pri-

ori knowledge about their probabilistic distributions. Thus,
following the spirit of DST in equation (1), we compute plj0i

and plj1i based on the lower and upper bounds of sj
i , which

are defined as the minimum and maximum of the interval for
mj

i ({P, A}), respectively. Thereby, almost all shots where
the j-th concept is presence have sj

i larger than the lower
bound, while almost all shots where it is absent have sj

i

smaller than the upper bound.
To implement the above idea, we construct a linear

SVM using shots annotated with the j-th concept’s presence
and absence. In Figure 2, the former and latter cases are
represented as ×s and +s, respectively, where each shot
is represented using sj

i (i.e., a real number). As shown in
Figure 2, we use the left and right support vectors as the
lower and upper bounds. It can be considered that if sj

i

is larger than the lower bound, the probability of the j-th
concept’s presence in the i-th shot is at least greater than 0;
that is, plj1i > 0. It is also reasonable to assume that a larger
plj1i is computed for a larger sj

i . Hence, plj1i is computed
using Line 1 in Figure 2, where plj1i is 0 at the lower bound
and 1 at sj

i = 1. Similarly, Line 0 is used to compute plj0i ,
where plj0i is 0 at the upper bound and 1/ρ at sj

i = 0.

 0  0.4  0.6  0.8  1

Decision
boundary

1

Line 1
Line 0

pl i
j1

or

pl i
j0

s i
j 0.2

Shot where the concept is present Shot where the concept is absent

Support vector
     Upper bound

Support vector
     Lower bound

1/ρ

Figure 2. Illustration of the plausibility computation using support vectors.

The following two points are important for the compu-
tation of plj1i and plj0i . The first is that, in order for the
interval between the lower and upper bounds to include shots
annotated with the j-th concept’s presence as well as shots
annotated with its absence, we tune the SVM parameters,
C+ and C−, which penalize mis-classification of the former
and latter types of shots, respectively [12]. The second point
is that since the number of shots where the j-th concept is
present is much smaller than the number of shots where it
is absent, putting the same priority on plj1i and plj0i leads
to a classifier that favors the latter type of shot. Thus, plj0i

is decreased using ρ.
E2M algorithm: Assume xi = (x1

i , · · · , xM
i ) as the vector

representation of the i-th shot where the j-th dimension
represents the ‘complete’ presence (or absence) of the j-
th concept with no uncertainty, i.e., xj

i ∈ {P, A}. Clearly,
obtaining xi is impossible because we only have uncertain
concept detection scores. The best we can do is to estimate
the probability and plausibility of xj

i = P or xj
i = A. The

plausibility is modeled as either plj1i or plj0i , based on DST.
We use the likelihood L(θ; pli) for a given pli, which is the
set of plausibilities computed for xi [9]:

L(θ; pli) =
∑
xi∈Ω

p(xi; θ)pli(xi), (2)

where Ω is the domain in which xi is defined as an M -
dimensional vector, and p(xi; θ) is the probability that xi is
observed (or generalized) based on the probabilistic distribu-
tion with the parameter θ. Equation (2) shows that p(xi; θ)
represents the imprecision resulting from the population
of concept detection scores, while pli(xi) represents the
uncertainty related to the error in concept detectors. By
assuming that each shot is independently and identically
distributed, equation (2) can be extended to N shots:

L(θ; pl) =
N∏

i=1

Li(θ; pli) =
N∏

i=1

∑
xi∈Ω

p(xi; θ)pli(xi), (3)

E2M algorithm proposed in [9] computes θ that max-
imizes L(θ; pl) given plausibilities for N example shots
(pl1, · · · , plN ) based on the Expectation Maximization (EM)
algorithm. For reasons of space, we will only describe how
E2M algorithm is applied to concept-based video retrieval;
please refer to [9] for a complete description. We denote
xj1

i = 1 if the j-th concept is present in xi and otherwise
xj1

i = 0. Similarly, xj0
i = 1 if it is absent in xi, and

otherwise xj0
i = 0. Assuming that xj

i is independent from
each other, p(xi; θ) is written as follows:

p(xi; θ) =
M∏

j=1

1∏
h=0

(αjh)xjh
i , (4)

where θ = {αjh} is the set of parameters representing the
probability of the j-th concept’s presence (αj1) or absence
(αj0). By applying Equation (4) to Equation (3), we get:

L(θ; pl) =
N∏

i=1

M∏
j=1

1∑
h=0

pljh
i αjh, (5)

where the derivation of
∑

pljh
i αjh is based on the fact that∑

p(xi; θ)pli(xi) in Equation (3) can be considered to be
the expectation of pli [9]. E2M algorithm extracts θ that
maximizes the likelihood in Equation (5) as follows:
E-Step: Using θq which is the estimate of θ at the q-th
iteration, compute Q(θ, θq), which is the expectation of the
log-likelihood of x = {x1, · · · , xN}:

Q(θ, θq) =
N∑

i=1

M∑
j=1

1∑
h=0

γ
jh(q)
i log αjh(q), (6)
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where

γ
jh(q)
i = αjh(q)pljh

i /

1∑
h′=0

αjh′(q)pljh′

i . (7)

M-Step: Update θ so as to maximize Q(θ, θq):

αjh(q+1) =
N∑

i=1

γ
jh(q)
i . (8)

Finally, given plt of a test shot xt, we compute its
relevance score as the following likelihood L(θ; plt):

L(θ; plt) =
M∏

j=1

1∑
h=0

pljh
t αjh. (9)

This likelihood represents the agreement between plausi-
bilities plt of xt and the probabilistic distribution, with θ
estimated by E2M algorithm. The set of 1, 000 test shots
with the largest L(θ; plt) is returned as a retrieval result.

IV. PRELIMINARY EXPERIMENTAL RESULTS

To test our method, we used TRECVID 2009 video
data [5]. This data consists of 219 development and 619
test videos, comprising 36, 106 shots and 97, 150 shots,
respectively. We used concept detection scores provided by
the City University of Hong Kong, where detection scores
for 374 LSCOM concepts are assigned to every shot [6].
Our method was tested for the query “A view of one or more
tall buildings and the top story visible”. Ten example shots
were selected from the development videos. Based on the
text description and the example shots, 20 concepts related
to the query (e.g., Building, Tower, Sky, etc.) were selected
using the method in [8].

We conducted a preliminary experiment to examine the
effectiveness of using plausibilities, instead of directly using
concept detection scores. The following three methods were
compared: (1) DST: A probabilistic classifier is constructed
using plausibilities modeled based on DST, (2) Sum: The
relevance score of a shot is computed as the sum of concept
detection scores (i.e., linear combination with no weights),
(3) Prod: The relevance score is computed as the product
of concept detection scores [2]. Fig. 3 shows a comparison
of retrieval performances between DST, Sum and Prod in
terms of their average precision. DST is superior to the
other two. We are now testing DST for different queries, and
implementing a probabilistic classifier construction method
that directly uses concept detection scores.

Figure 3. Performance comparison between DST, Sum and Prod.

V. CONCLUSION AND FUTURE WORK

In this paper, we introduced a probabilistic classifier
construction method which can account for the uncertainty in
concept detection by modeling plausibilities of a concept’s
presence and absence based on DST. We plan to explore
the following points to improve the retrieval performance of
our method. First, in addition to example shots representing
shots that are relevant to a query, we plan to use counter-
example shots representing irrelevant shots and incorporate
them into E2M algorithm. Thereby, irrelevant shots that are
retrieved based only on example shots may be excluded
from the retrieval result. Second, even for the same query,
relevant shots show different combinations of concepts due
to varied camera techniques. Thus, we aim to incorporate a
mixture model into E2M algorithm. Third, we will explore a
method which refines plausibilities of a concept’s presence
and absence by considering other concepts based on the
knowledge base.
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Abstract—This paper describes a novel database of video 

images containing artificial (superimposed) Urdu text with a 

semi-automatic text line labeling scheme. The main objective of 

this study is to provide the community with a standard dataset 

together with an auto-labeling scheme for algorithmic 

development and evaluation of textual content based indexing 

and retrieval systems. We have specifically focused on Urdu 

text which is increasingly gaining research interest in recent 

years. The data set comprises 1000 video images collected from 

19 different channels of 5 different categories. An attempt is 

made to capture the maximum possible variation in the text in 

terms of size, location, appearance and background. The data 

set is completely labeled by finding the bounding rectangle of 

each text occurrence facilitating the evaluation of text detection 

and localization systems. Based on our previous work on text 

localization, an automatic text labeling scheme is also proposed 

and the obtained results are compared with manual labeling. 

Ground truth data, supporting tasks like text recognition and 

word spotting will be considered in the next version of the data 

set.  
 

Keywords-Data Set; Artificial Urdu Text; Text Detection; 

Text Localization. 

I.  INTRODUCTION  

The availability of data sets is one of the fundamental 
requirements for development and evaluation in any research 
domain. Over the recent years, standard databases are 
becoming increasingly popular in all the scientific research 
fields. The availability of such data sets not only saves 
researchers the task of compiling and labeling the database 
but also provides the possibility of objectively comparing 
different systems on the same data set. This is further 
complemented by organization of evaluation campaigns [16, 
22] allowing comparison of different techniques under the 
same experimental conditions as well. Like other research 
areas, the document analysis and recognition community has 
also developed a number of standard databases addressing 
different problem areas. The most popular of these are the 
databases for handwriting recognition like CEDAR [12], 
NIST [13], CENPARMI [14], IAM [11] and RIMES [16] for 
offline while IAM-OnDB [18, 19], UNIPEN [23] and 
IRONOFF [24] for online recognition. In addition to 
character and word recognition, some of these data sets have 
also been used in evaluating tasks like document layout 

analysis, document segmentation and writer 
identification/verification.  

Another significant research area in the document 
recognition paradigm is the detection, localization and 
recognition of artificial and scene text appearing in video 
images. Scene text recognition finds its applications in 
autonomous navigation and assistance; ICDAR [1] and 
KAIST [21] being the two widely used data sets in this 
domain. Artificial text on the other hand is more useful for 
applications like semantic indexing and retrieval of video 
archives. An important component of such keyword based 
retrieval systems is the detection and localization of textual 
regions [10]. It has attracted a number of researchers over the 
last decade [1- 4] and is in fact the subject of our study as 
well. More specifically, we focus on the artificial Urdu 
textual content in video images which is relatively a young 
and unexplored research area as opposed to text in other 
languages. 

Urdu, the national language of Pakistan and a major 
language of India, has speakers allover the world. Analysis 
of Urdu documents and recognition/processing of Urdu text 
is attracting research interest in the recent years [5, 6, 15, 17, 
20]. As the research in these areas matures, the need to 
evaluate the proposed techniques on standard data sets will 
naturally arise. Contributions have already been made 
towards the development of handwritten Urdu text data sets 
[7, 8, 9]. However, despite more than 65 Urdu news, 
entertainment, sports and religious channels around the 
world, no attempt has yet been made on the development of 
an artificial Urdu text data set to the best of authors’ 
knowledge. 

In this paper, we present the first version of a collection 
of video images containing artificial Urdu text. The database 
is mainly targeted towards the evaluation of artificial text 
detection and localization systems but may also be extended 
for Urdu word recognition and word spotting systems. The 
database comprises a total of 1000 video images captured 
from 19 different Urdu channels. The ground truth text 
regions in each image are manually extracted allowing 
quantitative evaluation of any text localization system. A 
semi-automatic text labeling is also proposed and compared 
with manual labeling. The main contributions of this work 
are: 

• A completely labeled artificial Urdu text data set. 

• A semi-automatic text labeling scheme. 
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The rest of the paper is organized as follows. In the next 
section, we discuss data acquisition followed by some 
characteristics and statistics of the collected data. We then 
present the manual ground truth labeling followed by the 
proposed automatic labeling methodology. The results of 
automatic labeling are then compared with manual labeling. 
Finally, we give the concluding remarks and discuss some 
possible future enhancements to the present database. 

II. DATA  ACQUISITION 

Videos from 19 different Urdu channels were captured 
using Pinnacle Studio Movie board. All videos were 
recorded at a resolution of 720x576 and stored in ‘avi’ 
format. In an attempt to have natural and unconstrained 
content, multiple videos from the same channel were 
recorded at different times on a given day. Individual images 
from videos were then extracted in such a way that there is 
no repetition of textual content in different images and the 
maximum variation of text positions, sizes, colors and 
backgrounds is captured. All images are stored in 'png’ 
format. 

The major part of textual content in each image is in 
Urdu. In some cases however, the images also contain some 
occurrences of text in other languages (for example, English, 
Pashto, etc.). These occurrences are inevitable in some of the 
Urdu channels we have considered. All such occurrences 
were separately identified and recorded as well. 

In the next section, we discuss in detail the different 
aspects of the data set as well some useful statistics.  

III. CHARACTERISTICS AND STATISTICS 

The data set comprises a total of 1000 video images 
extracted from 19 different channels which are grouped into 
5 different categories. These categories are chosen to be 
news, entertainment, sports, business and religious channels. 
The number of images in each of the categories is 
summarized in Figure 1. Naturally, the number of news 
channels and consequently, the number of images in this 
category is more than any other category due to a large 
number of Urdu news channels operating around the world. 
These images are also rich in textual content due the 
presence of a continuous ticker text. A more detailed 
distribution of words in images can be found in Figure 2. 

 

Figure 1.  Distribution of  images in categories 

There are a total of 23833 Urdu words in the collected 
images. As already discussed, some of the images contain 
occurrences of English text as well, which make up a total of 
5324 English words. A small number (120) of Pashto words 

also exist in the collected images. In addition to words, the 
images contain 3339 numerals as well. Table 1 gives an idea 
of the number of words per image in the data set and some 
other detailed statistics of the database. On the average, each 
image contains about 25 Urdu words, 4 words in another 
language and 4 numerals.  
 

 

Figure 2.  Distribution of words in images. 

IV. NAMING &  MANUAL LABELING 

Once the images are collected, each category as well as 
each channel is assigned a three digit code. Each image is 
also given a three digit identification number. These codes 
are then used to name the images using the convention:  

CategoryCode_ChannelCode_ImageID 

Some of the images along with example names are 
illustrated in Figure 3. 

 
(a) 002_003_004   

 
(b)004_016_010 

 

Figure 3.  Example images containing artificial Urdu text 

For quantitative evaluation of any system using these 
images, the ground truth data must be labeled. This, 
naturally, is time consuming, expensive and error prone task 
[1]. In the first version of the database, we have targeted text 
localization systems which require the coordinates of all text 
regions as ground truth data. Labeling of text regions in 
images is carried out manually using simple software (Figure 
4) that allows opening an image and drawing rectangles over 
the textual content. The x and y-coordinates and width, 
height of each rectangle are stored in a data file. We have 
also proposed an automatic labeling scheme the results of 
which are compared with manual labeling as will be 
discussed in the subsequent sections. 
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Figure 4.  The user interface of the ground truth labeling software 

An important factor in labeling is when to start a new 
rectangle. This will consequently affect the evaluation 
performance of tested systems depending upon the metric 
used. We investigated the ICDAR labeling methodology [1] 
but it cannot be replicated for Urdu text due to different 
characteristics of the script, for example, non uniform 
alignment within the same line of text (Figure 5). We 
therefore devised a labeling methodology that is based on the 
following heuristics: 

• A single  rectangle is drawn over a line of text that 
belongs to the same semantic unit (for example a 
sentence), when the words in the line are 
horizontally algined, are of the same size and, do not 
have a significant inter-word distance (Figure 5a). 

• If different blocks of text in the same line have non-
uniform size/alignment, they are split into different 
rectangles so that minimum background becomes 
part of the rectangles (Figure 5b  and Figure 5c). 

• In case of overlapping words, separate (overlapping) 
rectangles are drawn for each of the words (Figure 
5d). 

Naturally, these heuristics are subjective and the 
definitions of terms like ‘alignment’ and ‘size difference’ 
may vary from one individual to another. This however is an 
inherent limitation with such manual labeling. A solution 
could be to shift from block level to pixel level where each 
individual pixel is identified as being text or non-text. This, 

however, is an extremely time consuming job and is not 
considered in the present version of the database. 

 

Figure 5.  Sample labeled images showing the labeling methodology 

The ground truth data for each image is stored in the 
accompanying data file. The data for the entire set of images 
is also stored in a single file. A part of the the ground truth 
data file is illustrated in Figure 6. Each line in the data file 
contains the image name, the language of textual content and 
the coordinates of the bounding rectangle. The complete data 
set along with ground truth data is publically available for 
download [35]. 

 

 

Figure 6.  A snapshot of ground truth data file. 

TABLE I SOME STATISCTICS OF THE DATABASE 

Category 
Number of 

Images 

Average   Urdu 

words/ image 

Second 

language(s) 

Average 

second   

language 

words/ image 

Average 

numeral(s) 

/image 

Total Urdu 

words 

Total second 

language  

words 

Total 

numerals 

News 469 17 
Pashto 

5 2 7860 
120 

1000 
English 2430 

Sports 180 30 English 6 3.5 5450 1070 615 

Entertainment 181 26 English 5 3.5 4650 960 635 

Business 100 31 English 5 6 3076 532 632 

Religion 70 40 English 3 6.5 2797 212 457 

Overall 1000 23.8 - 5.3 3.3 23833 5324 3339 

 

(a) (b) 

(c) (d) 
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V. AUTOMATIC TEXT LABELING  

In this section we present the proposed text localization 
scheme for automatic labeling of text regions in the database. 
Naturally, such automated techniques do have inherent 
problems with the accuracy and precision of the labeled 
regions and human assistance is required to correct these 
labeling errors. In our case, the automatically labeled regions 
are also compared with the manually labeled regions as will 
be discussed shortly. 

The labeling scheme is primarily based on a series of 
image processing operations. The complete flow of the 
proposed scheme is shown in Figure 7. It is to be noted that 
the labeling algorithm operates on a single image and does 
not use any temporal features (e.g., redundancy of textual 
content in the video). This allows localization of textual 
occurrences on individual frames as well where the complete 
video is not available. 

 

 

 

 

 

 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.  A general flow of text line labeling scheme. 

 

In comparison to English, Urdu lexicon detection is much 
more challenging with main difficulties being the different 
shapes of alphabets depending upon their position within the 
words, the high frequency of diacritics, non-uniform inter 
and intra word distances and the occurrence of strokes in all 
directions. These factors make the detection of Urdu text 
more difficult as many non-text regions may also posses 
these text-like characteristics.  

Our automatic labeling methodology is inspired from [2] 
with modifications for Urdu text and is mainly based on our 
previous work on text localization the details of which can be 
found in [31]. Similar methods have been used for detection 
of Farsi and Arabic texts [32-34] as well, which are quite 
similar in nature to Urdu text. 

For localization of textual Urdu content in an image, as a 
first step, the image is converted to gray scale so that further 
processing is independent of the color information of image. 
Then, we conditionally resize the image using bi-cubic 
interpolation to an experimentally known size of 720x576. 
This gives a smooth estimate of the gray level at any desired 
point in the image [25]. Since the text is supposed to be 
readable on the screen, there is a high contrast between the 
textual content and its background which can be exploited to 
extract the boundaries of the text regions. We evaluated a 
number of standard edge detection filters, and finally, chose 
the Sobel filter for boundary detection as it preserves most of 
the edges and gives a strong boundary lining for isolated 
words.  

In order to separate the text boundaries from the 
background, we next binarize the gradient image. This is one 
of the most critical steps as the subsequent steps are very 
sensitive to the binarization threshold. We experimenetd with 
a number of local [26, 27, 28] as well as global [29] 
thresholding algorithms and finally employed Otsu’s 
thresholding [29] to binarize the gradient image. 

As a result of binarization, most of the background is 
suppressed and the likely text boundries appear as connected 
components in the proximity of one another. These isolated 
components need to be merged together into words and 
ultimately text lines. This is implemented using the standard 
morphological operations of dilation and erosion. Dilation is 
carried out to merge all horizontally aligned components 
together which effectively is the merging of loosley 
connected characters into words. Dilation is followed by 
erosion which eliminates the falsely merged components. As 
a final step we employ the traditionally used geometrical 
constraints on the identified textual regions to eliminate the 
ones that do not satisfy the geometrical properties of text. 
These constraints are based on the aspect ratio and minimum 
height and width of the detected rectangles giving a set of 
rectangles which are likely to contain textual content.  

Since the labeling is done at line level, the text lines are 
extracted from the identified textual regions using the well-
known horizontal projection profiles [30].  Naturally the 
localized text lines are not always accurate/precise and need 
human intervention for validation.  

The auto-labeled image is presented to the user with 
rectangles on potential text regions and the possibility the 
resize, move, add or delete the text rectangles. Once 
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validated, the coordinates of each text rectangle in the image 
are saved to a file. This semi-automatic labeling greatly 
reduces the effort involved as compared to a total manual 
labeling. The results of the proposed labeling are also very 
promising as discussed later in the paper. The detected 
textual regions can also be used for content based image 
retrieval (CBIR) applications [2]. The steps involved in 
labeling are illustrated on an example image in Figure 8. 
These steps are similar to those as in [2, 31] with adjustment 
of parameters for Urdu text. 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

   

(g) (h) (i) 

 

Figure 8.  Various steps of  proposed labeling scheme. (a) Original 

image.(b) Grayscale image  (c) Sobel filter  (d) Binarized gradients (e) 

Morphological processing (f) Geometrical constraints (g) Detected text 

lines (h) Manual validation/correction (i) Ground truth data saved to file. 

VI. EVALUATION METRICS 

The performance of a text localization system is 
traditionally quantified using the precision and recall. The 
problem however is that the text rectangles detected by a 
given system will not have a 1-1 correspondence with the 
text rectangles in the ground truth data. In addition, the size 
of these rectangles will also vary. To handle these issues, 
area based definitions of precision and recall are generally 
used. If G represents the ground truth text area in an image 
and D the detected area, we have: 
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�������� =
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More sophisticated metrics have also been proposed in 
the literature. For example, the ICDAR scene text database 
[1] defines a metric that searches for the true match of a 
detected rectangle in the set of ground truth rectangles. Wolf 
and Jolion [20] improved the ICDAR measure by 

introducing a novel performance measure that takes into 
account one-to-one, one-to-many (splits) and many-to-one 
(merges) scenarios as well.  

All these metrics are equally applicable in case of Urdu 
text as well. Since the only information required in these 
metrics is the coordinates of the bounding rectangles, they 
can be easily calculated on the developed data set. 

VII. EXPERIMENTAL RESULTS 

To evaluate the effectiveness of the proposed automatic 
labeling, we compared the results of auto-labeling (without 
human intervention) with manual labeling. On the data set of 
1000 images, we achieved an overall precision of 71% and 
recall of 80% as summarized in Table II. We also studied 
how the performance of the localizer varies with the size of 
the image. These results are presented in Figure 9 and 
indicate that the performance is not very sensitive to the 
resolution of the image. The errors in terms of false 
positives, false negatives and misplaced rectangles can then 
be corrected by human intervention which naturally is much 
efficient as opposed to a complete manual labeling. Some 
results of the labeling scheme on a variety of backgrounds 
are presented in Figure 10.  

TABLE II  PERFORMANCE OF THE PROPOSED METHOD 

Data Set Precision Recall F-measure 

1000 Images 0.71 0.80 0.75 

 

 

 
Figure 9.  Performance of the proposed method on different image 

resolutions 

VIII. CONCLUSION AND PERSPECTIVES 

In this paper, we presented the first version of a novel 
data set for Urdu artificial text along with a semi-auto text 
labeling scheme. This first version of the database is 
specifically targeted towards the evaluation of Urdu text 
localization systems. The ground truth data for each textual 
occurrence is saved to a file and can easily be used for 
evaluating such systems using any of the standard metrics. 
The present ground truth data is based on manual labeling 
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but we intend to use the proposed labeling scheme with 
human assistance to generate the ground truth data in the 
next version of the dataset. 

We also plan to include the actual transcription of text in 
the next version, which will also allow the evaluation of 
Urdu text recognition and word spotting systems. The size of 
the data is also likely to double in the next version with 
additional channels in each of the categories. A similar 
dataset with text in languages based on the Latin alphabet is 
also under development finally leading to a huge collection 
of video images with unconstrained multilingual text. The 
authors expect that these data sets will prove to be useful for 
the document recognition community. 

 

 
(a) (b) (c) 

(d) (e) (f) 

 
(g) (h) (i) 

Figure 10.  Auto-text labeling results (without manual validation) on a 

variety of images present in the database. 
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Abstract—Face recognition is still a hard task when per-
formed on newspaper images, since they often show faces
in non-frontal poses, prohibitive lighting conditions, and too
poor quality in terms of resolution. In these cases, combining
textual information derived from the page articles with visual
information proves to be advantageous for improving the
recognition performance. In this work, we extract characters’
names from articles and captions to restrict facial recognition
to a limited set of candidates. To solve the difficulties derived
from having multiple faces in the same image, we also propose
a solution that enables a joint assignment of faces to characters’
names. Extensive tests in both ideal and real scenarios confirm
the soundness of the proposed approach.

Keywords-Face recognition; Newspapers; Text analysis; Visual
information; Multimodal.

I. INTRODUCTION

Over the last decades researchers have been making
attempts to solve the problem of machine recognition of
faces [1]. Algorithms proposed during the years can be
coarsely classified into two categories: holistic approaches,
such as Principal component analysis (PCA) [2] or Linear
discriminant analysis (LDA) [3], and local feature-based
ones (see e.g., [1] and [4]). Most recent developments of
the holistic approaches include the Marginal Fisher anal-
ysis (MFA) [5], Eigenfeature regularization and extraction
(ERE) [6], the sparse representation [7] and asymmetric
PCA [8] and LDA [9], while Elastic bunch graph matching
(EBGM) [10] and Active appearance model (AAM) [11]
can be considered among the most performing feature-based
algorithms. Despite the advances brought by these recent
methods, there are still challenging problems to be tackled
in face recognition, such as variations in pose, different
facial expressions, make-up, lighting conditions as well as
occlusions and cluttered background.

The recognition task is even harder when targeting news-
paper images, where human faces are usually pictured at low
quality and/or resolution. When visual data are not enough
informative, one possible solution is combining natural
language and visual information for improving semantic
understanding of images. Newspapers in fact provide text
that can be used to help the recognition process: each image
with characters is commonly connected to an article on the
same page, or at least described by a textual caption.

The idea has been relatively unexplored until the work
in [12], which first proposes to use captions to locate faces

in the accompanying photographs, thus with no recognition
aims. A few years later, the rule-based PICTION system
[13], trained on a dataset of 50 pictures was able to recognise
human faces with a success rate of 65% by combining
captions and photographs, even without employing a face
recognition system.

In this paper, we target automatic recognition of human
faces appearing in real newspapers by combining visual
and textual information. As an advance with respect to
previous work, we exploit all textual information coming
from the newspaper page, thus not limiting the analysis to
captions only, as done in the recent investigations in [14],
[15], and [16]. Concerning face detection, we first apply an
improved version of the Viola-Jones classifier [17] nowadays
considered as a standard baseline for face detection. The
recognition phase is then performed by using the standard
method provided by Principal Component Analysis (PCA)
[2]. These traditional approaches usually guarantee accept-
able performance in not too complex contexts. However,
these specific editorial products are mined by two major
impediments that make harder the recognition process: one
is related to the often too poor quality of images chosen for
publishing in terms of resolution, contrast, illumination and
pose; the second is due to the dimensions of the characters’
database, which are potentially unlimited. These issues,
which may lead to a difficult recognition, are here also
addressed. Finally, as an additional contribution, recognition
performance in case multiple faces are present in the same
image are improved by a mechanism that jointly assigns
identities to detected human faces.

Figure 1 describes the workflow: the textual analysis
module extracts from newspaper pages potential characters’
names to restrict the recognition phase to a few candidates.
Results of recognition are inspectable by a human operator,
who also takes care of the cases when a name (respectively,
a face) found in the page has no associated face (resp. a
name) stored in the databases, so that the system is able to
learn from previous recognition processes.

Helping the automatic understanding of newspaper arti-
cles, such a tool could find application in complex tasks
such as news segmentation, or in supporting professional
frameworks for production of new multimedia content, such
as news aggregators or feeds.

The document is organized as follows: in Section II, we
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Figure 1: Diagram describing the workflow for the combined visual
and text-based face recognition process.

explain how a segmented page looks like. Face detection and
text analysis processes are described in Sections III and IV,
respectively. In Section V, we focus on the multiple face
recognition algorithm that employs a weak supervision in
the form of text found in articles and captions. Experiments
are conducted in Section VI, while conclusions are finally
drawn in Section VII.

II. PAGE PREPROCESSING

Newspaper pages are first segmented by a process whose
description is beyond the scope of this paper. As shown in
Figure 2, the output of the segmentation stage consists of two
separate pages (the image-page and the text-page) provided
with two related structure files describing all page elements
(images, articles, titles, captions, etc.) and their positions in
the original page.

= +

a) b) c)

Figure 2: Example of how a) a newspaper page is segmented into
b) an image-page, and c) a text-page.

III. FACE DETECTION

In order to ensure a correct recognition of characters, a
robust face detection process on the image-page becomes
a fundamental prerequisite. Once segmented from the rest,
the image-page is fed into a classifier to isolate regions
belonging to human faces. This is achieved by relying on
the well-known Viola-Jones method [17] endowed with the
following adjustments to boost the detection performance.

On the one side we increase the robustness to pose change:
despite the fact this classifier is known to work well for
frontal faces only, the last implementation in [18] comes

with several cascade files for detecting profile faces, even if
with slightly lower performance. On the other hand, before
being processed, images undergo a process of histogram
equalization as in [19] to increase the algorithm invariance
to complex lighting conditions. These adjustments are im-
portant in the specific domain of newspaper images, where
characters are usually pictured in arbitrary poses, under
different illumination conditions and often at low resolution.

Last but not least, since the whole system aims at recog-
nising characters, each missed face during detection (i.e.,
each true negative) results in a final missed recognition. On
the contrary, false positives are not that relevant, since they
will not match with any candidate face in the database,
therefore not producing errors. Thus the final tuning of
the cascade face classifiers has been carried out in order
to privilege recall rather than precision. Examples of non-
relevant and relevant errors during the detection phase are
given in Figure 3-a and Figure 3-b, respectively.

a) b)

3.2. Face Detection

questa fase è quindi la mancata localizzazione della faccia del soggetto che comporta,
inevitabilmente, al mancato riconoscimento. Non è particolarmente grave il caso in
cui si presentino falsi positivi, in quanto il modulo di riconoscimento dovrebbe com-
pensare l’errore rilevando una grande distanza tra essi e le immagini del database.
Tali errori non compromettono il riconoscimento e possono comunque venire corretti
successivamente (si veda la fig. 3.2).

Figura 3.2: Esempi di errori introdotti dal modulo di face detection. L’immagine di
sinistra rappresenta un errore ”cosmetico”, che non compromette irrimediabilmente
il riconoscimento successivo: il soggetto è individuato, sebbene sia stato rilevato un
falso positivo. Nell’immagine di destra, invece, la faccia non viene localizzata: il
modulo di riconoscimento non potrà correggere l’errore in alcun modo.

La fase di taratura è stata svolta considerando quanto appena detto. Nella va-
lutazione delle prestazioni è stato attribuito maggior peso agli errori dovuti alla
mancata estrazione di facce, piuttosto che alla estrazione di regioni che in realtà non
ne contengono. Dopo una serie di test empirici si è giunti alla taratura finale.

Sono state, inoltre, valutate alcune migliorie da apportare al fine di incremen-
tare le prestazioni. Come già detto, le tecniche di face detection possono mostrare
vulnerabilità in caso di condizioni di illuminazione avverse. Diversi studi hanno pro-
posto metodi di pre-elaborazione mirate a limitare questo problema (si veda [33]).
La tecnica base è quella dell’equalizzazione dell’istogramma, che permette di rendere
uniforme l’istogramma della scala di grigi di una figura, in modo da aumentarne il
contrasto. Tale tecnica risulta utile per evidenziare dettagli poco evidenti nel caso
di immagini aventi una distribuzione dei livelli di grigio molto concentrata (fig. 3.3).
Esistono varianti decisamente più elaborate, ma nel nostro caso l’equalizzazione del-

65

Figure 3: Examples of errors in detection: a) non-relevant error:
the false positive on the tie will not find any matching face during
recognition; b) relevant error: the missed detection of the face will
determine a missed recognition.

IV. TEXT ANALYSIS

Since in newspapers face recognition is a hard task, it
is necessary to exploit all information we have at hand to
support the identification of characters. Luckily, the text-
page usually contains a direct reference to the characters’
names pictured in the image-page. Even if this might not
always happen, from our experiments (see Section VI) the
case where a pictured character is not cited in the text is so
rare that we can assume this hypothesis as reasonable.

To emulate the process of human comprehension while
reading a newspaper is a hard task: a few decades of research
dealing with the problem of natural language processing
(see e.g., [20]) still have not solved the problem. For our
purposes however, it is sufficient that the text module is
able to extract names that might correspond to characters
contained in images. To achieve this goal, the module relies
on two databases: the identity database containing several
characters’ data, and one common names database 1.

1Lists of names and surnames are easily available for each country. In
some languages their extraction is easier since they start with capital letters.
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Whenever a name is found in the text, if that identity is
already present in the characters’ database, then that person
is proposed as a candidate for the face recognition process.
Conversely if a name is recognised as such but the related
identity is not in the database, a new identity is proposed
for approval to a human operator for insertion. In this case,
a new database record is created and few images retrieved
on the web (with Google’s images search [21]) are used to
populate the character’s face library.

The identity database also manages name variations re-
ferring to the same person (e.g., “George W. Bush”, “G.
W. Bush”, “George Bush”, etc.), so that when any of
these variants is found in the text, a unique candidate is
selected for the recognition phase. When only the surname
(e.g., “Bush”) appears in the text, all characters with the
same surname (e.g., the singer “Kate Bush”) are chosen as
candidates. Even if one surname is very popular, this will
restrict anyway the candidates to a limited pool of characters.

In the common case when a caption accompanies the
image, the importance of the text module increases, since it
is sufficient to use the caption text as the only input (instead
of the whole related article) to restrict the pool of candidates
to a very short list, as shown in the example of Figure 4.

Figure 4: Caption returns a restricted pool of candidates: “Walter
Veltroni”, “Matteo Renzi”, and “Nicola Zingaretti”.

The module is not error free: for example it fails in case
the text refers to “G. W. Bush” only as “President”, or in
general, in every case when a person is referred to by means
of his/her title, such as “Prime Minister” or similar ones.

V. TEXT DRIVEN FACE RECOGNITION

Due to the fact that the application must be able to
update the database during execution, the training phase
on face recognition should be as automatic as possible. In
fact, in case there is the need to add new faces, it is not
reasonable to involve the human operator in too complex
update operations. As a consequence, all local recognition
approaches that require a manual labelling of points of
interests (such as EBGM [10] or and AAM [11]) are not
applicable in this context.

On the contrary, traditional holistic methods such as PCA
[2] or LDA [3], if provided even with few image examples,
are able to build sufficiently accurate models for each iden-
tity in an automatic way. Despite more modern approaches
exist, performance offered by Principal Component Analysis

in its original formulation are sufficient for implementing the
visual part of the proposed supervised recognition approach.

A. Training

The initial face library contains a limited set of famous
characters belonging to politics, sports, economy, science
and culture. As seen in Section IV, each time that a new
name pops up from newspaper pages, related face images re-
trieved on the Internet can be dragged in the face library. To
ensure an acceptable level of automation, inserted pictures
are automatically cropped and resized without forcing the
user to extract faces manually: to do this the face detection
algorithm described in Section III on equalized images
first extracts face bounding boxes; after, image dimensions
are normalized to 64 × 64 pixels. If the image quality is
acceptable, faces are rotated and centered by using an eye
detection algorithm, thus obtaining the final training image.
Examples of processed images are shown in Figure 5.

Figure 5: 64× 64 normalized faces are extracted for training.

Obtained images are then used for the training phase,
which is performed by a standard PCA. Eigenfaces are
calculated from the training set by keeping the M -images
that correspond to the highest eigenvalues, so that they
contain at least the 80% of the total energy, as suggested
in [22]. These M eigenfaces define the M -dimensional
“face space” employed during recognition. As new faces
are added to the face database, eigenfaces can be updated
or recalculated.

B. Recognition

Face recognition is treated as a pattern recognition task:
each detected face Γ is projected onto the “face space” by
transforming it into its eigenface components

Γ = [γ1, γ2, . . . , γM ]

which describe the contribution of each eigenface in repre-
senting the input face. The feature vector Γ is then used in
a standard pattern recognition algorithm to find which of a
number of predefined face classes best describes the face.

Since face recognition is a particularly difficult task,
especially in case of numerous possible identities as in
newspapers, to improve recognition performance we reduce
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the number of face candidates only to those N identities
found in the same text-page. Since it is rare that characters
in pictures are not referred in the article body or in the
caption itself, we accept the risk connected to an excessive
candidate reduction.

The advantage of this supervised approach is most appar-
ent when only one face is detected and one name is extracted
from the text-page. As shown later in the experiments, this
event is frequent when captions are associated to images: in
such a situation, there is no need to perform a projection on
the face space, but the image face is directly associated to
the uniquely extracted name.

In case of multiple candidates instead, classification is
performed by comparing the feature vector Γ of the test face
with the face classes, which are the average representations

Φ =
[
φ1, φ2, . . . , φN

]
of each candidate over a number of face images. Comparison
is based on the Mahalanobis’ distance between Γ and Φ to
find which candidate best describes the test face:

k = argmin
i

{√(
Γ − Φi

)
S−1

i

(
Γ− Φi

)T}
i = 1, 2, . . . , N

where Si is the covariance matrix of each candidate class.
By attributing more relevance to components with larger
associated eigenvalues, this metric removes the problems
related to scale and correlation that are inherent with the Eu-
clidean distance, and provides in fact, superior experimental
performance; in particular the average value is considered
in order to better exploit each class distribution, and not
relying only on a minimal distance that often leads to
misclassification due to the presence of noisy samples. The
value of the Mahalanobis’ distance is also considered as a
confidence level on the classification result: the user has
the possibility to choose whether the confidence level is
enough high for him not to check the recognition results,
or conversely, if too low, to classify the face as unknown
and add it manually to the face library for later use, so that
the system learns to recognize new face images.

The same mechanism allows also for removing false
positives introduced during face detection mentioned in
Section III. By dividing the training space in two regions
(“face” and “non-face” hemispaces) if the distance exceeds
the space region boundaries, the detected face is probably a
false positive, so that it is removed and recognition is not
performed at all.

C. Joint recognition of multiple faces

The system as proposed so far is quite robust, especially
until up to one face is detected in each image. In the presence
of multiple faces in the same picture however, it is possible
that two or more faces are at minimum distance to the
same candidate. In this case, the algorithm as defined before,

would label both faces with the same identity, thing that is
evidently not possible. There is then the need to increase the
algorithm robustness and elaborate a strategy to manage the
recognition of multiple faces in the same image.

In order to best describe this problem, let us consider the
example in Figure 6-a) where, due to his face orientation,
Barack Obama is not recognised. In this picture, two faces
are assigned to the same candidate “T. Geithner”, since both
are at a minimum average distance from Geithner’s training
samples (as shown in Figure 6-b).

a) b)

Timothy Geithner

Timothy Geithner

Robert Gates Gates

Obama

Geithner

a) b)

Barack Obama

Timothy GeithnerTimothy Geithner

Timothy Geithner

Robert Gates Robert Gates

a) b)

Barack Obama

Timothy GeithnerTimothy Geithner

Timothy Geithner

Robert Gates Robert Gates

a) b)

Barack Obama

Timothy GeithnerTimothy Geithner

Timothy Geithner

Robert Gates Robert Gates

Γ3

Γ2Γ1

Figure 6: a) Independent recognition on three faces assigns the
same identity to two characters, since b) both Γ2 and Γ3 are at
minimum distance with the same candidate.

In order to increase the algorithm’s robustness and correct
results in analogous situations, we propose to consider
also all other classes’ distributions: to be assigned with an
identity, a test image should not only be at minimum average
distance from the candidate samples but also, at the same
time, at maximum average distance from other classes.

This objective is achieved by assigning an heuristic score
q to each candidate as the difference between the distance
of the test image Γ and all other classes Φi and the distance
of Γ and the best candidate class Φk, that is

q(Γ) =
N∑

i=1

[
d
(
Γ,Φi

)
− d

(
Γ,Φk

)]
where score q is a real positive number. Once defined the
heuristic score, the face recognition algorithm for multiple
faces works as shown in Figure 7.

 1.  perform face recognition independently on all faces;
 2.  assign to each face the best candidate Φk;
 3.  If no conflicts, 
 4.        then exit;
 5.  else
 6.       compute score q for each conflicting face Γ;
 7.       assign face with highest q to identity Φk;
 8.       remove Φk from the candidate list;
 9.       repeat from line 2;

Figure 7: Joint face recognition algorithm.

To correct Obama’s identity as in Figure 8-a, when both
test faces Γ2 and Γ3 are at minimum distance with the
same candidate “Geithner”, the test face with higher q is
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assigned to the best candidate, while the face with lower q is
reassigned to the next closest candidate (Figure 8-b). Please
notice that q(Γ2) > q(Γ3) means that Γ2 is on average
further from other possible candidates than Γ3, so that it
is more likely that the latter was incorrectly assigned.

a)

Gates

Obama

Geithner

a) b)

Barack Obama

Timothy GeithnerTimothy Geithner

Timothy Geithner

Robert Gates Robert Gates

a) b)

Barack Obama

Timothy GeithnerTimothy Geithner

Timothy Geithner

Robert Gates Robert Gates

a) b)

Barack Obama

Timothy GeithnerTimothy Geithner

Timothy Geithner

Robert Gates Robert Gates

b)

Γ3

Γ2Γ1

q(Γ2)>q(Γ3)

Barack Obama

Timothy GeithnerRobert Gates

Figure 8: a) Obama’s identity is corrected via joint face recognition;
b) the face with higher q, i.e., Γ2 is assigned to its best candidate,
while Γ3 is reassigned to the next candidate.

The algorithm is able to solve an arbitrary number of
conflicts and works also when the number of faces is larger
than the database possible identities. In this case, faces with
worst q scores are labelled as unknown. Please notice that the
label unknown does not necessarily imply that the identity is
not in the database, but only that the face was not coupled
with any of the candidates extracted from text.

VI. EXPERIMENTS

The experimental part is subdivided in four progressive
steps, so that to appreciate the beneficial brought by different
modules of the supervised approach.

In the first part of the experiments, the performance of
the face recognition algorithm are tested alone on a public
available database “Olivetti-Att-ORL” [23], which contains
400 human faces belonging to 40 unique people, where
each individual is pictured 10 times from a frontal view
or with a slight tilt of the head (see Figure 9). Training

Figure 9: First test: recognition is performed on images from the
Olivetti-Att-ORL dataset.

is performed on 325 randomly chosen images, while the
recognition task is performed on the remaining part of the
dataset. Classification results averaged on 5 runs returns 75%
of correct recognition, which is in line with state of the art
PCA performance [1].

In the second part of the experimental phase, we test
the recognition algorithm on real newspaper pictures. For
this aim a face library from newspaper images has been
built as follow: around 200 identities have been extracted
from different copies of the italian newspaper “Corriere della

Sera” and for each identity, an average of four face images
has been retrieved from the web, for a total training set
of approximately 800 images. The test set instead is built
up by using 200 images extracted from 15 different issues
of the same newspaper, which contain faces in arbitrary
conditions of pose, illumination, and quality, as shown in
the examples of Figure 10. In this real application scenario,
recognition performance collapse, as expected, around 50%,
thus confirming that recognition of characters in newspaper
images is far more challenging than on a standard dataset.

Figure 10: Recognition on newspaper images is more challenging
due the variety of image poses, light conditions, or quality.

In the third step of the experiment, the approach combin-
ing face recognition with the supervision of text has been
tested on the newspapers data. For each test image, we
constrain recognition only to those candidates whose names
are found in the same text-page or in the corresponding
image caption. Results obtained yield a percentage of 83%
correctly recognised faces.

Finally, the application to the same dataset of the algo-
rithm for multiple face recognition further improves perfor-
mance up to 86%. Table I summarises all performed tests
and the related performance.

Table I: Performed experiments.

Test Algorithm Data Perf.
1 Face recognition only Olivetti-Att-ORL 75%
2 Face recognition only Newspapers 50%
3 Text driven recognition Newspapers 83%
4 Joint supervised recog Newspapers 86%

The built system is able to learn from previous classifica-
tions by including the recognised faces in the face library.
Therefore it is commonsensical to believe that performance
are expected to improve as long as the system is in use.

As final considerations, we mention three causes of errors
that influence the system performance. First, errors might be
generated in case of wrong initial segmentation into text- and
image-pages. For example, if one image is associated to a
wrong caption, this likely leads to a missed recognition. Sec-
ond, errors can be due to the face detection: true negatives, as
seen in Section III are estimated to be around 10%. Third and
last, the text module might fail in extracting correct names:
this happened three times during the 200 performed tests
(1.5%) because the mentioned identity was addressed only
by his/her title. All these types of error are not included in
results of Table I, which accounts only for the performance
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of the supervised algorithm when both the text and the face
detection modules return correct results.

VII. CONCLUSIONS

In this work, we combine text derived from newspaper
articles and captions with visual information to improve
face recognition performance. Characters’ names are used
to constrain facial recognition to a limited set of candi-
dates, which are jointly assigned to the related faces in
case multiple characters are present in the same picture.
The good performance obtained in the experimental phase
demonstrates that this approach allows for high recognition
rate on newspaper images, notoriously a difficult benchmark
since often showing faces in non-frontal poses, prohibitive
lighting conditions, and poor in quality and/or resolution.
Future work aims at extending the approach to a wider set of
editorial publications (including magazines, satyrical, etc.)
as well as to integrate higher performing recognition method.
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Abstract—JPEG XR is considered as a lossy sample data
compression scheme in the context of iris recognition techniques.
It is shown that by optimising the JPEG XR quantisation strategy,
JPEG XR default quantisation as well as JPEG2000 based iris
recognition can be improved in terms of EER. The optimised
JPEG XR quantisation strategy shows good performance across
a wide range of iris feature extraction techniques, but has to be
adapted for each target bitrate separately.
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I. INTRODUCTION

In distributed biometric systems, the compression of sample

data may become imperative under certain circumstances,

since the data acquisition stage is often dislocated from the

feature extraction and matching stage. In such environments

the sample data have to be transferred via a network link to

the respective location, often over wireless channels with low

bandwidth and high latency. Therefore, a minimisation of the

amount of data to be transferred is highly desirable, which

is achieved by compressing the data before transmission and

any further processing. See Fig. 1 for an illustration involving

JPEG XR for compressed data transmission.

Fig. 1. System View.

As an alternative, the application of feature extraction before

transmission looks promising due to the small size of template

data but cannot be done under most circumstances due to the

prohibitive computational demand of these operations (current

sensor devices are typically far too weak to support this

while compression can be done e.g. in dedicated low power

hardware).

In order to maximise the benefit in terms of data reduction,

lossy compression techniques are often suggested. Given the

potential impact of lossy compression techniques on biometric

recognition performance, it is imperative to carefully select

and optimise appropriate codecs and to study their correspond-

ing effect on recognition accuracy.

While current international standards define the application

of JPEG2000 for lossy iris sample data compression, we focus

in this paper on the optimised application of the recent JPEG

XR still image coding standard. We experimentally compare

the achieved results to a JPEG2000 based (and therefore stan-

dard conformant) environment. In particular, besides reviewing

the effects of applying different settings concerning the use of

the optional Photo Overlap Transform (POT) as a part of JPEG

XR’s Lapped Biorthogonal Transform (LBT), we optimise

the JPEG XR quantisation strategy with respect to balancing

quantisation strength among the three different frequency

bands of the LBT. In Section 2, we review related standards

and literature in the area of lossy iris sample data compression,

while in Section 3, JPEG XR basics and especially the

quantisation strategy are briefly explained. Section 4 presents

experiments where we first shortly review the four different

iris recognition systems employed in this study. Subsequently,

the optimisation of the JPEG XR quantisation scheme is

explained. Experimental results comparing optimised JPEG

XR, different LBT variants in JPEG XR, and JPEG2000 are

shown with respect to iris recognition accuracy in terms of

EER. Section 5 concludes the paper.

II. BIOMETRIC IRIS SAMPLE COMPRESSION

During the last decade, several algorithms and standards

for compressing image data relevant in biometric systems have

evolved. The certainly most relevant one is the ISO/IEC 19794

standard on Biometric Data Interchange Formats, where in its

former version (ISO/IEC 19794-6:2005), JPEG and JPEG2000

(and WSQ for fingerprints) were defined as admissible formats

for lossy compression, whereas for lossless and nearly lossless

compression JPEG-LS as defined in ISO/IEC 14495 was

suggested. In the most recently published version (ISO/IEC

FDIS 19794-6 as of August 2010), only JPEG2000 is included
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for lossy compression while the PNG format serves as lossless

compressor [1]. These formats have also been recommended

for various application scenarios and standardised iris im-

ages (IREX records) by the NIST Iris Exchange program

(http://iris.nist.gov/irex/).

The ANSI/NIST-ITL 1-2011 standard on “Data Format for

the Interchange of Fingerprint, Facial & Other Biometric Infor-

mation” (2nd draft as of February 2011, former ANSI/NIST-

ITL 1-2007) supports both PNG and JPEG2000 for the lossless

case and JPEG2000 only for applications tolerating lossy

compression.

In literature on compressing iris imagery, rectilinear [2],

[3], [4], [5] as well as polar [6], [7], [8], [9] iris sample data

formats has been considered. With respect to employed com-

pression technology, we find JPEG [3], [4], [5], JPEG2000 [2],

[3], [4], [5], and other general purpose compression techniques

[4], [5] being investigated. Superior compression performance

of JPEG2000 over JPEG is seen especially for low bitrates

(thus confirming the choice of the above-referenced standards),

however, for high and medium quality, JPEG is found still to

be competitive in terms of impacting recognition accuracy.

Apart from applying the respective algorithms with their

default settings and standard configurations, work has been

done to optimise the compression algorithms to the application

domain: For JPEG2000, it has been proposed to invoke RoI

coding for the iris texture area [10] whereas the removal of the

image background before compression has also been suggested

(i.e. parts of the image not being part of the eye like eye-

lids are replaced by constant average gray [3]). For JPEG,

an optimisation of quantisation matrices has been proposed

to achieve better matching accuracy compared to the standard

values for rectangular iris image data [11] as well as for polar

iris images [8], [9].

The JPEG XR standard has only recently been investigated

in the context of biometric systems [12]. It has been found

to eventually represent an interesting alternative to JPEG2000

in iris recognition systems due to its simpler structure and

less demanding implementations in terms of memory and

CPU resources, while providing almost equal recognition

performance.

III. JPEG XR BACKGROUND

Originally developed by Microsoft and termed “HD Photo”,

JPEG XR got standardised by ITU-T and ISO in 2009 [13],

which makes it the most recent still image coding standard.

The original scope was to develop a coding scheme target-

ing “extended range” applications which involves higher bit-

depths as currently supported. However, much more than 10

years after JPEG2000 [14] development and 10 years after

its standardisation it seems to be reasonable to look for a

new coding standard to eventually employ “lessons learnt”

in JPEG2000 standardisation. In particular, the focus is on

a simpler scheme which should offer only the amount of

scalability actually required for most applications (as opposed

to JPEG2000 which is a rather complex scheme offering

almost unconstraint scalability).

JPEG XR is a transform coding scheme showing the clas-

sical three-stage design: transform, quantisation, and entropy

encoding. The transform operates on macroblocks consisting

of 16 (arranged in 4 by 4) 4×4 pixel blocks. The first stage of

the integer-based transform is applied to all 4×4 pixel blocks

of a macroblock. Subsequently, the resulting coefficients are

partitioned into 240 “high pass (HP) coefficients” and 16

coefficients corresponding to the lowest frequency in each

block. The latter are aggregated into a square data layout (4

x 4 coefficients) onto which the transform is applied for a

second time. The result are 15 “low pass (LP) coefficients”

and a single “DC” coefficient (per macroblock).

In fact, the transform used in JPEG XR is more complicated

as compared to JPEG, it is a so-called “two-stage lapped

biorthogonal transform (LBT)” which is actually composed

of two distinct transforms: The Photo Core Transform (PCT)

and the Photo Overlap Transform (POT). The PCT is similar

to the widely used DCT and exploits spatial correlation within

the 4 x 4 pixels block, however, it suffers from the inability

to exploit inter-block correlations due to its small support and

from blocking artifacts at low bitrates. The POT is designed

to exploit correlations across block boundaries as well as to

mitigate blocking artifacts.

(a) No compression (b) LBT=0

(c) LBT=1 (d) LBT=2

Fig. 2. Rectilinear example images.

Each stage of the transform can be viewed as a flexible

concatenation of POT and PCT since the POT is functionally

independent of the PCT and can be switched on or off, as

chosen by the encoder (this is signalled by the encoder in

the bitstream). There are three options: disabled for both

PCT stages (LBT=0), enabled for the first PCT stage but

disabled for the second PCT stage (LBT=1), or enabled for

both PCT stages (LBT=2). In recent work is has been shown

that surprisingly, no clear advantage of any of these options

with respect to recognition performance can be observed [12].
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(a) Extracted texture

(b) Iris Code

Fig. 3. No compression applied.

Fig. 2 shows sample images for the uncompressed case and

the three transform settings of JPEG XR (LBT=0,1,2) with

“uniform” quantisation parameter q = 100 (see below).

(a) Extracted texture

(b) Iris Code

Fig. 4. LBT=0, HD=0.35.

Figs. 3 - 6 visualise corresponding extracted iris textures

as well as computed Masek Iris Codes (see next section)

for the four settings shown in Fig. 2. When computing the

Hamming Distance (HD) to the iris code derived from the

uncompressed image in Fig. 3, we result in 0.35 for LBT=0,

0.403 for LBT=1, and 0.385 for LBT=2.

(a) Extracted texture

(b) Iris Code

Fig. 5. LBT=1, HD=0.403.

In this work we specifically focus on the quantisation

strategy in JPEG XR. After the LBT transform, the coefficients

in the DC,LP,HP bands are quantised by a (integer) value q in

the range 1 - 255. In the case of “uniform” quantisation (which

is the default setting), all three bands are quantised with the

same value. For controlling the amount of compression, q is

scaled but can only be of integer type. However, JPEG XR also

allows to apply different quantisation parameters for the DC,

LP, and HP subbands besides the uniform strategy (in any case,

the coefficients within one of these subbands are all quantised

with an identical value). This corresponds to giving different

emphasis to low frequency (DC band), mid frequency (LP

band), and high frequency (HP band) information, respectively.

The aim of this work is to optimise the quantisation pa-

rameter settings for the three DC,LP,HP bands in the context

of iris recognition instead of applying the default uniform

strategy. Results will also shed light on the question which

frequency bands do carry the most discriminative information

in iris imagery.

(a) Extracted texture

(b) Iris Code

Fig. 6. LBT=2, HD=0.385.

Since our experiments are focused on the evaluation of

those quantisation-related questions, we do not describe the

subsequent JPEG XR stages in the following, please consult

the standard or related publications with respect to these issues

[13].

IV. EXPERIMENTS ON OPTIMISING JPEG XR

COMPRESSION OF IRIS SAMPLE DATA

A. Iris Recognition and Iris Database

It is crucial to assess the effects of compressing iris samples

using a set of different iris recognition schemes since it can be

expected that different feature extraction strategies will react

differently when being confronted with compression artefacts

and reduced image quality in general.

Many iris recognition methods follow a quite common

scheme [15], close to the well known and commercially most

successful approach by Daugman [16]. In our pre-processing

approach (following e.g. Ma et al. [17]) we assume the texture

to be the area between the two almost concentric circles of the

pupil and the outer iris. These two circles are found by contrast

adjustment, followed by Canny edge detection and Hough

transformation. After the circles are detected, unwrapping

along polar coordinates is done to obtain a rectangular texture

of the iris. In our case, we always re-sample the texture to

a size of 512x64 pixels. Subsequently, features are extracted

from this iris texture (which has also been termed polar iris

image). We consider the following four techniques in this

work, which are selected to represent a broad variety of

different template generation concepts:

(1) A wavelet-based approach proposed by Ma et al. [17] is

used to extract a bit-code. The texture is divided into N stripes

to obtain N one-dimensional signals, each one averaged from

the pixels of M adjacent rows. We used N = 10 and M = 5

for our 512x64 pixel textures (only the 50 rows close to the

pupil are used from the 64 rows, as suggested in [17]). A

dyadic wavelet transform is then performed on each of the

resulting 10 signals, and two fixed subbands are selected from

each transform. This leads to a total of 20 subbands. In each

subband we then locate all local minima and maxima above

some threshold, and write a bitcode alternating between 0 and

1 at each extreme point. Using 512 bits per signal, the final

code is then 512x20 bit. Matching different codes is done by

computing the Hamming Distance.

(2) Again restricting the texture to the same N = 10

stripes as described before, we use a custom C imple-

mentation similar to Libor Masek’s Matlab implementation

(http://www.csse.uwa.edu.au/˜pk/student
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projects/libor/sourcecode.html) of a 1-D version

of the Daugman iris recognition algorithm as the second

feature extraction technique. A row-wise convolution with a

complex Log-Gabor filter is performed on the texture pixels.

The phase angle of the resulting complex value for each pixel

is discretized into 2 bits. Those 2 bits of phase information

are used to generate a binary code, which therefore is 512x20

bit (again, Hamming Distance can be used for similarity

determination).

(3) The third algorithm has been proposed by Ko et al. [18].

Here feature extraction is performed by applying cumulative-

sum-based change analysis. The algorithm discards parts of

the iris texture, from the right side [45o to 315
o] and the

left side [135o to 225
o], since the top and bottom of the iris

are often hidden by eyelashes or eyelids. Subsequently, the

resulting texture is divided into basic cell regions (these cell

regions are of size 8× 3 pixels). For each basic cell region an

average gray scale value is calculated. Then basic cell regions

are grouped horizontally and vertically (one group consists of

five basic cell regions). Finally, cumulative sums over each

group are calculated to generate an iris-code. If cumulative

sums are on an upward slope or on a downward slope these

are encoded with 1s and 2s, respectively, otherwise 0s are

assigned to the code. In order to obtain a binary feature vector

(to enable Hamming Distance computation for comparison)

we rearrange the resulting Iris Code such that the first half

contains all upward slopes and the second half contains all

downward slopes. With respect to the above settings the final

iris-code consists of 2400 bits.

(4) Finally, we employ the feature extraction algorithm of Zhu

et al. [19] which applies a 2-D wavelet transform to the polar

image first. Subsequently, first order statistical measures are

computed from the wavelet subbands (i.e. mean and variance)

and are concatenated into a feature vector. The similarity

between two of these real-valued feature vectors is determined

by computing the corresponding l2-Norm.

We used the CASIAv3 Interval dataset

(http://www.cbsr.ia.ac.cn/IrisDatabase.htm/)

in the experiments. It consists of NIR images with 320× 280

pixels in 8 bit grayscale .jpeg format (high quality) of 249

persons, where for many persons both eyes are available

which leads to 391 (image) classes overall.

For intra-class matches (genuine user matches), we con-

sider all possible template pairs for each class (overall 8882

matches), while for inter-class matches (impostor matches) the

first two templates of the first person are matched against all

templates of the other classes (overall 2601 matches).

B. Compression Techniques Settings

In JPEG XR quantisation, we aim at optimising the relation

among the quantisation parameters for the three subbands DC,

LP, and HP, i.e. we look for the triple q:r:s which provides the

best solution in terms of recognition performance (measured

in equal error rate (EER)). Since it is not obvious that there

exists a unique optimal solution independent of target bit rate,

we look for an optimal q:r:s triple with respect to a certain

target bitrate. Since the number of q:r:s triples is way too large

to be tested exhaustively, we have quantised the search space

into 18 DC bands, and 15 LP and 15 HP bands, respectively.

Still 4050 possible combinations need to be considered, but

this is more tractable compared to 255
3
= 16581375 triples

without quantisation.

For enabling a fair comparison between the various quan-

tised triples in the experiments, the same bitrate has to be

targeted for all configurations. While specifying a target bitrate

is straightforward in JPEG2000, JPEG XR suffers from the

same weakness as JPEG being unable to explicitly specify

a target bitrate. Therefore we have employed a wrapper-

program, continuously scaling the JPEG XR quantisation

triples (i.e. multiplication of all three components with the

same factor) to achieve a certain target bitrate (given in bytes

per pixel bpp). Since q,r,s can attain integer values only, target

bitrates are approximated as accurate as possible. In Fig. 7 we

show an example of approximating a target bitrate of 0.1968

bytes/pixel for more then 2500 images. On average we get

0.1966 bytes/pixel with a maximal deviation of +5.97% and

-6.21%.

Fig. 7. Rate adaptation approximation.

For experimentation, we use the official JPEG-XR reference

software 1.8 (as of September 2009) and for JPEG2000

compression, imagemagick 8.6.6.0.4-3 (employing libJASPER

1.900.1-7+b1) is used with standard settings.

The optimisation is done minimising the EER of the Masek

implementation by setting LBT=0 since this is the fastest

variant and there are no clear recognition advantages of using

LBT=1,2 [12].

The questions we want to answer with our experiments are

as follows:

1) Do the optimised settings outperform the “uniform”

JPEG XR default settings ?

2) Do the optimised settings outperform JPEG2000 ?

3) Do the optimised settings also generalise to other bitrates

(since they have been computed for a single target

bitrate) ?

4) Do the optimised settings also generalise to other feature

extraction schemes (since they have been computed for

the Masek Iris Code) ?
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C. Experimental Results

Fig. 8 shows computed tuples r:s, when all triples are

normalised with q = 1. Out of all considered 4050 r:s(:1)

triples, blue dots show configurations when the obtained EER

is at least 5% better as compared to uniform q:r:s, and red di-

amonds depict configurations with at least 15% improvement.

The target bitrate for the optimisation has been set to 0.19

bytes/pixel (filesize is 17 kBytes) for all experimental results

shown. Note that experiments with different target bitrates lead

to highly similar results with respect to the answers to the four

questions raised above, but of course not with respect to the

actual triples q:r:s computed.

Fig. 8. Result Distribution

We clearly note that the best triples are not close to the

uniform setting q:r:s = 1 but 1 < r < 2 and 2.9 < s < 4.

This means that the higher frequency gets, the more severe

quantisation should be applied.

Fig. 9 shows the results of two good q:r:s configurations for

varying the bitrate in compression (x-axis) and performing iris

recognition with the Masek Iris Code EER is plotted on the y-

axis). For a comparison, we plot the curves for LBT=0,1,2 with

uniform q:r:s and a curve obtained from applying JPEG2000.

For both configurations we observe that for the optimisation

target bitrate, the optimised q:r:s triple is clearly superior to the

“uniform” JPEG XR variants and also superior to JPEG2000.

However, this superiority does not at all extend to other

bitrates. The bitrate range where these triples exhibit better

performance is quite limited. This means that in an application,

specific q:r:s triples need to be optimised for different target

bitrates. The behaviour of those two configurations as shown

in Figs. 9.a and 9.b is very similar except for the the range

of bytes/pixel < 0.15. Here the better preservation of LP and

to a lesser extent HP data for q:r:s = 1:1.19:2.93 leads to

performance close or even better to JPEG2000 (see Fig. 9.a).

Note that for bitrates > 0.05, in many cases EER derived

from lossy compression is superior to the values computed

from uncompressed data - this effect has been observed in

many studies and is due to the de-noising effect of moderate

compression settings.

Finally, we want to answer the question in how far the good

results of the computed triples do generalise to different types

(a) q:r:s = 1:1.19:2.93

(b) q:r:s = 1:1.97:3.15

Fig. 9. Recognition with Masek Iris Code.

of feature extraction schemes and resulting Iris Codes without

explicit optimisation for the respective algorithms.

In Fig. 10, we compare the behaviour of the three re-

maining feature extraction techniques when applied to sample

data which have been compressed using the triple q:r:s =

1:1.97:3.15 – which has been optimised for the Masek Iris

Code at bitrate 0.19 bytes/pixel. We notice that for the target

bitrate, the EER values are fairly good for all three types of

iris codes. While for the Ma and Ko variants, the result is

better compared to JPEG2000 and all three uniform variants,

the Zhu variant is slightly inferior to LBT=2 only, but superior

to all other compression schemes including JPEG2000. So it

seems that this q:r:s configuration is able to preserve texture

information for the targeted bitrate very well, no matter which

subsequent feature extraction technique is being applied.

On the other hand, we notice again that the bitrate range

where this good behaviour is observed is actually quite limited

(except for the Ko Iris Code, where we see good results for

lower bitrates also). The specifically good results at bitrate

0.05 bytes/pixel for the Ko and Zhu feature extraction schemes

are probably due to optimal denoising behaviour at this

compression ratio for these two schemes.

V. CONCLUSION

We have found that optimising the JPEG XR quantisation

strategy leads to improved iris recognition results for a wide

range of different feature extraction types. The optimised strat-

egy does not only outperform the default quantisation strategy
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(a) Ma Iris Code

(b) Ko Iris Code

(c) Zhu Iris Code

Fig. 10. q:r:s = 1:1.97:3.15

but also iris recognition relying on JPEG2000 compression.

The observed behaviour is only found in a small range of

bitrates close to the target bitrate that has been used for

optimisation, however, the optimised parameters for a specific

feature extraction technique do also provide good results for

other types of Iris Codes. The general trend with respect to

the importance of different frequency bands is that as opposed

to the JPEG XR default configuration, middle LP frequencies

and even more pronounced high HP frequencies should be

quantised more severely compared to the low frequency DC

information.
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Abstract—The nature of adaptive multimedia presentation 

system within an e-learning environment is considered and the 

ability of such a system to add and remove fragments of a 

presentation discussed. The advantages and drawbacks of 

using learning objects are described and the ability to map an 

object to additional data identified as a means to provide links 

to other objects. The practical design of an adaptive E-

Learning system is then considered by first referencing two 

open source systems, (AHA and MOT), and then considering 

the requirements of a prototype system. The principle 

components of such a system are identified and the system 

structure outlined.  Relationships between principle entities in 

a presentation database are then discussed with the emphasis 

on adapting the content of the presentation by providing more 

or less detail. Links between learning segments are then 

discussed leading to consideration of the different types of link 

and how this is likely to affect the user experience. Finally, 

future issues are discussed leading to a consideration of the 

topics that would need to be evaluated in the use of the 

prototype system. 
Keywords – multimedia; E-Learning; learning objects; 

adaptive; ontology; education. 

I. INTRODUCTION 

Firstly, the paper considers the nature of adaptive E-

Learning with reference to the common components found 

in such systems.  The methods of adaptivity are then 

considered and split into two discrete mechanisms: 

navigational and content-level adaption, the latter being 

considered in the context of learning objects. The 

advantages of fragmenting a presentation are investigated 

and the benefits of interoperability and reuse are weighed 

against educational context and independence. The concept 

of wrapping the learning object in meta-data is introduced 

and using this data to provide links between the objects 

explained. Different link relationships are then defined and 

pre-requisite and co-requisite relationships discussed in 

detail. 

The practical design of a prototype E-Learning system is 

described where a multi-modal interface has been designed 

to allow different elements to be synchronized under one 

timeline to allow reinforcement of the content. The structure 

of  prototype E-Learning system is then described and the 

design of entities and the relationships between them 

identified. In particular, the relationships between the 

learning objects, (called segments), link segment and 

pending question entities are discussed. 

The mechanisms for adapting the presentation content 

are detailed and the formulation of an Adaptive Descriptor 

identified as a key element in the process of producing 

presentations with different levels of detail for different 

users. Next, the authorship of the content is approached with 

particular regard to populating the Segment Level Identity 

using a practical editing system for the segment. This 

editing system allows additional fragments of the 

presentation to be inserted or fragments of the presentation 

to be removed. By such action, different levels of detail can 

be created from a single segment. 

Lastly, the structure of these learning segments are 

considered within the context of knowledge-based 

ontologies. Characteristics of these segment maps are 

explored and the salient relationships between linking 

segments identified; particularly in regard to pre- and co-

requisite links. Conclusions are then given and 

characteristics of the prototype design itemised. Design 

advantages are listed with a view to being considered 

against the increased production time of these materials. 

II. ADAPTIVE E-LEARNING 

Generally, acknowledging the important relationship 
between individual learners and the material they are 
viewing has a long history. Shute and Towle, [10], note that 
the goal of aptitude-treatment interactions, (ATI), research is 
to provide information about learner characteristics that can 
be used to select the best learning environment for a 
particular student to optimise learning outcome. They go on 
to itemise four components of adaptive E-Learning: 

 Content Model, including a knowledge map 

 Learner Model, containing information about the 

user 

 Instructional Model, concerned with the 

presentation of materials 

 Adaptive Engine, which uses information from 

other models to drive the system 

Systems can access the learner in terms of domain-

dependent information and domain-independent 

information. The former gains knowledge of the learner 

through pre-tests and performance data and the latter keeps 

track of the cognitive abilities and personality traits of the 

individual. Systems concerned with adaptive instruction 

tend to base their adaptivity on assessments of emergent 

content knowledge or adjustments of material based on 
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learner styles. The latter is a less suitable criterion than 

cognitive abilities for making adaptive instructional 

decisions. 

It is true to say that research into adaptive hypermedia 

is at the crossroads of multimedia presentation and user 

modeling. Brusilovsky, [2], defines such systems as giving a 

presentation that is adapted specifically to the user’s 

knowledge of the subject and suggests a set of most relevant 

links to proceed further. The second part of the definition is 

really a type of navigational adaptivity where the learner is 

given a level of control of over what content to see. So, two 

distinct areas of adaption are created: content level adaption, 

often called adaptive presentation, and link level adaption, 

called adaptive navigational support. 

One interesting area that Brusilovsky identifies is the 

requirement to manipulate a presentation in certain ways 

according to the user needs. The information is offered in 

the context of canned text adaption and suggests 

applications can insert and remove text, alter fragments, 

stretch text, sort fragments and dim fragments. If the 

concept is extended to multimedia applications then these 

presentations can be manipulated in a similar manner. The 

fragments can be manipulated via an adaptive engine. This 

leads to the practical realization that presentations need to 

be reduced to fragments to allow these elements to be 

manipulated. These fragments are generally termed learning 

objects and there has been plenty of research around their 

use. 

A good example of adaptive navigational support 

offered by an application is AHA!, an open source adaptive 

hypermedia platform, [6]. The system uses adaptive linking 

to suggest content for the user. It makes use of prerequisite 

relationships between the learning objects to link related 

references ensuring that the user has the required knowledge 

base to understand a given link. In this manner the user 

makes decisions about the content they wish to learn. 
 

III. LEARNING OBJECTS 

 
The definition of a learning object is any entity, digital or 

non-digital, which can be used, re-used and referenced 
during technology-supported learning, [7]. Although the 
definition is easily understood and widely accepted, the 
advantages gained by splitting up a lesson into learning 
objects are somewhat controversial. One of the biggest 
benefits often sited are that these objects can be reused and 
repurposed, [1].  However, this interoperability and 
reusability may have been overstated in the past. McGreal, 
[9], points out the difficulties in taking a learning object and 
reusing it in a different environment.  This is principally 
because it is difficult to create learning objects independent 
of the context it was made in.  The likelihood is that the 
object bears the imprint of the ideology and culture it was 
produced in. 

Consequently, it is difficult to standardize a learning 
object and an object-oriented approach, as applied to 

software environments.  This is incongruous in the complex 
context of learning, especially when the learning material is 
based on narrow technical and specialized concepts. Despite 
the challenge, the concept persists driven by the joint goals 
of reuse and adaptivity. 

However, whilst learning objects may not be easily 
reused, segments of a similar content may be referenced and 
linked to provide the user with additional information. 

Boyle, [1], describes the learning object as a wrapper 

around this object. This wrapper describes the component 

structure of the object, and includes the descriptive 

metadata. The learning object is thus packaged in a standard 

container format. This packaged object can be stored in 

digital repositories. The metadata permits fast effective 

searches to retrieve learning objects suitable for a particular 

purpose. A direct link can be made to the idea of learning 

objectives in pedagogical theory. This mapping suggests 

that each learning object should be based on one learning 

objective or clear learning goal, which links back to the 

original definition. 

The design of the learning objects should be considered 

carefully to ensure they have minimal bindings to other 

units, (as well as being as context-free as possible). Even 

Boyle, [1], admits that this decoupling of learning objects is 

a considerable challenge and notes that this may be at odds 

with providing rich, integrated learning experiences. One 

way round this problem is to create a compound object 

consisting of two or more independent learning objects that 

are linked to try to achieve a richness not available to a 

single object, whilst maintaining a significant basis for re-

use. 

IV. THE LINKING OF LEARNING OBJECTS 

 

In fact, the linking of learning objects goes further than 

this and a particular syllabus may be defined as a linked 

series of these objects. Indeed, much of the research on 

developing E-Learning systems over the last five years has 

concentrated on these links.  In the design of the open 

source adaptive hypermedia platform AHA!, (Adaptive 

Hypermedia Architecture), De Bra et al., [6], describe how 

the system has been designed to use adaptive linking to 

suggest content for the user. It uses, what they term, 

prerequisite relationships to link related references and 

form a path through material. The system is capable of 

selecting and presenting information content based on the 

user’s previous actions which are processed and stored in a 

user model.  The system selects and annotates the links in a 

way that guides the user towards the most relevant 

information.  In this way, navigational adaptivity is 

provided and the system builds concept relationships 

between the objects. 

Once the learning material has been segmented into 

individual learning objects, two aspects become important 

for the presentation of these materials. Firstly, a lesson can 

be considered to be a chosen sequential set of these 
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segments and secondly that any segment presented may, to a 

lesser or greater degree, be connected to another segment in 

the learning repository. These two elements become 

essential to the development of any E-Learning system. 

Authoring a lesson to be presented becomes a process of 

choosing already available segments from the repository and 

creating new segments for areas not available. The 

presentation system then needs to be provided with a set of 

links to other relevant segments that the student may find 

useful and optional decide to view. The data in the 

repository needs to be mined to find the relevant links to 

each segment within the lesson. 

Whilst pre-requisite links will allow the user to create a 

path through a series of segments, it is also useful to provide 

the user with the ability to view co-requisite links as well.  

These links to segments that are close in content to the 

viewed segment and provide the user with the ability to 

view segments in some way connected to the current 

segment to provide reinforcement and to see the same topic 

from a different perspective. Figure 1 shows how this can be 

implemented on a practical system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  An Adaptive Linking Dialog showing Pre- and Co-requisite 

Connections. 

The linked segment entries are ordered by a strength 
metric, (in brackets). This allows the strength of the link to 
be graded with some indication of the closeness of the topic 
covered by the other segment. When linked segments are 
selected they can be played and are shown within the context 
of the lesson they were designed in. This context may well 
be different from the original segment, but as such provides 
the user with a fuller picture of topic. 

V. THE PRACTICAL DESIGN OF AN E-LEARNING SYSTEM 

 
In practice, realization of all these concepts gives rise to 

two distinct functions of any E-Learning system. These are 
the authorship of materials and delivery of these materials. 
Cristea et al., [4], describe an attempt to combine two 
hypermedia systems, authoring with MOT, (My Online 
Teacher), and delivery with AHA. MOT uses domain 
mapping to structure and organize the resources. It uses 
adaption rules to build an assembly language of adaption. 
Concept weights, (meta-data), are then used to alter the 

presentation and make it adapt to a particular user.  These 
weights can represent different measurable aspects of a 
learning fragment like difficulty or importance.   
 

A Common Adaption Format, (CAF), sits between the 
two systems to convert data from MOT into a form 
understood by AHA.  This is expressed as an XML 
document.  In this manner the systems attempt to establish a 
common platform and format for the representation of 
adaptive educational hypermedia: an extremely important 
goal if learning object re-use is to become a practical reality.  

 

VI. THE DEVELOPMENT OF A PROTOTYPE E-LEARNING 

SYSTEM 

 
With current computing power there is rarely a problem 

with delivering rich multimedia content. One of the main 
issues that requires careful consideration is the 
synchronization of the different media that go to make up the 
presentation. Languages like SMIL, [3], seek to remedy this 
by providing a language to allow multimedia components to 
be synchronized and presented together. Although the 
presentations produced this way are impressive, authorship is 
complex.  

A prototype development system was designed, [5], with 
these requirements in mind allowing multiple units acting 
together to reinforce the overall delivery. 

 

Figure 2.  Screen Layout of a Multi-focus E-Learning System. 

This has been developed and Figure 2 shows the screen 
layout of the enhanced system. Here, seven elements are 
synchronized to act from the same timeline. Element A is a 
list of segments, (learning objects), that form a lesson and 
forms a selectable table of contents for the presentation. B 
provides a selectable display of linked segments that can be 
optionally viewed by the user. C provides the user with 
buttons to increase or decrease the level of detail of the 
presentation. D is the viewing panel for the audio-visual 
material and E is the timeline control area. This section gives 
the temporal control of the presentation and also allows the 
user to ask textual questions. These can be accessed by the 
segment author and additional presentations created to 
answer the question. When an answer is published it can be 

96Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-195-3

MMEDIA 2012 : The Fourth International Conferences on Advances in Multimedia

                         105 / 169



viewed by all users in area F and thus this area is filled with 
frequently asked questions for the currently playing segment. 
When a question is selected, the solution presentation plays 
temporarily interrupting the current content for the span of 
the answer.  Area G contains incrementally loading HTML, 
(iHTML). Here the content, text and images, is displayed 
and reveled in real-time, synchronized with the main 
presentation in a similar manner to subtitles. Each block, (or 
paragraph), of the HTML code is not displayed until a 
specific time is reached in the presentation.  

With the publishing of answers to previously asked 

questions, during the life of the presentation more questions 

are likely to be asked and therefore the presentation matures 

over time. This provides more supplementary information 

useful to a learner viewing the presentation for the first time. 
 

VII. THE STRUCTURE OF AN  E-LEARNING SYSTEM 

 
Once the decision in establishing the segment as the heart 

of an E-Learning system has been made, the rest of the 
system can be designed around it. Entities including the user 
and materials, to test the user knowledge, can be included in 
the E-Learning database. 

 

Figure 3.  A Prototype E-Learning Structure. 

In the development of the materials the educational 
concepts must be isolated from a lesson of a course and 
developed into learning objects. The syllabus of a lesson 
consists of an ordered set of concepts and a course is an 
ordered set of lesson. Each concept is formed into a segment. 
Initially, a segment contains audio-visual resources required 
for its presentation. This entity is then given a set of 
attributes including the name of the AV file that contains the 
presentation. This information can be accessed by 
independent engines that could be looking for links between 
segments. The algorithm to identify these links could be 
complex but the end result is simply to record the link 
between two segments in the LinkSegment entity and record 
a strength attribute that gives an indication of the strength of 
the link between the two segments. The PendingQuestion 

entity records the student question linked to a segment for 
access by the author of the segment to provide an answer. 
Once answered the question becomes another segment linked 
to the first with a maximum strength value. 

 

 
Figure 4.  Relationships between a Learning Segment, LinkSegment and 

PendingQuestion entities. 

VIII. ADAPTING THE E-LEARNING PRESENTATION 

 
To make a segment adapt to the user’s needs during 

presentation the author must also determine parts of the AV 
presentation that will be viewed at different levels of detail. 
By providing these different levels each segment becomes 
adaptable. During a presentation, the user can be presented 
with the segment information at a preferred level of detail. 
The user can then alter this level to provide more or less 
detail during the presentation. The system can record these 
levels and change these levels based on other information in 
the database including the results to tests linked to the 
segment.  Thus, the system adapts to the user needs by 
presenting the material at the correct level of detail. 

Thus, more or less detail can be created to a standard 
form and adaptively chosen for the user. A textual code is 
used to allow the system to piece together the presented form 
for the level chosen and acts as an adaptive descriptor for the 
segment. This is shown in Figure 5. Part (a) shows the media 
file being played as it was recorded from frame 0 to 200. The 
control text simply gives the end frame so that additional 
fragments are not played at the end of the file. Part (b) shows 
fragments of the media file being left out to create a less 
detailed presentation. Here, fragments B and E are left out of 
the presented sequence. The control text indicates which 
frames are to be removed. It also includes the end frame. Part 
(c) shows more detail being added to the presentation by 
substituting the larger fragment G in between C and D, (at 
time 80). Here, more detail can be added to specific parts of 
the file and therefore particular concepts are elaborated 
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within the segment. These additional fragments are added to 
the end of the media file and can be additionally recorded at 
the time the presentation is made. The adaptive descriptor 
marks the frames to be removed and the frames to be 
substituted. Thus, a single media file is used for all levels of 
detail and adaptively presented by use of the set of 
descriptors for each segment at different levels.  

 

 
 
 

(a)  Normal level of detail, (as recorded). Segments A to F are 
played sequentially 

 
 

 
 

(b) Less detail in presentation. Segments A, C, D and F are 
played sequentially 

 
 
 
 
 
 
 
 
 

(c) More detail in presentation. Segments A, B, C, G, D, E and 
F are played sequentially 

 

Figure 5.  Three levels of detail from a single audio-visual fragment. 

The relationship between Segment and the SegmentLevel 
entities is shown in Figure 6.  

Figure 6.  Relationship between a segment and levels of detail. 

The attributes of the latter entity consist of the adaptive 
descriptor, a total value for duration of the segment at that 
level and a marker for the author’s preferred starting level. 
The duration is calculated at the authorship stage in order 
that, when presented, the total duration of the lesson can be 
calculated easily by adding all the segment durations at each 
particular level. 

The practical consequence of this editing process is to 
populate the Segment Level Entity as shown in Figure 7.  

 

Figure 7.  Display of data within the Segment Level Entity. 

Here, in the left hand column, 9 segments are shown with 
an ID from 1 to 9. For each segment, levels are shown from 
0 to a maximum value in the next column to the right. The 
middle column shows the adaptive descriptor with elements 
separated by a semi-colon. Duration, (in seconds),  for each 
level of detail are given in the next column and it can be seen 
that the higher the level, the less time the content lasts for. 
This is because at each increasing level part of the 
presentation is removed according to the editing process used 
by the author that formed the data. The right hand side 
column shows which level is preferred by the author as a 
default level. This level may be changed by the user, and 
remembered by the database, but this will be the level 
viewed by this particular user the first time they encounter 
this content. 

The highlighted second row of the table indicates the 
preferred level of segment ID 1. The segment will be shown 
at this level of detail by default. The user can reduce the 
level of detail, for example if the material is familiar to them, 
by selecting the ‘Less’ button. In this case, the segment will 
now only be 85 seconds long and a portion of the 
presentation will have been removed. If the user pressed the 
‘More’ button instead, the level would decrease from 1 to 0 
extending the presentation to 165 seconds. The difference in 
each level of the segment is contained in the adaptive 
descriptor and in each case as the level increased, part of the 
presentation was removed. For example, in the case of 
moving from level 1 to 2 an additional element ‘D85,110;’ is 
added which has the effect of removing 25 seconds from the 
presentation and therefore the duration reduces by 25 
seconds. By editing the 25 seconds out of this level the 
author has made the decision that this portion of the 
presentation was not required at this level. The user can alter 

Text: S0;D20,60;D110,120;E200 

A     B       C         D      E        F             G 

END 

  0       20         60       80         110 120               200            250 

A     B       C        D      E         F             G 

END 

  0       20         60        80         110 120               200            250 

A     B         C        D    E        F              G 

END 

  0       20         60          80       110 120               200           250 

Text: S0;E200   

Text: S0;I80,200,250;E200 
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the level of detail, by selecting the more or less buttons,  if 
this turns out to be important, but in this manner the 
presentation is less likely to contain unnecessary detail, but 
be pitched at the correct level.  

 

IX. AUTHORSHIP OF AN ADAPTIVE PRESENTATION 

 
Authorship of such a system relies on the choosing 

fragments on a temporal basis and marking sections to be 
excluded or included at a particular level. A particular lesson 
presentation is driven from a sequential set of segments. 
Each of these segments has additional data connected to the 
AV file and an adaptive descriptor allows these additional 
elements to be synchronized with the original AV file. Once 
the AV files have been collated, the author must mark on a 
time scale fragments of the segment to be deleted and 
inserted at a particular level. The adaptive descriptor is then 
created for each level and the SegmentLevel entity populated. 
The adaptive descriptor can also be used to mark times 
within the segment presentation to display the iHTML 
elements to allow them to synchronise with the main audio-
visual element. Playback is then controlled by the adaptive 
descriptor with the playhead being moved ahead in real-time 
to skip over a section or moved to a completely different 
time to allow more information to be inserted. 

Creating the descriptor consists of the author selecting 
the segment and this can be played in the system. In this 
creation mode a new set of editing functions are accessible to 
allow sections to be marked for insertion and deletion 
together with the ability to mark in time when iHTML 
paragraphs are to be displayed. A mechanism for doing this 
is shown in Figure 8.   

These activities are done at each possible level and the 
author can create new levels, change the current level and 
mark a preferred level. This is used as a default level for a 
presentation if no additional information is in the database.  

Generally, the original presentation will contain the 
maximum level of detail and new levels will delete selective 
sections to provide less detail, but the author may add 
addition sections with more detail if required. Once the 
process is complete the author publishes the segment and the 
adaptive descriptor is created for each level and the 
SegmentLevel entity populated for each level.  

 

 
Figure 8.  Editing functions for a segment. 

The duration of each level is also stored so that the 
overall duration of a presentation can be calculated quickly. 
This value will change due to the choice of levels at each 
segment. The time bar reflects these changes in real-time as 
changes of level are made by the user. 

X. THE STRUCTURE OF LEARNING SEGMENTS 

 
There has been much work done on the structure and 

classification of knowledge. Since the Dewey Decimal 
system we have tried to position the vast and varied 
segments of knowledge into some kind structured network. 
Just like placing a book on a particular shelf in a library, 
ontologies seek to place nodes of knowledge onto a two 
dimensional map.  

Holohan et al., [8], note that the combination of these 
ontologies with learning objects provide a powerful means to 
creating adaptable educational presentations. Authors can 
select and customise new or existing subject ontologies and 
employ a certain teaching and learning strategy in the 
generation of learning objects.  They can also configure 
systems to offer strictly sequenced presentations to students, 
or to allow also varying degrees of free student navigation, 
based on the runtime incorporation of domain ontologies.  
Students in turn can take the generated courses in the 
preconfigured delivery environment, and this delivery is 
dynamically customised to the individual students’ 
preferences and constantly monitored learning track.  

There have been many different approaches to 
developing a structure and framework for this and 
mathematical systems have been and are being developed to 
map segments into a meaningful array providing information 
on the relative proximity of neighbouring segments. This, in 
turn, leads to providing an automatic metric for linked 
segment strength.  

In this context, it is useful to define some characteristics 
of these segment maps. Figure 9 shows four types of 
relationships between learning segments and identifies 
different relationships between these objects. 

Figure 9.  Relationships between segments in a knowledge database. (a) a 

lesson, (b) co-requisite linking, (c) twisting lesson paths and (d) question 
segments. 

Part (a) shows that a lesson can be defined as a pathway 
through a set of segments, where the previous segment is a 
pre-requisite of the next. Branches off this path may exist, 
(and be given to the user as alternatives), but, at some stage, 
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a decision is made about the “preferred” route. Part (b) 
shows co-requisite linking between segments belonging to 
different lesson paths. By giving the user a link to the other 
lesson path the idea of lesson cross-talk occurs, where a user 
jumps across to another lesson path. This can carry on 
indefinitely provided enough lesson paths contain links.  Part 
(c) shows that lesson paths may cross each other and the 
segment belonging to both lessons may have an elevated 
status as a result. Lastly, part (d) shows the relationship 
between a lesson path and segments created to provide 
solutions to questions raised by these segments. Effectively, 
a single solution segment is an orphan as it does not belong 
to any independent lesson path. However, is very tightly 
bonded to the original segment and may be part of a path 
created by users asking further questions about solutions 
given. This is, in fact, how an on-line discussion forum 
already works. It can be noted too that pre-requisite links, 
(including solutions to questions), are unidirectional, while 
co-requisite links are bidirectional. 

 

XI. CONCLUSIONS AND FUTURE ISSUES 

 
A method for allowing different levels of detail of a 

single learning segment to be adaptively displayed has been 
described together with an interface to allow the user to 
optionally select linked segments and frequently asked 
questions. The user can also submit questions to be answered 
by the segment authors to add to this set. Different 
algorithms can then be experimented with to provide these 
links with an appropriate strength metric. The diversity of 
approach and context of closely related segments can only 
serve to provide the user with different learning approaches 
to similar subjects. By splitting the presentations in smaller 
segments the relevancy to linked segments is likely to 
increase. The downside is that it is unlikely that presentations 
will be produced by simply selecting segments from the 
database and will generally require a larger presentation to 
be split into smaller units based on pedagogy. In this manner, 
continuity between segments is preserved. However, if 
lessons are formed from a series of co-requisite segments 
selected from the database by some engine then problems 
with continuity may arise if the segments are created by 
different authors or different contexts. Even this aspect is not 
simple as discontinuity of delivery within a lesson is not 
always a bad thing. It is often used as a tool to assist 
concentration and refresh the learner. 

The separation of longer audio-visual files into smaller 
segments, adding data to these segments and then marking 
sections to provide different levels of detail all add to the 
production time of a presentation. There needs to be clear 
benefits that offset this extra effort.  These immediate 
benefits are likely to be felt by users of the system in 
following areas: 

 the ability to ask questions, 

 to gain access to answers for other users’ questions, 

 to be able to increase and decrease the content detail, 

 the ability to branch to other linked segments, 

 to allow engines to trawl through the learning database 
and create links between segments automatically. 

The secondary benefits are likely to include the 
advantages of designing a lesson or course with access to a 
central coordinated digital repository of segments that are 
conceptually linked and the ability to use data held in the 
user model to make decisions about the level of detail 
required for a segment for a particular user. These benefits 
increase with an increase in the number of users: using the 
system to learn or to author segments.  

A prototype design has been developed and the next 
stage is to evaluate its effectiveness with a view to 
determining if the time taken to produce the materials in this 
manner is justified. 
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Abstract---In this paper, a rectification procedure necessary for 

obtaining a quality stereoscopic 3D effect, is presented. 

Rotation rectification is necessary due to misalignment of the 

pair of image sensors. In particular when the misalignment 

angle is, greater than 0.7 degrees, the perceived quality of the 

final 3D stereoscopic image is degraded. This paper offers a 

low-power, mobile, multi-core solution. 

Keywords - stereoscopic 3D; rectification; VLIW;  multi-core 

I. INTRODUCTION 

In this paper, a rectification procedure necessary for 

obtaining a high quality stereoscopic 3D effect, will be 

presented. The 3D effect is obtained by taking two identical 

pictures, of the same scene, with two identical image 

sensors, which should be coplanar and with parallel axis. 

The distance between the two sensors should match the 

average interoccular distance (63 - 65 mm) [1]. Although 

the problem of rectification and/or calibration of cameras 

has been well covered in Computer Vision literature [2] [3] 

[4], this paper offers a low-power, mobile, multi-core 

implementation.  Even though, in theory, the camera sensors 

are considered to be coplanar, parallel and having the same 

rotation angle, but due to the manufacturing process certain 

errors can be introduced.  

The rectification of these errors is what this paper 

addresess. The first set of rectifications needed, have to do 

with component placement. Even a component placement 

tolerance of +/- 0.1 mm (or even 0.025 mm) would 

introduce noticeable vertical offsets, which need to be 

corrected. The second problem refers to the fact that a 

certain physical rotation of the sensors is possible. Starting 

at an angle of 0.7 degrees, the rotation becomes apparent to 

the viewer, introducing discomfort. The second set of 

rectifications, are sensor dependent and involve colour gain, 

white balance, focal range, lens distorsions, to name just a 

few.  

The next section will go into more detail about 

stereoscopic 3D, continued by a short presentation of 

Movidius’ platform, on which the rotation rectification was 

implemented. 

 
 

Figure 1. Stereoscopic 3D © 2010 CyberLink Corp. 

 

The results section will describe the achieved 

performance. The entire test process will be presented 

afterwards. Finally,   conclusions will be drawn. 

II. STEREOSCOPIC 3D 

Each eye offers a different perspective of the same 

visualized scene. That is because the eyes are situated at a 

certain distance, known as interocular distance. This fact 

will become important later on [1]. Now, an interesting fact 

is that only one image is perceived, not two. This is due to a 

process called stereopsis, which takes place in the mind. 

The word stereopsis comes from the Greek words stereo, 

meaning solid, and opsis, meaning sight. Besides the two 

dimensional image depth, distance can also be perceived 

[6]. How can depth and distance be inferred from two 

slightly different 2D images of the same scene, captured by 

two sensors? This is done through depth cues. Depth cues 

can be monocular or binocular. Monocular cues are 

perspective, relative size, occlusion, lighting and shadows, 

relative motion. Perspective refers to the fact that as 

distance grows objects get smaller. Relative size has to do 

with the proportions of known objects, for example a mouse 
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is smaller than a cat. Occlusion is the blocking of view of 

one object by a second, which is considered to be in the 

foreground. Lighting and shadows can indicate if an object 

is sitting on a surface. Objects further away seem to move 

more slowly than objects in the foreground [7]. This would 

represent relative motion. When it comes to binocular cues 

there are three relevant factors: parallax, accommodation 

and convergence. Parallax refers to the fact that each eye 

sees a different image. A more detailed explanation will be 

provided in the next subsection. Accommodation is the 

muscle tension needed to change the focal length of the eye 

lens in order to focus at a particular depth. Convergence is 

the muscle tension required to rotate each eye so that it is 

facing the focal point [8]. 

A. Parallax 

Interocular distance is sometimes referred to as retinal 

disparity. Parallax and disparity are similar notions, 

disparity is measured at the eye level while parallax is 

measured on the display screen, as the distance between two 

corresponding points in the left and the right view. Parallax 

can be classified in 3 categories as seen in Fig. 2. Zero 

parallax, when the eyes converge on the plane of the screen. 

In other words, the optical axes intersect in a point on the 

screen. Next category would be positive parallax, when the 

parallax value is close to the value of the retinal disparity 

and the optical axes are parallel. In this case, an object 

would appear to be “inside” the screen. Negative parallax 

refers to the situation when the optical axes intersect in a 

point in front of the screen. In this case the objects would 

appear to be “in front” of the screen [9]. 

 

B.  Accomodation / Convergence 

 

This can be more easily explained through a short 

example. When you focus on an object 1 meter away from 

you, two things happen. Your eye changes shape or 

accommodates so that the focal length becomes 1 m and 

your eyes move so that their axis converge on the object. 

For a graphical representation see Fig. 3 [10].                             
 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 2. Parallax Classification. 

 
 

Figure 3. Accomodation / Convergence. 

C.   Viewing stereoscopic 3D 

How to display and view stereoscopic images? The 

simplest method would be to obtain an anaglyph image, 

which with classic red/cyan glasses, can be viewed on any 

type of display. Putting it in simpler terms, all that is needed 

is to overlap the two images, taking into consideration the 

parallax value. The red/cyan glasses will filter part of the 

colour spectrum, so that each eye sees the corresponding 

image, left or right. Because the glasses filter a large portion 

of the colour spectrum, the viewer experiences a limited 

colour palette. This problem has been solved with polarized 

glasses, such as those currently employed in Movie 

Theatres. The latest commercial technology involves Frame 

Sequential Displays, paired with active shutter glasses. 

These displays show in an alternate fashion one frame for 

one eye and the next frame for the other eye. They need to 

have a 120Hz refresh rate to avoid flicker. The shutter 

glasses are synchronized with the display so that the correct 

frame is displayed at the right time [7].   

III. MOVIDIUS PLATFORM 

The algorithms for the rectification of the rotated sensor, 

have been implemented on a Movidius  8 core SoC (System-

on-Chip) with a VLIW (Very Long Instruction Word) 

architecture. The Movidius SoC has 8 DSP (Digital Signal 

Processor) cores with a VLIW architecture and one RISC 

(Reduced Instruction Set Computer) core used for control of 

the DSPs and peripheral system. The SoC is intended for use 

as a coprocessor to main host processor on a mobile 

platform. Most Image Processing algorithms display a lot of 

SIMD (Single Instruction Multiple Data) operations, 

processing more than one pixel at a time. The Movidius 

platform really shines when it comes to SIMD operations. 

Another plus of Movidius’ platform, when it comes to Image 

Processing, is the presence of multiple cores. One could split 

an image into a batch of lines and apply the same algorithm 

on them, significantly reducing processing time.   
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Figure 4. Movidius SOC. 

 

IV. ROTATION RECTIFICATION 

 As previously stated, the rectification process requires 

two main stages. The image - based computation of the 

rotation angle of the sensor and the actual rectification 

process. In the next subsections these two stages will be 

presented in a more detailed fashion. 

A. Angle Computation 

There are two methods to determine the rotation angle. 

The two algorithms make use of interest points, the points 

used to compute the parallax. In other words, using a feature 

extraction algorithm, such as the Harris corner detector, on 

one of the images and then use SAD (sum of absolute 

differences) to find matching points in the other image. 

Only after these points have been found can the angle 

computation algorithm begin. The rotation angle is 

considered to be relative to one of the images. One method 

requires the selection of 8 interest points: four, with the 

highest horizontal distance between them, and the other four 

with the highest vertical distance. Once these eight points 

have been selected, for each group of four points all the 

possible lines they can form, are determined. Having the 

line equations, the angle between this line and the 

corresponding line in the other image, can be obtained. The 

obtained angle values are then averaged, with weights, 

obtaining a single value that represents the angle between 

the two images. The second approach is based on finding 

the minimum area convex polygon with the interest points, 

either being on the polygon edges or inside its area. This can 

be done with a complexity of O(N * H), where H is the 

number of points of the polygon. Considering the polygon 

edges as vectors, they are summed up. The same is done on 

the second image’s polygon. Thus, the relative rotation of 

the image will be the angle between the two resulting sum 

vectors. 

 
 

           
 

Figure 5. Rotation Compensation. 

 

B. Rotation Rectification 

The most basic way to do this would be to rotate the 

image back. The main problem with this solution is that area 

loss occurs, in the four corners. The loss of information is 

directly proportional with the rotation angle. For a sensor 

rotation not larger than 0.7 degrees this loss is negligible. A 

useful area is defined as the largest area that can be rotated 

without area loss. The actual rotation is done only on this 

area and then the area is resized back to its original 

resolution. The actual useful area can be determined by 

finding the width and height of the area and the coordinates 

of the top left corner, using the following equations. 

 

  
              (1)  

 
 

        
         (2) 
 
 

 
 
 

                                                        (3) 
 
 
 

, where 

 

H-Height W-Width θ - rotation angle    

Hu -useful height Wu   - useful width 

 

The equations can be easily obtained by looking at Fig. 5. 

To facilitate efficient implementation, an algorithm was 

sought that could be easily parallelized and would work in-

place when accessing memory. Alan Paeth’s rotation by 

shear algorithm was chosen [11]. According to this algorithm 

a rotation can be obtained by three shear operations. With 

reference to Fig. 6 and equation (7) the first shear is done on 

one of the axis (shearX(α)), the next one on the other axis 
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(shearY(β)), and the third one on the first axis, (shearX(γ)). 

Alternatively one may also construct this operation with two 

Y-axis operations, and one X-axis operation if more 

convenient. A two-dimensional shear operation has the 

following matrix representation, one for each axis [12]. 

 

ShearX(α)=[1α;01]                                                         (4)  

 

ShearY(β)=[10;β 1]                                                        (5) 

 

Starting with the familiar rotation matrix,  

 

 Rot(Θ)=[cos(Θ),-sin(Θ); sin(Θ), cos(Θ)]                     (6)  

 

, expressing this matrix to the product of the three shear 

operation matrices equation (8) is obtained.  

 

shearX(α)shearY(β)shearX(γ)=Rot(Θ)                          (7) 

 

[1α;01][10;β1][1γ;01] = [1+αβ,α+γ+αβγ;β,1+βγ]         (8)  

 

Solve for α, β, γ in terms of Θ and obtain: 

 

α=γ=-tan(Θ/2)   β = sin(Θ)                                             (9) 

 

Taking into consideration that the maximum rotation 

angle is 0.7 degrees, for an image with height H, width W 

and rotation angle α, the total area loss can be determined 

with the following formula: 

 

 2*H
2
*tan(α/2) + W

2
 * sin(α)                                        (10) 

 

   

                      

                 Figure 6. Rotation by Shear. 

 

    Figure 7.  Perfomance Test (clock cycles / no of cores). 

 

V. RESULT 

The goal of this solution, was to enable the streaming of  

HD (High Definition) 3D stereo content at 30 fps (frames 

per second). The HD resolution achieved was HD 720p 

(1920x720). The rotation rectification was necessary due to 

the fact that the 3D stereo algorithm employed, considered, 

both cameras, to have the same parameters. Due to 

manufacturing errors this was not possible so this solution 

became imperative. The implementation and testing was 

done on Movidius’ MV117 development board, equipped 

with a Myriad SoC, clocked at 180 MHz. The Myriad SoC 

is a low-power, multi-core, mobile solution, enabling  

mobile phone manufactures to bring 3D stereo to the mobile 

world. An in place 3-stage rotation implementation was 

chosen, for both memory and computational efficiency. This 

also facilitates data parallel processing so the algorithm may 

be easily split across a number of processing cores. The 

input image may be segmented into batches of lines, which 

can then be processed in parallel. In this case, the number of 

lines used was 9. A series of tests were performed in order 

to obtain the optimum number of cores, to use, in a real-time 

scenario. For this, the clock cycle count was measured as 

the number of cores was increased. The obtained 

measurements can be found in Fig. 7. 

VI. CONCLUSION 

In this paper, it has been shown that many problems 

must be addressed for a quality stereoscopic 3D image. 

These problems arise, due to differences in camera sensors 

and manufacturing placement errors. Although two sensors 

are identical, because of the manufacturing process they 

differ in small but essential points for stereoscopic 3D. One 

such difference was the incorrect rotated PCB (Printed 

Circuit Board) placement of the sensor. By using Movidius’ 

platform, it becomes clear that a software implementation, 

on a powerful multi-core, mobile, low-power architecture 

can handle well stereoscopic 3D video content, at HD 720p 

resolutions. 
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Abstract—Through ages, storytelling has been used as one of 

the main ways for transferring knowledge and learning. We 

envision the use of shared narratives as a new kind of social 

media that empowers the collaborative creation of vast 

narrative worlds. For this reason, we identified existing 

information systems related to storytelling, and evaluated how 

they support multi-authored non-linear narratives. Then, we 

conducted a pilot experiment to understand the user 

interaction model with shared narratives more profoundly. 

This model was consequently used as a premise for designing a 

prototypical narrative system called CrossTale, which was 

evaluated to assess the generated user experience. We discuss 

how the results of these experiments show that shared 

narratives have the potential of becoming a distinct type of 

interactive medium supporting a new genre of user experience.  

Keywords-shared narratives; information systems; user 

experience. 

I.  INTRODUCTION 

Traditionally, storytelling (from mythological parables 
through literature classics to modern literary fiction best-
sellers) has been associated with the oral and written media, 
the first two channels of information transmission to appear 
in human history. Since then, different models of cultural 
expression had appeared, and those modalities had taken 
profit of technical advances giving birth to the main 
contemporary narrative vehicles such as novels, cinema, TV 
series or comic-books. All those kinds of narrative mediums 
share the trait of linearity, which suits the temporal causality 
of classic narratives. In spite of that, several experiments 
about experiencing narratives in a non-linear way were done 
(e.g., Moholy-Nagy “total theater” [1] and Borges’ tales [2]). 
With the apparition of digital media, new opportunities arise 
for creating and experiencing narratives in new ways. 

Many comtemporary works focus on understanding and 
modeling storytelling as an interactive experience. Mehan’s 
Talespin [3] is a pioneering approach for automatically 
generating stories from atomic parts, and is an instigator of a 
larger body of research focusing on computer-generated 
narratives. On the other hand, other works studied narrartives 
from an HCI perspective, placing user interaction at the 
center: Brenda Laurel’s work on interactive fictions, 
impacting HCI as a discipline by underscoring the properties 
human interaction with information [4]; and Chris 
Crawford’s work on interactive storytelling [5], which 
addresses aspects of game design. A wide range of  actual 
works focus on models for creating non-linear narratives [6] 
[7], but to the extent of our knowledge they don’t adress this 

task from the perspective of user experience and the study of 
the user’s understanding of non-linearity. 

We define a shared narrative space as a set of units or 
scenes each representing a step in a given direction of 
developments, and connected organically to form a non-
linear story. It is a ludic and cultural medium of expression 
and communication, created, developed, and maintained 
through the collaboration of multiple users. It is composed of 
a story and a discourse (storytelling). The story consists of a 
setting in time and space, characters, and events (or plots). It 
is usually thematically unified and logically coherent. Its 
elements are connected through cause and effect relations, 
thus temporal order is meaningful [8].  

This non-linear medium is comparable to the real 
development of events: multiple stories are happening at the 
same time, and each can be told from different viewpoints. 
This points towards the suitability of non-linear narratives 
not only in developing fiction, but also as a way of sharing 
information like in online networks (e.g., forums, chats, and 
communities of creators). Theoretically, the content of social 
networks could be considered a narrative based on the 
sequential groupings of threads as scenes. Each forum thread 
could be regarded as one linear development inside a bigger 
story, and parts of the thread could belong to different ones 
as a cause of this inter-relation. However, the relations 
between threads are usually vague or inexistent, and there is 
a need for a global connection between them to provide 
thematic unification and overall coherence.  

Our purpose is to define the adequate system concepts 
and design to represent and interact with non-linear 
narratives. Therefore, we developed two empirical 
experiments with paper-based and implemented digital 
prototypes to extract and understand the user’s mental model 
of interaction with a narrative space, as a basis for the 
development of modern interactive systems for narratives. 

This paper is structured as follows. First, we present six 
major types of information systems related to storytelling, 
and evaluate their support for shared narratives as a medium 
of social interaction and communication. Then, we illustrate 
a pilot experiment conducted to extract the user model of 
interacting with a shared narrative space, transduced into 
requirements for informing the design of supporting systems. 
Following, we discuss the development of CrossTale, a 
prototype based on these requirements, and its user 
evaluation showing the feasibility of supporting new 
elaborated user experiences with shared narratives.  We then 
discuss how our results deepen our understanding of the 
characteristics of shared narratives, and argue in support of 
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their potential as new media for social interaction and 
communication. Finally, we conclude by summarizing our 
work and discussing its limitations, and then address their 
implications on future works. 

II. CONTEMPORARY INTERACTIVE SYSTEMS FOR 

STORYTELLING AND NARRATIVES  

In [2], Ryan proposed a classification of interactive 
narrative types based on the nature of the user participation: 
users can either experience the narrative acting as an internal 
character of the story, or as an external agent; they can either 
alter the ontology of the narrative through interaction, 
ontologically alter the narrative world through interaction, or 
explore the narrative without inducing any change. This 
classification provides a framework to analyze and 
characterize contemporary systems for interacting with 
narrative by reflecting on how the user experience is 
contributing to the narrative, and how the narrative is 
influencing the user experience.  

We have identified six major types of information 
systems directly related to interactive narratives: The first 
type are adventure books, which comprise a tale where the 
reader follows a character and makes choices that lead the 
story towards distinct developments; the second is tabletop 
role-playing games (or RPGs), in which the player creates a 
character and its story, and then devises the character’s 
actions according to a set of rules; adventure videogames are 
the third type, and they put the player in the role of a 
character that resolves puzzles in order to advance in the 
story; the fourth type is role-playing videogames, where the 
player makes navigation decisions to reach one of several 
possible endings; the fifth type is Forum or chat-based 
RPGs, where players collaboratively create a story (usually 
with a few rules of engagement); the sixth and last type is 
web communities of fiction writers (fan-fiction), that create 
stories in the same fiction world, but not always 
collaboratively. A high number of fan-made wikis can be 
found on the web, compiling formation about events, 
characters, and places concerning those worlds. Harrigan 
gives a wide overview of the complications of maintaining 
these vast narrative spaces, and how the different fan-fiction 
communities address them [9]. These systems are described 
in Table 1 according to Ryan’s framework.  

TABLE I.  CONTEMPORARY SYSTEMS OF INTERACTIVE NARRATIVES 

System Example 

Author 

/reader 

role 

Main 

role 

Author 

interaction 

Reader 

interaction 

Adventure 

Book  

Choose your 

own 

adventure 

Separated Reader - 
External 

Ontological 

Tabletop 

RPG 

Dungeons & 

Dragons 
Mixed Author 

Internal, 

Ontological 
- 

Adventure 

videogame 

Monkey 

Island 
Separated Reader - 

Internal 

Exploratory 

RPG- 

Videogame 
Baldur’s Gate Separated Reader - 

Internal 

Ontological 

Forum / chat 

RPG 
Aelyria.com Mixed Author 

Internal, 

Ontological 

External 

Exploratory 

Fan-Fiction 

community 
Fanfiction.net Mixed - 

External, 

Ontological 

External 

Exploratory 

Seeing the particularities of the informative structure of 
narratives, we point at differences between existing systems 
and interactive storytelling. In particular, none of these types 
of systems entirely supports shared narratives as a medium 
of social interaction. Three of them (books, adventure 
videogames and RPG videogames) are unidirectional 
mediums, created by authors and consumed by other people 
as readers. They support a varied degree of interaction with 
the content, but they do not allow users to contribute. 
Tabletop RPGs and forum or chat RPGs, allows user-
generated content to be added to ongoing discussions, which 
together do not constitute a coherent story that can later be 
consumed as part of the user experience. Only fan-fiction 
Internet communities fully support both the addition of user-
generated content and its consumption as part of the user 
experience. But the lack of collaboration and cooperation 
between contributors tends to divide the narrative space into 
distinct and incoherent flows of events, which only share the 
original work as a point of reference, resulting in 
independent narratives [9].  

The case of fan-fiction communities is the major 
exponent of a multi-authored narrative system where usually 
no one acts as both reader and author to the same shared 
narrative, but each participant is only the author of his 
narrative sub-space and reader of others. A similar handicap 
exists in forum RPGs, where each contribution is by force 
situated directly after the previous one, and is the only 
possible type of contributions.  

In conclusion, none of these systems helps participants to 
contribute efficiently to the shared narrative space, nor to 
collaboratively organize and maintain its overall structure. 
Therefore, there is still a need for supporting the users’ 
ability to understand and navigate the space, allowing the 
narrative to grow in an organic way, and extending its 
contents from any desired point in the narrative flow. This 
will dissociate the story content of the impositions coming 
from the way the users elaborate the narrative discourse. 

III. UNDERSTANDING DESIGN REQUIREMENTS 

The first experiment (Fig. 1) was designed to allow users 
to freely create a narrative and the rules that operate it. 20 
subjects (university students) were provided with paper 
sheets as a frame to draw and write scenes and a set of 
elements (fairytale characters and objects) that they could 
paste in the sheets. The narrative was developed on a large 
glass wall where the story was created in the form of paper 
scenes connected by arrows. The subjects proceeded one by 
one to read the story on the glass, and then modify or expand 
it by creating new scenes, posting them in the wall, and 
drawing the connections. Observations were made during 
this process, and the subjects were later asked to fill a 
questionnaire of 18 questions. The questionnaire evaluated 
the story comprehension and congruence as perceived by the 
subjects, and inquired about the reading or navigation 
paradigm that they used (narrative elements and concepts 
they followed throughout the story). It also asked about their 
contributions (number, content, location, etc…), and if they 
added scenes to the narratives or contended in modifying 
existing ones. 
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Figure 1.  The settings of the first experiment. 

Observations show that the kind of interaction performed 
is external, as the users do not assume the role of any 
particular character. It is also ontological during the creation, 
and exploratory during the reading. The analysis of the 
resulting story and the questionnaire answers revealed 
several aspects about the nature of the user comprehension 
and interaction with the shared narrative space. These results 
were traduced as a set of requirements (Table II) for the 
design of information systems that support interacting with 
narratives. They are also detailed in the following. 

A. Using storylines and characters to navigate a narrative 

The results revealed that subjects project a “time-space-
development” logic on the narrative. The story is mentally 
situated on a space with a temporal and causal logic, 
represented in two axes: a temporal relationship between the 
scenes, and places where these scenes take place. All 
subjects followed linear sequences (storylines) for reading, 
being a linear/temporal sequence of connected scenes that 
track the development of a specific character or plot. 14 out 
of 20 followed those storylines throughout the narrative 
space, from the first scene to a finishing one before 
backtracking. In addition, 12 of them followed character 
developments, and 10 plot relationships. 

Understanding how users navigate the narrative space 
leads us to consider a visualization that copes with this 
“time-space-development” logic to facilitate the finding of 
storylines, and consequently the user interaction.  

TABLE II.  DESIGN REQUIREMENTS EXTRACTED FROM THE 

INTERACTION MODEL 

Observations Design requirements 

Projection of a logic based 

on time, space and 

developments. 

Organization of the informative space 

based on time and space axis. 

Reading by following linear 

sequences about a character 

or a plot. 

Navigation through suggested plot and 

character storylines. 

Unitary and coherent 

narratives. 
Mechanisms for preserving congruence. 

Global viewpoint for 

comprehending the whole 

story. 

One interface mode for a global view of 

the informative space. 

Reading a storyline through 

a zoom-in viewpoint. 

One interface mode for following 

storylines. 

Focusing on a single scene 

for creating and editing.  

Independent interface mode for scene 

edition. 

B. Preservation of literary consistency 

The results also show that the generated narrative space 
is unitary, coherent, and with a limited divergence. It is 
unitary in the sense that all the scenes are interrelated and are 
part of the same story. In fact, the divergence of the narrative 
space away from the central topic is limited: subjects found it 
easier and socially proactive to expand existing storylines 
instead of creating new ones. This notion of unity is directly 
derived from the fact that the entire story is predefined and 
all the storylines are happening simultaneously in the same 
time stream. This raises consistency issues in the literary 
fabrics of the narrative, which users thrive to treat by re-
ordering scenes or inserting new ones. The literary 
consistency of the narrative is considered fundamental for 
understanding the story, and it is one of the main concerns 
when modifying/ adding scenes to the narrative space: 5 
subjects used their contribution only for correcting 
consistency issues, and in the end of the experiment, only 
5% of the scenes were considered inconsistent with the rest 
of the narrative. For this reason, the system should 
implement mechanisms for helping to preserve literary 
consistency without restricting the non-linearity of the 
narrative. This issue remains outside the scope of this paper. 

C. Three interface modes for three types of interaction 

The subjects’ interaction with the narrative space shows 
that at least three different views for three different purposes 
are needed for a multi-modal interaction with narratives: a 
global view of the space is used to approach and comprehend 
the whole narrative space and its structure, as well as when 
selecting a point in time and place to add a new scene; a 
“zoom-in” view for viewing a scene inside a storyline and 
understanding the other storylines related to it; and a 
composition view that allows users to create and edit scenes. 
These views are illustrated in Fig. 2. 

 

 

Figure 2.  Viewpoints related to the interactions with the narrative space 

IV. PROTOTYPING SHARED NARRATIVE SPACES  

We developed a prototype named CrossTale based on the 
design requirements extracted from the first experiment to 
reproduce the user experience according to them. CrossTale 
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implements three interface modes defined previously (Fig. 3 
a, b and c). The global view lets users explore the whole 
narrative space, visualized as a grid with the axes of time and 
places, and select characters and storylines. Selecting a 
scene/storyline changes the interface into the reading view in 
which the scene is maximized for reading. In this view the 

user can also navigate back and forward by the current 
storyline. Finally, by selecting an empty frame, the user 
access the creation view where s/he can create a scene by 
arranging characters and objects, and introducing text, and 
indicate the related plotline/s. 

(a) The global view 

 
(b) The reading view 

 
(c) The creation view 

Figure 3.  Three interface modes of the CrossTale prototype

The experiment with the prototype consisted of creating a 
narrative in a similar way to the pilot experiment. A total of 
15 subjects (undergraduate students in media studies) were 
enlisted, and asked to freely use the interface to read and 
create a shared narrative with their own contributions. Each 
subject was briefly introduced to the interface controls, and 
then given an unlimited time to interact and the freedom to 
add as many scenes as wanted. Then, the subject executed 
eight interaction tasks provided by the evaluation team, and 
observations were made. Afterwards, each subject answered 
a questionnaire to rate the rate the experience on Likert scale, 
and evaluate the suitability of the design for reading and 
contributing and the overall user experience. 

The results of the task-driven evaluation are summarized 
in Table III. It describes how many subjects employed each 
interface view for each task. The results show that 11 out of 
15 subjects performed all tasks easily, and the remaining 4 
subjects successfully performed 6 out of 8 tasks. The 
subjects used the global view and/or the reading view to 
identify and comprehend the narrative elements. Similarly to 
the first experiment, some subjects concentrated on 
characters while others on plots, but everyone used one of 
these two paradigms for finding storylines and navigating the 
narrative space. During the contribution task all the 
contributors also used the creation view to compose new 
scenes, but this view was never accessed for performing the 
identification tasks. These results indicate that the design 
supports the modes of interaction identified in the first 
experiment, and that these modes dispose of adequate 

functionalities. However, most subjects prefer having more 
information about the context of scenes while reading them. 
This means that the dissociation between the global and 
reading views could be revisited. 

TABLE III.  RESULTS OF THE DESIGN ADEQUACY EVALUATION  

Task 

NB 
Task 

Correctly 

executed 

Global 

View 

Reading 

View 

Both 

Views 

Navigating 

with 

Storylines 

1 

Identify the 

beginning 

scenes 

15 13 13 11 11 

2 
Identify story 

end scenes 
15 13 9 7 7 

3 
Identify main 

characters 
15 15 15 15 15 

4 

Identify 

important 

places 

15 14 14 13 13 

5 

Identify 

simultaneous 

scenes 

11 13 4 4 4 

6 

Identify 

scenes in the 

same location 

12 14 2 2 2 

7 
Approximate 

the duration 
15 13 13 11 10 

8 
Find any 

inconsistency 
15 8 12 7 8 

9 
Contribute 

(optional) 
13 13 6 6 5 
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Table IV shows the evaluation results of the user 

experience. All subjects appreciated the experience of 
interacting with narratives through CrossTale. In particular, 
they found that CrossTale supports reading a non-linear 
narrative (4.33/5), contributing to it (4.77/5), and finding and 
correcting inconsistencies (3.92/5). 

TABLE IV.  RESULTS OF THE USER EXPERIENCE EVALUTION  

Question Average Score 

Overall experience 3,93 / 5 

Found the system entertaining 4,33 / 5 

Design makes reading easy 3,93 / 5 

Design helps to maintaining consistency 3,92 / 5 

Design facilitates contributing 4,77 / 5 

 
The results of this experiments show that the concepts 

and design of CrossTale, as a prototype for interacting with 
narratives, are highly appreciated by the subjects. However, 
they also point out several issues that need to be addressed in 
future versions. In particular, it was found that users spend 
considerable amount of effort (estimated to 20% of the 
overall activities) to preserve the consistency of the 
narrative, which is important for understanding and 
interacting with it. Future versions could provide means to 
facilitate further the preservation of literary consistency. In 
addition, social interaction between different authors remains 
indirect: users cannot communicate directly and the authors’ 
profiles and their contributions are not discernible in the 
current design. Future versions can include more support for 
this aspect and study its effects on the user experience and 
collaboration. 

Using Ryan’s framework for the classification of 
interactivity with narrative systems, we can say that the users 
of CrossTale performed an external interaction during the 
whole experience, as they took on the role of agents external 
to the story, and read and contributed in it from outside the 
fiction world. This interaction is exploratory during reading, 
in the sense that the readers choose between storylines to 
follow but the reading itself does not change nor affect the 
structure of the narrative space. Finally an ontological 
participation is detected while the user takes the role of 
author and expands or alters the narrative world. 

V. DISCUSSION 

The nature of shared narratives presents several 
challenges over how the inherent information is constructed, 
presented, and accessed. In a sense, non-linear interactive 
storytelling has always faced challenges for having to 
reconcile the sequential nature of narratives with the user 
ability to choose between different threads of reading (the 
paradox of coping “storytelling” with the “non-linear”). In 
this work we provided a first grounding basis for addressing 
these challenges and developing shared narratives as new 
social media. Our research is a first step for consolidating a 
standardized system for sharing and collaboratively 

constructing narratives, given we extracted, understood, and 
evaluated the user mental model associated with this 
interaction.  

We can illustrate our vision of shared narratives as new 
social media through an example such as the October 2011 
global protest movements in Europe and North America. 
Social networks have proven to be an important 
infrastructure of support for these movements, where 
participants behaved as authors, actors, and divulgators of 
the actual events. These participants leave digital imprints of 
their experiences [10]: many sources of scattered information 
can be found on Facebook or Twitter as collections of 
narrations, opinions and images taken. These events can be 
understood on a high-level by following one single storyline 
(e.g., watching the news bulletin), but it is more interesting 
to explore them from the different points of view of 
participants whom witness interrelated events taking part 
simultaneously within the movements, starring thousands of 
different people. 

By using tools for shared narratives similar to CrossTale, 
the participants could collaboratively draw a detailed 
narrative world around their movements. In other words, 
what if these participants could compose collaboratively the 
stories behind these events by describing and positioning 
their individual experiences in concrete time and place, and 
relating them with the experiences of others? The resulting 
structure would suit better the nature of the associated 
information, and it would provide a new closer way for 
interacting with it, which virtually could amount to 
participating in the physical events themselves.  

VI. CONCLUSIONS  

In modern literature and fiction worlds, it is common to 
have multiple stories set in a complex chronology inside a 
common setting, such as in fiction franchises where 
narratives are constructed through the contributions of 
multiple professional authors. Tools based on the CrossTale 
interaction model would be capable of organizing all this 
encyclopedic knowledge in a structured narrative space that 
suits better the temporal, causal, and multi-lineal nature of a 
narrative, empowering the authors to contribute easily to 
expand the vast fiction worlds and empowering the readers 
to explore them naturally. With such tools, narrative spaces 
grow organically and collaboratively; the proactive role of 
participants consequently diffuses the mono-directionality of 
the author/audience relation. In that sense, non-linear 
interactive narratives can become a new kind of media of its 
own, suitable for collaboration, information sharing, and 
learning. 

By experimentation, we learnt how users perceive and 
procreate the narrative space into a unitary and congruent 
way and how they mentally structure the informative space 
in terms of time and place and navigate it following 
structured sequences of character and plot-related scenes. 
This model was used as the basis for designing a functional 
prototype, CrossTale, which was subsequently evaluated 
with users. These evaluations show the success of the 
adopted approach in supporting complex interactions with 
narrative spaces, which assimilate its non-linearity. It 
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provides a validation for further investigations on the 
potential of shared narratives as new media. 

This work also has several limitations. In our 
experiments, the literary traits of the narrative space were 
somewhat pre-defined, especially the main characters 
(prince, pricess, witch…) and places (tower, castle, 
woods…). This discouraged users to think about expanding 
the literary reach of the narrative space with few exceptions. 
In online social role-playing games, some people perform the 
role of content generators, creating more story elements 
(characters, objects, places…) to the space rather than adding 
scenes. Such behaviour should be studied further in the 
future.  

There are also some limitations inherent to the nature of 
the prototype and the experimental settings: the 
visualizations used have functional limitations (e.g., 
visualizing all related scenes to a selected one), and several 
improvable design issues, mostly usability-related, were 
identified during the evaluation (e.g., the composition view 
is not user friendly). Finally, the development of the 
experiment in a controlled environment does not reflect 
intimately interactions with shared narratives, nor the 
collaboration phenomenon (performed in an indirect way 
through te experiment), as ought to take place online and 
during a greater amount of time. 

VII. FUTURE WORK 

With this model and prototype as a starting point, our 
future step consist of shifting the system deployment from 
our isolated environment to the web. In addition, we will 
develop features for adding user-generated story elements (as 
characters and places). Expanding and deploying the system 
in a network environment would allow us to study how the 
narrative space grows when users share a common social 
network, and study the nature of the resulting interaction and 
narrative structure under those conditions, as well as the 
potential of shared narrative spaces to empower long-term 
collaboration. 

A complementary part of this research, concerning the 
mechanisms of consistency preservation, remained outside 
this study. Our experiments pointed that consistency between 
all the story elements and scenes is the main conception that 
readers use to understand the narrative space, and one of the 
main concerns when expanding the space by adding new 
scenes. We will explore how a support for the preservation 
of consistency can be provided through the introduction of 
rules (e.g. not allowing the same character to be used in two 
scenes happening at the same time). Currently, several steps 
have been taken in this direction, and a complete strategy for 
managing the consistency of shared narratives will be 
included and evaluated in future prototypes.  
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Abstract—Speech input systems could not work well in
noisy environment, and their usage often makes a leakage of
information. To avoid these problems, this paper proposes a
concept of Silent Voice Elements, called sivels for short, and
a novel articulators-operated text input method with sivels.
Sivels are easy-to-recognized phonemes of soft whisper in their
tissue-conducted vibration signals. The selection of sivels is a
combinational optimization problem which is solved by using a
heuristic search algorithm. Encoding text with sivels similarly
to Morse code, one can input text accurately by speaking cor-
responding sivels. Experimental results demonstrate that our
method selects a set of sivels with perfect recognizability, and
the proposed sivel-based text input also gives an performance
with sufficient efficiency.

Keywords-text input; silent voice element; silent speech inter-
face.

I. INTRODUCTION

Speech input is expected to become the principal text
input method replacing keyboards. People have built and
deployed numerous speech input systems for various ap-
plications. But in noisy environment, these systems have
serious degradation in their performances, and can not work
well. Besides, speech may be considered as unwanted noise,
and often makes a leakage of information as well. Silent
Speech Interface(SSI) [1] is a promising technology that
can be employed to overcome these problems. For example,
[2] captured articulatory movements using Electromagnet-
ic Articulography (EMA) sensors and mapped them into
phonemes; [3] aimed to recognize speech from data captured
by Surface electromyography (sEMG) on articulatory mus-
cles; [4] investigated an approach which directly recognizes
“unspoken speech” in brain activity measured by Electro-
encephalographic (EEG) signals. Most of SSIs are still on
the stage of laboratory research.

There is another SSI called Non-Audible Murmur (NAM)
microphone [5], [6], a high-sensitivity contact microphone
attached on the skin over the soft tissue in the orofacial
region. [7] and [8] reported the NAM enhancement to au-
dible speech for human-human communication. Compared
with the sensor data acquired by other SSIs, NAM signal
is a tissue-conducted acoustic signal which can provide a
more direct and stable representation to the real speech
and with insensitivity to noise. However, NAM recognition
is difficult to be adopted as the underlying recognition

technology for text input, because it could not deliver a low-
error performance [9] owing to the poor quality of NAM
signal in addition to the intrinsic difficulties for machines
understanding human languages.

The goal of this paper is to present an alternative text
coding scheme for developing an articulators-operated text
input method with high accuracy as well as acoustic envi-
ronment insensitivity. Specifically, we propose a concept of
SIlent Voice ELement called sivel for short, and develop a
novel method of articulators-operated text input where text
is encoded with sivels. Sivels refer to easy-to-recognized
phonemes in tissue-conducted signals of soft whisper, re-
gardless of their linguistic meanings. Similar to Morse code,
a user can encode text with sivels using a customized scheme
and input text accurately by speaking corresponding sivels
in soft whisper. The sivel-based text input method can work
without the intervention of hands like speech input, and
without noise sensitivity or information leakage. In addition,
because of the customized scheme of text coding, sivel-
based text input avoids the intrinsic difficulties for machines
understanding human languages, and has the potential to
provide an articulators-operated text input method for speech
disorder people.

II. SILENT VOICE ELEMENTS (SIVELS)

In this section, we introduce the concept of sivel, and
empirically select a set of sivels as an example. Then
experiments on sivel recognition are preformed to evaluate
the efficiency of these sivels as code elements, and the results
will help the development of a general sivel selection method
in the next section.

A. Tissue-conducted Soft Whisper

Soft whisper is a kind of low-amplitude sound that people
pronounce without the vibration of vocal cords, and is
not expected to be heard by others. When speaking soft
whisper, one’s articulators figure the vocal tract with certain
shapes. Airflow out of the lung flows through the vocal
tract and generates noise at its constricted segments. Soft
whisper is namely the mixture of the noise and its vocal-
tract resonance, and also a vibration of air. The vibration
stimulates the vocal-tract wall, and some vibration energy
transmits to the surface of one’s head. With vibration sensors
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(a) (b)

Figure 1. The headset of a experiment system(a) and its implementation(b).

Figure 2. A vibration wave signal recorded by our experiment system
where straight line segments denote the corresponding time when soft
whisper is being pronounced.

placed on the skin of orofacial regions, the vibration can be
detected and recorded, i.e., the tissue-conducted signal of
soft whisper. We designed an experiment system as shown
in Fig.1. An example of a vibration signal detected by
our system is shown in Fig.2 where straight line segments
denote the corresponding time when soft whisper is being
pronounced.

B. An Example of a Sivel Set

Sivels are easy-to-recognized phonemes in tissue-
conducted signals of soft whisper. Served as code elements
for text coding, sivels are required to be stable and dis-
tinguishable in their signal patterns, so that they can be
recognized easily and accurately.

We empirically select a set of sivels from whispered
phonemes by considering their pronunciations. When dif-
ferent phonemes are pronounced in soft whisper, different
articulatory positions make the vocal tract present different
resonance characteristics. Since the source of soft whisper
can be seen as the white noise, it can be assumed that
signal pattern of a whispered phoneme is mainly resulted
by articulatory position when one is pronouncing it, and
phonemes with significant differences in their articulatory
positions have significant differences in their signal patterns.
Consequently, we select whispered phonemes /a/, /@/, /i/
,/6/ ,/u/ (in English) from International Phonetic Alphabet
(IPA) as sivels initially. Our reasons can be summarized as
follows.
• These phonemes are all vowels, i.e., phonemes pro-

nounced with an open vocal tract, so that their tissue-

conducted signals can be detected and processed easily
due to their relatively high amplitudes.

• These phonemes are all monophthongs, so the articula-
tory positions are almost unchanged during pronounc-
ing; this makes their signal patterns stable.

• There are significant differences in their articulatory
positions according to the IPA vowel diagram which
shows the correlation of a monophthong and its corre-
sponding articulatory position, so their signals could be
discriminated easily.

• Since these phonemes are all used frequently by speak-
ers who will participate in our experiments later, the
pattern of the same phoneme can be generated naturally
and with few differences at different time.

Besides, the duration of a whispered phoneme is also a
potential discriminative feature which can tell whether it
lasts long or short. (The duration threshold of short or long
can be determined by analyzing user’s individual habit or
by a given value, e.g., 0.5 sec.) Therefore, each of the
initial sivels corresponding to {/a/, /@/, /i/, /6/, /u/} can
be pronounced in two forms, long and short, and considered
as independent sivels. We use a, e, i, o, u to denote
their short forms , and A, E, I, O, U for their long
forms, and the sivel set selected empirically is V ′ = {a,
e, i, o, u, A, E, I, O, U}.

C. Sivel Recognition

The speaker-dependent recognition experiments on sam-
ples of sivles in V ′ were performed to evaluate the effec-
tiveness of the set of sivels as code elements.

The experimental data were collected from 6 speakers
(1 female and 5 males). From each speaker, we recorded
totally 500 samples (with 8KHz sampling rate) using our
experiment system in office environment, that is, 50 samples
of each sivel in set V ′. These 500 samples were divided into
50 groups, and each group contains one and only one sample
for each sivel. Long-time spectral analysis were performed
on the whole signal of each sample in order to get stable
spectral feature (because these sivels are all monophthongs
as we discussed above). Then each sample is represented by
a 22-dimension parameter vector which contains 1 energy
coefficient, 20 Mel-Frequency Cepstral Coefficients (MFCC-
s) and 1 duration coefficient. Linear Discriminant Analysis
(LDA) were employed in training phase to reduce dimension
of parameter vectors and select discriminative features. In
testing phase, minimum Mahalanobis distance classifier was
used as pattern classifier, labeling a testing sample with
the class whose mean vector of training samples has the
minimum Mahalanobis distance to that of the testing sample.

To evaluate the accuracy of speaker-dependent sivel recog-
nition, 50-fold leave-one-out cross-validation (LOOCV) was
performed on each single speaker’s samples. For each run
of the validation, one group of samples is used for testing
while the rest groups of samples are for training. The final
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(a) Speaker No.1 (b) Speaker No.2

(c) Speaker No.3 (d) Speaker No.4

(e) Speaker No.5 (f) Speaker No.6

Figure 3. Confusion matrices of the speaker-dependent sivel recognition
experiments on V ′ of 6 speakers, respectively.

accuracy is calculated by averaging accuracies of all the 50
runs. The experimental results for 6 speakers are illustrated
in Fig. 3 and Table I. Observation of the results can be
summarized and discussed as follows.

• The results of speaker-dependent recognition experi-
ments all achieve high accuracies, and the mean ac-
curacy is 98.87%. It means the sivels in set V ′ could
be efficient code elements for text coding.

• There was no confusion between a short sivel and a
long sivel, and among long sivels. This demonstrates
that duration is a discriminative feature and it could
not add confusions among the initial sivels.

• For each speaker, most errors of the recognition are
caused by a few certain sivel pairs, such as the confu-
sion between a and e in Fig. 3(a), 3(b), 3(c) and 3(f),
and the confusion between i and o in Fig. 3(d).

• Every speaker may have their own pairs of confused
phonemes in soft whisper due to their personal pro-

Table I
ACCURACIES OF THE SPEAKER-DEPENDENT SIVEL RECOGNITION

EXPERIMENTS ON V ′ FROM 6 SPEAKERS.

No. Gender Accuracy No. Gender Accuracy
1 Female 99.0% 4 Male 98.2%
2 Male 98.6% 5 Male 99.0%
3 Male 99.0% 6 Male 99.4%

On average 98.87%

nouncing habits (e.g., their accents).

We can see that sivels have the potential to be used as code
elements for text input. However, the sivel selection method
used in this section is not suitable for every speaker due
to personal pronunciation habits. It is necessary to develop
a general selection method to select a set of sivels for
individuals.

III. SIVEL SELECTION

The sivel selection problem, selecting sivels from a num-
ber of phonemes, is described as follows: Given a N -
cardinality set P = {pl|l = 1, . . . , N} of candidates,
find a subset V which has high recognizability and a
proper cardinality . The selection can be accomplished by
calculating the recognizability of each subset of P , then
picking one subset that has acceptable recognizability and
cardinality as the set V , i.e., using so-called exhaustive
method. The recognizability of a set is mainly dependent
on its classification complexity which characterizes the diffi-
culty of the classification problem on its elements’ samples.
A number of approaches have been used to measure the
classification complexity, such as those mentioned by [10].
Since our aim is to recognize sivels, the LOOCV error rate
is an appropriate measure for classification complexity ,
and further, for the recognizability as well. Unfortunately,
the number of the subsets is huge due to the combination
explosion, and LOOCV is time-consuming. If LOOCV error
rate is used as the measure in the exhaustive method, the
computational cost will not be accepted. To reduce the
computational cost, we use a heuristic search method to find
the set V of sivels.

As discussed above, most of the LOOCV errors on a
set of phonemes are caused by a few certain pairs of its
elements, and the pair with highest classification complexity
is suggested to contribute the most negativity to the recog-
nizability of the set. Therefore, define E

(
(pi, pj)

)
where

1 ≤ i 6= j ≤ N to calculate the one-on-one classification
complexity of a pair of two different elements in P , then
for a subset Q ⊆ P where 2 ≤ |Q| ≤ N , we use the
maximum of E(·) on Q as a heuristic estimate of its holistic
classification complexity. The heuristic estimate is denoted
by

H(Q) = max
qi,qj∈Q

E
(
(qi, qj)

)
. (1)
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The values of H(Q) for all possible Q while |Q| =
2, · · · , N , can be calculated in a recurrence way, i.e.,

H(Q) =


E
(
(q1, q2)

)
, if |Q| = 2;

max
(
H(Q− {q}),

max
q−∈(Q−{q})

E
(
(q, q−)

)) , else
(2)

where qi, qj ∈ Q; q is an arbitrary element in Q. We make
an assumption that there are no equal values of classification
complexity for different pairs of candidates in P . Given a
instance of E(·) and k as the desired number of sivels, we
can select a set V of sivels from the set P of candidates using
the sivel selection algorithm summarized in Algorithm 1.

Algorithm 1 Sivel Selection Algorithm
Input:

The set of candidates for sivels P = {pl|l = 1, . . . , N};
k denoting the cardinality of V , 2 ≤ k ≤ N ;
The function E(·) to evaluate the classification com-
plexity of two candidates in P , i.e., E

(
(pi, pj)

)
where

1 ≤ i 6= j ≤ N .
Output:

The k-cardinality set V of sivels.
1: Calculate all the values of E

(
(pi, pj)

)
, then calculate

all the values of H(Q) where Q ⊆ P , 2 ≤ |Q| ≤ k
using Eq. 2;

2: W ← {w|w ⊆ P, |w| = k}, M ← 0;
3: repeat
4: W∗ ← {w∗|w∗ = argmin

w∈W
H(w)};

5: M ←M + 1, IM ←
⋂

w∗∈W∗
w∗;

6: W ← {w|w ← w∗ − IM , w∗ ∈ W∗};
7: until |W∗| = 1

8: return V ←
M⋃

m=1
Im.

IV. SIVEL SELECTION EXPERIMENT

The experiment was conducted to evaluate the perfor-
mance of our sivel selection method. The experimental
framework is as follows. Given a N -cardinality set P of
candidates for sivels, we selected three sets of sivels for
each k (k = 3, · · · , N ). One set is selected using the
proposed heuristic search method with E(·) to measure the
classification complexity of every two candidates. Another
set is selected using the exhaustive method with LOOCV
error rate to measure the classification complexity of a subset
of P . The third set is selected also using the exhaustive
method but with E+(·), the generalization of E(·) for
multiple candidates, to measure the classification complexity
of a subset. The three sets of sivels are compared on their
LOOCV error rates. In the LOOCVs, a same classifier is

employed for both the sivel selection and the error rate
comparison.

A. Data Collection

We pick candidates for sivels from those phonemes pro-
nounced with fixed articulatory positions. In our experiment,
there were 18 phonemes picked into set P as candidates for
sivels, including
• 12 vowels: /A/, /2/, /æ/, /O/, /i/, /I/, /@/, /3/, /e/, /U/,

/u/ and schwa;
• 1 liquid: /l/;
• 5 fricatives: /f/, /T/, /s/, /S/, /h/.

Their samples were all collected from one male speaker. 60
samples of each phoneme were recorded by our experiment
system with sampling rate of 8KHz in office environment.
All the samples were divided into 60 groups in the similar
way to that in the previous recognition experiment for 60-
fold LOOCV. To avoid the influence caused by samples’
duration, spectral analysis was only performed on the center
128-millisecond segments of each sample. Each sample is
represented by a 21-dimension vector containing 1 energy
coefficient and 20 MFCCs.

B. Experimental Configuration

The functions E(·) and E+(·) are constructed to be posi-
tively correlated with the classification complexity. Fisher’s
discriminant ratio (FDR) is a classic measure of classifica-
tion complexity for data with two classes [10]. Its form for
individual feature values is defined as

f =
(µ1 − µ2)

2

σ12 + σ22
, (3)

where µ1, µ2, σ1
2, σ2

2 are the means and covariances of the
two classes, respectively. Multiple features, e.g., d features,
can form a d-dimensional column vector. Its form for feature
vectors is defined as

F
(
(pl1 , pl2)

)
= max

w
J(w) =

|wtSBw|
|wtSWw|

. (4)

SB and SW are between-class scatter matrix and within-
class scatter matrix given by

SB = (m1 −m2)(m1 −m2)
t (5)

and

SW =

2∑
i=1

Si =

2∑
i=1

∑
x∈Di

(x−mi)(x−mi)
t , (6)

where Di is the vector set of the ith class; mi is the
mean vector of Di; w is a d-dimensional vector. Multiple
discriminant ratio (MDR) is used as the generalization of
FDR for data with multiple classes. It is defined as

F+
(
(pl1 , · · · , plc)

)
= max

W
J+(W ) =

|W tS+
BW |

|W tS+
WW |

(7)
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where c is the number of classes. The multi-class general-
ization of SB and SW is given by

S+
B =

c∑
i=1

ni(mi −m)(mi −m)t (8)

and

S+
W =

c∑
i=1

Si =

c∑
i=1

∑
x∈Di

(x−mi)(x−mi)
t , (9)

where ni is the cardinality of Di; m is the global mean
vector of all the c classes. W is a matrix whose size is
d × rank(S+

B ). Since the values of FDR and MDR are
negatively correlated with classification complexity, we con-
structed E(·) = −F (·) and E+(·) = −F+(·), respectively.
Support vector machines (SVMs) were employed as the
classifier in LOOCVs, and LIBSVM [11] with Gaussian
kernel was used to implement SVMs.

C. Comparison Experiment and Results Analysis

For each given k (k = 3, · · · ,18), three sets of sivels were
selected using our method with FDR, exhaustive method
with LOOCV error rate and exhaustive method with MDR,
respectively. We computed the LOOCV error rate of each
of the three sets, as well as the mean error rate of all the
k-cardinality subsets of P . Four curves corresponding to the
four error rates by different k are drawn in Fig. 4 and named
after “Ours+FDR”, “Exhau.+LOOCV”, ”Exhau.+MDR” and
“Mean Error Rate”. The sets selected by the exhaustive
method with LOOCV error rate can be taken as the best
solution for the sivel selection problem, and the mean
error rate can be seen as the effectiveness of a random
solution. From the experimental results we can see that: our
method with FDR usually gives the approximate optimal or
the optimal solution, whereas the exhaustive method with
MDR could not provide such excellent solution; all the
error rate curves present upward trend as k is increasing,
which means that more sivels will degrade the accuracy of
sivel recognition though they can encode characters more
efficiently (i.e., with shorter average code length). A tradeoff
for a better global performance should be made between
number of sivels and accuracy of recognition. After all, it
can be summarized that our sivel selection algorithm has
selected sets of sivels with low computational cost and
the approximate optimal solution. These sets of sivels have
rather low LOOCV error rate. With a proper k, sivels are
efficient as code elements.

V. SIVEL-BASED TEXT INPUT

The sivel-based text input adopts a customized scheme of
encoding characters with sivels similarly to Morse code. The
“characters” here include 26 letters, space, comma, period,
digits 0∼9 and some control commands such as Backspace
and Enter. A user can input text to machines by speaking
relevant sivels.

Figure 4. Comparison of the sets of sivels resulted by different methods
on their leave-one-out cross-validation error rates .

We describe the usage of sivel-based text input by taking
a user’s input of a test sentence “hello world, i am a sivel
typewriter.” for an example. The user is the male speaker
who participated in the sivel selection experiment. Using
our proposed method, his personal sets of sivels as code
elements are selected from the set P of candidates for sivels.
16 sets of sivels are resulted corresponding to different
k (k = 3, · · · ,18). Their 60-fold LOOCV (SVM as the
classifier) error rates are computed and drawn as a curve
by k, i.e., the curve denoted by “Ours+FDR” in Fig. 4.
Owing to the “tradeoff” mentioned above, we choose the
set selected when k = 6, V = { /A/, /O/, /l/, /u/, /s/,
/h/ } with the LOOCV error rate of 98.33%, as the set of
sivels initially. Notice that the duration (how long a sivel’s
signal lasts) was not considered in the selecting phase, and
as known from previous experiments, the duration can be
used to discriminate between a short sivel and a long sivel.
Therefore, the set V with 6 sivels is extended to the set
V+ with 12 sivels by dividing each sivel into the short
form and the long form. Similar to what we did previously,
the extended set of sivels is denoted by V+ = {a, o,
l, u, s, h, A, O, L, U, S, H}. To evaluate the
recognizability of these sivels, 50 samples for each of these
12 sivels were recorded from the user, and each sample is
represented by a 22-dimension vector (1 duration coefficient
added). 50-fold LOOCV on these samples achieved an
accuracy of 99.67%.

Characters are encoded with these 12 sivels as Table II
taking each character’s appearance, usage frequency, pro-
nunciation and each sivel’s recognizability into account. Our
rules are as follows.

• More frequently-used characters have shorter codes,
such as space, backspace/enter, e, t, a, o, and i.

• Encode a character with sivel(s) pronounced as more
similar to itself as possible, such as r, u, l, h, s, j, c, f,
y, and v.
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• Make codes look like the appearance of the character
when they are put together, such as m, w, b, d, h, q, p,
x, 8, k, and g.

• Use easier-to-pronounced combinations of sivels first,
then that of easier-to-recognized ones, such as comma,
period, z, n, and other digits.

Based on the text coding scheme above, the user can input
text any character by speaking its sivel code. To recognize
the stream of sivels spoken by the user, beforehand, the
samples of these 12 sivels are used as training data of
our experiment system. Then with the vibration sensor
implemented on the position where the training samples
were collected, the user is required to speak every sivel
in isolation but with a short interval (within 0.5 sec) for
each character. This is helpful to segmenting sivels and
avoiding coarticulation effect. After speaking the code of a
character the user pauses to wait for the feedback, and at
the same time an interval longer than 0.5 sec is detected as
the trigger of decoding. The resulted character is obtained
and shown on screen (or its corresponding synthetic voice
is sent to the user by earphones) as feedbacks. The whole
sivel string spoken by the user is “h U l l o O uu
o A l ol ou O S O a hh O a O s S uh U l
O L ua la U uu A S L U A uo” in which a space
means an interval longer than 0.5 sec. Ideally, it takes
about 50 sec to input the test sentence with 37 characters
by speaking 46 sivels. In practice, the cost time is around
63 sec with an input error rate of around 4%. The extra
part of time is resulted by the user’s reaction to feedback
and the correction of input errors. To improve the inputting
efficiency, an auto-correction strategy is used. This strategy
allows the user to speak sivel codes of a word without
waiting for the feedback of each character. After a space or
a punctuation is input, the latest input word is automatically
revised according to a dictionary. With the help of the
auto-correction strategy, the user is able to input the test
sentence within 55 sec.

VI. DISCUSSION

Sivel-based text input (called sivel input for short) holds
many advantages which is similar to speech input and
NAM input (text input method with NAM recognition as its
underlying recognition technology). They are all articulators-
operated text input methods. They recognize the time series
of code elements from signals generated by users’ articula-
tors, then generate text with a certain text coding scheme.
Therefore, they can provide a useful channel for human-
machine communication in some situations such as when
users hands or eyes are busy, when hands-operated methods
are difficult to be implemented, and when users can not
move their arms or hands reliably due to disabilities. In
addition, sivel input uses signals having little interaction
with the ambient acoustic environment. This makes sivel
input applicable to more situations with challenging acoustic

Table II
CHARACTERS AND THEIR CODES WITH SIVELS IN V+ .

Char Code Char Code Char Code Char Code
a a k lu u u 4 UU
b lo l l v uh 5 SS
c ss m hh w uu 6 HH
d ol n oh x uU 7 LL
e U o o y ua 8 OO
f hu p la z aH 9 OL
g oa q al 0 AA , ou
h h r A 1 aa . uo
i S s s 2 oo (Space) O
j sa t L 3 ll (Bs/En) H

environments than speech input such as where are noisy or
silence-needed.

The most significant difference among sivel input, speech
input and NAM input is that sivel input adopts a customized
scheme of text coding. Sivel input encodes text with only
particular phonemes according to a customized scheme
which can be optimized for specific users or tasks, whereas
speech and NAM input encode text with conventional phonic
units (phonemes and syllables) according to knowledge on
linguistics. Although sivel input is not such a natural text
input method as the other two, it is more effective in some
special applications.

Here are two instances illustrating the advantages of the
customized text coding scheme. One instance is the potential
application of sivel input in secure communications. Encod-
ing the messages with sivels itself is also an encryption
process. Using sivel input, users can send messages qui-
etly in various acoustic environments with high accuracy
and without the participation of hands (and even eyes, if
feedback via hearing), which makes the communication
action difficult to be noticed by others. The other instance
is that sivel input can enable speech disorder people to
communicate with machines using an articulators-operated
method. There are many speech disorder people who are not
able to sound speech but only some phoneme-like segments
of (silent) voice. They can select sivels from those segments
of (silent) voice that they can sound reliably regardless of
whether these voices have linguistic meanings. After giving
user-customized names to these sivels and encoding text
with them, speech disorder people are able to input text to
machines using their articulators.

VII. CONCLUSION AND FUTURE WORK

This paper has proposed the concept of silent voice
elements (sivels) for text input. We selected a set of sivels
empirically as an example, at first. The experiments of sivel
recognition on the example show that sivels have potentials
to be efficient code elements and they are speaker-dependent.
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Then the selection of sivels for individuals has been accom-
plished using the sivel selection algorithm, and experimental
results demonstrate that the algorithm can select set of sivels
with high recognizability. We have introduced the sivel-
based text input method in which characters are encoded
with sivels according to a customized scheme. Using the
sivel-based text input, a user inputted a sentence with 37
characters by speaking 46 sivels within 55 sec. Finally, the
comparison among speech input, NAM input and sivel-based
text input have been made and discussed to illustrate the
advantages of the customized scheme adopted by the sivel-
based text input.

For future work, we are currently testing the various
robustness of sivel-based input, such as the robustness to the
placement of the vibration sensors and how robust the sivel
classifier are over time, and to improve sivel-based input for
everyday utility.
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Abstract—In this paper, we investigate whether community-
contributed multimedia content can be used to make video
summaries of social events. We implemented an event summa-
rization algorithm that uses photos from Flickr and videos from
YouTube to compose summaries of well-known society events,
which took place in the last three years. The comparison with a
manually obtained ground truth shows a good coverage of the
most important situations of these events. We do not claim to
produce the best summaries possible, which may be compared
to the work of a human director, but we analyze what can be
achieved with community-contributed content by now.

Keywords-video summarization. event summarization. social
media. real-life events. video retrieval. image retrieval. multi-
media entertainment.

I. INTRODUCTION

Twenty years ago, people were informed about a social
event, such as a royal wedding, through a few, authorized,
professional camera teams and journalists of printed press.
Nowadays, a vast amount of additional photos, videos and
some text, the latter mainly in form of metadata of the
images, are uploaded to social platforms, such as Flickr and
YouTube.

If we query these platforms to get informed about a certain
social event, like the royal wedding of William and Kate in
April 2011, we get a – usually extremely long – list of photos
or videos. Even though the list is sorted corresponding to
relevance, this is not a proper answer for such a question. We
rather preferred to get a compact presentation of a predefined
length, which gives us a summary, composed from the views
of many people that have witnessed the event. This is not
necessarily the best view, but the view that can be created
based on the information people provided when uploading
the content. Nevertheless, this view is usually very rich and
contains a lot of interesting, even surprising elements. Of
course, it may also contain garbage and even malicious
content, but this is out of scope of this paper.

For this study, we only used social events related to
entertainment. However, our approach is also applicable to
other events, such as a traffic jam on a highway [23], seen by
a number of drivers on the road, or a certain medical event,
identified by a group of medical doctors in an arthroscopic
surgery video [13].

This paper is organized as follows. Section II describes the

related work, in Section III our event summarization algo-
rithm is described in detail, in Section IV the experimental
results are presented, and Section V concludes this paper
and gives an outlook for future work.

II. RELATED WORK

The summarization of multimedia content is the target
of many research projects. Most of them focus on video
abstraction and video summarization. Two extensive reviews
of key-frame extraction and video summarization approaches
are given in [15][22]. The presented algorithms summarize
single videos with selected still images or with a short
summary video. In our approach, we generate summaries
that consist of content that comes from multiple sources.

One approach, which uses multiple videos as input for a
summarization algorithm, is introduced in [10]. Videos of a
whole basketball season in the USA and the corresponding
metadata are used to create summary videos under different
aspects, like summaries of the whole championship, of only
one team or even of a single player. The authors only
consider a single database for the content selection. Fur-
thermore, professionally produced content from TV stations
is used. No community-contributed annotations and ratings
are available. In contrast, the system presented in this paper
takes advantage of all context information that is provided
by the community.

Not only the summarization of videos has been exten-
sively studied, but the summarization of image collections
has also been a target of research activities [19]. This
work defines three aspects of an effective summary and
formalizes models to optimize them: (1) quality of the
content, (2) diversity of the content and (3) coverage of the
whole collection. These aspects are also important for our
summaries.

During the last few years, more and more research
activities were focusing on real-life events in the context
of multimedia data. In [26], a common event model for
multimedia applications is proposed. Eight basic aspects are
defined to describe an event, but also the relationship of an
event to other events.

An event-based clustering algorithm is proposed in [14].
A layered clustering algorithm produces different clusters of
videos, where each cluster represents one event.
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In [12], information from online event directories is used
to get metadata about an event, like the title or the geo
information. With the help of this additional information the
authors try to gather as many photos and videos as possible
from Flickr and YouTube.

A visual-based method for retrieving events in photo
collections of community-contributed contents is introduced
in [21]. Based on a query image, an image collection is
searched for similar photo records that may be of the same
event.

In [25], an automatic remixing approach for community-
contributed content from music concerts is presented. Users
can record and upload videos during live events. Afterwards,
the shared content is synchronized based on the creation
timestamps and a master audio track is extracted from the
single audio tracks of the synchronized videos. In the end,
video remixes of a concert are automatically created based
on automatically detected regions of interest.

The organization of tagged photo collections based on
landmark and event detection is presented in [16]. Photos
are arranged on their spatial closeness and their relatedness
to events.

In [9], a joint content-event model is proposed, which
allows an event-based indexing of videos instead of a
concept-based one. A content model that describes videos
in terms of scenes and shots is linked to an event model
that defines different events and how they may be related to
each other.

All these event-related approaches identify events in mul-
timedia content or they index or cluster the content according
to events. However, in this paper, we investigate aspects how
community-contributed content is suited for the generation
of visual summaries of social events, which to the best of
our knowledge has not been done before.

A work that is not event-centric but that shows the
power of utilizing community-contributed content is pre-
sented in [18]. Images of online photo collections are used
to generate 3D views of famous places in the world where
a lot of photos are taken. The introduced application allows
an exploration of places based on the content of people that
have really been there.

III. EVENT SUMMARIZATION

A summary of a social event should consider the three
aspects, how to build a summary [19]: (1) quality, (2)
diversity and (3) coverage. (1) Photos and videos of poor
visual quality should be not included into the summary. (2)
Similar photos or videos should not be included more than
once. (3) The resulting summary should cover the event as
good as possible showing as many situations that occurred
as possible.

As the quality aspect has been intensively studied, we
concentrate in this paper on the two other aspects. During
the generation of the summaries we focus on the maximum

diversity of the content. Our summarization algorithm may
not produce the best summary possible, but it creates a
representation that emerges from most relevant and most
popular contents related to a certain event of social media
sharing platforms. In our evaluation we then investigate the
coverage of that emerging view.

A. Summarization Algorithm

A summary is built according to search terms, specified
by the user, such as: Royal wedding of William and Kate.
First we cluster the content, based on the available textual
descriptions. After that we filter wrongly located content
based on GPS information. At last, we create a summary,
from the remaining content. A flow chart, which illustrates
these steps, is shown in Figure 1.

Figure 1. Flow chart of algorithm

The composition of an event summary is influenced by
six parameters: (1) search terms to describe the event with
keywords, (2) number of photos or videos to be shown in
parallel, (3) maximum duration of the summary in seconds,
(4) location, (5) start of the timespan the content must have
been produced, and (6) end of the timespan the content must
have been produced.

The search terms are passed to Flickr and YouTube as
text queries. The more comprehensive the query, the better
focused the retrieved content will be. Therefore, different
queries lead to different summaries. The results of both
platforms are sorted by relevance. We rely on the relevance
calculations of both platforms and do not perform our own
ones. This is the default sorting mode of both platforms. If
people use the web interfaces of Flickr or YouTube, they
also get the results sorted by relevance. A summary may
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consist of more than a single sequence of photos and videos.
Figure 2 shows a screenshot of an event summary, which
consists of four parallel streams.

We only query for content that has been produced within
the indicated timespan. We are well aware that the times-
tamps of the photos and videos may be wrong or even
missing. We are going to pay attention to this fact in our
evaluation. The queries do not return the photos and videos
themselves, but only their metadata. For runtime reasons,
we decided to limit the amount of Flickr results to 5000
per query. The YouTube API limits the amount of results
to 1000 per query. The amount of photos and videos we
consider for the summary generation is still much larger
than a user would manually examine when clicking through
Flickr and YouTube results. Therefore, we are of the opinion
that this limitation is reasonable.

Figure 2. Screenshot of event summary

B. Clustering

In the next step, we cluster the photos and videos based
on their textural descriptions. For that purpose, we use the
text suffix tree clustering algorithm introduced in [27]. It
has already successfully been applied to web document
clustering and shows some interesting properties that can
be exploited for our task.

The suffix tree clustering algorithm separates relevant
from non-relevant content, even if only text snippets are
available. Furthermore, the authors of the algorithm showed
that it works fast. Therefore, it is well suited for multimedia
content, as for photos and videos typically only short de-
scriptions are available. For each photo and video retrieved
from Flickr or YouTube, we extract title, description and
tags. This information is the input for the clustering algo-
rithm. At the end, we receive several clusters consisting of
photos and videos. For each cluster, a summary in form of
a dominant phrase is provided by the clustering algorithm.
For the content selection, we choose the largest cluster of
which the dominant phrase includes the search terms of our
query.

C. Content selection and composition of event summaries

Photos and videos often have misleading descriptions
regarding their location. We try to overcome this problem
by investigating the GPS coordinates of the content. The
location indicated in textual form is translated in GPS
coordinates using the Google Geocoding API [2]. Using the
retrieved GPS coordinates and the level of detail (country,
region, city or street) we are able to eliminate content that
has been produced in a wrong place. If ambiguities are
possible (e.g., Paris, France and Paris, Texas), the location
must be specified precisely. Otherwise wrong content may
be included in the summary.

The selection of photos for the summary is based on the
number of how frequently a photo has been viewed on Flickr.
The selection of videos is based on the user ratings (up to
5 stars), the number of views and the number of likes a
video has on YouTube. For each event summary, we select
content in such a way that the amount of time when photos
are shown and the amount of time when videos are played
are approximately equal. While videos have a natural length
we define a default duration of 7 seconds for still images in
the summary. In a single sequence this may be too long to
show a single image, but as soon as more than one sequence
is shown in parallel the viewers need more time to look at
all photos. For example, for a video with a duration of 28
seconds we add four photos to the summary. This ratio is
automatically adapted if the number of either the photos
or the videos is too low. It may happen that no videos are
included in a summary, because the selected cluster does not
contain videos at all or the length of the contained videos
exceeds the maximum duration of the summary.

One important aspect of the summarization of content is
to avoid redundancy [22]. We rely on visual image features
to identify redundant photos. Each image selected as a can-
didate for a summary is matched against all other photos that
are already in the summary. If the visual similarity to a photo
in the summary is too high, the candidate image will not be
added. For the estimation of the visual similarity, we extract
the Color and Edge Directivity Descriptor (CEDD) [7] from
each photo. The CEDD can be extracted fast and it showed
good results in an evaluation of different image features for
video summarization [11].

Finally, when all photos and videos are selected we sort
the whole content based on their creation timestamps. With
this simple approach we want to investigate how good
timestamps are suited to make a temporal alignment of the
content.

D. Summary format and presentation

In the resulting event summary, the videos are played first
and then slide shows of the photos are shown. We think
that the viewers get a good impression and an overview by
watching the videos first, while photos are better suited to
cover certain aspects in detail that the videos may miss.
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Table I
DETAILS ABOUT COMMUNITY-CONTRIBUTED DATA RELATED TO CERTAIN SOCIAL EVENTS

Search terms in
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Flickr results 59643 47372 2535 1529
YouTube results 15800 52500 547000 186000
Photos/Users selected 1062/182 1516/343 668/81 161/22
Videos/Users selected 1/1 211/211 114/90 83/72
Photos with GPS 333 437 333 42
Videos with GPS 0 7 7 0
Wrong location 81 211 160 1
Photos/Users in summary 168/51 73/28 81/17 83/14
Videos/Users in summary 0/0 5/5 4/4 5/5

We present the generated summaries in our own Video
Browser [8], which is depicted in Figure 2. This video
browser allows showing of several videos and photos in
parallel. The audio playback is selected from one of the
presented videos by default or by mouse-over on one of the
videos.

To organize the temporal presentation the player interprets
a formalism called Video Notation (ViNo) [20]. ViNo is a
multipurpose multimedia language, which we use to define
the presentations in a short and flexible way. Each event
summary is a ViNo expression, which consists of a sequence
of videos or photos shown in parallel. E.g., the presentation
of four videos as shown in Figure 2 can be expressed in
ViNo as [u1||u2]||[u3||u4], where we assume that ui is the
identifier of a video and || means parallel presentation. Each
line is grouped by squared brackets.

IV. EVALUATION

We chose four well-known social events that took place in
the last three years for the evaluation: (1) the inauguration
of Barack Obama [5], (2) the Royal Wedding of William
and Kate [6], (3) the FIFA World Cup Final 2010 [3] and
(4) the UEFA Champions League Final 2011 [4]. All four
events took place on one single day, were attended by several
thousands of people and attracted the attention of millions
of people around the world.

The same algorithm was used for all four summaries. We
did not tune it according to the events. All event summaries
in our evaluation consist of 4 parallel streams and have a
maximum duration of 5 minutes. The timespan we used for
our queries starts with the day the event took place and ends
one month after that. Other investigations showed that even
a time interval of 7 days is sufficient [12]. Screen captures of
the four composed event summaries are available online [1].

Table I lists the Search terms that were used as input
for the summary generation and gives details about the
retrieved content. We tried to use as few search terms as
possible to describe the events, because people also tend to
use only a few terms when searching for multimedia content
online [24].

The same query, which is used for the summary genera-
tion, has also been used to query the Flickr (Flickr results)
and the YouTube (YouTube results) website to get a first
impression of the available content. For the first two queries
much more photos can be retrieved from Flickr than for
the two soccer matches. The reason for that is that more
specific text queries were used for the two soccer matches
consisting of 4 and 5 terms, compared with only 2 terms
for the first two queries. The more specific a query is the
less results are returned from Flickr. Interestingly, for the
two soccer matches a huge amount of videos is available. A
closer examination shows that people played these matches
also on their gaming consoles and published videos of that
computer games online.

The event summary algorithm originally included the
5000 most relevant Flickr and the 1000 most relevant
YouTube results. Finally, even a smaller subset – as produced
by the clustering – is used for the content selection. The rows
Photos/Users selected and Videos/Users selected list how
many photos and videos were included in the final cluster
for the summary generation and how many distinct users
uploaded these contents. It can be seen that several photos
are selected from each included Flickr uploader, while in
most cases the included YouTube videos have different users.

In the created summaries 3 to 6 photos of a single
uploader (Photos/Users in summary) are included. Each
video in these summaries (Videos/Users in summary) has a
single uploader. The summary of the inauguration of Barack
Obama only consists of photos. The cluster selected for the
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summary only contains one video of his oath, but its length
exceeds the maximum duration of the summary. In general,
these summaries include content from a variety of users,
thus these summaries are really conveying a broad view of
people that witnessed the selected events.

The retrieved data shows that the available GPS data
provide only a strongly limited support to estimate the
location where the content was produced. For only 25 –
50 % of the selected photos (Photos with GPS) are the
GPS data available and videos (Videos with GPS) hardly
having this data associated at all. Nevertheless, many photos
could be filtered that were taken in a wrong location. The
relatively high amount of photos excluded due to wrong
semantic location (Wrong location) can be easily explained.
The events chosen for the summaries were broadcasted
all over the world. The excluded content was produced
by people somewhere else on the world. In most cases
people celebrated parties to follow the original event in a
group on TV. The content produced at those parties was
annotated with textual descriptions related to the original
event. Therefore, it was initially included in the results sets
retrieved by Flickr and YouTube.

The coverage of the created summaries is compared
against a manually obtained ground truth. The most impor-
tant situations of the chosen events were figured out with
the help of Wikipedia articles [3][4][5][6]. For each event
a corresponding set of situations was identified. A situation
may be a temporal happening, such as exchange of the rings,
a location, such as the Westminster Abbey or even persons,
such as Prince Harry. Table II lists the identified situations
for all four events. Further information about these situations
can be obtained from the Wikipedia articles. Later in this
paper, we refer to these four lists of situations when the
evaluation of the coverage of the generated summaries is
presented.

We decided to rely on Wikipedia, because it is difficult
to find an objective evaluation metric for the quality of
summaries. Summaries are always somehow based on sub-
jective opinions as [17] showed. Wikipedia articles usually
have several authors, who perform discussions and have
to agree on the text of the article. Therefore, Wikipedia
articles convey the common opinion of a crowd of people.
We take advantage of that common opinion to get a more
objective ground truth for the evaluation of the coverage of
the generated event summaries.

We compared our event summaries with a standard web
search on Flickr and YouTube. As the evaluated summaries
have a duration of 5 minutes, we limited the number of
Flickr and YouTube results to amounts that could approxi-
mately be browsed in that time span. The first 120 photos
from Flickr and the first 20 videos from YouTube are
investigated for each query. If we compare the coverage of
the generated summaries with the Flickr and YouTube results
in the following parts of this evaluation, we always refer to

Table II
INTERESTING SITUATIONS OF THE FOUR SOCIAL EVENTS

Inauguration Obama Royal Wedding
1. United States Capitol 1. Westminster Abbey
2. Music live performances 2. Bride (Kate)
3. Invocation by pastor 3. Groom (William)
4. Aretha Franklin singing 4. Pippa Middleton
5. Oath of Vice President 5. Prince Harry
6. Oath of Barack Obama 6. Queen Elisabeth II.
7. Inaugural address 7. Young bridesmaids
8. Prayers 8. Pageboys
9. Departure of former president 9. Arrival of Kate
10. Signing of first orders 10. Exchange of rings
11. Luncheon 11. Lesson
12. Parade 12. Sermon
13. Inauguration balls 13. Leaving Westminster Abbey
14. National prayer service 14. Return to palace in coach
15. Oath of office 15. Lunchtime reception

16. Appearing on balcony
17. Harpist performance
18. William & Kate leaving with car
19. Private dinner
20. Wedding cake
21. Merchandise
22. Broadcasting

World Cup Champions League
1. Soccer City Stadium 1. Wembley Stadium
2. de Jong’s kick against Alonso 2. Chance Hernandez (ManU)
3. Chance Robben (NED) 3. Chance Villa (Barca)
4. Chance Sneijder (NED) 4. Chance Villa (Barca)
5. Chance Ramos (ESP) 5. Goal Pedro (Barca)
6. Red card Heitinga (NED) 6. Goal Rooney (ManU)
7. Goal Iniesta (ESP) 7. Chance Messi (Barca)
8. Award ceremony 8. Chance Messi (Barca)

9. Goal Messi (Barca)
10. Chance Messi (Barca)
11. Chance Xavi (Barca)
12. Goal Villa (Barca)
13. Chance Rooney (ManU)
14. Chance Nani (ManU)
15. Award ceremony

Figure 3. Comparison of situations found

result sets of that size (indicated by Flickr resp. YouTube in
the following diagrams).

The results are shown in Figure 3. In all cases, the first
Flickr results only include few situations of interest. The
reason for that is that people tend to photograph themselves
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Figure 4. Amount of true positive photos or videos

when visiting an event. Therefore, a lot of images show
visitors of the event and only few photos show situations
as they were identified based on the Wikipedia entries.
Except for the inauguration of Obama the YouTube results
show more interesting situations than the Flickr results. The
event summarization algorithm shows in all cases the best
performance. It includes as much situations as Flickr or
YouTube or even more.

If content is examined regardless of the searched situa-
tions, it can be recognized that the precision of the Flickr
results is high. They include a high amount of content that is
related to the searched events. Figure 4 shows the percentage
of true positive photos and videos in the Flickr and YouTube
results as well as in the event summaries. For the latter, we
distinguish between photos and videos. A photo or video is
regarded to be a true positive if it is somehow related to the
event. The Flickr results contain a lot of true positives, which
also has a positive effect on the photos in the summaries.
Except for the Champions League final the YouTube results
have a lot of false positives, although only the 20 most
relevant results returned by YouTube are considered. The
event summarization algorithm also includes false positives
in the summaries, but the ratio of true positives is much
better than the one of the YouTube results. This is an effect
of the suffix tree clustering of the content. As the biggest
cluster is chosen, which is related to the query, it is more
likely that this cluster includes relevant content. Note that
false positives include photos and videos, which are not
wrong, rather strange. For example, if some people record
the movements of the police at the royal wedding (as they
did indeed), this is topic for a non-technical discussion,
whether or not these images are misplaced.

The comparison of the coverage shows that quite a lot of
the defined situations of interest are not included in the sum-
maries as well as in the Flickr or YouTube results. Therefore,
we want to take a closer look at the situations found. Figure 5
shows the situations detected for the inauguration of Barack
Obama. It can be noticed that a lot of photos are showing

Figure 5. Inauguration Obama

Figure 6. Royal Wedding

the parade (situation no. 12) after the inauguration. That
was somehow expected, because the parade was watched
by a lot of people along the track and thus a lot of photos
have been made. For the other situations it can be stated that
people especially took photos of the highlights, like the oath
of Obama (6), his inaugural address (7) or the departure of
the former president Bush (9). Also the society events like
the luncheon (11) and the balls (13) seem to attract people.
The oath of the Vice-President (5), prayers (8) or events that
took place in the office of Obama, like the signing of the
first orders (10) or his second oath (15) are not covered by
the content we received from Flickr and YouTube.

Figure 6 shows the identified situations of the royal
wedding in detail. As it can be seen the involved people
like Kate (2), William (3), Pippa (4), Prince Harry (5) or
the Queen (6) get a lot of attention. Also the appearing on
the balcony (16) or situations that took place in the streets or
in front of the church (9, 13 and 14) are included often. The
reason is again that for public situations a lot of content is
produced, while for private ones like the family celebrations
(15) or the private dinner (19) in the evening nothing can
be found.

We also wanted to investigate events where the interesting
situations may be clearer. Therefore, we decided to inves-
tigate event summaries of two soccer games that attracted
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Figure 7. FIFA World Cup Final 2010

Figure 8. UEFA Champions League Final 2011

the attention of millions of people around the world. The
identified situations for the two games are shown in Figure 7
and Figure 8. For both games it can be stated that all goals
are identified by our summaries, but nearly all chances that
did not result in goals are missed. In addition to the goals
both summaries also include a lot of situations showing the
venue and the award ceremonies of the winning teams.

Regarding the temporal alignment of the content we must
state that the timestamps of the content are not sufficient
for good ordering of the content. By simply watching the
generated summaries it can be seen that the content is mixed
up temporarily in all summaries. It seems that people do
not care about their cameras having correct date and time
settings. Nevertheless, this could change, if people notice in
the future that innovative tools can make good use of this
information.

V. CONCLUSION

In this paper, we presented an algorithm for the summa-
rization of real-life events based on community-contributed
multimedia content. We composed four summaries of events
that attracted a lot of people during the last three years
using photos from Flickr and videos from YouTube. We
evaluated the coverage of our summaries by comparing them
with Wikipedia articles that report about the corresponding

events. This innovative evaluation technique allows us to
identify the important happenings of social events without
doing manual observations of these events, but by relying
on the common opinion of a group of people that cre-
ated and edited the corresponding articles. Furthermore, we
investigated some characteristics of community-contributed
content with respect to event summarization. The composed
summaries show a good coverage of interesting situations
that happened during the selected events. Next, we plan to
perform user studies to investigate how the quality of our
summaries is perceived by people that watch them.

There are still several open questions that remain in this
rather new topic, like the correct temporal alignment of con-
tent or the identification of malicious content. In our future
work we are also going to incorporate additional sources of
information, like textual descriptions of the events, for the
temporal alignment as well as for the selection of content.
Furthermore, we are going to make investigations regarding
the sensitivity of our algorithm to be able to state which
results can be achieved under which circumstances.

Further investigations have to be done on events that
last longer than one day (e.g., the whole FIFA World
Championship), events that have many parallel sub-events
(e.g., Olympic Games), and small events (which only attract
the attention of a small audience). But not only events that
are related to entertainment are of interest. The presented
approach can also be applied to spontaneous real-life events
like a traffic jam on a motorway or a catastrophe scenario
like a heavy earthquake. If summaries of such events are
constructed from the content that involved people or wit-
nesses have captured, emergency response teams may profit
from that information and may be steered and coordinated
in a better way.
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video browsing: A tool for fast non-sequential hierarchical
video browsing. In G. Leitner, M. Hitz, and A. Holzinger,
editors, HCI in Work and Learning, Life and Leisure, volume
6389 of Lecture Notes in Computer Science, pages 443–446.
Springer Berlin / Heidelberg, 2010.

[9] N. Gkalelis, V. Mezaris, and I. Kompatsiaris. Automatic
event-based indexing of multimedia content using a joint
content-event model. In Proceedings of the 2nd ACM in-
ternational workshop on Events in multimedia, EiMM ’10,
pages 15–20, New York, NY, USA, 2010. ACM.

[10] R. Kaiser, M. Hausenblas, and M. Umgeher. Metadata-
driven interactive web video assembly. Multimedia Tools and
Applications, 41:437–467, 2009.

[11] M. Kogler, M. del Fabro, M. Lux, K. Schoeffmann, and
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[20] A. Sobe, L. Böszörmenyi, and M. Taschwer. Video Notation
(ViNo): A Formalism for Describing and Evaluating Non-
sequential Multimedia Access. International Journal on
Advances in Software, 3(1 & 2):19–30, sep 2010.

[21] M. R. Trad, A. Joly, and N. Boujemaa. Large scale visual-
based event matching. In Proceedings of the 1st ACM
International Conference on Multimedia Retrieval, ICMR
’11, pages 53:1–53:7, New York, NY, USA, 2011. ACM.

[22] B. T. Truong and S. Venkatesh. Video abstraction: A sys-
tematic review and classification. ACM Trans. Multimedia
Comput. Commun. Appl., 3(1):3+, 2007.

[23] R. Tusch, A. Fuchs, H. Gutmann, M. Kogler, J. Köpke,
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Abstract—This study presents the healthcare multimedia 
application for multimodal device interaction based on mobile 
cell phone styles. The application provides visualization and 
user interaction of health care status information. The data are 
processed from a user interface and from sensors embedded in 
mobile devices and surrounding personal health care devices. 
The multimedia application is ready to use for personal health 
care and also for elderly people self monitoring.  
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I. INTRODUCTION 
A human can be monitored by user adaptive visualization 

system in home ambient. The information of measured data 
could be provided to the patient by several ways like 
visualization on a TV screen. The user would select the kind 
of vital function data to visualize on the TV screen by 
wireless driver. The disadvantages are worse portability of 
TV, necessity of creating a special data channel for 
connecting on TV video input, special wireless TV driver 
designing.  

The other visualization possibility is on a PC monitor 
where the user would examine the measured data with a 
desktop computer or on a notebook screen. The 
disadvantages are the required computer and the 
cumbersome PC. The advantages are large screen area and 
simple handling of PC application by mouse and keyboard. 
Data would be transmitted by WiFi. 

Visualization on PDA is the advantages are compactness 
and device mobility. It would be necessary to make an 
application for PDA. The data would be transmitted by WiFi 
or BlueTooth. Disadvantage is battery consumption and 
handling the smart phone by elderly people. [9] 

Visualization by use of a mobile phone is the new 
measured values would be transmitted by SMS. The 
disadvantage is the reduced visualization option.  

The best one way is developing a special mobile device 
(mobile unit for data measuring and visualization) with a 
user interface (LCD and keyboard) which is suitable to the 
visualization requirements. The device allows wireless 
transmission of vital functions data. The advantage is great 
stability in comparison to PC or PDA as the application 
doesn’t work on any operation system. The device is useful 
for emergency calls (emergency medical service calling), for 
example after the given keyboard button push. In the 

following chapters we describe the mobile unit and user 
communication interface. [10] 

II. MOBILE UNIT 
The mobile unit is a device, which can monitor human 

basic vital functions and provide communication with 
surroundings by wireless nets. 

The mobile unit integrates all the measuring and 
visualization functions to one compact mobile device, which 
is capable of ZigBee wireless communication. The device is 
embedded to a case of mobile phone size. The LCD, 
keyboard and Power button are used to create the user 
interface. The output connector is used for measuring and 
programming wires connection and for the battery charger 
connection. The device is powered by Li-Ion 3.3V battery. 
All components of the device are designed for this voltage. 

A. Block Diagram 
The block diagram of the mobile unit is in Fig. 1. There 

is symbolized its inner structure, function of individual 
blocks and communication between them. An individual 
description is given to the blocks of the user communication 
interface. 

 

 
Figure 1.  The mobile unit block diagram 
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B. Mobile Unit Control 
The control microcontroller of the mobile unit is an MCU 

based on the ARM architecture. It transmits all the 
visualization data to the user interface control unit MCU 
based on the AVR architecture. The user interface control 
unit processes the received data. 

The communication between ARM and AVR MCUs 
proceeds through the I2C serial interface. The I2C protocol is 
described in chapter I2C Communication Protocol. The 
components of the communication protocol include also an 
interrupted line allowing for the duplex communication. 

C. User Interface Control 
The ATmega644P is a low power CMOS 8-bit 

microcontroller based on the AVR enhanced RISC 
architecture. It contains enough capacity of Flash program 
memory (64K Bytes). The clock frequency is set to 12MHz, 
maximal for 3.3V MCU operating voltage. The power 
consumption is 7mA in active mode and 0.2μA in power-
down mode (used during the device down). Used peripheries 
are PWM (LED Backlight intensity adjustment), timers/ 
counters, I2C, USART, JTG and SPI interfaces. [1] 

The AVR MCU allows for communication with other 
components of the user communication interface (LCD, 
keyboard, external Flash memory) and external devices 
(MCU ARM, PC). The AVR MCU contains the main 
program in Flash program memory. The program allows for 
receiving vital function data,, storing and reading from an 
external data Flash memory, communication with the LCD 
driver, keyboard keys status reading and communication 
with PC (MCU programming, data Flash uploading). 

D. User Data Flash 
The AT45DB081D with serial SPI interface is used as 

the external Flash memory. Its 8Mb of memory are 
organized as 4096 pages of 256 or 264 bytes each. It allows 
intelligent memory operations, page programming and 
flexible erase options (page, block, sector, and chip erase). 
100 000 program/erase cycles per page are guaranteed. [3] 

 
Content of external user data Flash: 
• Video data (icons, user menu panels, battery and 

signal strength states, the map of monitoring area) is 
stored in RGB format suitable for LCD writing, or 
compressed (RLE, JPEG). 

• Fonts (3 font styles 6x8, 8x8 and 8x16 pixels) 
• Trend data (temperature, pressure, oxygen 

saturation, weight, and position) 
• Settings (back light, curves’ speed rate, actual 

indexes of trends data arrays) 

E. LCD 
The LCD has relatively the simple 9-bit serial interface, 

running on 6.6MHz maximum frequency. It uses an Epson 
S1D15G10 or a Phillips PCF8833 controller driver, which 
allows driving and data imaging on LCD. LCD driving with 
the Phillips PCF8833 controller and driver is described in 
chapter LCD Driving. LCD has powerful white LED 
backlight - 7V @ 40-50mA (very bright). [5] 

It’s necessary to use the DC-DC step-up converter for 
LED backlight power supply. The used step-up converter 
MC34063 is a switching regulator. Back light intensity is 
regulated by PWM signal generating. [7] 

F. Keyboard 
It is used several push buttons of matrix keyboard for 

user menu controlling. The user menu is described in chapter 
User Menu. 

G. Output Connector Programming I/O 
MCU AVR and external Flash memory programming is 

possible by the USART and JTAG interfaces. USART and 
JTAG are connected to the output mobile unit connector. 

There was the MATLAB GUI used to create an 
application, which enables uploading the external user data 
Flash. This application is described in the chapter Interactive 
User Data Flash Uploading. The mobile unit is connected 
with PC through the RS232 serial interface (COM port PC). 
It is possible to use a chip based on MAX232 for RS232 to 
USART conversion. 

The AVR JTAGICE mkII programmer serves for 
programming the AVR MCU. It supports all types of AVR 
MCUs. For programming and debugging the AVR MCU we 
can use the AVR Studio development platform. 

III. ADAPTABILITY USER INTERFACE 
The mobile unit for measuring and measured data 

visualization is a compact device, which is able to be 
configured by the user to present well-arranged results. The 
visualization system consists of several construct parts 
described below. 

A. User Interface Parts 
• LCD 
• Matrix keyboard 
• Power button 
• User interface control unit and external user 

data Flash 
• Output connector programming I/O 

 

 
 

  
Figure 2.  User interface parts a) LCD b) matrix  keyboard c) output 

connector d) MCU and Flash 

B. User Interface LCD Imaging 
For the user of a mobile unit, the user menu displayed on 

LCD was created.. Moving and options in the user menu are 
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achieved by several keys of the keyboard. The user has the 
possibility to display vital functions and additional data. He 
can also execute an emergency call, upload user data Flash, 
or launch the demonstration mode of visualization. 
Additional options are settings of the parameters as 
waveform sweep speed, LCD back light intensity. 

 

  
Figure 3.  Actual ECG and pletysmography record demonstration on LCD 

a) ECG channels 1 and 2 b) pletysmography 

Actual waveform measurement imaging ECG (channels 
1 and 2) and pletysmography (including SpO2 and pulse 
values). SpO2 values are stored in the user data Flash 
memory to examine it in the saturation trend.  

Trends imaging – the body and ambient temperatures, 
systolic and diastolic pressure, a pulse, SpO2, weight, the 
position (the room ID). It is possible to set the common or 
separate scales for the body temperature and ambient trend, 
on/off line with particular value displaying, on/off minimum 
and maximum value of graph displaying.  

 

  

  

 
Figure 4.  Trends imaging on LCD screen demonstration a) body and 

ambient temperature  curves b) pulse, systolic and diastolic pressure curves 
c) saturation curve d) body weight curve e) position 

There is also other information as  actual position 
displaying, emergency calling, event displaying, DEMO 
mode, user data Flash uploading, settings - waveform sweep 
speed, LCD back light intensity. 

IV. LCD DRIVING 
The used LCD type is driven by Phillips PCF8833 

controller driver. The PCF8833 is a single chip low power 
CMOS LCD controller driver, designed to drive color Super-
Twisted Nematic (STN) displays of 132 rows and 132 RGB 
columns. All necessary functions for the display are provided 
in a single chip, including RAM which has a capacity of 209 
kbit (132 x 12-bit x 132). The PCF8833 offers the 3-line 
serial interface. 

The PCF8833 has 2 access types; the one defining the 
operating mode of the device (instruction) and the other 
filling the display RAM (data). Efficient data transfer is 
achieved by auto-incrementing the RAM address pointers.  

A. Write mode – the serial interface 
SPI 9-bit communication. Each data packet contains a 

control bit D/C and a transmission byte (instruction/data). 
The logic value of control bit D/C interprets the following 
byte as instruction (D/C is logic 0) or data (D/C is logic 1). 

B. Instructions 
There are 3 types of instructions; the one defining the 

display configuration (data format, color inversion, partial 
mode, rolling scroll mode, etc.), the one setting X and Y 
addresses, and miscellaneous data. 

Different display data formats are available because 
different color depths are supported by PCF8833. The color 
depths supported are: 4 Kbyte colors (12-bit/pixel), RGB 4 : 
4 : 4 bits input (4 bits for red, 4 bits for green and 4 bits for 
blue color resolution ). The data coming from the interface is 
directly stored in RAM, or with better color depth, for 
maximal use affording a realistic imaging, as flat scene 
imaging it supports 65 Kbyte colors (16-bit/pixel), RGB 5 : 6 
: 5 bits input. The 16-bit data coming from the interface is 
mapped by means of dithering to 12-bit data. Then, the 
dithered 12-bit data is stored in the RAM. 

V. I2C COMMUNICATION PROTOCOL 
For communication between ARM and AVR MCUs we 

define the I2C communication protocol. 

 
Figure 5.  I2C communication protocol block diagram 

Mobile Unit Control MCU – it transmits a continual data 
stream, which contains a vital measured data function, actual 
time, and actual events’ data.  

There is defined sampling frequency for ECG, 
pletysmography, temperature and time; a single-shot value 
for weight, pressure, position, and events’ data. 

User Interface Control MCU – it receives a continual 
data stream; transmits the events’ data (emergency calling, 
power down request). Transmitter mode is activated by the 
interrupted line. 
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Data stream – the communication protocol consists of 1 
byte opcode, which interprets following data type, or it 
defines some event in itself. The opcode is followed by 
several data bytes or by next opcode. 

VI. PROGRAMMING AND THE APPLICATION 
DEVELOPMENT 

For programming the microcontroller ATmega644P, we 
can use the AVR STK500 Flash Microcontroller Starter Kit. 
The AVR STK500 presents a complete tool kit for the Atmel 
AVR microcontrollers. It allows development, debugging 
and testing prototypes applications. [8] 

The application was programmed in AVR Studio 4 with 
AVR GCC programming language. The compiler is included 
in AVR Studio. 

A. Libraries and Functions 
The program is built-up of considerable functions’ 

libraries, which are necessary to communication with LCD 
controller driver, primitive graphic objects, text and numeric 
values rendering, image data rendering (images, flat maps of 
monitored area), vital functions data receiving and the user 
interface. The program configures and uses microcontroller 
peripheries as I/O, SPI, USART, I2C, TC0, TC2, etc. 

The video data are stored in the user Flash memory. We 
access the data by memory page address listed in the fat.h 
library. 

The draw.h library contains the functions for graphic 
objects on LCD imaging (pixel, line, rectangle, circle, text, 
and number). 

The functions for Flash memory handling, reading image 
data and displaying images on LCD are in the flash_lcd.h 
library. 

The functions for time handling, trends, ECG and 
pletysmography waves imaging and user interface options 
are stored in particulars libraries time.h, trends.h, waves.h, 
TIMER0_okna.h. 

In Figure 6, there is an image stored in the Flash memory 
with illustrated coordinates (x0, y0) and (x1, y1), which are 
stored in initialization bytes of data file. Also, this illustrates 
the width and height of an image in pixels. The part of the 
image actually displayed on the LCD screen is marked in the 
red frame with the width x1_LCD0 - x0_LCD0 pixels and 
the height y1_LCD0 - y0_LCD0 pixels. The parameters 
x0_LCD0, x1_LCD0, y0_LCD0 and y1_LCD0 determine 
the part of the LCD display screen used for image 
displaying. 

The appropriate part of the image is displayed on LCD 
according to the received position coordinate (x_pozice, 
y_pozice). (x_pozice, y_pozice) is actual position of patient 
in monitored area. x_pozice has range <x0, x1>, and 
x_pozice has range <y0, y1>. By mapa_bod argument 
selection we can on/off displaying of the point of position 
coordinate. [10] 

The appropriate function for image data LCD displaying 
is executed by the compression type of the stored image data. 

 

 
Figure 6.  Map of monitored area and image parameters stored in flash 

memory 

VII. PROGRAM FUNCTION DESCRIPTION 
The program starts to execute in the int main (void) 

function, just through the AVR MCU connected to the 
battery voltage. In the int main (void) function, there are 
executed the following tasks: the Watchdog reset, the power 
push button configuration as interruptible input, enable all 
interrupts, and the power consumption reduction (the ADC 
shutdown). Finally, the AVR MCU is switched to the power-
down mode for the minimal power consumption. From this 
power mode, the AVR can wake-up only by external 
interrupt (the power push button). At the end of the int main 
(void) function, there is the infinite loop placed while (1); to 
continue the program after MCU wake-up. 

 

 
Figure 7.  Keyboard use 

After the device is switched-on, the void INIT() function 
is executed. After the device initialization the push-buttons 
status is periodically read in timer 0 interrupt. There are 
particular functions executed in the interrupt code of the user 

130Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-195-3

MMEDIA 2012 : The Fourth International Conferences on Advances in Multimedia

                         139 / 169



interface menu. The I2C interface is also active for 
communication between ARM and AVR MCUs.  

VIII. USER MENU 
The user can move in the user menu displayed on a LCD 

screen by several push buttons. 

A. Main Menu 
After switching on the mobile device, a logo is displayed 

on LCD (figure 8).  
The ZigBee signal strength status (Figure 9), battery 

status (Figure 10), and the actual time formatted to HH:MM 
are displayed in the upper part of the LCD screen. These data 
are called as “Initiative Line”. Below this line this is space 
for one line message called as ”Event Line“. It is the last 
event concerning data receiving: a new measured pressure 
value begins next and the end of EKG or plethysmography 
measuring, ALARM – smoke in the room. Below the “Event 
Line” there is displayed the main menu (Figure 11) namely 
one of the mentioned option (a, b, c, and d). Moving in the 
main menu is realized by arrow buttons “Left” and “Right”. 
The selection is approved by the key “Enter”. 

The similar style of moving in the user menu is in other 
menus: waves, trends and settings. [13] 

 

 
 

Figure 8.  The main menu window 

 
Figure 9.  The ZigBee signal strength status 

 

 
Figure 10.  The battery statuses 

 
  

Figure 11.  Main menu 

IX. INTERACTIVE USER DATA FLASH UPLOADING 
There was MATLAB GUI used to create an application, 

which enables uploading the external user data Flash. You 
can see the main window of the application in the Figure 12. 
We use a serial COM port PC for programming.  An image 
with  *.bmp, *.ico, *.jpeg, *.png, *.tiff extensions, a data file 
and others can be stored  into the Flash memory. 

 

 
Figure 12.  Program_FLASH_GUI 

Images must be stored into the Flash memory in a format, 
which is suitable for displaying on the mobile unit LCD 
screen. The LCD – PCF8833 driver supports 3 data formats 
(for 8-bit, 12-bit or 16-bit colors) as stated it the chapter 
LCD Driving. It is also convenient to compress images in 
order for them to take as least space as possible in the Flash 
memory with 8Mbit capacity. [12] 

The data file of each image contains 24 initializing bytes 
in its beginning. We cannot change the first 6 bytes  as those 
contain necessary information about the image (the width 
and  height of the picture in pixels, the compression kind and 
colors quality). It is not possible to identify an image without 
this information, to use an appropriate decompression 
function, to set the format and so on. The byte 7 – 10 serve 
for entering the scale of the image. These bytes must be 
entered if the image is a map. Other initializing bytes are not 
used in this application. They can be configured additionally.  

X. GUI  DESCRIPTION 
The main window of the user interface for programming 

the Flash memory is shown in the Figure 12. 
After clicking on the “Browse” button you can choose 

the required file containing a picture or data, which is to be 
loaded into the Flash memory.  

You can choose the first memory page, which will be 
used for storing data, in the “DataFlash AT45DB081D” item 
in the GUI. If you select a page, which already contains data, 
these will be lost by loading new data. It is possible to load 
an image in a selected format or data like types of a font or 
trends. The loaded are saved into the Flash exactly the same 
way as it is saved in the initial file. 

A picture can be compressed into JPEG or RLE (Run 
Length Encoding), which is a compression with no losses. It 
is also possible to select a quality of colors. When loading 
images you can set the initializing bytes after clicking on the 
dedicated button in the GUI. 
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The data is sent through a serial COM port. It is 
necessary to set a free port and a data rate of transition. The 
data rate of transition is preset to 15200 Bd/s. The “Open” 
button checks the availability of the selected port. [13] 

When all the parameters are chosen, the data transfer 
from PC to Flash memory can begin by clicking on the  
“START” button on the right bottom corner of the GUI. The 
“Status” window displays the data file size [byte], the page 
end of the memory, and additional information. When the 
data type “Image” is chosen, the original and compressed 
image is displayed in new MATLAB figures. 

After that runs the time 10s, during that the mobile unit 
should be connected. The item “Flash” should be selected in 
the mobile unit’s user menu. The data transfer begins after 
pressing the key “Enter”. After the transfer termination, the 
status message is displayed both on mobile LCD unit and on 
the PC screen. 

XI. CONCLUSIONS 
The objective was to create a multimedia user interface 

for the mobile unit in the form of applications. The generated 
application works on previously realized hardware. 
Programming and STK500 communication ports are 
connected to COM ports on PCs. AVR μC is programmed in 
the AVR Studio 4. The communication port is used to 
program the external FLASH memory of the MATLAB 
GUI. With socket for external development, the board is 
managing AVR μC connected to an external flash memory, 
LCD and keypad Nokia. The external field is also involved 
DC converter generating DC voltage suitable for 
backlighting LCD and keypad. 

Simulation of receiving and sending vital data functions 
are performed in two ways. The first method is implemented 
by running the DEMO mode in the user menu. The LCD 
displays are fictitious measured data. In this case, however, 
the function of the communication interface is not verified. 
The second way is by the communication protocol. For this 
purpose μC AVR Atmega168, which simulates the 
communication between AVR and ARM AVR Atmega168 
is programmed to broadcast a fictitious measured data and 
that all options according to the protocol. It also has 
activated external interruption simulating the ARM interrupt. 
Thus, the functional and messages such as "Off" and 
"Request for Assistance". 

The work was for me a great benefit in terms of 
programming the AVR μC. It has been used many AVR 
function and all communication interfaces that offer AVR. 
Also, capacity SRAM and programming FLASH memory 
have been largely used. Due to the scale of the program was 
necessary to abandon the original type AVR Atmega168 and 
go to ATmega644P with 64kB flash memory / 4 KB SRAM. 

Another direction of development and improving the user 
interface of the communication could be to the user menu of 
new features and use the whole keyboard for entering 
numbers of parameters. To view the trends would be 
appropriate to move the LCD larger. This can select a more 
readable font size for most users. 
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Abstract—Real-time video streaming over wireless channel has 
become an important issue due to the limited bandwidth that is 
unable to handle the flow of information of the video frames. 
The characteristics of wireless networks in terms of the 
available bandwidth, frame delay, and frame losses cannot be 
known in advance. As the effect of that, the user may notice a 
frozen picture in the mobile screen. In this work, we propose a 
technique to prevent freezing frames in the mobile devices 
based on spatial and temporal locality for the video stream, by 
splitting the video frame into four sub-frames and combining 
them with another sub-frames from different sequence 
positions in the streaming video. In case of frames losses, there 
is still a possibility that one fourth (one sub-frame) of the 
frame will be received by the mobile device. The received sub-
frames will be reconstructed based on the surrounding pixels. 
The rate adaptation mechanism will be also highlighted in this 
work, by skipping sub-frames from the video frames. We show 
that the server can skip up to 75% of the frame’s pixels and 
the receiving pixels (sub-frames) can be reconstructed to 
acceptable quality in the mobile device. 

Keywords-streaming video; wireless network; frame splitting; 
sub-frame crossing; rate adaptation. 

I.  INTRODUCTION   
Nowadays mobile cellular networks provide different 

type of services and freedoms to the mobile users anywhere 
and at any time while the mobile users on the move. 
Streaming services become an important application to the 
mobile user, while streaming video is the classical technique 
for achieving smooth playback of video directly over the 
network without downloading the entire file before playing 
the video [1][5][14].   

The unpredictable nature of wireless networks in terms 
of bandwidth, and loss variation, remains one of the most 
significant challenges in video communications [9]. In this 
context, video streaming needs to implement an adaptive 
techniques in terms of transmission rates in order to cope 
with the erroneous and time variant conditions of the 
wireless network [9][10].  

Bandwidth is one of the most critical resources in 
wireless networks, and thus, the available bandwidth of 
wireless networks should be managed in an efficient manner 
[7]. Therefore, the transmission  rate of  the streaming video  

 
 
should be maintained according to the networks bandwidth 
[2][6][11].  

Network adaptation refers to how many network 
resources (e.g., bandwidth) a video stream should utilize for 
video content, resulting in designing an adaptive streaming 
mechanism for video transmission [15]. To stream video, it 
is desirable to adjust the transmission rate according to the 
perceived congestion level in wireless networks, to maintain 
the suitable loss level and fairly shared bandwidth with 
other connections. Furthermore, it is favorable for the 
streaming video to be aware of the transmission level in 
order to obtain good streaming quality by appropriate error 
protection. 

In this paper, we proposed a sub-frame crossing 
technique based on frames splitting. The video frame will be 
split into four sub-frames, and combine the sub-frame with 
another sub-frame from different sequence position and 
from different spatial data in the streaming video. The 
crossing frames in the streaming video will carry pixels 
from four different frames that belong to four different 
positions and will transmit over a single wireless channel. In 
case of sequence of frames losses or frames corruption from 
the streaming video, the losses of the sub-frames will be 
distributed on the streaming video and there is still a 
possibility that one of the fourth sub-frames will be received 
by the mobile device, while the missing sub-frames from the 
frames will be reconstructed based on the surrounding 
pixels. 

The remainder of this paper is organised as follows. 
Section II provides background and related work. Section III 
explain the proposed of streaming the video as sub-frames 
crossing. The rate adaption mechanism is presented in 
Section IV. The results are discussed in Section V, while the 
conclusion is presented in Section VI. 

II. BACKGROUND AND RELATED WORK 
Various techniques are proposed by many researchers 

for video frame slicing and reconstruction. The proposed 
techniques are based on H.264/AVC standard tools[20], 
where the Flexible Macroblock Ordering (FMO) slicing 
type dispersed to split the video frames and streaming them 
over the networks, while adaptive the slices is needed to 
send the highest priority information. 
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Huang [13] proposed a scheme for Adaptive Region of 
Interest (AROI) extraction and adaptation by integrating the 
visual attention model in the human visual system. The 
scheme are applied to the Region of Interest (ROI) based on 
video coding for adaptation and delivery, by embedding the 
anchor point of focusing Macroblock (MB) in each key 
frame and motion vectors in other frames in the coded video 
stream or the sequence parameter set in the Scalable Video 
Coding (SVC). The error resilience tool FMO can be used 
to define certain of ROI in SVC, while the slice groups can 
be used to constitute a number of columns covering the 
frame by some elaborated tiled partitions in order to meet 
the mobile terminals with different resolutions. 

Wang and Tu [16] introduce an adapter FMO type, 
which classifies the MBs into important and unimportant 
slices. The important slice involves the details of the frames 
which represent the important contents. The complexity of 
MB content and texture change which are used to judge the 
importance of the MB. The unimportant MBs are divided 
into two slices based on edge match rule, which contributes 
to the error concealment in the decoder. The important slice 
is protected than the unimportant slice in the receiver so that 
the subjective quality of the reconstruction frame will be 
improved greatly. The proposed of adapter FMO scheme is 
to increase the error resilience of the encoded video stream 
and contribute to the error concealment realization in the 
decoder. The adapter FMO strategy is suitable technique for 
the video transmission over low bandwidth. 

Aziz et al. [3] present a technique to overcome the 
freezing frames problem on the mobile device and providing 
a smooth video playback over a wireless network. The 
frames in the streaming video will be splitted into four sub-
frames on the server side and transmitted over Multiple-
Input Multiple-Output (MIMO) by using the Multiple 
Descriptions Coding (MDC) technique. Where an initial 
delay time had been set between different channels to avoid 
the interruption on the sub-frames that are belong to the 
same frame. In case of the sub-frames that belonging to any 
subsequence are lost during the transmission, a 
reconstruction mechanism will be applied in the mobile 
device to recreate the missing pixels that are belongs to the 
missing sub-frames based on the average of the 
neighbouring pixels.  

To overcome the transmission of each frame over 
MIMO and to increases the ability to handle long losses 
during the transmission over unreliable network. A splitting 
technique is proposed to deal with the sub-frames as equally 
important, by splitting the frames into sub-frames and cross 
them with another sub-frame from different sequence 
position.  

The initial idea is been proposed in [4], where the frames 
been splitted into two sub-frames, where one sub-frame 
contains the even pixels and another contains the odd pixels. 
The combination of the sub-frame with another sub-frame 
from different sequences positions within the same 
transmission rate. The combined sub-frames will be 
streamed over a single wireless channel. In case of the frame 
being lost the available sub-frame in the mobile device will 
be reconstruct based on the surrounding pixels, while the 

maximum frames sequence lost that can be tolerated is half 
second.  

The work has been extended to tolerate a maximum 
frame sequence lost up to six seconds (in worst cases), while 
the adaption mechanism allow us to stream up to one fourth 
(skipping three sub-frames) of the video frames to the 
mobile device according to the proposed technique. The 
reconstruction to the sub-frames in the video sequence will 
be measured by the Structural Similarity (SSIM) index. 

III. THE PROPOSED TECHNIQUE 
Mobile video streaming is characterized by low 

resolutions and low bit rates. The bit rates are limited by the 
capacity of UMTS radio bearer and the restricted processing 
power of the mobile terminals. The commonly used 
resolution is Quarter Common Intermediate Format (QCIF, 
176 x 144 pixels) for mobile phones [8].  

Mobile real time applications like video streaming suffer 
from high loss rates over the wireless networks [12] and the 
effect of that the mobile users may notice some sudden stop 
during the playing video, the picture is momentarily frozen. 
The frozen pictures could occur if a sequence of video 
frames is lost.  

Distribute the frame’s pixels as sub-frames over the 
streaming video is considered in this work by splitting each 
frame into four sub-frames [3], where each sub-frame 
contains one fourth of the main frame pixels, as shown in 
Figure 1. The crossing technique will be applied after 
splitting the frames as sub-frames and it will be crossed with 
other sub-frames that are from different frame sequence 
position. 

During the interactive mode where the mobile clients 
request the connection to the video server, the server will 
start streaming the frames based on the frames splitting and 
frames crossing technique, as shown in Figure 2, 3 and 4, 
respectively.  
 

 
 

 
Figure 1. Snapshot of Akiyo frame splitting. 
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Figure 2. Streaming video as sub-frame crossing over wireless network. 
 
Each video frame is splitted into s sub-frames, where s = 

0,…S-1, where s is four sub-frames (A, B, C, D), as shown 
in Figures 1 and 3(a), respectively. 

Each sub-frame contains different pixels information 
which make it possible to implement the frames crossing 
technique among the frames groups to created the new 
frames crossing (FC).    

The sequence of the video frames will be grouped in the 
streaming server according to the transmission rate per 
second as a frames group (FG), as shown in Figure 3(a), 
where g is the index of the frames group, g = 0,…, G-1.  

To implement the frames crossing technique between 
different frames in different group where i is the index of 
the frames group crossing (FGC) where i = 0,…, S-1, where 
the sub-frames  s  of  group  g  of the FGC  i  is obtained as  
 

FGCi (g,s) = sF(G. ((s + i) mod S ) + g , s),                  (1) 
 

and are illustrated in Figures 3 and 4, respectively. 
Crossing the sub-frames among the frames groups is 

required s buffers to queue the FGs, where the buffer size is 
equal to the frames rate, as shown in Figure 2. As an 
example, the first frames group FG0 will be queued in 
buffer 0, and the second FG1 will be queued in buffer 1, the 
third FG2 will queued in buffer 2, and the fourth FG3 will 
be queued in buffer 3. During the process of each buffer the 
next arrival group of frames, which is the fifth FG4, will be 
queued in buffer 0 and so on. 

The transmission rate are considered in this work is 30 
frames per second, where the frames group (FG) size will 
be 30 frames, during the arrival of the streaming video; the 
first 30 frames (FG0) will be splitted into four sub-frames, 
as shown in Figure 1 and 3(a). The same technique will be 
applied to the arrival of the second 30 frames (FG1) and so 
on. 

When the first frame from the fourth group (FG3) of 30 
frames arrived, the frames will be splitted into four sub-
frames and the crossing technique will be applied 
immediately to distribute the frames pixels among the four 
groups in the streaming video, as shown in Figure 3. 

 
 

a. The sub-frames that are related to the original frame sequence. 
 

 
 

b. The crossing frames position for FGC1. 
 

 
 

c. The crossing frames position for FGC2. 
 

 
 

d. The crossing frames position for FGC3. 
 

 
 

e. The crossing frames position for FGC4. 
 

Figure 3. The position of the sub-frames in the video sequence. 

135Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-195-3

MMEDIA 2012 : The Fourth International Conferences on Advances in Multimedia

                         144 / 169



 
 

 

 
FC0 

 
FC30 

 
FC0 

 
FC30 

 
FC60 

 
FC90 

 
FC60 

 
FC90 

a. Akiyo b. Foreman 

 
FC0 

 
FC30 

 
FC0 

 
FC30 

 
FC60 

 
FC90 

 
FC60 

 
FC90 

c.     News d.   Waterfall 

 
Figure 4. Snapshot for the Sub-frame crossing. 

 
The crossing technique is implemented based on the 

frames crossing; where the frames crossing (FC) contains 
four different sub-frames from different FGs that belong to 
the same group. As an example, the first frame crossing 
FC0 will contains the sub-frame A from frame number 0, 
sub-frame B from frame number 30, sub-frame C from 
frame number 60, and sub-frame D from frame number 90, 
while the second FC1 will contains the sub-frame A from 
frame number 1, sub-frame B from the frame number 31, 
sub-frame C from frame number 61, and sub-frame D from 
frame number 91. In another way, the streaming video will 
be based on the sub-frames crossing and it will be 
transmitted as; 

 
FC0(A0,B30,C60,D90),FC1(A1,B31,C61,D91),…, 
FC30(A30,B60,C90,D120),FC31(A31,B61,C91,D1),…,    
FC60(A60,B90,C120,D30),FC61(A61,B91,C1,D31),..., 
FC90(A90,B120,C30,D60),FC91(A91,B1,C31,D61),…, 
FC120(A120,B30,C60,D90),.., and so on, as shown in 
Figures 3 and 4 respectively. 

 
The cost for implementing the proposed technique will 

be 3 seconds as an initial delay time, where the delay time is 
the time to queue FG0, FG1, FG2, for splitting and waiting 
for the fourth FG3, the time of the first frame from FG3 
arrived it will be split and combine them with another 
frames from FG0, FG1, FG2 based on the proposed 
technique been described early. In this case we manage to 

distribute the frames pixels from different frame numbers 
and from different frames positions in the streaming video.  

The crossing technique will be applied to all the frames 
in the video streaming sequence and it will be transmitted 
over a single channel. The reason behind that, if there is lost 
or dropped of sequence of frames from the streaming video 
and under different networks condition. The effect will be 
on at least one fourth of the sub-frames from the four 
different sub-frames that are in different positions.  
The quality of the video will be affected and it will be 
distributed on the streaming video frames. 

After each frame has been received by the mobile 
device, a splitting frame technique will be applied. The sub-
frames will be held in different buffers and according to the 
order they been splitted at the server side, as shown in 
Figure 2. The sub-frames will be distributed to the relevant 
buffers and the combination of the sub-frames that are 
related to the same frame and according to their sequence 
positions based on switching between buffers to create the 
original frames sequences for the streaming video.    

 

   
a. One sub-frame is 

missing 

 

b. Two sub-frames is 
missing 

 

c. Three sub-frames is 
missing 

   
d. Reconstruct one 
missing sub-frame  

e. Reconstruct two 
missing sub-frames  

f. Reconstruct three 
missing sub-frames  

 

Figure 5. Akiyo snapshots of the missing and the reconstruction to the sub-
frames. 

The check frame sequence (CFS) procedures will take 
place in the mobile device, to check the availability of the 
sub-frames. The CFS and the reconstruction mechanism are 
used to identify the missing sub-frames and to reconstruct 
the missing pixels from the frames by considering the 
following checking procedures [3], and as shown in Figure 
5; 
• The first CFS will check whether all the sub-frames that 

are related to the same original frame are available. If 
the four related sub-frames are available, then a joining 
mechanism will be applied to return the frame to it is 
original shape.  

• The second CFS will check if at least three sub-frames 
are available. If one sub-frame is missing, then the 
average of the neighbouring pixels will be calculated to 
replace the missing frame pixels. 
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• The third CFS will check if at least two sub-frames are 
available. If two sub-frames are missing, then the 
average of the neighbouring pixels will be calculated to 
replace the missing sub-frame pixels. 

• The fourth CFS will check if at least one sub-frame is 
available. If three sub-frames are missing, then the 
average of the neighbouring pixels will be calculated 
twice, the first time to find the half of the frame and the 
second time to return the full frame to it is normal shape. 
 

IV. RATE ADAPTION 

Rate adaptation for streaming video is regarded as it 
necessary mechanism to handle the network conditions, and 
the fluctuations of the network bandwidth.  

The adaption rate for the sub-frames crossing technique 
should be considered carefully to avoid skipping the sub-
frames that belonging to the same frame and with the 
consideration of the available bandwidth and network 
interruption to the streaming video.  The adaption rate can 
be implemented by not considering the combination of the 
four sub-frames and transmitting either three or two or one 
sub-frame to the mobile device and according to the 
following adjustments cases: 

 
• 25% adjustment, the streaming server will skip only 

one sub-frame from the video frames sequence, as 
shown in Figure 5 (a). 

• 50% adjustment, the streaming server will skip two 
sub-frames from the video frames sequence, as shown 
in Figure 5 (b). 

• 75% adjustment, the streaming server will skip three 
sub-frames from the video frames sequence, as shown 
in Figure 5 (c). 

 
The rate adaptation mechanism is needed to adjust the 

transmission rate based on the congestion level. The server 
will adjust the transmission rate by skipping the sub-frames 
that are not related to each other and the skipping rate limits 
shouldn’t cross 75% from the frames pixels to avoid discard 
to the sub-frames that are related to the same video frame. 
The receiving sub-frames will be reconstruct to it is original 
frames, as shown in Figure 5. 

V. RESULTS AND DISCUSSIONS 
In the normal situation, when the streaming video is 

transmitted over a single channel, the mobile device will 
start receiving the video frames and it will be held in the 
buffers until the mount of frames rate are arrived to start 
playing the video. While real time video streaming suffers 
from high loss rates over wireless networks [17], the result 
of that, the users may notice a sudden stop during the video 
playing. The picture is momentarily frozen, followed by a 
jump from one scene to a totally different one. 

The proposed technique is based on sub-frames crossing 
for the video test sequences Akiyo, Foreman, News, and 
Waterfall, as it is a well known professional test sequences 
[19], with a transmission rate of 30 frames per second.  

The quality to the reconstructed sub-frames is expressed 
in terms of the Structural Similarity (SSIM) Index [18]. The 
SSIM index will measure the reconstructed video frames to 
the reference frames, as shown in Figures 6, 7, and 8 
respectively. 

Considering the same losing frame sequence in [3], 
where the number of frames are lost are 20 frames as light 
lost  rate from the streaming video, then the affect of losing 
frames will be distributed on the streaming sequence and the 
affect will be on 80 frames, as these frames will loss one 
sub-frame. As an example, if the frame losses is started 
from frame 121 to 140, then the effect of losing one sub-
frame will affect the frames sequence from 121 - 140, 151 - 
170, 181 - 200, and from 211 - 230, as the losses of these 
frames are fall in the same crossing group. The frames that 
lost the sub-frame it will be reconstructed and therefore, the 
quality level of the frames will be affected. 

If the numbers of frames are lost are 40 frames as 
medium lost rate from the streaming video, then the affect 
of losing frames will be distributed on the streaming 
sequence and the affect will be on 120 frames, as some 
frames will lose one sub-frame while others will lose two 
sub-frames. As an example, if the loss of frames starts from 
frame 121 to 160 then the effect of losing one sub-frame 
from 131-150, 161-180, 191-210, 221-240. While the 
following frames sequence will lose two sub-frames will 
affect the frames 121-130, 151-160, 181- 190, 211-220. 
Therefore, the quality level of the video will be distributed 
on the video sequence after been reconstructed as some 
video frames loss one sub-frame and others will loss two 
sub-frames. 

If the numbers of frames are lost are 60 frames as high 
lost rate from the streaming video, then the effect of losing 
frames will be distributed on the streaming sequence and the 
effect will be on 120 frames. As an example, if the falls of 
frame losses are started from frame 121 to 180, then the 
affect of losing sub-frames will affect the frames from 121 
to 240 as all the effected frames will loss two sub-frames. 
The receiving sub-frames will be reconstructed in the 
mobile devices to return the missing pixels for each frame 
and played in the mobile screen with less quality than the 
original frames.  

The losses duration can be handle in this technique is up 
to six seconds, as shown in Figure 3. If the losses occur in 
the FGC1, FGC2, FGC3, FGC4, FGC5, and FGC6, the 
mobile device will received the following sequence of one 
sub-frame from 0 until 239, as these sub-frames are received 
by FGC0 and FGC7.  

The adaption rate is also considered in this paper, where 
the server can skip either one, or two, or three sub-frames, 
where the quality level of the video will be affected 
according to the adaption rate, as shown in Figure 8. 
Skipping three sub-frames shows low quality than skipping 
two or one sub-frame. The Waterfall video shows better 
results as the pixels of the video frames have similar data 
where the reconstruction mechanism didn’t been effected 
that much, while the News video is been effected highly by 
the reconstructions mechanism as it is quite motion video 
and it can be seen clearly in Figure 6. 
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Original frame The reconstruction for one sub-
frame missing Original frame The reconstruction for one 

sub-frame missing 

 SSIM     : 0.955  SSIM     :  0.948 

    

The reconstruction for two 
sub-frames missing 

The reconstruction for three sub-
frames missing 

The reconstruction for two sub-
frames missing 

The reconstruction for three 
sub-frames missing 

SSIM     :  0.929 SSIM     :  0.911 SSIM     :  0.941 SSIM     :  0.907 

a. Akiyo 
 

b. Foreman 
 

    

Original frame The reconstruction for one sub-
frame missing Original frame The reconstruction for one 

sub-frame missing 

 SSIM     : 0.939  SSIM     :  0.982 

    

The reconstruction for two sub-
frames missing 

The reconstruction for three sub-
frames missing 

The reconstruction for two sub-
frames missing 

The reconstruction for three 
sub-frames missing 

SSIM     :  0.923 SSIM     :  0.874 SSIM     :  0.972 SSIM     :  0.945 

c. News d. Waterfall 
Figure 6. The SSIM for the frame number 140. 
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c. News d. Waterfall 
 

Figure 7. The SSIM for video frames after the lost been distributed and reconstructed to the sub-frames. 

 

  
a. Akiyo b. Foreman 

 
 

c. New  s d. Waterfall 
 

Figure 8. The SSIM for the reconstruction sub-frames for the adaption rate to the video frames sequence. 
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VI. CONCLUSION 
In this paper, we proposed a sub-frames crossing 

technique to distribute the pixels as sub-frames in different 
positions in the sequence of the streaming video by 
combining it with other sub-frames from different positions. 
The idea behind that is to eliminate the losses of the 
complete single frame and allow at least one fourth of the 
frame (one sub-frame) to be received by the mobile device. 
The receiving sub-frames will reconstruct based on the 
neighboring pixels to replace the missing pixels. 

From the results, it is shown that our proposed technique 
provides a promising direction for eliminating the frozen 
picture in the mobile screen, that been caused by missing 
frames from the streaming sequence. Adjusting the number 
of frames according to the bandwidth changes is highly 
needed to reduce the amount of data to be transmitted to the 
mobile device in a congested network.  

However, the quality of the played video is degraded 
and it depends on the number of frames that are lost or 
skipped. The numbers of buffers are needed will be 
equivalent to the number of crossing group, while the initial 
delay time it needed to implement the crossing technique. 
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Abstract—— There is an increasing demand for motion 

capture and full body gesture recognition due to fast paced 

ubiquitous computing developments and their requirements 

for natural input modalities. Analysis and synthesis of human 

body movements are significant issues in bio-medical 

applications for rehabilitation and identification purposes as in 

post-stroke patient rehabilitation and gait recognition studies. 

This paper presents the development of a robust gesture and 

posture recognition algorithm based on an emerging research 

field Compressed Sensing (CS) and Sparse Representation 

(SR), in signal processing for the wearable sensing garment 

which consists of a sensor network having piezo-resistive 

properties.  The gesture recognition algorithm presented in 

this study is highly accurate regardless of the signal acquisition 

method used and gives excellent results even for high 

dimensional signals and large gesture dictionaries. Our 

findings state that gestures can be recognized with over 99% 

accuracy rate using Sparse Representation-based 

Classification (SRC) algorithm.  We tested the algorithm using 

3 different gesture dictionaries acquired in 3 different gesture 

domains with user dependent and user independent test 

gesture and dictionaries. The system gives 100% recognition 

accuracy for the gestures performed by sensing t-shirt with 

two different gesture sets.  

 

Keywords-Gesture recognition; wearable sensing garments;  

compressed sensing;  sparse signal classification 

I.  INTRODUCTION 

Among the wide variety of motion capture tools in 
Human Computer Interaction (HCI) applications, Motion 
Capture (MoCap) suits are the most complex ones due to 
their high dimensional sensor networks producing complex 
data and the large amount of computations needed to 
interpret a complex data set. 

Motion capture in HCI applications has two aspects. The 
first aspect is the acquisition of motion information, 
extraction of parameters for reconstruction of motion in a 
virtual environment [1], and analysis of motion parameters. 
The second is the synthesis of captured motion information 
to extract meaningful context as in gesture recognition 
studies. Although these two aspects serve for distinct aims 
the latter cannot be implemented without capturing the data. 

The structure of motion capture suits is defined by the 
type of sensor signals, e.g. inertial, acoustic [2], optical, and 
magnetic or hybrid signal types which makes use of several 

signal domains. Every signal domain has pros and cons over 
other domains. Magnetic motion tracking systems suffer 
from distortion in their magnetic field [3], whereas optical 
and accelerometer based systems suffer from occlusion and 
inherent drift respectively [4, 5]. Other motion capture suits 
that employ mechanical connections are obtrusive and are 
not suitable for motion analysis [6, 7] in most cases. In this 
study, our goal is to develop a robust gesture recognition 
system for a wearable sensing garment, namely The Sensor 
T-shirt developed by the research teams at the Electronic 
Engineering Department of University Pisa, Italy [6, 7]. The 
sensor t-shirt consists of piezo-resistive sensor threads 
smeared on an elastic fabric substrate which allows the user 
to perform motions without any constraint. This feature of 
the sensor t-shirt makes it a perfect candidate for analysis 
and synthesis of the motion and many other possible studies. 
The Sensor T-shirt can be used to aid quadriplegic people to 
control a wheelchair using their available muscles [9]; or to 
assist in gesture analysis [10]. 

 The proposed gesture recognition system is based on a 
new research field, Compressed Sensing (CS) which brings a 
new insight into signal acquisition and recovery. CS and 
dimensionality reduction methods such as random 
projections have been studied intensively in pattern 
recognition studies. One of the most successful applications 
of CS and sparse signal recovery is implemented by Wright 
et al. [11] for face recognition under varying illumination 
and occlusion. The team simply benefit from the 
discriminative nature of sparse signal recovery to classify the 
faces and name their method Sparse Representation-based 
Classification (SRC). 

In this study, we show that gestures can be recognized 
with an accuracy rate of over 99% using the SRC algorithm 
without introducing an additional operator in the 
measurement domain. The adaptation of the SRC method is 
an advantageous approach in gesture recognition studies. 

This paper brings about following advantages in gesture 
recognition. 
 

• Multi-dimensional gestures can be reshaped (multi 
dimensional readings are put into vector form) and 
represented as a one dimensional vector as in the 
study face recognition implemented by Wright et al. 
[11] and have a high recognition accuracy. 
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• No prior clustering algorithm is necessary, however, 
pre-classification algorithms can be used to reduce 
the computation time, and there is no upper and 
lower bound for the number of classes and the 
number of gesture classes. 

• It can be applied in any signal acquisition 
environment. 

• The algorithm achieves high accuracy for rich 
gesture databases.  

• The feature selection is random. 
 

The rest of the paper is organized as follows. Section II 
gives brief description of the previous sensor garment and 
gesture recognition and CS and SRC based signal 
classification studies. Section III presents the contemplated 
gesture sets for wearable sensor t-shirt and the application of 
SRC for gesture recognition by sensor garments. The paper 
ends with conclusion section.  

II. PREVIOUS STUDIES 

The sensor t-shirt (Fig. 1) consists of a new class of strain 
sensors network developed at the university of Pisa in Italy 
[7] which satisfies the user requirements such as wearability, 
comfort and long term monitoring. The first study on 
mapping from sensor readings to position and posture 
domain are conducted by Tognetelli et al in the study [7] 
who developed and used the sensor garment equipping an 
elastomeric fabric with piezzo-resistive graphite stripes by 
smearing them on the garment.  

 

 
Figure 1.  Sensor Shirts and Data Acquisation System Used in 

Experiments (b-c [20]) 

 Tognetelli et al [7] define posture a geometrical model 
of body kinematics. According to the definition, when the 
sensor t-shirt is worn by a user and a posture is performed, 
the sensor network produces electrical signals strictly related 
to the posture. The non-linear signal behaviour of the 
network is modelled by the linear combination of 
exponential functions. The construct (a mapping function F) 
between the sensor space and kinematic configuration 
readings, and corresponding measurements by using a 
goniometer are stored in a database, and sensor readings are 
mapped using multi-variate piece-wise interpolation and 
function inversions. The proposed method in [7] is 
considered to be time-consuming by the authors as a high 
number of matrix inversions are necessary.    

There are numerous gesture recognition methods 
available in the literature. Some of these methods require 

feature extraction and clusterization algorithms peculiar to 
gestures that are designed for only their gesture domain and 
cannot be generalized unlike our gesture recognition 
algorithm which gives highly accurate results for different 
measurement and signal domains. On the other hand, 
stochastic Hidden Markov Models, Dynamic Time Warping 
and Neural Network based classification methods are 
common and the accuracy rates vary depending on the 
application. Although we tested our SRC based gesture 
recognition method for different measurement domains – 
with a touchpad, an IR camera and piezo-resistive signal 
measurements, we only focus on gesture recognition 
performed by using the sensor jacket in this study. Therefore, 
we only review the research studies using the sensor jacket, 
CS, and SRC based classification in gesture recognition.   

CS and SR methods were first used in the study [12] by 
Akl and Valee for gesture recognition with a complementary 
algorithm Affinitiy Propagation (AP) proposed by Frey and 
Dueck [13] which clusters the data by message passing 
between the points. In their study, the gestural data which 
consists of accelerometer signals in x, y and z coordinates 
acquired by a Wiimote are clustered using the AP algorithm 
into gesture classes using the Dynamic Time Warping 
(DTW) similarity measure. Then, the gesture to be 
recognized is compared with candidate exemplars 
determined by AP. Final classification is carried out 
converting the classification problem to SR type by 
introducing a pre-processor. The CS solution is applied to the 
finalist exemplars hence recovering the gesture class with a 
high recognition rate attained. 

We tested the proposed algorithm by [12 and 19] for 
three different rich gesture sets. The critical issue is the pre-
classification algorithm which will be detailed after outlining 
the principles of CS and SRC.  

 Compressed Sensing (CS) and Sparse Representation 
(SR) of signals is a new research field which allows signals 
to be recovered with a few number of samples -much below 
the well-known Nyquist sampling rate from random/non-
adaptive measurements- as long as the signal is sufficiently 
sparse in measurement domain [13-17]. 

Mathematically, given a sufficiently k-sparse signal  � ∈ �	�  whose members consists of a few nonzero k-
elements and zeros in a measurement domain with an 
orthonormal basis � (such as Fourier, Direct Cosine 
Transformation or wavelet bases), the whole content of x can 
be recovered by sampling via a random matrix � ∈ �	�	�   
which satisfies the Restricted Isometry Property (RIP) by 
preserving the lengths of k-sparse elements with the 
condition that m<<n. The resulting equation  
 � ���  is 
then solved by the linear programming method ℓ1 

minimization.    
The SRC algorithm uses a dictionary matrix consisting of 

training samples. In the algorithm, first, training samples of k 
classes and the test image are converted to a column vector 
and projected on a lower dimensional space using a 
generated random measurement matrix. Then training 
vectors are stacked into a matrix to construct the dictionary. 
The resulting equation is solved to recover the sparse signal x 
by ℓ1 minimization methods after the columns of the 
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dictionary and test vector are normalized.  The SRC 
algorithm assumes the test image vector lie in the linear span 
of training samples (1) associated with the same class of 
object where the signal x�[0,	0,	0,	0,	α1,	α2,…	αn,	0,	0,	0,	0].		

 

 
 � ��,�	��,�+��,�	��,��	. . . ���,�� 	��,��   (1111) 

The pseudo code for the algorithm is as follows: 
 

• Construct the dictionary matrix A=[ϑ�,�, ϑ�,�, . .		ϑ�,�] ∈ R	!"#  for k classes by reducing the dimension 
using a random matrix having RIP and converting 
the samples,  and test image vector to one 
dimensional vectors ϑ� and y 

• Normalize the columns vector of reduced A% and the 
reduced test image vector y', 

• Solve the ℓ1 minimization problem x( �argmin"‖x‖� subject to A%x = y' 
• Compute the residuals ri(y) = 	‖y' / A%δi		1x	̂3‖� 

where δi	is a selection operator for x	̂ corresponding 
the ith class span in A 

• Identify y by finding the minimum of ri(y)  
In the study by Akl and Valee [12], 3 axis gesture traces 

are divided into the acceleration components of 
corresponding axes Rx, Ry and Rz and the 


4	 � �4	� � 5	   (2222) 

where 
4	  is the randomly sampled x component of the 
gesture to be recognized and �4	  is the classes of the 
remaining gesture traces after narrowing the AP results.  

They convert the recognition problem to CS and SR 
recognition problem as shown below. 

6	 � 789:1�4	;3;  (3333) 

<	 � 6	�4	ϯ                      (4444) 

Where Qx is the orthonormal basis for �4	 and �4	ϯ is the 
pseudo-inverse of �4	 thus the gesture recognition problem 
has a new form of 

:	 � <	
4	 � 6	� � 5	>    (5555) 

Equation (5) is solved for all axis components to identify 
the gesture class by computing (6) and taking the minimum 
of �(?@1A3.  

�(?@ � �(	�	 � �(B� � �(C�   (6666) 

The algorithm gives higher accuracy rates when the AP is 
applied with this method. The CS based classification with 
the introduction of the pre-processor operator only gives 

efficient results for a few gesture classes. If the AP is 
eliminated with our gesture sets.  

III. THE SENSOR JACKET SYSTEM AND SRC FOR 

GESTURE RECOGNITION 

The sensor t-shirt has 52 individual piezzo resistive 
sensor strips which are located from wrist to shoulders on the 
right and left side of the t-shirt. The data is acquired by the  
National Instrument Data Acquisition Unit (Fig. 1.).  

 There are three gesture classes to be recognized by 
wearing the sensor t-shirt in the first gesture set. These are; 
moving the arm from relaxed to front at shoulder level, from 
relaxed position to side at shoulder level and from side to 
front keeping the arm straight moving horizontally at 
shoulder level. However we further expands our gesture 
recognition study by designing a second gesture set to verify 
and repeat the study. The second gesture set includes 5 
gesture classes (Table 1.). 

TABLE I.  TABLE 1. SECOND GESTURE SET 

 

Right arm up: Right arm is moved from 
rest to shoulder level straight, hand points 
ahead 

 

Right arm up at side: Right arm is moved 
from rest to shoulder level towards right 
straigthly  

 

Forearm is moved upper from the rest. 

 

Right hand is put on head from the relaxed 
position 

 

Right hand is put on heart level from the 
rest 

 
Each sensor reading (Fig. 2.) is sparse in Discrete Cosine 

Transform (DCT) domain. Before using sensor readings we 
apply a light Gaussian smoother to the readings to eliminate 
jitter on the data .  
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Figure 2.  Sensor Data at 50 Hz (Readings from 52 Sensor Threads and a 
Local View) 

 All sensor readings are normalized, giving a zero mean 
and a variance of one.  All inactive sensor signals are 
eliminated defining an absolute total variation threshold that 
is the ratio of any value in a thread signal to the absolute 
value of the difference between maximum and minimum 
values. If  this ratio exceeds 10%,  it is assumed  to be there 
is a considerable variation in thread readings which 
contributes to the identification of  the activity and gestures 
(Fig 2).    

The remaining sensor readings are concatenated in a 
vector for an individual gesture. A gesture dictionary is 
constituted from three gesture classes by stacking the gesture 
traces as columns of the dictionary. The rest of the solution is 
to design a measurement matrix and apply ℓ1 minimization. 

 CS theory states that if the signal is sparse in any 
domain, signals can be recovered with an overwhelming 
probability by random measurement matrices having The 
Restricted Isometry Property (RIP) condition. Random 
Gaussian or Achlioptas’ matrix [18] can be used for both 
dimensionality reduction and measurements, since the values 
having RIP properties preserve distances in the embedding 
space. We use Achlioptas’ matrix since 2/3rds of the matrix is 
sparse, making it easier to construct than a Gaussian matrix 
thus saving computation time.  

Achlioptas’ matrix is defined as 
 

��D√3 G�1		HA9:	I8JKLKAMA9
	1/60					HA9:	I8JKLKAMA9
			2/3/1		HA9:	I8JKLKAMA9
		1/6 (7777) 

 
The pseudo code for the gesture recognition algorithm 

are as follows. 

• Normalize the data, apply a Gaussian smoother and 
reshape all the gestures and the test gesture, and take 
DCT of each 

• Find the longest length of gestures (lhmax) and make 
the other gestures of the same length by zero 
padding, and stack the training gestures into training 
matrix PQ 	 ∈ �RS�T			�  
 

PQ �
UU
UU
V 	W�� W�� … WX�W�� W�� … WX�⋮ ⋮ ⋮	W��� W��� … WX�X0 					0 				0 			0 ZZ

ZZ
[
 

 

(8888) 

 

• Take m measurement from both the test gesture 
vector and the training matrix with the designed 
random measurement matrix Umxn to form the 

reduced equations 
' � P\Q�, where x=[0, 0, 0, 0, α1, 
α2,… αn, 0, 0, 0, 0] consists of a few nonzero 
coefficients corresponding to gesture class. 

• Solve the ℓ1 minimization problem �( �L8]^A_	‖�‖� subject to P\Q� � 
' 
• Compute the residuals ri(y) = 	‖
' / P\Q`A		1�	̂3‖� 

where `A is a selection operator for �	̂ corresponding 

the i
th class span in P\Q 

• Identify y by finding the minimum of ri(y)  
 
There are 10 gesture traces collected for each gesture 

class using sensor jacket for our gesture recognition study. 
We construct gesture dictionary by randomly choosing 6 
gestures from the database, the remaining 4 gestures from 
each class are used for testing purpose. The proposed 
algorithm gives 100% recognition rate for the sensor jacket 
gesture recognition.  This paper gives only a brief 
presentation of the recognition algorithm for the initial 
studies of gesture recognition with a sensing garment. 
However, we used the same method for other two gesture 
databases. 

The first database consists of 23 gestures (Fig. 3.) which 
are 2D gestures captured by the IR camera of a Wiimote. 15 
gestures from each gesture class, 10 for dictionary and 5 for 
testing are captured from 3 subjects. In total, we have 1035 
gesture traces from 3 subjects stored in xml format. These 
gesture files are then converted to .mat files which are then 
used as input for the SCR gesture recognition algorithm. 
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Figure 3.  Mixed Gesture Set for Wiimote Gesture Recognition 

Our system gives 100% user-dependent recognition 
accuracy for each person with a full dictionary matrix which 
consists of 10 gestures for each gesture class including 230 
columns in total. To be able to provide a user independent 
gesture recognition system, the dictionary is built by 
arbitrarily chosen gestures from each subject with the same 
number of gestures from each class. Then, we used the 
remaining gestures for testing purposes.  The system 
misclassified only 2 gestures out of 300 test samples, 
corresponding to 99.33% recognition accuracy for 20 
gestures. 3 gestures were removed from the database, since 
one gesture class (star shown in Fig 3) was not collected 
from one of the subjects, and 2 gesture classes which are 
check mark and left arrow are performed in very different 
manner.  

 
Figure 4.  $1 Gesture Set [19] 

 
 

We tested our system also with the gesture sets of the $1 
gesture recognition study [19]. The set consists of 16 
different gestures collected from 11 subjects (Fig. 4.). 

Each gesture is repeated 10 times in a 3 speed profile 
(fast, slow and medium speed) by each subject. The gesture 
dictionary is built by choosing two random gestures. The 
random gestures belong to any speed profile from the gesture 
folder of each of 5 subjects, so that every gesture class 
consists of 10 gestures. The gestures tested are chosen from 
the remaining subjects’ folder randomly. The SRC gesture 
recognition algorithm misclassified only 2 gestures out of 80 
test gestures with 97.5% accuracy. When the two 
misclassified gestures are analysed (Fig. 5.)  

It is seen that the algorithm confuses the circle and 
rectangle gesture since both of them is unclosed and even 
may be confused by human brain.    

 

 
Figure 5.  Confused Gestures in $1 Gesture Set 

IV. CONCLUSION 

In this paper, we presented a robust gesture and posture 
recognition algorithm based on an emerging research field 
CS and SR,  in signal processing for the wearable sensing 
garment which consists of a sensor network having piezo-
resistive properties. The gesture recognition algorithm we 
presented is highly accurate regardless of the signal 
acquisition method used, and gives excellent results even for 
high dimensional signals and large gesture dictionaries. Our 
findings state that gestures can be recognized with over 99% 
accuracy rate using the SRC algorithm.  

Gesture and posture recognition studies in which sensing 
garments are used have been studied in literature both 
theoretically and experimentally [6-7, 20]. Various 
algorithms were proposed in those specific applications for 
gesture and posture recognition. Our algorithm outperforms 
in the gesture recognition studies realized by using the sensor 
jacket with an accuracy level 100% in mapping the sensor 
readings into gesture domain. 

This study can be extended for detection of postures in 
sensing garment based studies. There are several 
optimization algorithms proposed for the solution of convex 
optimization problems. We utilized GPRS (Gradient 
Projection for Sparse Reconstruction) method proposed by 
Mario et al. (2008) for the ℓ1 linear programming problem, as 
it solves the reconstruction problem in a significantly shorter 
time [21]. 

Solution of the equations for the sensor jacket gesture 
recognition study takes less than 0.1 second with a AMD 
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Turion 2x2.2Hz processor. This time period can be regarded 
sufficient for real time applications. The gesture recognition 
method given in this paper is promising and can provide 
solutions to high dimensional gesture recognition problems. 
Gesture spotting is the second fundamental problem in this 
research field. We focus on the development of a new 
algorithms which make use of recent developments for low-
rank and sparse matrix separation methods for robust posture 
recognition and gesture spotting. 
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Abstract— In multimodal interfaces, hand gestures often help 

convey meaning to the spoken word; therefore, the cultural 

background of the gesturing person might be an influential 

factor in the interaction with these interfaces. This paper 

presents an empirical study aimed at singling out basic cultural 

differences in hand gesture performance between two cultures: 

Anglo-Celtics and Latin Americans. The focus in this paper is 

given to the video analysis of the two cultures describing two 

objects with their hands. The purpose is to use gesture 

segmentation to define predominant hand gestures by culture. 

Conclusions are drawn from the experiment and are linked to 

cultural attributes proposed by theorists like Hall and 

Hofstede. The findings state that cultural differences exist in 

the description of the object, which might have implications for 

the development of gesture-based multimodal interfaces. As 

Anglo-Celtics are low context cultures, they used more words 

and gestures in longer time. On the other hand, Latin 

Americans, which represent the high context culture, had more 

frequent gestures, but performed fewer ones, in shorter time. 

We also found that as the complexity of a task increases, so 

does the use and type of gestures. The performance of a 

multimodal interface will not only be affected by the task being 

performed, but by the cultural background and language skills 

of the user.  

Keywords- Gesture recognition; HCI; culture; Anglo-Celtics; 

Latin Americans; gesture based interaction; performance; 

frequency. 

I.  INTRODUCTION 

The aim of Human Computer Interaction (HCI) is 
making the interactions as natural as possible, as if 
communicating with another human [1]. Gestures, such as 
pointing, are where language, culture and cognition meet [2].  
Humans have an innate need to use gestures; since they 
complement our ideas, to such an extent that humans are 
known to gesture even when talking on the phone [3].   

The significance of this study relies on the intention of 
defining the gesture variances from one culture to another 
and relating them to cultural traits. Culture has been studied 
by anthropologists all over the world, and these have arrived 
to the science behind stereotypes. Our intention is to identify, 
if any, the cultural influences that may possibly affect the 
representations of hand gestures. Our approach follows the 
experiment conducted by Bischel et al. where a designer is 
required to describe a mechanical device to another designer 

[4]. In this case, the participants of each sample were 
recorded depicting two different chairs with their hands. 
These videos were recorded for later segmentation and used 
timestamps to assess the cultural influence via metrics such 
as frequency and the quantity of certain gesture types.   

The paper is structured as follows. First, there is a 
summary of related works. Second, we describe the 
experiments conducted. Third, we analyze the data collected 
and conclude with a discussion of the findings. 

II. LITERATURE REVIEW 

The means to communicate with computers has evolved 

from classic mouse input, to rich multimodal data [5]. 

Multimodal interfaces have combined various user input 

modes beyond the known keyboard and mouse input/output 

[6], and now include a wide range of possibilities; such as 

hand gestures, both static and dynamic, speech, head and 

eye tracking. Apart from usual voice interaction, advances 

like sensory output have also been developed in 

videogames. 

Games and infotainment are not, however, the only use 

for gesture based interfaces. The Intuitive Surgical da Vinci 

surgical system, for instance, is an example of a system for 

the capture of subtle motions of the surgeon, to teach 

complex procedures [7]. One may assume that in tasks such 

as the manipulation of objects, cultural implications might 

not be of considerable importance, but in the context of 

cultural and physical differences between surgeons, the 

subject calls for more attention [8]. 

Gesture-based interfaces enable freer, more intuitive, and 

richer digital interactions, than conventional user interfaces 

[9], leading to better idea generation [10].  When 

developing multimodal interfaces and applications, 

developers and designers work together to understand what 

types of gestures are used for what tasks, as well as the 

frequency, the importance, and ease of use of the interface. 

Therefore, there have been many attempts to design an 

appropriate gesture classification and segmentation 

“dictionaries”.  

A. Gesture classification and segmentation 

Gesture offers versatility when representing objects, or 

qualities of these in the scientific field. The main problem 
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here is that there is no common database of gestures used 

between developers and scientists.  The most recognized 

gesture classification, and the one referred to from now on, 

is the one established by McNeill in 1992 [11]. McNeill 

classifies 4 types of gestures; iconic (resemble what is being 

talked about, e.g., flapping arms when mentioning a bird), 

metaphoric (abstractedly pictorial, e.g., drawing a box shape 

when referring to a room), beat (gestures that index a word 

of phrase e.g., rhythmic arm movement used to add 

emphasis), and deictic (gestures pointing to something, e.g., 

while giving directions).  

The iconic ones are of particular interest to HCI and 

developing technologies as they allow accurate depiction of 

objects encountered by the user. The cultural background 

might be an influential factor in the design of gesture-based 

interfaces.  Metrically, culture could be reflected in the 

interactivity, symbol variety, re-hearsability and pre-

processability of gestures. 
 

B. Culture 

As defined by Hofstede [12] “Culture is the collective 

programming of the mind that distinguishes the members of 

one group or category of people from another”. Through the 

appropriate design of support-focused interfaces how we 

obtain maximum usability. Technology has been conceived 

in ‘prosthetic’ terms, as an extension to the body, or support 

for tasks [13] and given the global diversity, cultures will 

perceive these tasks differently. Language and 

representation are critical elements in the study of culture, 

because we are locked into our cultural perspectives and 

mindsets [14]. 

1) Culture and Interfaces 

We communicate and exchange information with a 

system or a device through interfaces. The more familiar or 

intuitive an interface is, the higher its usability.   

Cultural preferences determine the type of layout, texture, 

pattern and color [15] in website portals. Certain colors are 

offensive or uncomfortable for certain cultures, for instance, 

red is bad luck for Koreans, therefore, Korean websites 

might avoid the use of red. These examples illustrate the 

need to adapt interfaces to attract the targeted market, or in 

this case, culture. Culture does not exist as a computational 

term in HCI, even though there are efforts like tailored 

interfaces to a targeted culture. With every use of the 

technology, the success depends on the capabilities 

embedded in a persona who is “programmed” in a specific 

way. The mental “coding” of this persona will affect the 

usability.  

The cultural behavior is visual, but it is not always 

evident until there is an interaction. One instance is Rehm, 

Bee, and André [16] try to identify the culture of the user so 

that the behavior of an interactive system can be adapted to 

culture-dependent patterns of interaction. This was achieved 

via a Bayesian network model that based itself on gesture 

expressivity via speed, power or spatial extent. 

In our globalised reality, there is also the implication of 

remote international collaboration. Here, each participant 

has their own symbolic, iconic and metaphoric influence on 

their gestures [16]. As Hofstede concludes in writing about 

the influence of communication technologies, the software 

of the machines may be globalized, but the software of the 

minds that use them is not [12]. Therefore, the dominance of 

technology over culture is an illusion, and differences 

between cultures exist.  

2) Hofstedes Cultural Dimensions 

The most renowned cultural study involving the 

identification of common attributes is the work done by 

Gert Hofstede [12]. Hofstede developed a set of culture 

build-ups that describe the way in which national societies 

are built and the rules by which people think, feel and act. 

These differences are defined as five dimensions and are 

measured as indexes. The higher or lower the index, more or 

less the culture portrays this feature.  

The Hofstede’s model of dimensions of national culture 

has been applied predominantly in international business; 

marketing and consumer behavior works [18]. Now we 

briefly describe the dimensions by Hofstede.  

 Power Distance (PDI): is the acceptance and 

expectation of power to be distributed unequally.  

 Uncertainty Avoidance (UAI) indicates the extent to 

which the members of society feel uncomfortable or 

comfortable in an ambiguous or abnormal situation.  

 Individualism (IDV) is the extent to which 

individuals are merged into groups. 

 Masculinity (MAS) refers to the distribution of 

emotional roles between the genders, and also serves 

to classify a culture as assertive/ competitive 

(masculine) or  modest/caring (feminine).   

 Countries with high Long- Term Orientation (LTO), 

foster pragmatic virtues oriented towards future 

rewards, in particular saving money, persistence, and 

adapting to changing circumstances.  

Now we present the cultures used in our experiments: 

Anglo-Celtic (Australian, British, Irish, New Zealanders) 

and Latin Americans (American countries where Spanish is 

primarily spoken: Argentina, Chile, Colombia, Costa Rica, 

Ecuador, Salvador, Guatemala, Mexico, Panama, Peru, 

Uruguay, and Venezuela).  
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In Fig. 1, we can see a comparison of both samples; an 

average was taken of the indexes of the countries mentioned 

above. As we can see in Fig. 1, the Anglo-Celtic culture had 

a lower PDI (30, 70), and UA (43, 86). On the other hand, 

they have higher IDV (82, 20), MAS (63, 47) and LTO (29, 

23) than the Latin American countries.  

Therefore, we assume that due to the greater equality 

(Low PDI) Anglo-Celtics feel, they are more individualistic 

(High IDV) and can master new challenges (Low UAI) 

better than their fellow Latin American colleagues. Hosftede 

developed a solid foundation for identifying the possible 

complication of cross-cultural interactions, what makes 

cultural differences, and how they would act upon this [12].  

Even though Hosftede is cited by an extensive amount 

of sociologists and anthropologists, for the analysis taken in 

this paper, it is also beneficial to analyze the context 

classification made by the anthropologist Edward T Hall 

[19]. Hall identifies a culture’s use context in routine 

communication and classifies them as High or Low. In a 

high context culture (including much of the Middle East, 

Asia, Africa, and South America), many things are left 

unsaid, letting the culture explain. There is more non-verbal 

communication, a higher use of metaphors, and more 

reading between the lines. In a lower context culture 

(including North America and much of Western Europe), 

the emphasis is on the spoken or written word. They have 

explicit messages, focused on verbal communication, and 

their reactions could be visible, external and outward [19].  

We can say that Anglo-Celtic cultures (e.g. Australian, 

British, Irish, and New Zealanders) categorize as low 

context cultures and Latin Americans (American countries 

where Spanish and Portuguese are primarily spoken) 

correspond to the high context cultures. This classification 

lets us make certain assumptions, like the Anglo-Celtic may 

predominantly use words, while the Latin Americans would 

use gestures.  

These characteristics identified for each of the samples 

will be later referred to in order to understand possible 

influence of these in the gesture performance after the 

experimentation.  

III. EXPERIMENT 

In order to explore the influence of culture in gesture 

performance, an experiment was carried out. As following 

up on Bischels’ experiment the participants will be required 

to describe two chairs to the camera. They were sat in front 

of the camera and told to act as if having a video conference 

with someone. This experiment was chosen because it is not 

of interest to determine the types of gestures used to draw 

an object as these may be standardized worldwide, it was of 

interest to know what the user himself would bring to the 

table. Bischels’ experiment also brings together language 

and gesture; both of these being important in defining a 

culture (as stated in Section 2.B). Throughout this study, the 

observational task analysis method will be used. The 

observational technique, via the video footage, will permit a 

careful analysis of gestures occurring at certain timestamps 

during the interaction. This will be helpful in identifying 

individual gesture differences in task performance. 

 

A. Hypothesis 

The hypothesis taken as a base for the analysis is as 

follows:  

“Designers’ culture may affect gesture recognition in 

multimodal interfaces because of variations in gesture type, 

gesture frequency, and gesture occurrence”. 

This hypothesis brings together the subjects of gesture, 

multimodal interfaces, gesture segmentation and culture 

based theories. The three metrics stated in the hypothesis are 

gesture type, frequency and occurrence.   

 Gesture Type. The gesture type is based on 

McNeill’s classification. It is believed that certain 

types of gestures could be attributed to different 

cultures; therefore, it is important to analyze the type 

of gesture that is mostly performed.  

 Frequency. The frequency is measured as the number 

of gestures performed by a participant divided by the 

period of the gesture of the same participant. This 

way we obtain the gestures per second which will 

help assess speed of gesture performance and point 

out what gestures are most significant for a gesture 

recognition system.  

 Occurrence. Occurrence measures the appearance of 

the gestures. This once again tries to identify if 

certain gestures are culture-oriented or task-oriented 

(i.e., related to the task being performed).  

B. Experiment Guidelines 

The task to be performed consists of describing two chairs 

(See Figure 2). Participants were encouraged to use as many 

gestures as possible, just as in [21]. The analysis 

methodology is via video analysis using a video annotation 

tool called Anvil.  

 

Figure 1. Hostedes 5D Model comparing   

Anglo-Celtic and Latin American countries. 
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TABLE 1. WORDS DERIVED FROM VIDEOS  

FOR CHAIR 1 AND CHAIR 2 

Words 
Samples 

Anglo-

Celtic 

Latin 

American 
Both Total 

Chair 1 9 13 6 28 

Chair 2 13 10 5 30 

 

1) Procedure 

There were a total of 8 Latin American participants and 

11 Anglo-Celtics videotaped, but only the ones with clearer 

hand gestures and comprehension of the task were chosen. 

A criterion for deselecting a video footage for analysis was 

either the lack of gestures, or the lack of iconic gestures 

which are the focus of this study.  

The final selection was 5 participants from each sample 

group, totaling 10 participants. For the purpose of the 

experiment two samples were needed, one with English as a 

first language (Anglo-Celtics, and one with English as a 

second language (Latin Americans). For the second sample, 

it was important that they were sufficiently proficient and 

immersed in an English speaking country (Australia) for the 

past 6 months. 

2) Gesture coding 

In gesture analysis, we first analyzed the videos and 

segmented the video footages. For each occurrence, what 

was recorded was the name of the gesture type (repetition, 

beat, iconic, metaphoric, deictic junk) that was performed 

by the participant. These correspond to McNeill’s 

classification, but the repetition gesture (which is a type of 

deictic gesture) was coded separately because of the 

difference in language. Repetition was considered to be a 

potential factor that reflects culture, as uncertainty in the 

language, or description, could be characterized this way. 

Junk gestures were identified as gestures without a 

particular meaning. This could be a gesture that the user 

takes the gesture back (which is a “mistake”) or made some 

transition movements.  

Gestures are separated by pauses, and a pause is defined 

as a temporary stop in action or speech [22]. The purpose of 

this pause was to eliminate the period of inactivity at the 

beginning of a video, when the participant explains what he 

or she might do, or when the participant states that he or she 

has ended.  

3) Speech Coding 

Words were not a requirement, yet the participants talked 

through their depictions. As a result, the “verbal 

descriptions more significantly used were coded. These 

were classified as adjectives, parts of the chair, verbs, order 

and shapes (See Table 1). It was found that each iconic and 

metaphoric gesture is related to at least one word, reflecting 

the participant’s cognition.  

Finally, we obtained close to 10 minutes of monologue 

object descriptions in a video footage. Seconds were used as 

the time measuring unit.    

IV. RESULTS 

Numerically, Anglo-Celtics did not display too much 

variation (SD) between chair descriptions, regardless of the 

second ones unordinary structure (See Table 2). 

The Anglo-Celtic participants used more gestures on 

average to describe Chair 2. On the contrary, the Latin 

Americans used less number of gestures to describe the 

same chair. The reason behind this could be the degree of 

comfort in using a language when describing the abstract. 

This reflects how the language and increase of the 

complication of the task have an influence in cognition.  

Given that the features found in the abstract chair are not as 

common as the features found in the classic chair, this 

sample may have had more trouble in finding a way to 

explain words or shapes in the abstract chair.  

The SD was again higher with the Anglo-Celtics, which 

made it hard to identify a pattern. On the other hand, the 

Latin Americans had a smaller SD and more frequent 

gestures, meaning shorter, concise, and common gestures by 

most of the participants. Their gesture frequency is higher in 

Chair 1, and increases in Chair 2. This could be because 

Latin Americans scored higher results in junk gestures in 

the second Chair. 

Latin Americans had more frequent gestures in both 

chairs meaning that they performed more gestures per 

 

 

Figure 2. Classical chair (left) ,  Abstract chair (right) 

 

TABLE 2.      VIDEO ANALYSIS FOR CHAIR 1 AND CHAIR 2 

Chair 
Metrics 

Sample 
Avg gesture 

duration 

Total no of 

gestures 
Avg gestures SD 

Avg gesture 

Time 
Frequency 

Chair 1 Anglo-Celtic 1.84 65 12.8 5.63 22.74 0.56 

Chair 1 Latin American 1.49 59 11.8 2.16 17.81 0.66 

Chair 2 Anglo-Celtic 1.73 65 13 7.17 23 0.56 

Chair 2 Latin American 1.67 43 8.6 2.88 14.22 0.60 
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second, even though they had fewer gestures in total. The 

smaller count of gestures by Latin Americans is justified by 

the lesser time in which they performed the gestures.  

Given the distribution of gestures, we can see that in 

general, iconic gestures decrease with Chair 2, in contrast, 

junk and deictic gestures appear more.  

The Latin Americans used more words for Chair 1 and 

less in Chair 2 (See Table 1). Less gestures and words in 

Chair 2 could probably mean a better selection of words and 

gestures, or the lack of vocabulary.  The higher words count 

for Chair 1 must mean a higher degree of confidence, or 

more predictable and structured ideas on behalf of the Latin 

Americans. 

 

A.  Findings 

After analyzing the performance of both samples, in this 

section we reveal the results of the metrics stated in the 

hypothesis: gesture type, frequency and occurrence.  

 

1)  Frequency  

Gesture frequency indicates that overall the Latin 

American sample performed more gestures per second; 

however, this evidence is not enough to say that a certain 

sample was more expressive than the other. The use of 

gestures involves various factors, such as the comfort of a 

person had in front of the camera, or the confidence with the 

object being described, as well as the language. Chair 1 had 

Iconic and repetition gestures with higher frequency in both 

samples. Chair 2 on the other hand had an increase in junk 

and metaphoric gestures. The most significant gestures for 

the gesture recognition were the iconic ones as well as 

repetitions, and subsequently they are the ones that convey 

the representation of the chair. 

2)  Occurrence 

There are no junk and deictic gestures in the description 

of Chair 1 for the Anglo-Celtic sample, but they do appear 

in Chair 2. We can see that number of gestures increases in 

Chair 2. This means that the occurrence of gestures was 

related to the task, not to the culture. Since Chair 2 was 

more complex and there was a need for more explanation by 

the user.  

3) Gesture Type.  

The results for gesture types show that in Chair 1, the 

iconic gestures were close to 50% in both sample groups. In 

Chair 2, the iconic gestures diminish and metaphoric 

gestures increase for the Latin American sample group. 

Again, this may be related to the complexity of the chairs.  

 

V. DISCUSSION 

Now we may relate the gesture metrics to the cultural 

attributions made by both Hofstede and Hall (Section 2.2). 

As Anglo-Celtics are low context cultures, they used more 

words and gestures in longer time, since they took time to 

explain the chair in detail. On the other hand, Latin 

Americans, which represent the high context culture, 

performed fewer gestures, in shorter time and used fewer 

words. The element that calls for attention is the higher use 

of metaphoric gestures, as this is a characteristic of a society 

that relies on reading between the lines and letting 

nonverbal cues explain the meaning. 

Continuing with the culture analysis, we will now state 

the relation of the gesture performance with Hofstede’s 

cultural dimensions. The connection between these 

dimension (experiment, cultural aspects, participants, 

results) are displayed in Table 3. As mentioned before, the 

traits that are mostly reflected are IDV, UAI, and MAS.  

 IDV. This trait could be related in fact that the SD 

between samples is higher with the Anglo-Celtic 

cultures reflecting the societies high individualism 

index (IDV, 82). On the other hand, the low SD with 

the Latin Americans shows the low individualism 

index (IDV, 20).  

 UAI. This trait could be reflected in the overall 

impression of Chair 2. The Anglo-Celtic sample did 

not vary too much in gesture means and time from 

one chair to another, showing greater comfort with 

adverse situations (UAI, 43). It is possible to say that 

Latin Americans showed their high uncertainty 

avoidance (UAI, 86) since they use less time and 

limited gestures, possibly sticking to “what they 

knew” instead of managing the abstract.  

 MAS. This trait could be related to the fact that the 

Anglo-Celtics as a low context culture are more 

assertive (MAS, 63), in comparison to the Latin 

Americans that are more human-oriented and 

therefore there is a higher use of metaphors (MAS, 

47) in their descriptions. 

The Latin Americans in this sample have more of an 

advantage with the language as they have been immersed in 

the culture and language for the past 6 months. Regardless, 

TABLE 3.      INTEGRATION OF EXPERIMENT AND CULTURE 

Sample 
Metrics 

Context Predominant culture trait Metric Evidence Predominant Gesture Type 

Anglo-Celtic 
Low context  
(assertive, rely con words) 

Individualism 
Masculinity 

High SD 

Constant gestures beween chairs 

More gestures and more time 

Iconic 

Latin 

American 

High context  

(rely heavily on non verbal 
communication) 

High Uncertainty Avoidance 

Collectivism 
 

Low SD 

Fewer Gestures in the second Chair 
Fewer gestures in less time 

Metaphoric 

Repetition 
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they still performed fewer gestures and chose different 

words.  

VI. CONCLUSION AND FUTURE WORKS 

A. How these affect multimodal interfaces? 

We started this paper in order to prove if multimodal 

interfaces could be affected by a user’s culture. After the 

literature review, we have seen that any interaction is a 

result of user, task and input. Apart from performance or 

stability issues, multimodal interfaces are subject to a 

context problem. In the international scene, depending on 

where participants are from, their style of communication 

will vary. This analysis arrived to the conclusion that as the 

complexity of a task increases, so does the use and type of 

gestures. The metrics stated in the hypothesis influence 

multimodal interfaces and their performance in the 

following ways: 

 Frequency may affect the recognition rate 

because of the need for faster, more efficient 

algorithms. 

 Occurrence also affects interaction due to the 

possibility of absence (zero occurrences) of 

certain gestures that may convey functionality 

(i.e. iconic). 

 Gesture type, as well as occurrence, also affects 

the goal that the user wishes to attain. 

Identifying and classifying certain gestures due 

to their use during trials would permit the 

identification of type tendencies and will help 

embed differences in the development of the 

gesture recognition tool. 

 

Due to the “freedom” that hand gestures provide, gesture 

based interfaces gain popularity. The aim of HCI is to have 

users strongly prefer to adopt the new technologies for 

interaction because of the usability opportunities they 

provide. Culture influences a user’s openness and a more 

conservative or traditional culture, like the Latin American, 

could take more time to adapt, this was visible with the 

frequency rate difference between the academic and abstract 

chair. The performance of a multimodal interface will not 

only be affected by the task being performed, but by the 

cultural background and language skills of the user. 

Therefore, the design of gesture-based interfaces not only 

requires a multidisciplinary approach, but also a culturally 

sensitive one.  

We acknowledge that future studies need a larger sample 

size. Similarly, future studies may also work on the 

consistency of the annotations by having more than one 

person in charge of coding the gestures. Also, the results 

could have significant variations if the experiment is carried 

out in Spanish, the native language of the second sample. 

Further research studies can also attempt to investigate the 

effects of gender on performance. 
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Abstract—In this paper, after presenting the context, which 

indicates a considerable increase in the need for the adaptation 

of multimedia documents, we show that these results can be 

obtained by the composition of basic services. Nevertheless, 

this requires the availability of semantic descriptions of 

services, for which a shared vocabulary and good practices still 

need to be defined. We identify a series of works that can 

contribute to this process and offer basic guidelines to establish 

these descriptions. This article especially highlights the 

importance of the development of semantic descriptions of 

several important families of multimedia processing and 

proposes a structure that is used to build and organize such 

descriptions. 

Keywords-multimedia; semantic web services; adaptation; 

service composition. 

I. INTRODUCTION

Our environment is enriched every day by a greater 

number of communicating devices and multimedia 

document providers. From a user point-of-view, each of us 

today takes advantage of a finite number of devices, usually 

personal: a telephone, television, laptop, tablet, portable 

media player. The great variety in the features offered by 

each of these devices requires services returned to the 

terminals that are adapted to them. Tomorrow we'll 

probably be able to benefit from the functions offered by 

equipment found in the different places we move to [29].  

From a provider of multimedia content point-of-view, 

this growing complexity is a problem. A provider is often 

obliged to offer the same multimedia content in several 

formats and presentations. The current methods of 

adaptation are not sufficient to cope with the variability of 

situations that must be taken into account: preferences or 

needs of users, equipment available, and context of use.  

In this paper, we show why this situation makes it 

necessary to implement adaptation processes that are widely 

configurable and propose a methodology to do this. 

Given the variety of multimedia documents that users 

are exchanging, it is difficult to require a producer of 

multimedia content to provide as many versions of a 

document as possible contexts of use. It is necessary to 

identify ways to adapt a variety of documents to different 

contexts, either known at the time the content is put online 

or unknown until the time of the consultation. 

We consider it desirable to offer to Internet players the 

ability to provide processing resources for the adaptation of 

multimedia documents. We must define the methodology 

and establish the prerequisites to allow such operations. 
Section 2 presents two usage scenarios that illustrate the 

need for the dynamic processing of service compositions for 
multimedia. Section 3 presents a set of technologies and 
works which can contribute, or have contributed to, the 
proposal of this article. Section 4 describes a general 
architecture for adaptation of multimedia documents. Section 
5 provides guidance for the descriptions of processing 
services which focus on our work. Finally, Section 6 presents 
the next steps as we see them. 

II. EXAMPLE SCENARIOS

To light the way, we present two usage scenarios, one 
inspired by [30] and [14] as an extension of work published 
in 2004 which is centered on the user, the other responding 
to the needs of multimedia providers. 

A. Campus scenario  

We assume that we are on the campus of an international 

university. Some courses are available as multimedia 

documents.  

There are different situations in which the content is 

used: during a classroom course, to follow and annotate the 

current presentation; at home to learn; or, later, when using 

the knowledge acquired during the course. 

Users access to that content in various ways as well. For 

example, a user preferring English might be using a terminal 

with a small screen (5cm x 5cm) and a good resolution 

(800x 600) with Wi-Fi access while another will be on a 

wired network with a large screen, and prefers Spanish. One 

user might be in a location where he can activate the sound, 

another not. Disabled users can be taken into account; for 

example, the text will be displayed larger for the visually 

impaired or will be converted by a Text-To-Speech utility if 

the context permits. 

Finally, the emergence of new devices, tablets, media 

players with new features for restitution of the media, but 

also the ability to interact, requires taking into account these 

new modes of access. 

In this scenario, it appears necessary to have a system 

that dynamically configures itself to provide the best 

adaptation of a multimedia document in a context only 

known at the time of the request. The system cannot be 
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limited to a fixed set of adaptations. It must be able to be 

configured dynamically and be extensible. 

B. Broadcast ecosystem scenario 

Another scenario can be found in the broadcast 

production industry, which needs to adapt a lot of content to 

many different user contexts. 

The media industry has many new opportunities to 

exploit its productions and archives: mobile multimedia, on-

demand content, new products built on archives, etc. To do 

that, the media industry must do a lot of various processing, 

dependent on the target. 

To achieve this aim, the media industry must be able to 

provide different sort of processing, depending on the 

targeted user context; such modern media production 

facilities must to function enable to compose processes from 

a rich list of elementary processes such as transfer and 

storage, capture, transform, etc. This scenario is illustrated 

in the current effort of standardization of FIMS [8]. 

Our contribution focuses on the development of 

semantic descriptions of basic adaptation services, based on 

ontologies. These descriptions help to meet the need 

mentioned above, but may have many other uses in 

applications of Semantic Web Services. In the next section, 

we will discuss a series of works that contribute to, and 

complement our approach. 

III. RELATED WORKS

In this section, we will discuss a set of works that may 

contribute to the approach presented in this document. 

First, we assume that basic services will be accessed via 

the Internet. We include them in the generic class of Web 

services, either REST [7] or SOAP services [20] or other 

technologies to make services available on the Internet. 

In order to achieve automated operation of these 

services, they must have a description formally usable by IT 

processes. A minimum concerns the description of each 

service interface; for this, the most common technology is 

WSDL [1]. We will see below that this is not enough.  

We want to use a set of basic services that will work 

together to create a more complex service. For this, many 

works concern the composition of services. They generally 

focus on the fact that a developer creates a process by 

calling a set of Web Services. Major efforts are focused on 

this type of software production process applied to 'business' 

in business. A language emerged to describe the workflow 

created to oversee the services called: WS-BPEL[13]. 

'runtimes' are able to supervise the execution of a process 

defined with WS-BPEL (e.g. we are working with ODE 

[23]). 

Developers can read a service specification written in 

plain text to understand its role or do a search in a 

warehouse of services such as UDDI [23]- to find a service 

that meets their expectations. 

To create an automatic dialing service, the WSDL 

description is not enough to describe the fact that it takes as 

input an image given by an URL to access it in the Internet; 

or to understand what transformation is applied to the image 

–the transformation is only known by its name. We need to 

have the role and effects of each service described: which is 

the role of a semantic description of services. Several 

techniques for semantic description of services have been 

proposed, including: SAWSDL [6], OWL-S [19], WSML 

[3]. The use of OWL-S to describe media adapters, for 

example, has been proposed as part of MPEG-21 [22]. The 

need arose to describe some effects of a service using rules. 

In common parlance, such a rule can define a part of the 

effect of an operation to resize an image 'if the object has a 

media width and that the service is applied, then the width 

of the media object will be changed'. The SWRL language 

[10] was proposed to represent such rules. 

Planning an automated composition of services has so 

far resulted in only a few works. As for multimedia, the 

proposed solutions are, for example, heuristics [15], a 

systematic exploration of possibilities [16] or more complex 

methods based on rules describing a form of expertise 

[35][12][28]. An interesting solution was proposed by [8].  

And it concluded, however, with the idea that ontology for 

multimedia adaptation services could help to solve the 

problems left open by the proposed solution. The search for 

such ontology and how to use it is at the heart of our 

proposal. More recently, [23] proposes a way to describe 

services with the goal to automatically build mashups. This 

work focuses on problems of automatically composing 

services with heterogeneous descriptions in heterogeneous 

domains and gives ideas on how to solve that important 

problem. Our work focuses on getting good enough 

descriptions in one domain, multimedia, to establish either 

widely used standard descriptions or to easily make a match 

from our description to another. In [34], we find an in-depth 

analysis of a composition process in the aim of performing 

various semantic analyses on multimedia content.  

Very significant work was carried out around these 

concepts in the context of the European Initiative ESSI: 

WSML [3] is a language defined to formalize the modeling 

of web services offered by WSMO [35]; WSMX [36] 

defines a runtime environment and set of services. 

Numerous studies have focused over the last decade on 

the adaptation of multimedia documents. For examples and 

significant elements of state of the art in this work; see [23] 

[32]. Pellan [23] proposed a method to directly choose an 

appropriate service, knowing an initial application and 

context. The proposal focuses on choosing a service tailored 

to a context; it has a real contribution in the way to obtain 

the appropriate service itself in a space of predefined variant 

of the service. 
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MPEG-21 DIA [22] defines the desired adaptations to

the media composing a document. This approach is 

insufficient because there is no possibility of describing 

dependencies between the different media adaptations. For 

example, if I describe that below a certain screen size, I no 

longer display a certain image, I have freed the space that 

can be used for text. But this dependence on the adaptation 

of the text based on that of the image cannot be described by 

DIA. 

Even today, in many cases, adaptation is performed 

either at the server level by responding to a request with a 

different answer depending on what is known about the 

context of issuance of the request, or at the client -for 

example, the script by exploiting what is known locally in 

the terminal and about its user. The notion of proxy 

adaptation was introduced and is used by the network 

industry [14][23]. 

A very thorough study of the semantic description of 

multimedia services has been led by Bernhard Reiterer; the 

results are mainly available in German [28]. Very little 

research focuses on automatic composition applied to 

multimedia services; Derdour et al. [5] proposes a 

methodology for assembling basic services that provides 

services via mediation in order to make the entries of some 

services compatible with the output of other services. 

IV. GENERAL ARCHITECTURE FOR DISTRIBUTED 

ADAPTATION 

Fig. 1 shows the general principle of a distributed 
adaptation system as envisioned in this article. 

A user requests a multimedia document or service. His 

request passes through an adaptation system. It is 

accompanied by an explicit or implicit context of use. We 

have presented in [21] an extended description of the 

following concepts. The main parts of an adaptation system 

are: 

• the planner: it takes as input a description of the 

multimedia document and a description of a 

context and produces an adaptation graph, which 

describes the composition of a set of elementary 

steps, possibly subject to conditions, performed in 

parallel or in sequence, resulting in the appropriate 

document; 

• context provider: as many works deal with the 

collection and provision of context, we leave this 

question out of our field of research and consider 

that a 'black box' is available and provides a 

context; there is a dependency between the context 

provider and the planner: the planner must be able 

to understand and use the context model of the 

context send by the context provider the context 

provider gives a context on demand or send an 

event each time a change occurs in the context; 

• the source of multimedia documents: a component 

must manage the access to the multimedia 

document and its metadata description (source, 

nature...) which is to be adapted 

• the composer searches for the needed services, 

while the runtime executes the plan and supervises 

the execution of selected services; at the end, it 

provides the result or a link to the result, 

• elementary adapters: these components provide a 

specific adaptation for a part of the document. 

  
The general principle is as follows. A consumer initiates 

an adaptation cycle. He/she sends a request to the planner; 
part of this request consists of a reference to a multimedia 
document and part of a reference to a context. The planner 

Figure 1. General architecture for distributed adaptation  
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uses this information to apply its adaptation algorithms and 
find a plan. It decides what will be the sequence of 
adaptation operations. The adaptation plan is sent to the 
composer who seeks elementary adapters to compose the 
ready to execute representation of the plan. The execution of 
the sequence is supervised by the runtime and returns a 
reference to access the resulting document. 

V. DESCRIPTION OF ADAPTERS 

A. Adaptaters for basic media 

Most of the adapters we want to consider perform an 

elementary operation on a media category. 

We first need to list the media types which must be 

taken into account. Beyond an obvious list (text, image, 

audio, video), we believe it is necessary to consider other 

media. Two examples are: 

• A musical score, which is not a text or an image or 

sound, although it may be transformed into these 

three forms, 

• A map, which is neither text nor an image, but an 

object which is much more complex. 

In the present state of our descriptions, we have also 

introduced: 2D graphics, animated 2D graphics, 3D graphics 

and animated 3D graphics. 

It is necessary to establish a methodology that allows 

some extensions, to define a new media that is useful, for 

example, in a specific activity, or some specializations, e.g.  

to distinguish speech from music as two kinds of audio 

documents. 

We also see that some media have evolve in time; we are 

not yet sure of the best classification to be adopted. (Is a 2D 

graphic a degenerate case of an animated 2D graphics? Is an 

animated 2D graphic a 2D graphic extended by a description 

of a temporal process?) 

Each media type must be associated with a list of 

characteristics that define it. Many ontologies have 

attempted to define the most common media and their 

representative characteristics. This situation is due to the 

fact that each ontology has its relevance in a given 

application. The W3C has taken steps to ensure 

correspondence among the models whenever possible [33]. 

In a preliminary study in 2007 [10], about two dozen 

models for describing media types, at least some media 

types, were identified. We found more during our work. In 

the work on WSMX, the concept of 'Data Mediation' [1] 

was introduced and can be a way to cope in an automated 

way with this problem. We find a similar concept in [5] in 

the work on the adaptation of input/output in a UML 

diagram representing the processing of a multimedia 

document. 

B. Adapters 

In [21], we described the top-level categories -

transmoder, transformer, transcoder, extractor, composer- 

that we use as the basis for the definition of service classes.  

• transmoder: changes a media from one modality to 

another –like creating an image of a text, 

• transcoder: changes the format used to code a 

media without changing any other parameter –like 

transcoding an image from Jpeg to PNG) 

• transformer: changes one or several intrinsic 

parameters of a media –like changing the size of an 

image, 

• extractor: extracts each media and rules of 

composition from a composed multimedia 

document, 

• composer: creates a composed multimedia 

document from a set of media and some rules to 

compose them. 

These categories are then refined according to the media 

they take as input, the output they provide and the changes 

they perform on the media. We undertook a systematic 

description of adapters and have already identified about 

forty relevant types of adapters. 

For example: 

• text to speech is a text to audio transmoder whose 

input is mainly a text and output is an audio 

sequence, 

• scaling of an image is a transformer that goes from 

one image to another image by changing certain 

characteristics. 

We can see the existing services as being instanciated 

from the semantic description of some classes of services: 

• class ‘transformer/scaling’, applicable to several 

media types: image, video, 2D graphics, animated 

2D graphics, 

• class ‘transformer/summary’ applicable to text, 

video, audio... 

Whenever possible an adapter will be in one of the main 

classes. One last class has been defined to contain all 

adapters that are not clearly an instance of one of the 

previous classes. This last class is to be avoided because it 

conveys the poorest semantic. This class will include such 

additional adapters specific to a particular treatment on a 

type or a specific document format, for example, an adapter 

for PowerPoint documents or any document type specific to 

a specific activity domain. 

Each adapter must have a basic WSDL description to 

conform to the call mechanisms of SOA services. But, as is 

now well identified, WSDL only provides technical 

information on how the call is made and no information on 

the meaning of the parameters, the nature of the result, the 

preconditions for the call or the effect of service execution 

on the surrounding world. To some extent, this information 

will be inherited from the ontology. However, each service 

may need a specific description not defined by the ontology, 

for example: 

• the type of a parameter does not have an exact 

correspondence in the ontology and we need to 

define the mapping between the types and provide 
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the type expected by the service (e.g., string versus 

URL), 

• constraints on a parameter, for example, the width 

and height to resize an image can be limited to be 

homothetic, 

• technical constraints imposed by the instance of the 

process, for example, the size of data transmitted is 

limited, 

• pre-conditions of a nature that have nothing to do 

with the functions of the service (access control, 

security, etc.) can be attached to a service; these 

conditions involve concepts that are beyond the 

functional area under consideration -multimedia, 

and other concepts are necessary: other descriptors, 

other ontologies. 

Several technical solutions have been proposed to 

complete the WSDL description for the semantic 

enrichment. We have begun experimenting with various 

solutions (OWL-S, WSML, SAWSDL and proprietary 

descriptions by extending WSDL). Apart from these 

experiments, we are trying to define the necessary 

descriptors, independently from a description language. 

We believe that conceptually it is not the media that is 

provided to the adapter, but the access method of the media. 

In practice, the adapters receive as input a URI to access the 

media. 

All descriptions deemed necessary in the context of 

Semantic Web Services (SWS) are often referred to by the 

acronym IOPE, Inputs Outputs-Preconditions Effects.

In the case of media processing, the minimum is to 

determine which characteristics of the media were changed 

and which descriptors are useful for the result of the 

transformation. 

Following the work of [28], we consider different 

versions of the same multimedia document as variants of 

this document. We can describe the result of an adaptation, 

not exhaustively, which would not be possible, but only 

through changes made to formally described characteristics 

of the original. 

As a general principle, we will consider that all the 

attributes of a transformed media remain the same, with the 

exception of those whose transformation is described. This 

has an advantage if a descriptor is added to a future version 

of a transformation: the adapters that were based on the 

current ontology work without that descriptor, by default, as 

if it were granted that they do not change the descriptor; this 

hypothesis seems relevant because, if it were not the case, it 

would mean that when we had done the initial description of 

the adapter, we forgot an important part of the description. 

Consider two services to reduce the size of a picture, 

cropping and scaling. In both cases, the result is an image, 

which is a variant of the original image. In both cases, the 

width and height characteristics of the images are changed 

by the transformation. What differentiates the two 

transformations is that in the case of a crop, the image 

portion resulting from the processing is extracted from the 

original image while in the case of a change of scale, the 

resulting image is the result of the processing of all the 

image data. Most of the other features remain unchanged 

and can be skipped from the description. The amount of data 

used to represent the image is –generally- changed; we must 

mention that fact in the description. 

Through this example, we see how difficult it can be to 

describe the adapters, but also the richness of the approach 

to build a large catalog of such descriptions. We undertook 

this work, which is being refined gradually; we are aware of 

similar work, for example at the University of Klagenfurt, 

but it seems that all the research projects we have identified 

are currently stopped. 
The scientific community on multimedia adaptation and 

media processing and the one on Semantic Web Services 
will benefit from progress on these types of descriptions. 
Collective work will be necessary to achieve the goal of 
establishing shared concepts and vocabulary, to design a 
formal representation and to create the tools to facilitate the 
specification of new services based on the proposed model. 

C. Adaptation of a multimedia service 

In the work of Pellan [23], three dimensions of an 

adaptation process of a multimedia service are to be taken 

into account: a spatial adaptation, a temporal adaptation, and 

an adaptation of interactions.  

We have begun to take into account the depth of all three 

dimensions for all media types and all categories of 

adaptation, but this work must still be completed. 

We retain the assumption of Pellan: useful results can be 

obtained by considering that these three dimensions can be 

treated independently and that a composition of adaptations 

selected along each axis can be chosen. 
On one hand, works such as those of [15] propose a 

method to adapt the layout of a document (spatial 
adaptation). On the other hand, we are exploring the 
possibilities of abstract representations of interactions 
[3][33][35], which could then allow concrete instantiations 
adapted to each situation. 

VI. CONCLUSION AND FUTURE WORKS

We believe that the proposed approach will, in the 

future, be followed by other research. Indeed, it responds to 

the need to move from distributed storage on the Web to 

distributed processing. This approach benefits from unused 

software resources and from available bandwidth and 

processing capabilities on the Internet, usable in a 

decentralized manner and dynamically reconfigurable. 

These features could be a major asset for the spread of 

pervasive computing. 

We think that describing all the known categories of 

multimedia services is possible; we have identified more 

than 50 categories and, probably, the categories added in the 

future will remain under a total of 100. Our main results are 

in the structuration of the categories, the principles of the 

description of each category and a first description of a 

group of categories. 
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Our future work is to complete the list of categories, 

clearly describing them all and, most importantly, to publish 

and share these descriptions to encourage their adoption.  
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