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Fursight: A Fully Integrated Solution for Pet Monitoring via CPS and IoT
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Abstract—The paper proposes a novel, fully integrated in-
telligent system that incorporates the Internet of Things and
Cyber-Physical Systems technologies to streamline the routine of
monitoring household pets’ day-to-day life and well-being. By
leveraging this system, users become keenly aware of the overall
disposition of their pets, allowing for a multimodal data-driven
approach to responsible care. Several data collection devices are
leveraged to collect information about the current circumstances
of a pet, resulting in derivable, up-to-date insights available to
the user on the web. Several use cases were used to validate
this approach, exemplifying the usefulness of a modular pet-
care system that is customisable to varying needs and can be
seamlessly deployed locally or to the cloud, ensuring well-being
at all times. By leveraging current animal monitoring efforts
with new-age data collection technologies, Fursight represents a
robust solution to unobtrusive pet care, combining the Internet
of Things and human-centred design, to reach optimal care even
in the prevailing fast-paced mode of life.

Keywords-IoT; CPS; pet monitoring; self-deployed applications.

I. INTRODUCTION

Taking proper care of a pet is a great responsibility. Several
factors need to be accounted for at all times regarding the
health and well-being of the animal, which could be divided
across diverse contexts that must be harmoniously reconciled.
The evolving dynamics of human-companion animal rela-
tionships are influenced by modern societal trends, including
increased emotional attachment, changing family structures,
and external factors such as remote work adoption and the
COVID-19 pandemic. Research suggests that while some pet
owners experience time constraints due to demanding work
schedules, others have adjusted their lifestyles to accommodate
more interaction with their pets [1].

Wearable technology has emerged as a key enabler in pet
monitoring solutions, providing insights into location tracking,
health metrics, and behavioural patterns. These devices, such
as GPS collars, heart rate monitors, and activity trackers, are
widely used for monitoring pets’ well-being and have been
increasingly integrated with IoT and smart home systems [2].
However, as demonstrated with Elizabethan collars [3], arte-
facts placed around the throat contribute to distress and
discomfort. Adversely, the ever-growing array of options for
circumstance monitoring in data collection devices commonly

used in Internet of Things (IoT) solutions (e.g., smart room
sensors) lay the groundwork for a non-invasive and easily im-
plementable option towards animal companion care. With all
of this, an application that takes advantage of the availability
of connected systems would be extremely valuable, allowing
for continuous and accessible monitoring even when pets need
to be left unattended.

Recent advancements in Cyber-Physical Systems (CPS)
have facilitated their integration into smart home environ-
ments, enhancing automation, security, and remote monitoring
capabilities. These developments have led to the widespread
adoption of intelligent systems for pet care, enabling real-
time monitoring, interactive communication, and adaptive be-
havioural analysis [4].

In this context, the authors propose a solution, designated
Fursight [5]. This solution conducts all its sensing at the
Edge, leaving analysis and processing to the central hub,
leveraging wireless connectivity to transmit the collected data.
By aggregating environment data, valuable insights can be
provided to further enhance several care processes. In this
sense, different Arduino Nano flavours, linked to diverse
sensors and actuators, connect to a Raspberry Pi Model 4 [6]
to build a cohesive system which effectively exchanges data
across all components. Through Node-RED [7], workflows
for automatic data processing can be defined, allowing for
seamless deployment of different settings by simply swapping
configuration files. Hence, such a system can be deployed in
any home division where pets may be settled, either locally
or online, to streamline the care processes based on insights
derived from data. Information is then stored securely, and
made available through a web interface that displays to the
user visualisations of the sensed environment. Through the
installation of an integrated container [8], all the necessary
resources are automatically loaded, easily enabling full func-
tionality.

This paper is organized as follows: this Introduction Sec-
tion I, which outlines the challenges, motivations, and objec-
tives of this work, is followed by the Related Work Section II,
which highlights fundamental in-domain research, including a
critical analysis of existing solutions to underscore the neces-
sity of this approach. The Proposed Solution Section III elab-

1Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-236-4
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orates on the proposition, detailing the solution architecture
and implementation process, along with the technologies em-
ployed. In the Evaluation Section IV, the results of the carried-
out tests are presented, incorporating assessment methodolo-
gies, and a thorough analysis of the outcomes. The Discussion
Section V provides a breakdown of the findings, emphasizing
the benefits of the solution while addressing its limitations
and identifying areas for potential enhancement. The paper
concludes with a Conclusion and Future Work Section VI,
which highlights the key contributions and achievements of
the study and outlines directions for prospective endeavours.

II. RELATED WORK

In this section, the background that serves as the foun-
dation of the proposed solution is presented. Firstly, related
technologies and similar solutions in the current literature are
analysed, subsequently showcasing the current gaps addressed
in the proposed solution. Presently, most solutions are based
on the same set of core technologies, as they are long-standing
standards in the field of home automation and connectivity.

The advancements in communication technologies, along-
side the decrease in complexity of home automation and
monitoring systems, allow for specific solutions that exploit
the continuous availability these techniques provide. Thus,
several works have been developed recently, to harness these
advantages in the context of pet monitoring and care. These
are divided across several modalities, such as: wearables that
continuously monitor vitals and geolocation; cameras that
constantly provide image or video feeds; automatic feeders
and water dispensers based on actuators; software apps and
platforms, that provide relevant information and aggregate data
to deliver insights. For a more holistic assessment of such
approaches, refer to the survey about pet care technology [9].

A. Wearables for Continuous Monitoring

Most health and vitals monitoring solutions for pets rely on
wearable devices, typically attached via a collar or specialized
accessories. For example, Reyu and Princess [10] propose a
wearable system that tracks heart rate, temperature, activity
levels, and location. However, research suggests that such
devices may cause discomfort if they are too obtrusive [3].

In addition to the wearable, their system includes a moni-
toring application designed to aggregate and display collected
data. While no specific mobile architecture is specified, they
plan to provide a web-based platform to ensure broader
compatibility across devices. Their approach also incorporates
machine learning techniques to analyze trends and predict
potential health issues, enhancing proactive pet care.

B. Multimedia Capturing Technologies

In the vision modality, the use of image and video cap-
turing technology provides owners with an opportunity to
continuously supervise their pets, from any place from which
connectivity is available. However, a continuous acquisition of
such data results in vast amounts of storage space occupied.
Furthermore, only a portion of the recorded events are relevant

to the owners, as the majority will consist of mundane activ-
ities. This issue is further amplified by the limited resources
commonly inherent to IoT devices, which also indirectly pose
security risks, as secure and complex encryption may not be
feasible, relying on simpler methods instead [11]. Thus, given
the nature of the service, if the home-based video or image
data must be sent to the internet, a secure connection must be
ensured.

C. Automatic Feeders and Water Dispensers

The task of automating the feeding of pets, ensuring they are
well-nourished while taking into consideration their specific
needs, has been a long-standing effort. It allows owners to
ensure the welfare of their pets, even under time or mobility
constraints. Advancements in communication technologies,
even enable an intelligent feeding process, where food ration
sizes are tailored to the pet, based on physical factors and
energy requirements [12]. This approach employs a mobile
application, paired with a social media account, to remotely
control the feeder, schedule feedings, or review feeding his-
tory. The benefits can also stem from the possibility of
proactive nourishment, given environmental data. For example,
if the temperature increases, the water delivery rate could
increase as well [13]. However, this association with mobile
applications, inadvertently reduces the scope of the install base
of the service, as a forced addition of social features may
lead to technological anxiety [14], showcasing the need for
advanced and digitally integrated, but local, private solutions.

D. Software-based Solutions

Lastly, software-based apps and platforms, developed to
either complement the previously mentioned solutions or as
standalone services, to aid in pet monitoring and care, are
wide-ranging. Some examples that follow the previous proce-
dures are companion apps for live feed cameras and automatic
feeders. Some integrate popular AI assistant technology, such
as Google Assistant [15], to streamline some tasks. Standalone
apps that do not require external tools can be valuable, as
they reap the benefits brought by mobile computing. They
allow users to log veterinary appointments, medications, and
vaccinations, or to set reminders for boosters. Other apps allow
activity and behaviour tracking, to enhance the level of detail
and quality of the care provided. Social features allow for
exchanging relevant knowledge, such as training and grooming
tips, promoting pet well-being [16], although such focus on
applications can lead to negative perception [14], as already
mentioned.

III. PROPOSED SOLUTION

In this section, the methodology behind the proposed ap-
proach is presented, alongside the development and imple-
mentation details undertaken to reach the final solution. It tries
to solve several problems using a package that encompasses
features related to the modalities presented in the Related
Work Section II. Figure 1 details the overarching design and
architecture of the implemented solution, where two Arduino

2Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-236-4
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(X and Y), connected to two submodels each (sensor and
actuator), send gathered raw data to the local central hub
via the Internet protocol suite (TCP/IP) [17]. An advanced
submodule, specifically a serial camera, can be connected to
the hub. Using RabbitMQ [18], this hub can either send
the processed, gathered data to a local, self-hosted server, or
to the cloud, to as many servers as it needs, given specific
requirements. The engineered architecture was tailored to
provide every functionality coherently while also allowing for
a distributed approach toward reliance and scalability. It is
arranged across three key domains: Physical, Middleware and
Application.

A. Physical Layer

The Physical layer is present at a local level in each
client setup. It contains several submodules serving different
monitoring and actuating purposes, connected to a central
hub for processing and communication. While the central hub
works as a hotspot using the Dynamic Host Configuration
Protocol (DHCP) in the local network, it is also able to
connect securely to servers via TCP/IP [17]. The submod-
ules are comprised of sensors and actuators connected to an
Arduino, using serial protocols, such as the Inter-Integrated
Circuit (I2C) [19], SenseWire (I3C) [20], Serial Peripheral
Interface (SPI) [21], and Universal Asynchronous Receiver-
Transmitter (UART) [22] protocols for linkage. These, in turn,
act as the physical hub for the setup placed on each desired
division. Multiple of these, spanning different modalities,
can be connected to the central hub to provide a more so-
phisticated monitoring scheme, enabling multiplicity, as each
physical device can be easily tracked and referred to using
the identification system. The data collected by the sensors is
processed in the Arduino Nano modules, which are then sent,
via TCP/IP [17] over Wi-Fi, to the local Raspberry Pi 4 Model
B [6] central hub, using the Message Queue Telemetry Trans-
port (MQTT) [23] broker, implemented via RabbitMQ [18].
Additionally, more advanced sensors, such as serial cameras,
can be installed directly into the main hub, also interfaced via
SPI [21], and streaming in real-time via the User Datagram
Protocol (UDP) [24]. If this data must be sent online, a secure
connection must be ensured, given the sensitivity of the matter
(such as household data). Some practical examples consist of
movement and proximity detectors, litter box usage tracking,
smart feeding, and audiovisual active monitoring. With this
modular setup, the flexibility of the solution allows it to be
implemented in almost every possible home environment.

B. Middleware Layer

The Middleware servers as the centralized processing unit
of all the sensed raw local environment data. Thus, it serves
as the central hub of the services, which aggregates all the
employed physical hubs (i.e., separate physical hubs each in
a different room of the house). The scripting capabilities of
the Python language are employed, given its relevance for
data science, and strong support of related libraries [25]. To
exchange information with all the locally present submodules,

RabbitMQ was chosen for the message broker [18]. This
technology provides a robust topic-based messaging system,
originally implementing the Advanced Message Queuing Pro-
tocol (AMQP) [26], later supporting more standard protocols
such as MQTT [23]. Each active sensor is assigned an
identifier, which then is used as part of the message topic
sent through the network. By using message topics with
RabbitMQ [18], it is ensured that data from specific sources
reaches only desired ends while also identifying the modules
it went through. Each Arduino also has an identifier assigned,
which it adds to the message topic, that already contains the
identifiers from the sensors. Here, the central hub acts as the
core for data processing, so that it can be stored, to then be
analysed and converted into valuable knowledge regarding the
pet.

For a more private and local approach, the user is able to use
their machine to act as a self-hosted server. In this case, the
communication is still made through an MQTT [23] broker,
ensuring a fast and lightweight transmission, although not very
secure, which is not problematic given the isolated facet of
the exchange. Before storage, a local implementation of this
layer would have a central hub (Raspberry Pi Model 4 [6]),
adding its identifier to the message topic, already containing
the ones from each physical hub module the message passed
through. However, if the user prefers an always-available
solution, then the server can be deployed online with ease,
ensuring secure communication via transport protocols like
Secure Sockets Layer (SSL) and Transport Layer Security
(TCL). This way, it is possible to distribute the load through
several servers, or even to keep replicas of important data. In
this case, another identifier is added to the complete chain
of identifiers, specifying which local client the message is
coming from. This process is shown, in a simplified manner,
in Figure 1. If this second route is taken, then contents sent
to the cloud are pipelined through Node-RED [7] in order
to streamline data handling. This tool abstracts this process
to a higher level, making it useful in systems where inputs
may come from diverse sources. It not only allows data to be
accessed in real-time but also easy implementation of custom
logic for transforming raw sensor data into structured outputs.
It is instantiated in the central hub, and not only receives input
through MQTT [23] from sensors and servers but also per-
forms specified transformations that support future analyses,
such as moving averages for time series. Furthermore, different
pipelines can be employed by simply switching the deployed
to a JavaScript Object Notation (JSON) configuration.

Ultimately, this layer becomes optional for small-scale, low-
cost processing contexts in which there is, for example, only
a single-tracked environment. In this case, data can be sent
directly to the application layer from the physical hub.

C. Application Layer

Finally, the Application layer comprises both the backend
and frontend of the proposed approach, providing the logic
and presentation using the processed data. In the backend,
Supabase [27] was employed in a Backend as a Service (BaaS)
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Figure 1. Architecture of the solution.

paradigm, as an authentication-enabled database, to store user-
specific location and specification data. Communication at this
layer is still made using the previously established RabbitMQ
settings. Through Supabase [27], information related to each
user, about the location of service deployment, hardware
specifications, and sensor configuration, is saved on different
relational tables. To make this data seamlessly accessible,
a RESTful API [28] was developed, allowing for CRUD
operations on said data (create, read, update, delete). It is then
used both on internal Python scripts and via the JavaScript
fetch API to display extracted knowledge and insights to
the end user. Regarding authentication, several options are
available so that end users may choose their preferred method.
If it is the first time the user uses the system, a sign-up portal
is available; in case the user already has an account, then it
may use their email, phone number, or unique-use code to sign
in. Also, an OAuth-based alternative [29] is available.

Finally, the User Interface (UI) must be intuitive to the
broadest demographic possible, given that the pet-owner pro-
file differs significantly by both ethnicity [30] and age [31]. To
that end, the shadcdn collection was employed to achieve
a simple and consistent presentation. It allows for a quick
design process, by simply selecting which UI elements to
display. Furthermore, TailwindCSS was used to define
the remaining styles, which easily integrates the previously
mentioned components. For the programming language and
framework, TypeScript and Next.js were chosen, re-
spectively. TypeScript enhances the overall experience by
enabling a static typing system, easing the integration process
of the different elements in the system, and a streamlined
refactoring routine. The Node.js framework, being React-
based, provides Server-Side Rendering (SSR), ensuring the

application is fast and adheres to the best Search engine opti-
mization (SEO) practices [32], [33]. It also provides automatic
code splitting, executing only the needed JavaScript for each
page. This advocates a coding practice in which each page
becomes a self-contained package, encapsulating its logic and
state, and fostering scalability.

The connection between the backend and the frontend com-
ponents of the Application layer is done through the fetch
API to execute the requested methods and later display the
retrieved responses as diverse visualizations (e.g., line graphs)
implemented via the selected and imported components. This
provides an interface that is tailored to the modules and
submodules each user manages in its home environment,
cohesively. It is also through this API that users interact
securely with the authentication system.

IV. EVALUATION & RESULTS

After designing and developing the complete solution, its
applicability was tested through several use cases to assess
how it behaves given different real-world conditions. It is of
utmost importance that the solution is robust to the variability
of the environment it may eventually be installed into, and
that it can handle a vast array of different scenarios, proving
the universal adaptability and appeal of the approach. How-
ever, given the experimental nature of this work, different
testing scenarios were implemented using prototypes and scale
models as a way to simulate likely circumstances where this
solution may be inserted into, proving its practicability more
abstractly. These test scenarios were based on a cat monitoring
situation, thus comprising different cat care aspects. It should
be noted that, based on the versatility of the approach, if the
apparatus is applicable in a scale model of a given setting, then
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it should be, theoretically, also applicable in the circumstances
it hopes to simulate.

As previously stated, end users can simply follow a short
list of steps to get the solution running locally, by cloning the
repository, and executing each component in a containerised
manner, automatically. Given that the physical components are
correctly connected (as we are leveraging prototype-oriented
hardware), in theory, the solution should be able to correctly
capture relevant environment data about activities carried out
by the pet, or to the pet itself. In this sense, Figure 2 contains
an example of a graph visualization accessible through the
web application.

A. Pet Monitoring

Room monitoring is an indirect but essential tracking
method for pet care applications. To measure the temperature
and humidity of the room, a tracking submodule was imple-
mented, powered by a Temperature & Humidity Sensor. Fur-
thermore, environmental healthiness is also measured through
a Carbon Monoxide Sensor [34]. In addition to this, a live
sound feed of the environment was achieved through a Sound
Sensor [35], allowing the solution to register peaks of sound
activity that could indicate distress calls. The application was
able to display both environmental and sound activity through
time-series graphs.

B. Litter Box Activity

To test the applicability of a litter box activity tracking
feature, a Soil Moisture Sensor [36] was employed. This
sensor was placed inside a small box containing a common
household brand of cat litter, which was watered periodically.
The data throughput allowed the solution to create a visual
representation of how moist the soil was at a given time,
through a time-series graph, and effectively highlight litter
box activity even through repeated usages in short periods.
Moreover, a more elaborate testing procedure regarding this
specific behaviour was set forth, in which the footage captured
from a serial camera would be used in tandem with the
previously mentioned sensor outputs as a way to verify litter
occurrences in a multimodal manner. If the live feed displayed
significant differences comparatively to a record of an empty
litter box, this data could be cross-referenced with moisture
sensor data to ensure a verifiable reading of activity.

C. Automatic Pet Feeding

To simulate an automatic pet feeding feature, a Pressure
Sensor [37] was utilized and tested against different levels of
touch pressure to ascertain if the presence of the pet could
be used as an indicator that food should be served. This
mechanism could be subsequently implemented in tandem
with a feeding actuator (e.g., a small motor connected to a
food box door). The application was able to register touch
activity and represent it in a time-series graph.

Figure 2. Simple graph visualization of the temperature in Celsius by time
of day, present in the web application. Displays a sharp decline during

nighttime.

V. DISCUSSION

Several potential benefits surfaced when implementing use
cases based on the outlined proposal. As evidenced by the
conclusions drawn from the assembled scenarios, Fursight is
a rather adaptable system given its modular nature, which also
contributes to its scalability factor, as shown by the successful
construction of scale models, suggesting applicability in full-
scale settings. Furthermore, this ease in implementing different
arrangements showcased how streamlined the deployment pro-
cess is even for end users, showcasing its possible adaptability
in other contexts, such as pet hotels or veterinary clinics. In
these cases, even against higher setup complexity, Fursight
allows each client to manage their system comprehensively
through the web application. The developed solution not only
allows for multi-faceted and comprehensive monitoring of pet
well-being but also permits doing it in real-time via easily
interpretable visualizations. Additionally, the non-invasive na-
ture of the solution was upheld throughout development, given
that no appliance needed to be set directly on the pet.

Nonetheless, some shortcomings also came to light. Given
the experimental nature of the solution, strict bounds were
placed on the planned implementations, restraining their faith-
fulness to their real-world counterparts. For the same reason,
a rigid emphasis is put on a correct physical setup. Moreover,
since the devices used for the physical components stem from
a prototypal nature, the showcased sensibility was sometimes
inappropriate, as seen in the pressure sensor, which ought
to be triggered by non-pet activities. Overall, although the
practical value of the solution was showcased, it would not
be a reasonable commercial solution in its current state.

VI. CONCLUSION & FUTURE WORK

This project demonstrated a novel integrated solution for pet
monitoring using IoT and CPS, called Fursight. This modular
approach to pet care seamlessly integrates several sensors (and
actuators) to monitor pets, alongside their involving environ-
ment, without the need to hook attachments to their bodies.
The modular architecture, comprising physical, middleware,
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and application layers, allows for adaptive deployment in
various home configurations. While promising results were
produced during simulated experiments, several limitations
surfaced, mainly due to the experimental nature of the setup.

For future work, given the modularity aspect of the solution,
it would be beneficial to further integrate more complex
submodules, such as making the live feed constantly and
irrevocably available to the end user, while also enhancing
accuracy in activity detection. In a commercial context, it
would be best to provide a more streamlined setup process
by devising a simpler integrated standalone service, combined
with a more robust, sellable physical package, which could
comprise diverse key components required for the full opera-
tional capability of the solution, as well as modular expansions
for extra functionality. Ultimately, Fursight represents a robust
solution to unobtrusive pet care, combining IoT and human-
centred design, to reach optimal care even in the prevailing
fast-paced mode of life.
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Abstract—This study explores the implementation of Internet
of Things technology to improve drink service and management
in local establishments. Current alternatives were analyzed but
failed to satisfy all the problem’s requirements, leading us to
propose a new solution. Our system uses a mobile application
that allows users to purchase beer tokens, which can be uploaded
to establishment cups using Near Field Communication (NFC)
technology. Once the cup contains a token, it can interact
with a prototype self-serving tank that dispenses the drink
upon validation by the client. The app also provides real-
time updates on tank temperature and level for the owner. A
key consideration during the design phase was ensuring the
architecture’s scalability to handle multiple interactions between
devices. The successful development of our prototype demon-
strates the feasibility of implementing this technology in real-
world establishments, highlighting its market potential. Finally,
we analyzed the product’s limitations and proposed directions
for future research and development.

Keywords-Internet of Things; Cyber-Physical Systems; self-
service; service tank; automation.

I. INTRODUCTION

In recent years, there has been growing interest in the
Internet of Things (IoT) [1] in fields such as personal goods,
transportation, and industry due to the advances in technology
and the promising results of its implementation [2]. IoT and
Cyber-Physical Systems (CPS) [3] are expected to take a major
role in future production value chains by using networks of
sensors and actuators to gather data.

A critical challenge in the service sector is the inefficiency
caused by human limitations. Nowadays, it is common for
establishments to face a simultaneous high demand when
dealing with traditional staff systems. The growing acceptance
of self-serving devices [4] encourages big companies to im-
plement similar technologies in areas, such as gas stations or
supermarkets, removing the human factor of the cashiers. This
change of mentality could be extended through other consumer
sectors such as bar service. This study aims to address these
challenges by developing a self-serving beer dispenser pow-
ered by IoT and CPS. The primary objectives of this work are
to reduce waiting times, improve customer experience, and
provide real-time data insights to establishment owners for
better resource management.

Our solution consists of using IoT to create a self-serving
tank that allows the user through their phone to purchase,
validate, and receive a drink without the need for a member
of staff. The user uses NFC tags attached to the cups to load
tokens purchased via our phone app, then they can walk to
the tank, validate that they want to use the token and receive
a drink. This removes the necessity of a staff member and
optimizes the service process and makes it more dynamic.
To provide insights to the owner we can also measure in
real-time values of the tank’s level and temperature to ensure
uninterrupted service. The resulting product could help an
establishment to have a better understanding of its resources
and promote a more direct service to the customers focusing
on reducing waiting time and cost.

The remaining sections are arranged as follows: Section II
reviews the most relevant related works in the field of auto-
mated beverage dispensing systems, highlighting their limita-
tions. Section III describes the proposed solution, including
its design, architecture, and main components. Section IV
presents the results obtained and evaluates the performance of
the prototype. Section V discusses the advantages, limitations,
and potential improvements of the system. Finally, Section VI
concludes the paper by summarizing the main contributions
and possible future changes.

II. RELATED WORK

Efforts to enhance efficiency, automation, and user expe-
rience in beverage dispensing have spurred the development
of various smart beer dispensing systems, each with distinct
strengths and limitations [5]. The Pubinno Smart Tap [6]
exemplifies the use of artificial intelligence to optimize beer
quality by fine-tuning temperature and pressure levels. Despite
these innovations, its reliance on proprietary kegs and the
absence of self-service features may hinder its accessibility.
A staff-centric application accompanies the system, offering
tools for monitoring performance.

PourMyBeer [7], by contrast, empowers patrons with
self-service capabilities using Radio Frequency Identification
(RFID) technology, simplifying transactions and providing
valuable sales insights for operators. While compatible with
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standard kegs, the system lacks real-time authentication and
quality assurance features. Similarly, Boxbar Tech [8] provides
automated self-service kiosks designed to minimize wait times
and boost service speed. Although the kiosks support standard
kegs, they do not specialize in beer-specific features, such as
temperature control, but include an app for inventory and sales
oversight.

Another self-service solution, the iPourIt system [9], grants
users access to a variety of beverages while enabling real-
time data monitoring. However, its limitations lie in security
and centralized control integration, although it offers opera-
tors tools for live system configuration and data oversight.
Heineken SmartDispense [10], on the other hand, prioritizes
beer quality through advanced cooling and line management
techniques, promoting sustainability. Yet, it lacks self-service
functionality and real-time monitoring, while relying on pro-
prietary kegs. Its accompanying application focuses on staff
support, tracking temperature and cleaning schedules.

These systems highlight diverse approaches, emphasizing
either quality assurance, operational efficiency, or self-service
functionality. However, they often fall short of addressing
comprehensive needs, such as robust security, authentication,
and user-centric innovation. This analysis underscores the
potential for future systems to bridge these gaps and adapt
to evolving demands in the industry.

III. PROPOSED SOLUTION

In the following sections, we present the implemented
architecture, which follows the prototype illustrated in Fig-
ure 1. Our solution aims to enhance transaction security for
commercial purposes. As shown in the scheme, when the user
initiates liquid pouring from the tank, several steps must be
completed. First, the user generates a token in the application,
which is then transmitted to the cup and subsequently to the
tank. The tank verifies the token with the cloud, which sends
a confirmation request to the user. The pouring system starts
only after the cloud confirms the token and the user accepts
the request.

A. Hardware

The hardware aspect of this project incorporates two types
of microcontrollers: the Arduino Nano WiFi [11] and the Rasp-
berry Pi 4 Model B (2GB) [12], as represented in Figure 2.

The Raspberry Pi serves as an Edge server, managing local
communication between the automated tanks. The system is
designed so that each shop equipped with automated beer
dispensing tanks has an Edge server (in this case, the Rasp-
berry Pi implementation) to oversee all associated tanks. Each
tank automation system employs an Arduino for its opera-
tions. Thus, every shop has multiple Arduino-based systems
connected to the shop’s Raspberry Pi, which centralizes and
handles communications.

The Arduino system is responsible for monitoring the
system, sending data, detecting RFID cup tokens, and pouring
the correct amount of beer. It serves as the central controller
for the beer dispensing system. The initial prototype was

Figure 1. Overview of the system’s proof of concept.

Figure 2. Hardware system with all the components.

built using an Arduino Uno, which lacks WiFi capabilities.
After verifying the electronic circuit and achieving a working
prototype, we transitioned to the Arduino Nano WiFi to enable
seamless communication for data transmission and the inclu-
sion of token validation features. Regarding the electronics, the
circuit integrates the following sensors and actuators: I) RFID
Reader (RFID-RC522) with associated tags; II) Humidity
and Temperature Sensor (DHT11); III) Relay Module(JQC3F-
5VDC-C); IV) Flux Sensor (Youmile YF-S201); V) Solenoid
Valve (BACOENG B06XFD1CB4); VI) 12 V Charger; VII)
Diode; VIII) Resistors and cables.

The system starts by identifying a user’s RFID-equipped
cup, using the RFID Token Detection. The token, preloaded
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via a mobile application, is transmitted from the cup’s RFID
tag to the Arduino through the RFID reader. Once the token is
read, the Arduino requests validation from the central system
and awaits confirmation. After validation, the Arduino signals
the relay to activate the solenoid valve. The relay connects
the valve to the 12V power supply, allowing the valve to
open. With the valve open, the beer dispensing starts, i.e., the
liquid begins to flow. The flux sensor (Youmile YF-S201 [13])
measures the volume of fluid dispensed in millilitres. Once the
desired amount of beer is dispensed, the Arduino closes the
valve and resets the flow status.

The system employs a solenoid valve activated by a relay,
which requires a higher voltage than the Arduino’s output.
The relay is controlled by a 3.3V signal from the Arduino,
allowing the solenoid to open and regulate liquid flow, with
pressure maintenance ensuring proper functionality. Liquid
flow is monitored by a sensor that generates pulses, which
the Arduino processes to calculate volume after calibration
for accuracy.

Both the solenoid valve and flow sensor feature commercial
connectors for easy replacement and adaptation, supporting
future upgrades. The system provides staff with key metrics
like liquid volume and temperature, with a DHT11 sensor
measuring temperature and humidity at adjustable intervals.
Data is sent to a Raspberry Pi, which forwards it to the Cloud
for monitoring.

Finally, the Firmware, developed using the Arduino IDE in
C/C++, integrates RFID, sensor, and actuator control. Despite
the Arduino’s single-process nature, interrupt-based program-
ming ensures efficient task management and continuous data
collection without disruption. The modular code structure
supports easy updates and the addition of new features.

B. Communication

The communication part of the project aims to define a
scalable architecture for the network and the best communi-
cation protocols to go along with it. The chosen architecture
is detailed in Figure 3. The overall topology of the network
follows a star topology, with a Message Queuing Telemetry
Transport (MQTT) [14] broker in the central hub. The com-
munication protocols used are Hyper Text Transfer Protocol
Secure (HTTPS) and MQTT.

Transitioning to Edge Computing or Decentralized Com-
munication presents several challenges, including high infras-
tructure costs, complex management, and security risks due to
increased attack surfaces. Ensuring data synchronization and
consistency across distributed tanks is difficult, especially with
limited computing power and connectivity issues. Software
updates, interoperability, and failure handling require robust
solutions, while compliance with regulatory standards can be
complex without centralized control. Despite these challenges,
edge computing offers lower latency, enhanced privacy, and
reduced cloud dependency, making it a promising but demand-
ing shift. Based on these facts, we have decided to build an
architecture that leverages the benefits of both edge computing
and the cloud.

Figure 3. Overview of the system’s components and their communication.

The Beer Tanks are the Edge devices, and the MQTT broker
is in the same network as them, acting as a Fog layer, bridging
the Edge to the Cloud layer. The MQTT protocol is used to
publish sensor data from the Edge devices and to subscribe to
it from the Cloud and the mobile application, where the raw
data is processed and visualized.

The HTTPS protocol is used for mobile application to Cloud
communication, and also for some sporadic communication
between the Edge devices and the Cloud. This means that
the Edge devices may bypass the Fog layer and communicate
directly to the Cloud, but this is only done for purposes of
validating beer tokens. This type of validation is done by
sending a request for validation and waiting for a response,
therefore using MQTT, which follows a publish-subscriber
paradigm, for this type of communication made no sense,
hence why we allow the use of HTTPS, which follows a
request-response paradigm, in this specific case.

While in Figure 3 we presented an architecture with the
MQTT broker as the central hub, we still accounted for the
possibility of scaling the system for having multiple brokers
with just minimal adjustment. Since the Edge devices and
the MQTT broker are situated on the same network, they
are meant to all be in the same establishment, i.e., the place
that sells the beer to the public. Therefore, to scale for
multiple establishments, each one of them would have their
own Edge devices and their MQTT broker, and all of them
would communicate with the Cloud.

C. Cloud

The objective of the API is to provide logic to the business.
It supports secure client login, real-time tracking of tank
parameters, data offload, and logic processing to provide better
implementation of the app. Provides features such as the
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management of organizations, tanks, and human resources,
as well as token management and key performance indicator
systems.

The structure of the API’s database consists of the models
for establishments, users, tokens and tanks. Establishment
models contain details about the bar which are used in the user
model for login and access to other functionalities. Tokens are
a multipurpose means that allows the user to exchange them
for a drink from a particular machine, they link a user to a
machine to an organization. There are other related models
attached to tanks, which determine the amount of beer, its
temperature and its history of consumption. The database
is structured with normalized relational models to efficiently
manage data integrity across entities. Advanced relationships
between models, such as the many-to-many mapping of users
and establishments via the EstablishmentStaff model, enable
precise role-based access control and granular permission
management. Additionally, the system supports dynamic end-
point handling, enabling contextual validation for complex
workflows like token verification.

The API’s endpoints handle a variety of tasks. User authen-
tication endpoints enable registration, login, and auth token
refreshing. The establishment management endpoints allow
users to create establishments and retrieve related tanks or
tokens. The token endpoints support the creation, updates,
and verification of tokens. The staff endpoints retrieve the
personnel details for the establishments. Statistics endpoints
provide real-time data on tank performance, such as beer
served, temperature, and levels, as well as aggregated data
for establishments. Admin-specific endpoints allow access to
all users and establishments for high-level management.

The API is deployed on Render.com with an automated
system that pushes changes to production after every code
commit. Security is ensured by requiring JavaScript Object
Notation (JSON) Web Tokens (JWT) for all secure endpoints,
with role-based access control distinguishing between admin
and regular user permissions. This API serves as a scalable
backend solution for managing self-service beer pouring sys-
tems. It combines secure user management, comprehensive
data tracking, and analytics into a single service, ensuring ease
of use.

D. Security

This project addressed several non-functional security re-
quirements to ensure the system’s robustness, such as To-
ken Protection; Communication Flow; Secure Communication
Protocols; Server Security; Internal Network Security; and
Physical Security.

To prevent misuse of a stolen cup loaded with a beer
token, a confirmation feature was implemented. When the
user places the cup near the NFC sensor, a request is sent
to the application for confirmation. The user must approve the
request via the application’s confirmation page to activate the
machine and spend the token. This two-step process ensures
only the rightful token owner can use the machine.

The hardware sends a confirmation request to the Cloud,
and the application polls the Cloud to retrieve pending con-
firmations. Upon user approval, the information is sent back
through the Cloud to the machine. While direct communication
between the application and hardware would be more efficient,
the Cloud was used as an intermediary because it verifies token
validity and manages user confirmations.

Ensuring secure communication between system compo-
nents is critical. All communication uses cryptographic proto-
cols, such as HTTPS instead of HTTP, and MQTT over Trans-
port Layer Security (TLS) [15]. Additionally, since MQTT
does not enforce authentication by default, the system was
configured to require strong, randomly generated passwords
for authentication.

Remote management of servers introduces additional secu-
rity considerations. For Cloud servers, security largely depends
on the provider, but standard practices, such as using strong
passwords, are essential. For Fog servers, owned and managed
by the system operator, secure deployment and regular updates
are critical to minimizing vulnerabilities.

In the beer establishment, where Edge and Fog devices
operate, network security is crucial. The Fog device, serving
as the MQTT broker, must be accessible from the Internet.
To secure this setup, the Fog device should be placed in a
demilitarized zone (DMZ) [16] with a firewall separating it
from the Edge devices. This configuration mitigates potential
risks to the internal network.

Edge devices are also vulnerable to physical attacks,
whether by malicious users attempting to obtain free beer
or accidental damage. Implementing robust hardware security
measures is as important as addressing cyber threats.

In terms of non-functional requirements, this project took
into account a few security concerns. The first one is the
possibility of a stolen cup, with a loaded beer token in it. To
avoid someone else, other than the token owner, to activate the
machine, a confirmation feature was implemented. The idea is
that, upon activation, this is, when the user passes the cup
near the NFC sensor of the machine, a request is sent to the
application in the form of a confirmation. The user must go
to the confirmation page, in the application, and confirm that
the user wants to use the machine with that token. Only if the
user accepts the confirmation, the machine is activated and
the token is spent. In terms of implementation, the hardware
sends the request to the Cloud, and on the application side, a
polling system is done to get the latest confirmations. Upon
user confirmation, the information goes through the Cloud
again and arrives at the machine. This solution is not optimal,
it would be more efficient if the communication was directly
made between the application and hardware, however, the
Cloud was the only element that checked for token validity
and it was also responsible for getting all confirmations for a
given user.

Providing secure communications between the components
of the system is also a critical requirement. Communication
protocols should always use cryptographic enhancements to
achieve security properties. Therefore, HTTPS is always used
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instead of HTTP, and MQTT is also used on top of TLS [15].
Also, MQTT by default doesn’t require any authentication, so
we had to configure it to require authentication using a strong,
randomly generated password.

We also consider that it is desirable to have the servers, both
on the Fog and the Cloud layers, be remotely managed. With
that comes more security implications. For the Cloud, it will
depend mostly on the Cloud provider, but standard security
practices, such as choosing strong passwords, still apply. For
the Fog layer, since it is controlled by the owner of the system,
one has to be very careful to deploy it without security flaws
and keep it properly updated.

E. Application

A mobile app was chosen over a web app for its convenience
and user-friendly interface. The app allows users at establish-
ments equipped with dispensing machines to view, use, and
purchase tokens easily. For staff, it provides real-time and
historical insights into beer tank metrics, such as temperature
and beer levels, which are crucial for optimizing operations
and boosting profitability. Development and Security

The application is developed using Flutter [17], ensuring
cross-platform compatibility. It includes user-centred features
such as login, registration, and session management. A session
extension mechanism minimizes the need for frequent logins.
Upon login, users receive two tokens: I) Bearer Token: Used
for secure requests to the Cloud and automatically refreshed
when invalid; II) Refresh Token: Enables the generation of
new bearer and refresh tokens. If the refresh token expires
(less frequently), the user must log in again.

Users can generate beer tokens for specific establishments,
initialized with the status "Phone". Tokens are listed in the
app and, when selected, can be loaded into an NFC-equipped
cup. The app uses the phone’s NFC module to write the
token, changing its status to "Cup" and syncing this update
with the Cloud. The NFC writing process uses Flutter’s NFC
Manager package [18], encoding the token as a 4-digit integer
in the NFC Data Exchange Format (NDEF) [19]. Also, the app
displays each establishment’s tanks and total beer servings.
Detailed metrics, such as beer level and temperature, are
available for individual tanks. Historical data is visualized
through graphs created using the FL Chart [20] package,
enabling better decision-making and operational efficiency.

Regarding real-time data, Beer tank metrics (temperature
and level) are collected via an MQTT channel from the
establishment’s Raspberry Pi using the Pub/Sub protocol.
This ensures immediate updates for the app. There are also
historical data, pre-processed in the Cloud and retrieved via
an API. This is formatted for visualization on the app, reducing
client-side processing overhead.

Finally, an API wrapper was developed to streamline com-
munication with the Cloud. Although not a core feature, it
significantly simplifies app development. All communication
uses secure POST and GET HTTPS requests, protected by
bearer tokens.

IV. VALIDATION AND RESULT ANALYSIS

In this section, we present the methods used to test our
automated beer dispensing system, discuss the experimental
setup and analyze the outcomes to demonstrate the system’s
effectiveness and feasibility.

A. Testing Methodology

To verify the functionality, performance, and reliability of
our automated beer dispenser, we established the following
testing methodology:

• Functional Tests: We examined the basic features (e.g.,
token validation, solenoid valve control, flow sensor read-
ings) in a controlled environment. Each feature was tested
independently, and success/failure logs were recorded.

• Integration Tests: Once the individual modules were ver-
ified, we tested the entire workflow from token creation
on the mobile application to the final dispensation of beer.
This aimed to spot any synchronization or communication
issues among the Arduino, Raspberry Pi, mobile applica-
tion, and the Cloud.

B. Result Analysis

Through our tests, we confirmed that the prototype is
both functional and robust, successfully meeting the specified
performance objectives in terms of reliability, scalability and
security. Figure 4 shows the final results on the application
side. Note that the data displayed in these figures are mocked
values rather than actual sensor readings. Nonetheless, the sen-
sors were fully tested and confirmed to be working correctly
during firmware development.

V. DISCUSSION

The development and implementation of the automated beer
dispensing system aim to address periods of high demand
and labour shortages by providing an efficient, self-service
solution. The system offers several advantages that enhance
its overall effectiveness and adaptability. By streamlining the
beverage-dispensing process, it reduces waiting times and
improves the customer experience. Operational efficiency is
significantly increased as the system automates repetitive
tasks, allowing staff to focus on enhancing service quality. The
integration of cloud infrastructure enables real-time monitoring
and analysis of operational data, providing valuable insights
into customer behaviour and resource management. Security is
strengthened through NFC tokens and confirmation systems,
which restrict access to authorized users only. Moreover, the
system’s modularity and scalability allow for easy upgrades
and adaptations to evolving operational needs, while proper
customization can help minimize waste, optimize resource
utilization, and promote sustainability. However, despite these
advantages, the system faces several limitations that impact
its performance and usability. Communication latency, due
to reliance on cloud hosts for token validation and confir-
mation, may lead to delays that affect the user experience
in high-demand scenarios. Hardware constraints, particularly
the single-threaded nature of the Arduino, limit its ability to
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Figure 4. Confirmations, establishments and statistics screens.

handle multiple concurrent operations, potentially affecting
real-time performance. The solenoid valve’s dependency on
stable liquid pressure makes it less reliable under varying
conditions. Additionally, users unfamiliar with NFC technol-
ogy or app-based interactions may initially find the system
less intuitive, affecting adoption rates. While digital security
is robust, the potential for physical theft of RFID cups remains
a concern. Despite these challenges, the system presents a
promising solution with opportunities for further improvement
and optimization.

Addressing some of those limitations would not compensate
the additional cost required to solve them. Examples of those
improvements would be the usage of a more robust valve in
terms of pressure, which will make the prototype suitable for
most liquids, usage of hardware devices that support multi-
threading and new hardware devices used in Edge computing
to avoid reliance on the Cloud. The solution has been built for
easy actuator and sensor replacement, allowing the system to
adapt to new solutions that require automated tanks, like for
agricultural or industrial applications.

VI. CONCLUSION & FUTURE WORK

Using IoT, mobile app and other automation hardware, the
automated beer dispensing system built in this project shows
that we can overcome some of the operational bottlenecks in
beverage service in general. The system shows great promise
in increasing customer satisfaction and operational efficiency
by enabling self-service capabilities, reducing wait time and
providing real-time data insights. Due to the modular nature of
the design, it can be scaled and adapted to various use cases,
making it a versatile solution.

In the future, we will continue to improve the system archi-
tecture by trying Edge computing or decentralized communi-
cation models to avoid reliance on the Cloud. To improve real-
time responsiveness and multitasking capabilities, hardware
upgrades, including the use of multithreaded microcontrollers,

will also be explored. Machine learning algorithms could
also be integrated for predictive maintenance and dynamic
adaptation based on user behaviour. In addition, features
such as the implementation of different cup sizes and the
consideration of the beer supplier as an actor in the system
will be introduced. This will allow the system to automatically
order beer from the supplier when the bar runs out, ensuring
seamless operation. Lastly, usability improvements will be
made based on user feedback, keeping the system intuitive
and accessible to a wider audience. These improvements could
make the automated beer dispensing system a groundbreaking
innovation in the service sector.
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Abstract—Maintaining optimal water quality in swimming
pools is critical for ensuring safety, hygiene, and user com-
fort. Traditional methods often rely on manual and regular
adjustments, which are time-consuming, prone to errors, and
operationally inefficient. External factors can lead to exces-
sive maintenance and unnecessary water waste, while under-
maintenance could result in cloudy, discoloured, and dirty water.
This research presents a SmartPool Internet of Things (IoT)-
based solution that automates the maintenance and management
of water quality using integrated sensors and actuators. The pool
system measures parameters, such as pH, chloride, temperature,
and water levels to preserve and control aesthetic and health
parameters. The solution provides real-time data visualization
and user interaction through a user-friendly dashboard and
supports automated decisions. The developed prototype solution
consists of a minimum-value product version of the presented
architecture centred on a Raspberry Pi that incorporates camera
and recognition algorithms to enhance pool safety, physical assets,
a web interface, and a middleware open-source solution. This
work demonstrates how Internet of Things and Cyber-Physical
Systems technologies can automate pool parameter management
by ensuring sustainability and improving efficient operations.

Keywords-Pool System; Pool Maintenance; Automation; Control;
Asset Administration Shell

I. INTRODUCTION

Swimming pools have become an essential amenity in mod-
ern society, serving diverse purposes ranging from recreation
and exercise to hospitality and tourism. As the number of
pool users increases, the demand for efficient and safe pool
management systems in private and public pools has also
increased, due to growing health awareness, technological
advancements, and cost efficiency [1]. Poor water conditions
can lead to health hazards, such as skin irritations, eye dis-
comfort, and the spread of waterborne diseases (Angdresey et
al. [2]), underscoring the critical importance of effective pool
maintenance.

Traditional pool maintenance practices typically involve
manual and routine adjustments to address water quality im-
balances. These methods are labor-intensive, time-consuming,
and susceptible to human error, making them less than optimal.
Additionally, they depend heavily on field operators, which can
result in significant costs—posing challenges for pool owners
with limited budgets [1].

In today’s smart technology era, the Internet of Things
(IoT), Cyber-Physical Systems (CPS), and Digital Twins
(DTs), as industrial-technological enablers, present an op-
portunity to transform traditional pool management into a
more automated and data-driven process [3]. By integrating
advanced sensors and actuators with a central control and
processing unit leveraging IoT Machine-to-Machine (M2M)
connectivity, the system can continuously collect and process
insights from the environment, as described in Kaur, Mishra,
and Maheshwari [4]. Leveraging the implementation of DTs,
asset’s digital counterparts, the solution presented in this study
enables advanced monitoring, analysis, and control throughout
the lifecycle of systems or products [5].

This paper presents the development and implementation of
a five-level architecture CPS-enabled solution for the Smart-
Pool system, aimed at addressing the challenges of traditional
pool maintenance. The primary objective of this work is
to enhance the efficiency, sustainability, and safety of pool
management systems. By integrating automation and real-time
monitoring, the SmartPool system reduces reliance on manual
interventions, minimizes operational costs, and improves water
quality control. However, as this study represents a prototype,
it presents certain limitations related to security, performance,
and hardware, further discussed in Sections V and VI.

Concerning the structure, the remainder of this document
is organized as follows: Section II provides a review of the
related work in industrial solutions for pool management
and a discussion of the outcomes, methodologies used, and
gaps for innovation. Section III describes the methods and
architecture of the proposed system. Section IV presents the
results of the experiments and evaluations. Section V discusses
the implications of this solution, along with limitations and
potential improvements. Finally, Section VI concludes the
paper and highlights directions for future research.

II. RELATED WORK

The evolution of IoT technologies has transformed swim-
ming pool management by creating intelligent systems that
go beyond traditional maintenance approaches. Modern smart
pool systems integrate advanced sensors, communication tech-
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nologies, and data analytics to provide comprehensive moni-
toring, safety, and efficiency solutions.

Recent research has demonstrated significant advances in
real-time water quality monitoring. Hamid et al. [6] proposed
a Smart Water Quality Monitoring System (SWQMS) that can
automatically track critical parameters, such as pH levels and
water temperature. The study revealed that while the time
of day influences water temperature, it does not significantly
impact pH levels, highlighting the importance of continuous
monitoring. The work developed by Lakshmikantha et al. [7]
further expanded this concept by creating a prototype that can
measure multiple parameters, including temperature, pH, tur-
bidity, water level, and water flow. Their system successfully
demonstrated the ability to detect issues across different water
sources, from swimming pools to industrial wastewater.

Safety remains a critical concern in pool management. The
Smart Swimming Pool Management System (SSPMS) pro-
posed by Sangeetha et al. [8] integrates ultrasonic and Passive
Infrared (PIR) sensors to detect potential drowning incidents.
The system can automatically activate an alarm and initiate
water drainage procedures, representing a significant leap in
proactive safety mechanisms. Building on this approach, Raj
et al. [9] presented an enhanced system that not only detects
drowning individuals but also monitors additional parameters,
such as water temperature, water level, and the presence of
intoxicated individuals. Their solution includes an ESP32-
CAM module for image analysis and can send emergency
notifications to rescue teams.

Underwater communication presents unique technological
challenges. A recent study investigated IoT-LoRa technology
for underwater applications, revealing that water type and tur-
bidity significantly impact signal transmission. This research
showed that swimming pool water provides the best signal
characteristics, while seawater presents the most challenging
environment for communication [10].

The work of Gloria, Cercas and Souto [11] demonstrated
the potential of IoT gateway systems in creating smart en-
vironments. Their approach utilized a Raspberry Pi as an
aggregation node and an Arduino as a sensor node, communi-
cating through the MQTT protocol. This architecture provides
a flexible framework for remote monitoring and control of pool
environments. These Edge hardware can be combined with the
Cloud for extra storage and computational analysis.

Swimming pool-related studies presented in the literature
often shift the focus to the drowning problem and their solution
into prevention and monitoring systems [9], and forget about
the tons of diseases that poor water quality brings to pool
users every year. The reviewed studies highlight key chal-
lenges, potential areas for improvement, and solutions aimed
at enhancing automation and improving the quality of life for
swimming pool users [12]. Building on these insights, this
study introduces an innovative, state-of-the-art solution that
leverages the implementation of Asset Administration Shells
(AAS) using the open-source Eclipse BaSyx middleware [13].

III. SMARTPOOL SOLUTION

The proposed solution incorporates an open-source middle-
ware platform that utilizes an Asset Administration Shell [14],
a standardized representation of a DT with uniform inter-
faces. This approach enables seamless control of the physical
twin through bidirectional communication, facilitating real-
time monitoring and adjustments. The implementation ensures
horizontal scalability, allowing for the easy integration of
additional devices. It also offers adaptability for deployment
at the Edge [15] or within Fog computing [16] levels, along
with robust interoperability, supporting a wide range of com-
munication and data protocols.

The system includes an intuitive web-based User Interface
(UI) that displays over-time metrics through a dashboard,
giving users the power to monitor water conditions at a
glance and to manually adjust settings, such as the desired
water temperature to which the system dynamically responds,
recalibrating itself to meet the updated preferences, promoting
high adaptability through user-friendly control.

The methodology used in the development of the SmartPool
system followed the design, implementation, and evaluation of
an automated system for real-time water quality management
and pool safety. Figure 1 showcases the system architecture
in a high-level design of the flow of information from field
devices into Protocol Adapters, the Platform’s core, and ex-
ternal applications for visualization and decision-making. The
following section explains in detail the system components,
data flow, and implementation details.

A. System Architecture

The architecture of the SmartPool system follows a five-
level structure, ensuring a clear division of responsibilities
and functionalities. The Perception Level includes the physical
sensors and actuators responsible for data collection and
environment control. Key components include water quality
sensors, which measure temperature; environmental sensors,
which monitor light intensity and detect water levels; a camera,
which captures real-time visual data of the pool and its
surroundings; LEDs, used for signaling critical parameter
levels to alert users and for enhancing overall illumination;
and an alarm, which provides alerts to notify users of potential
drowning incidents involving animals or children.

The Network Level facilitates communication between the
perception level and higher levels. The system uses Wi-
Fi [17] to transmit data from sensors and cameras to the
Raspberry Pi [18] via the MQTT protocol [19]. As this
protocol uses a publish-subscribe pattern, several topics were
defined, both for the sensors and the actuators, with the strings
"sensor/#" and "actuator/#", where "#" can be represented
by the strings "luminosity", "distance", and "temperature" for
the sensors, and "rgb/1", "rgb/2", "buzz", and "buzz/silence"
for the actuators. An important consideration was a fault
tolerance mechanism for Wi-Fi failures. The Arduinos [20]
keep trying to establish Wi-Fi connections, publish data, and
collect actionable insights.
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Figure 1. Architecture of the system.

Subsequently, in the Middleware Level, the Raspberry
Pi serves as the primary central hub, handling data pro-
cessing from sensors, executing decision-making algorithms,
and managing communication with the AAS structure. To
address potential computational power limitations, a Fog
node—represented by a dedicated computer—was integrated
into the architecture. The Fog node offloads some of the
computational responsibilities from the Raspberry Pi, enabling
the system to scale and accommodate additional central hub
devices, such as those for future clients’ pools. This node also
hosts the AAS structure, using the open-source framework
Eclipse BaSyx implementation [21]. This incorporation en-
ables control of physical assets through their digital replicas,
a standardized representation of the data, and bi-directional
communication. Components of Eclipse BaSyx were deployed
as Docker containers [22], ensuring efficient AAS registration
and MQTT-based communication. The middleware level is re-
sponsible for storing sensor data in an InfluxDB database [23],
with Telegraf [24] acting as a bridge between the MQTT
broker and the database. The incorporation of Eclipse BaSyx.

Application Level is mainly composed by a web application
providing visualizations of the collected data. As shown in
Figure 2, it presents water and environment parameters, as
well as the live feed of the pool and historical visuals created
and displayed using Grafana.

Finally, the Business Level, which focuses on the broader
operational and strategic goals of the system. This level
addresses data analytics and notifications to optimize pool
maintenance and enhance user safety and comfort by inte-
grating advanced monitoring technologies.

B. Hardware and Software Implementation
The SmartPool system incorporates a combination of hard-

ware and software components to ensure robust functionality
across all levels of the architecture. The hardware setup

includes a Raspberry Pi, which acts as the primary processing
and communication node, equipped with the Raspberry Pi
Camera Module 2 for visual monitoring. Arduinos are utilized
as intermediaries for data collection from sensors, transmitting
measurements to the Raspberry Pi. Sensors and actuators are
integrated to measure water quality parameters and execute
corrective actions. The sensors are connected to the Arduinos,
which preprocess and relay the data to the Raspberry Pi.
The Raspberry Pi then processes this data and interfaces with
actuators for implementing corrective measures.

The software system was developed using a combination
of tools and frameworks to ensure seamless operation. An
MQTT Broker was deployed on the Raspberry Pi to facilitate
message processing between edge-level functionality and the
AAS, enabling efficient real-time data exchange. For object
detection, YOLOv8 integrated with OpenCV [25] is used
to identify entities near the pool captured in the camera
feed. Detection results trigger alerts and are communicated
to the dashboard via the middleware. The AAS functionality
is implemented using the Docker-based version of Eclipse
BaSyx, which includes essential components, such as the
AAS Server for hosting the digital twin representation of the
pool’s assets, the AAS Registry for managing and organizing
multiple AAS instances, and the Databridge Component for
communication with external protocols like MQTT to ensure
data flow between the physical and digital twins.

A user-friendly web interface, represented in Figure 2,
was developed using React [26] with Vite [27]. This in-
terface serves as the SmartPool dashboard, providing real-
time monitoring, alert notifications, and control capabilities
to ensure an intuitive user experience. The interface design
prioritizes a balance between usability and system capacity,
as performing essential actions is equally important to overall
system usability in the final product.
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Figure 2. SmartPool UI.

IV. VALIDATION AND RESULT ANALYSIS

To comprehend the tangible impact and benefits of the
SmartPool System, it is important to analyze the results in the
different fields, namely: Continuous Visual Monitoring Perfor-
mance; System Responsiveness; and Parameters Monitoring.

A. Continuous Visual Monitoring

The system integrates intelligent recognition algorithms
and real-time alert mechanisms to enhance pool safety by
reducing the risk of drowning accidents. This is accomplished
by a live camera feed that continuously monitors the pool
and its immediate surroundings, notifying the user in the
web application when any recognized entities of interest are
detected (e.g., a dog near the pool). Users receive rapid alerts
via the interface and can also view the live feed, ensuring they
are always informed and able to respond when necessary.

A Raspberry Pi was used to obtain the live feed through
the Pi camera module 2. This camera uses a Sony IMX219
8-megapixel sensor and can obtain somewhat high-definition
images and video. However, due to the high strain placed on
the Raspberry Pi by the various programs being run on it,
the video quality and frame rate cap out at very low values.
One such program is intelligent recognition, which leverages
the Python library cv2 and the YoloV8 model to get the
entity recognition algorithms used in the live feed. Since video
capture is handled by the Raspberry Pi, the computationally
costly frame processing, powered by the YoloV8 model, is
only performed at six-second intervals. This study briefly
considered offloading the object detection algorithm to a more
powerful device, fully utilizing a distributed IoT architecture,
but later refrained from doing so because object detection
should be independent of device connectivity and achieve low
latency for critical and urgent situations, such as when a child
or a pet falls into the water. The final implemented setup
optimizes performance and energy consumption by reducing

the image processing frequency while still ensuring timely
detection of any noteworthy events.

This study utilizes the Raspberry Pi as the central processing
unit within the pool environment. Video frames captured by
the Pi camera are transmitted as file properties of an AAS via
POST requests. These files can then be retrieved and processed
at the application level, enabling the delivery of high-quality
images to the front end and providing a live feed of the pool.

The real-time visual monitoring system demonstrated strong
capabilities in detecting and identifying entities near the pool,
such as animals or people. Using the YOLOv8 model inte-
grated with the Raspberry Pi, in a testing phase, the system,
after performing the entity recognition process, was able to
send alerts with less than a second delay every time with light
or partial obstruction having little to no effect on the result.

To ensure near-certainty in the entity recognition, the confi-
dence threshold defined was 0.7, meaning that the user would
only receive an entity recognition notification if the model was
70% certain of its decision. Although the camera quality was
high, with video live streams maintaining a stable resolution
of 1080p, due to computational strain on the Raspberry Pi, the
entity recognition was only performed once every 6 seconds.

B. System Responsiveness

During testing, the web-based User Interface (UI), repre-
sented in Figure 2, consistently displayed updated pool condi-
tions with delays of less than 5 seconds. System notifications,
including alert information and corresponding alarm sounds,
were delivered within 1 second of completing the Event
Response Process, even under both normal and high-stress
environments. The dashboard demonstrated seamless respon-
siveness on both mobile and desktop platforms, maintaining
its functionality and design integrity across devices.

User-triggered actions, such as toggling lights or mut-
ing/unmuting alarms, were executed within 2 to 3 seconds
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under normal conditions. In hardware-stressed scenarios, de-
lays increased slightly, ranging between 6 and 7 seconds.

C. Parameters Monitoring

The system, represented in Figure 3, effectively monitored
critical water quality parameters, including temperature, light
intensity, and water level, with updated values consistently dis-
played on the interface. Readings were recorded with minimal
delays and achieved near-real-time accuracy, providing reliable
data on pool conditions.

Figure 3. SmartPool Prototype.

The water level monitoring, while generally satisfactory,
experienced occasional inaccuracies due to the transparent
nature of water affecting the distance sensor. However, these
discrepancies were minimized after stabilization.

All actuators within the system performed as expected
during testing, ensuring the successful execution of automated
responses and user-triggered actions.

V. DISCUSSION

Having successfully achieved its primary objectives as a
prototype, the SmartPool system shows significant promise
in automating pool maintenance and improving safety. Real-
time visual monitoring with YOLOv8 delivered accurate alerts
despite the hardware limitations caused by Raspberry Pi’s
processing constraints, which led to some slightly longer
response times. Improved hardware or more efficient detection
models specific to such devices could address this issue. The
system’s sustainability can also be improved by integrating
energy-efficient components or renewable energies. In outdoor
pool areas, solar power could be a viable eco-friendly energy
source. However, an increase in energy usage may be the result
of a compromise to increase the system responsiveness and the
safety of the users of the pool.

Water quality monitoring for temperature and light inten-
sity was effective, although the water level sensor showed
occasional inaccuracies. Sensor calibration or even alternative
technologies could help tackle this problem.

Another feature lacking in this implementation is security.
MQTT protocol and POST requests to transmit information
between the various physical assets of the pool to the mid-
dleware. These packets, however, are not encrypted and do
not have any integrity checks. An attacker can not only

see the private information in the packets, including sensor
information and the images captured by the camera, but they
can also change the packets at will. The attacker can change
parameters meant for the actuators during transmission, which
can cause unwanted behaviors. Another problem is that the
nodes used in the system are not authenticated, and that leaves
room for spoofing attacks, where an attacker can trick the
nodes and middleware into sending the data to them instead
of the actual nodes and components. Even though these issues
present a big concern to a normal system, this study does not
address them, as this implementation serves as a prototype not
meant to be fully deployable, as is, in the real world.

While user feedback was positive regarding the dashboard’s
intuitive and functional design, some improvements have been
suggested. The interface is simple, and while it works ad-
equately in its current state, enhancements to customization
could be made to better support more complex systems.

VI. CONCLUSION & FUTURE WORK

The SmartPool system demonstrates how sensors, actuators,
and data-driven strategies can enhance pool maintenance,
safety, and user experience. By automating the monitoring and
adjustment of critical water quality parameters, the system re-
duces manual intervention while improving safety, operational
efficiency, and sustainability. Real-time visual surveillance,
powered by advanced recognition algorithms, further enhances
safety by detecting and responding to potential risks, such as
a child falling into the pool.

Even though the prototype shows that automated pool
administration is feasible, there are still a number of areas
that might be improved:

• Advanced Machine Learning: Incorporating more sophis-
ticated machine learning models could improve decision-
making and anomaly detection. Enhanced hardware per-
formance would support faster processing and more
frequent data transmission, reducing the current three-
second interval and enabling more comprehensive real-
time monitoring.

• Improved Security: Strengthening system security is a
critical priority. Future implementations will include a
Certificate Authority to issue certificates for Fog nodes
and middleware components, enabling robust identifica-
tion and authentication. By employing Transport Layer
Security (TLS) on top of the MQTT protocol, all trans-
missions will be encrypted and safeguarded against tam-
pering. These measures aim to resolve the security vul-
nerabilities present in the current system.

• Sustainability Enhancements: The system’s environmen-
tal footprint can be minimized by adopting energy-
efficient hardware and integrating renewable energy
sources, such as solar panels, to power its components.

• Scalability: Expanding the platform’s scalability will en-
able it to support larger facilities or more complex aquatic
environments, broadening its applicability.

This research highlights the transformative potential of IoT
and CPS in pool management, showcasing innovations that
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promote convenience, safety, and environmental responsibility.
By addressing the identified limitations—such as enhancing
machine learning capabilities, improving security, and en-
suring sustainability—future developments can cater to the
diverse needs of pool operators and users, paving the way
for smarter, more sustainable aquatic solutions.
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Abstract—Tricky coordination challenges can emerge from
combining distributed settings with independent learners (since
these learners have only access to limited information). Still,
treating agents as independent learners can help mitigate the
problem of observing multiple agents’ joint actions. Here, we
detail and examine the Discrete Smart Surface benchmark with
two goals: 1. Follow a call to the Multi-Agent Systems community
to consider the environment as an important entity at the
application level, and 2. Show/discuss our experimental results
for combining independent learners with the Discrete Smart Sur-
face benchmark under various dimensions and agent-weighting
systems. Investigating challenges in Multi-Agent Systems can
be particularly insightful for applications that rely on multiple
decision-makers; thus, we thoroughly reflect on our experimental
results and exemplify challenges, such as action shadowing.

Keywords-action shadowing; discrete actuator arrays; indepen-
dent learners; sequential decision making.

I. INTRODUCTION

Given the accelerated advances in computational infrastruc-
ture over the past few years, is it still advantageous to study
Multi-Agent Systems (MAS) in tabular settings? Or, in other
words, what can we gain from investigating tabular worlds?
As Gronauer and Diepold [1] overview the landscape of the
multiagent deep reinforcement learning literature, they help
us answer that question: tabular worlds still offer insights
to investigating crucial challenges in MAS – “simple worlds
remain a fertile ground for further research, especially for
problems like shadowed equilibria, non-stationarity or alter-
exploration problems and continue to matter for modern deep
learning approaches” [1].

In fact, Matignon, Laurent, and Le Fort-Piat [2] investigate
coordination challenges in MAS; more specifically, challenges
that independent learners (see Section II) must overcome
to learn and accomplish coordination tasks. Inspired by a
distributed manipulation and discrete actuator arrays [3] (see
Section II), the authors provide the Discrete Smart Surface
benchmark, which we call by DSSb. The benchmark en-
lightens the investigation of challenges faced by applications
that rely on multiple decision-makers influencing each other’s
decisions, such as in multi-robot control.

A fixed 2D grid of actuators defines the DSSb, and its
successful accomplishment requires the coordination between
many situated agents to move an object to a goal location
(see our toy example in Figure 1, which is detailed in Section
III). With the benchmark, the authors [2] sought to investigate
many agents coordinating actions in a Markov Game [4] (they
used a 9 × 30 grid of 270 actuators). A trial starts with an
object at the initial location (grid’s top-center as a default)
and ends when the object reaches the terminal state (grid’s
bottom-center as a default).

We build on their work [2] to detail the DSSb and experi-
mentally test it under various settings. But why pick the DSSb
instead of another benchmark, such as the popular pursuit
domain [5]? We are particularly interested in the DSSb due
to its focus on situated agents: it enables us to run many
situated agents in a task that requires coordination between
them. Moreover, situated agents help to highlight, within the
MAS literature, the importance of having the environment
as a first-order abstraction [6]. Hence, the DSSb not only
helps to investigate challenges in MAS but also illustrates the
importance of distinguishing between agent and environment
– such importance motivated us to detail the DSSb, which is
one of our contributions.

Focusing on challenges in MAS, an interesting question to
ask is: in what ways can the DSSb help us visualize and
get a better understanding of action shadowing? We sought
to answer that question as we contextualize and explain our
experimental results. In particular, we investigated questions
such as:

• How does the agents’ success in coordinating actions
change as we increase the grid dimensions?

• How do the action pairings change as the agents learn to
coordinate actions?

• How do the agents’ weights in the decision process of
moving the object impact the task’s success? And does
an agent’s location determine its role (or importance) in
a task’s success?

• What is the role of the penalty areas, and how does that
affect the learning opportunities of an agent situated in a
penalty area? Thus, regarding learning the task, can we
say that agents are “luckier” according to their location
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in the grid? Or, in other words, does an agent’s location
determine its learning process/opportunities?

• What does action shadowing look like in the DSSb?
We investigate these questions in Sections III and IV; and

our contributions are to:
1) Detail the DSSb while making a clear distinction be-

tween agent and environment – following a call from [6],
and in the hope that others will reflect on the importance
of such a distinction, especially today, with AI systems
merging deeply into our realities and the physical/digital
boundaries getting blurrier.

2) Show and discuss our experimental results for combin-
ing independent learners with the DSSb under various
dimensions and agent-weighting systems.

In future work, we will expand our experiments to cover
more agent dimensions and weighting systems; we will ana-
lyze and contrast them with other settings, such as the pursuit
domain [5], the Michigan Intelligent Coordination Experiment
(MICE) [7], multi-turn games [8] and other settings, such as
[9] and [10].

This work is organized as follows: we introduce our work
in Section I, provide background information and related
literature in Section II, detail the functioning of the DSSb
in Section III, provide observations to support experimental
analysis followed by experimental results in Section IV, and
conclude in Section V. Finally, the questions provided in the
Introduction (Section I) are addressed in Sections III - IV.

II. BACKGROUND AND RELATED WORK

In this section, we provide background information as we
visit related literature and contextualize the DSSb, which ad-
dresses situated agents, independent learners, identical payoffs,
and Markov games. We start by describing the work [3] that
inspired the design of DSSb [2].

Distributed Manipulation and Discrete Actuator Arrays.
Luntz and Messner [3] build upon their previous model [11]
to create a distributed manipulation system that coordinates
to induce motion and manipulate larger objects. The authors
explore distributed control after considering it would be im-
practical for a single centralized controller to control thousands
of cells. Their system uses actuator arrays of many small
stationary elements called cells. If one wished to visualize
the system in the context of a macro-scale actuator, one
could do it through a fixed 2D grid of motorized wheels. For
intuitive purposes, here is a loose example to mentally picture
the system: imagine a 2D grid of motorized wheels moving
checked bags at an airport. An object lies on supporting cells,
and as the object moves, its supporting cells change. Cells that
support the object provide a traction force, and their combined
action, through coordination, determines the object’s motion
(both translation and rotation). The modeling considers a) the
interaction between actuators and the object, b) the object’s
weight distribution among the support, and c) the system’s
discrete nature. In the system, each cell communicates with
its neighboring cells, and each cell is equipped with binary
sensors to detect the presence of an object [3].

Situated Agents. A situated agent has spatial coordinates
and interacts with other agents in a hosting environment [12].
In response to a bottleneck, [12] propose an approach to the
modeling and simulation of large-scale situated MAS. The
observed bottleneck sits within parallel/distributed simulation
of situated agents such that the environment represents a sub-
stantial shared variable that requires cautious treatment, and
regular agent access to environment information can quickly
become a bottleneck that diminishes system performance and
scalability.

MAS and Environments. Weyns, Vizzari and Holvoet [6]
identify issues among the MAS community in defining en-
vironments, e.g., “environment” may refer to a) the logical
entity in which agents and resources are embedded, or b) the
software infrastructure on which it is executed, or even c)
the running underlying hardware infrastructure. They illustrate
those issues through a situated setting (like the DSSb, in
which agents have an explicit position in the environment), as
they propose a three-layer model to help distinguish between
the environment and the infrastructure on which the MAS is
deployed. According to the authors, although there are aspects
conceptually apart from the agents themselves and thus should
not be assigned or hosted inside agents, the MAS community
often considers the environment as infrastructure instead of an
important entity at the application level.

Weyns and colleagues [13] aim to push the community
to make the environment’s logical functionalities explicit, or
in other words, to treat concerns of environments as first-
class entities. While describing the MAS application layer,
the authors identify two classes of concerns: the ones related
to the structure of the environment and the ones related to the
environment’s activity. “Agents and objects of a MAS share
a common environment. The agents as well as the objects
are dynamically interrelated to each other. It is the role of the
environment to define the rules under which these relationships
can exist and can evolve. As such the environment acts
as a structuring entity for the MAS” [13]. We follow the
authors’ call as we make a clear distinction between agent
and environment in the DSSb, in addition to treating concerns
of environments as first-class entities (see Section III).

Agent Coordination. Malone and Crowston [14] provide a
definition useful for highlighting aspects of a task that requires
coordination: it is “the act of managing interdependencies
between activities performed to achieve a goal”. Building
on that, “agent coordination is the ability to manage the
interdependencies of activities between agents while agent
cooperation is the process used for an agent to voluntarily
enter a relationship with another to achieve a system derived
goal” [15].

Tan [16] compares independent learners with cooperative
agents (defining cooperation in the sense of agents shar-
ing episodes, learned policies, or instantaneous information).
Sukhbaatar, Szlam, and Fergus [8] apply fully cooperative
tasks to examine CommNet, a neural model that uses con-
tinuous communication; the model uses multiple agents that
learn to communicate alongside their policy. According to the
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Figure 1. Left. Each cell corresponds to a situated agent. Agents task: to move the object from an initial position i into the goal state g (which defines the
terminal state). The 3 × 2 object is color-coded in blue. Arrows inside the grid correspond to actions selected by agents under or by the object (circles for
‘stay still’). The leftmost and rightmost columns are penalty areas, which agents also occupy.

authors, their findings show simple but effective strategies
for solving the tasks since, in some of the experiments, it
is possible to interpret the language used by the agents.
Although the DSSb applies non-communicative agents, the
work described in [8] is worth mentioning due to one of the
tested environments, which is a 14× 14 grid. It consists of a
4-way junction: at each time step, a new car enters the grid
with a certain probability from each of the four directions;
each car occupies a single cell and is randomly assigned to
one of three possible routes.

Switching gears to a robot’s manipulative repertoire, Stuber
and colleagues [17] describe pushing as an essential motion
primitive and that, despite a considerable amount of work and
models on robot pushing, there would be work to be done
on generalizations to novel objects – emphasizing the non-
triviality of the problem. For instance, robotic grasping and
manipulation would not be trivial even if we considered ideal
conditions (described by the authors as structured environ-
ments in which an agent has access to a complete model of the
environment and ideal sensing abilities). The authors mention
the importance of using MAS to move large-scale objects in
real-world applications and how control and decision-making
are critical issues in those scenarios. For instance, agents must
not only coordinate actions, but the point of view changes as a
consequence of their actions, bringing yet another challenge: to
predict outcomes from pushing given by the action of multiple
agents. Finally, Acuña and Schrater [18] provide an interesting
study on human decision-making and structure learning in
sequential decision tasks.

Coordination and Communication Issues in Robotic
Applications. Matignon, Jeanpierre, and Mouaddib [19] study
multi-robot exploration under communication breaks con-
straints. Working under the assumptions of full local observ-
ability, limited information sharing between the agents, and
breaks in communication, their research addresses global and
local coordination of decentralized decision-makers. They de-
velop and apply a method to multi-robot exploration scenarios;
according to the authors, experimental results in real-world
contexts show that their method is robust to communication
breaks and successfully helps to coordinate a team of robots.

Independent Learners and Markov Games. In Robotic
tasks that require many agents to coordinate actions to ac-
complish a task, it is tricky to observe the agents’ joint
actions [2] (e.g., find and coordinate actions to collect and
move an object). To navigate the issue, we can treat the agents

as independent (non-communicative) learning agents [20]. In
opposition to joint-action learners, independent learners are
agents that ignore or cannot observe the actions and reinforce-
ments of other agents in the environment and, therefore, can
apply the off-policy temporal difference control algorithm [21]
Q-learning [22] in a classic sense and dismiss other agents’
existance [20]. However, in the case of distributed settings,
the limited information brings about interesting challenges, or
“pathologies” [1] for independent learners (which we explore
in Section IV).

Boutilier [23] provides an insightful bridge analogy to think
of coordination problems when agents have common interests.
Consider a team of agents modeled as acting on behalf of
a single individual and, therefore, acting to maximize the
individual’s utility. Suppose a team needs to cross a bridge
that can only support one agent at a time; in that case, agents
would need to coordinate the ordering of crossing to avoid the
bridge collapsing (and destroying the crossing agents along
with it). For each agent, the crossing ordering may not be
important as long as it crosses it and pursues its goals. Further,
Boutilier [23] reflects on scenarios where each agent’s abilities
are such that it does not really matter what agent pursues
which goal (as long as all or most of the goals are pursued).
When there is some flexibility in each agent’s role, they may
end up pursuing the same goal, and lack of coordination can
range from delays in accomplishing a task to never really
accomplishing it. Such context can be generalized to other
team contexts, such as logistics planning [23].

Within robotics applications, Matignon and colleagues [2]
are interested in those in which a group of robots can
accomplish a task faster than a single robot. The authors,
similarly to [23], adopt the terminologies cooperative robots
and learning algorithms in fully cooperative MAS to convey
settings in which agents share common interests or the same
utility function, i.e., there is a correspondence between each
agent’s achievement and the group’s and therefore, the learning
goal is defined as maximizing the common discounted return.

Or, as [23] puts it, fully cooperative MAS in which we
assume that it is possible to set a common coordination
mechanism and that agents do not have a reason to deliberate
strategically. The authors [2] use Markov Games instead of
Stochastic Games to distinguish their settings from stochastic
(non-deterministic) Markov Games. “Markov games are a
superset of Markov decision processes and matrix games,
including both multiple agents and multiple states”, and all
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agents are supposed to observe the complete state s, and the
transition and reward functions depend on the joint action of
agents [2]. If all agents are fed the same rewards, then the
Markov game is called fully cooperative by some authors, as
“a best-interest action of one agent is also a best-interest action
of every agent” [2] – identical payoff stochastic game [24] is
another possible terminology. We describe the DSSb next.

III. THE DISCRETE SMART SURFACE BENCHMARK

In this section, we detail a DSSb environment and the rules
that dynamically connect agents and objects. In Figure 1, we
illustrate the DSSb: suppose the agents coordinate their actions
to move the object to the goal state using the optimum number
of steps. Then, from left to right, the five images show the
object’s position step by step within a trial, whereas numbers
progressively show how often under/by agents played a role
as they moved the object to the goal state. The object reaches
the terminal state in the final step, which is not shown here.

Figure 2. Upper left: a toy example; numbers within cells represent a situated
agent. Upper right: a state in which 16 agents’ actions play a role in the
transition function F ; remaining 14 agents are ignored (ws = 0). Lower level:
15 possible states given by the grid and the object’s dimensions (intermediary
row omitted).

In the DSSb, agents have common interests, and a common
coordination mechanism is assumed; the agents’ task is to
identify a joint sequence of actions that maximize the long-
term common discounted return. Let a Discrete Smart Surface
G = {M,N,E,m, n, S, F,R,A,L}, where (see Figure 1
left):
1)M is the width, and N the height of a 2D array of actuators,
each driven by an agent. Therefore, there are M×N actuators
– we refer to each actuator as an agent.
2) A motion of a 2D object that is placed on the 2D grid’s
surface is determined by a weighted sum of the agents’ actions.
The object does not rotate and cannot leave the surface.
3) m is the width, and n is the height of the object (m < M
and n < N ).
4) E is the width of the grid’s right and left borders, which
are penalty areas. Borders have equal width and height, such
as 1×N each.
5) S is the set of states. Each possible object’s position defines
a unique state; hence, there are (M−m+1)(N−n+1) states.
Initial and terminal states correspond to the object’s initial and
goal positions (we interchangeably use terminal/goal state).
6) Trials start from placing the object on the initial position i
and finish once the object’s top left reaches the goal state g.

7) The state transition and reinforcement function depend on
the agents’ joint actions. F is the transition function that
applies a weighted sum of the agents’ actions to decide the
object’s motion/state transition. F categorizes agents into three
groups: agents by the object, agents under the object, and
remaining agents. Each group has a weight that impacts the
transition dynamics: wb, wu, ws, respectively.
8) R is the reinforcement function: agents receive identical
payoffs.
9) A is the set of actions available to each agent, and A =
{left, right, up, down, still}. At each time step, agents select
an action from A and simultaneously execute it.
• Finally, L represents the agent structure applied to drive
the actuators, such as the agents’ implemented reinforcement
learning techniques and action-selection mechanism. Although
the agents act in an environment that offers affordances [25],
[26], agents are distinct from the environment. Thus, within
G, we group two classes of concerns: the ones related to the
environment’s structure and the ones related to its activity.

To conclude, a developer should keep in mind that there
are parameters intrinsic to F , R, and L (e.g., weight values,
reinforcement values, and learning rates); also, if one wishes
to introduce uncertainty to account for actuator errors (e.g.,
actuators or sensors presenting issues due to unexpected ex-
ternal or internal factors), that can be done by making an agent
apply a random action with a small probability [2].

A. Sequential Decision-Making and Trials

In the DSSb, a simulation is a defined number of trials
run in sequence, and agents must learn to coordinate actions
to move the object to the terminal/goal state. A trial starts
with the object at the initial state (even if random) and ends
once it reaches the terminal state. A trial lasts for at least the
minimum number of steps needed to successfully accomplish
the task (object reaching the goal state). Within a trial:

• Agents have access to their own actions and current state
(given by the object’s top-left position) but not to other
agents’ actions. Agents simultaneously select an action.

• The transition function F uses the agents’ actions and
corresponding weights wb, wu, ws (which are dynami-
cally matched given an agent’s location in relation to the
object’s position) to set the next state (object’s motion).

• The state transition triggers the reinforcement function,
which feeds identical payoffs to all agents.

• Agents use their learning mechanisms to learn and select
actions in response to the environment.

• A trial ends once the object reaches the goal state (or if
the trial meets another pre-defined halt condition corre-
sponding to a task’s failure, such as hitting a maximum
number of steps).

Does an agent’s location interfere with the number of
times it will participate in the object’s motion? Yes; in fact,
given the initial and goal states and weights wb, wu, ws, we
can dissect how often an agent’s actions are to be considered
by the transition function F . Observe Figure 1 left and note
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that five steps are needed for the object (3× 2 size and color-
coded in blue) to reach the goal state. Now, suppose a) an
enough number of agents have learned to move the object
from the initial state i to the goal state g (both color-coded in
yellow), and b) only agents under or by the object matter, in
other words, wu > 0, wb > 0, and ws = 0. The sequential
images in Figure 1 show, step by step within a trial, how
many times each agent’s action plays a role in the state
transition (we omit zeros for clarity).

Therefore, agents’ actions and corresponding locations in
the grid are key to contextualizing experimental results for
the DSSb. We reflect on that and bridge it to challenges in
MAS. Does that mean that an agent’s location interferes with
its role (or importance) in the task? To answer that question,
we built another toy example, shown in Figure 2, upper left.

Consider settings as follows: M = 7 and N = 4, m = 3
and n = 2. Therefore, there are 15 possible states, shown in
Figure 2, lower part (we omit the third-row states for space
reasons). These are the states that follow as the object moves:
five columns sideways by three rows in the up/down directions.
Within the states, we show the corresponding agents that
would be under the object. At each time step, the object’s top-
left provides st, the state s at the time step t. As in the other toy
example, we consider wb > 0, wu > 0, and ws = 0. Finally,
Figure 2 upper right depicts a state with the following agents
under the object: 10-12 and 17-19. Now, see the interplay
between state and agent role/importance: in this state, only 16
out of 28 agents play a role (agents by and under the object
only). Hence, Figure 2 helps notice that the number of agents
by the object varies as the object moves: for this example, 5
agents if at the corners, 7 if at the top or bottom states, 8
sideways, and 10 otherwise – whereas the number of agents
under the object remains constant.

IV. EXPERIMENTS

In this section, we experimentally investigate situated in-
dependent learners in a sequential decision-making setting as
defined by the DSSb. We test five different grid dimensions:
{7 × 7; 9 × 9; 11 × 11; 13 × 13; 15 × 15}; therefore, the
resulting number of tested agents is, respectively: 49, 81, 121,
169, 225. For clarity, we refer to the “situated independent
learners” simply as “agents”.

In addition, we ran five weighting settings per grid dimen-
sion. To accomplish that, we set different weights for agents
by and under the object; the weights are: {wb = 1, wu = 1};
and {wb = 1, wu = 5}; and {wb = 3, wu = 5}; and {wb = 5,
wu = 1}; and {wb = 5, wu = 3}. The higher the weight,
the higher the impact of an agent category on deciding the
transition dynamics given by F (i.e., on deciding the object’s
motion/state transition). Note that we kept ws = 0 consistent
across all experiments. Other parameters and settings kept
consistent across experiments are:

1) A simulation consists of multiple trials run in sequence
(simulations are independent of each other).

2) A trial begins with the object at the initial state (grid’s
top-center) and terminates once the agents manage to

Figure 3. Results for the last trial only: distribution of “down” actions
per agent category and across experiments. Results averaged across 100
simulations.

move it to the terminal state (grid’s bottom-center).
Therefore, one can use N − n to obtain the minimum
number of steps required to complete a trial.

3) Object size m = 3 and n = 2.
4) Anytime the object moves to the left or right from the

initial state, it enters the penalty area E. To completely
avoid a penalty area, the object must remain in the
exact middle of the grid throughout an entire trial. If the
object remains in the penalty area, it triggers a negative
reinforcement at every step it stays there.

5) If multiple actions have the same weighted sum of
agents’ actions, F chooses randomly among those.

6) As a result of a state transition, all agents receive
reinforcement r = N if the object reaches the goal state;
a punishment r = −0.5 if the object is on a penalty area,
and r = −0.1 otherwise.

7) Learning phase vs. performance phase: we alternate the
learning and performance phases such that every odd
trial is a learning phase whereas every even trial is a
performance phase. In the latter, there is no learning
and agents pick their current best response (randomly
between them, if more than one action).

8) Our results depict the performance phase, and they are
averaged across 100 simulations for the performance
phase only.

9) We used the Java programming language (Java 17, more
specifically), and followed the practices from [27].

Total number of trials. To facilitate the data graphics
visualization, we ran a different number of trials per grid
dimension (the larger the grid, the higher the number of trials
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within a simulation).
Agent Structure. The applied reinforcement learning tech-

niques and related parameters are kept consistent across ex-
periments and are as follows: each agent implements the
Q-Learning algorithm [22], [28] with the ϵ-greedy policy
with a fixed exploration rate of 10% and a discount rate
γ = 0.9 so that the return objective takes future rewards more
strongly [21]. For the learning rate, we use α = 1/k, where k
is the number of times the state-action pair (s, a) has occurred
so far.

Figure 4. Weights: wu = 1, wb = 1, ws = 0. Over trials, the distribution
of actions’ percentage per agent category, and the number of steps taken to
complete a trial. Left: 9×9 grid. Right: 15×15 grid. Results averaged across
100 simulations.

Observations to Support Experimental Analysis:

1) The number of agents under the object is consistent over
trials since the object’s shape does not change.

2) However, the number of agents by the object varies
according to the object’s position; see Figure 2. The
object’s motion implies that the group of agents under
and by the object changes over time.

3) Therefore, an agent may participate in the three cate-
gories within the same trial: under, by, and remaining.
However, once central agents learn to select the down
action, agents away from the center of the grid stop
participating in F ’s transition process, as they remain in
the “remaining agents” category, and ws = 0.

4) As the agents move the object toward the left or right
from its initial center position, it enters the penalty
areas. To completely avoid them, the agents must learn
to coordinate actions and keep the object in the center
columns of the grid throughout an entire trial.

5) A penalty helps agents learn to avoid the left and right
borders but also impacts the number of times agents at

      Weight under = 1, weight by = 5 

 

 
Weight under = 5, weight by = 1 

 

 

Figure 5. Upper level. Weights: wu = 1, wb = 5. Lower level. Weights:
wu = 5, wb = 1. Over trials, the distribution of actions’ percentage per
agent category, and the number of steps taken to complete a trial. Left: 9× 9
grid. Right: 15× 15 grid. Results averaged across 100 simulations.

the borders play a role in the state transition (as agents
coordinate actions to avoid those areas).

A. Results Across Grid Dimensions and Weights

How do different grid dimensions and weights impact agent
coordination? Figure 3 shows an overview/comparison across
experiments: results depict, within the last recorded trial after
convergence, the percentage of agents that selected the down
action. Down is the optimal action if an enough number of
agents continuously select down from the beginning until the
end of a trial - which is expected to happen after convergence.

Figure 3 shows one data graphic per weight set, in the
following order: {wu = 1, wb = 1}; and {wu = 1, wb = 5};
and {wu = 3, wb = 5}; and {wu = 5, wb = 1}; and
{wu = 5, wb = 3}. We chose that ordering to facilitate
visual comparison across flipped weights. Then, within each
data graphic, the results across grid dimensions are split by
agent category (if under or by the object).

We added boxes in Figure 3 to highlight experiments in
which not all simulations converged to the optimal steps
number within a trial (the optimal number is given by N−n):
a dashed box means that simulations converged to [0, 3) more
steps in relation to the optimal, a not-dashed box to [2, 7), and
no box to [0, 1). You may ask: “Why are the final number
of steps shown as ranges?” Our results are averaged across
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Weight under = 3, weight by = 5 

 

 
Weight under = 5, weight by = 3 

 

 
 

Figure 6. Upper level. Weights: wu = 3, wb = 5. Lower level. Weights:
wu = 5, wb = 3. Over trials, the distribution of actions’ percentage per
agent category, and the number of steps taken to complete a trial. Left: 9× 9
grid. Right: 15× 15 grid. Results averaged across 100 simulations.

simulations and, similar to what the authors [2] observed in
their experiments, not all learned policies are stable, and both
lack of robustness against exploration and miscoordination
penalties interfere with individual policies. As expected, these
issues are more visible as we increase the size of the grid; for
instance, 15×15, weights wu = wb = 1, and wu = 5, wb = 3
have the worst results: both converged to [2, 7) more steps
than the minimum needed to accomplish the task.

Figure 3’s upper level shows that when wu = wb = 1,
agents select the down action with similar percentages. The
remaining four graphics show that agent categories with higher
weights facilitate their learning to select the optimal action.
However, flipping weights lead to a slightly different distribu-
tion: observe when agents under the object have higher weight
(wu = 5, wb = 1 and wu = 5, wb = 3) and compare it
with when they have the lower weight (wu = 1, wb = 5 and
wu = 3, wb = 5). If set to higher weights, more agents under
the object learn to select the optimal action than would be the
case for agents by the object. We suppose that happens due to
a combination of the chosen parameters (such as the grid and
object’s dimensions) and the number of agents under the object
(usually smaller than the number of agents by the object, see
Figure 2) – therefore, making it easier for the agents under
the object to learn to coordinate actions.

B. A Closer Look into the Grids 15× 15 and 9× 9

In this section, we focus on Figures 4, 5, and 6. Here,
we investigate our largest grid, 15× 15, along with the most
successful within the largest ones, 9× 9 (by most successful,
we mean that the object gets to the goal state within the
minimum number of steps for all five sets of examined
weights). For easy comparison, we always depict the results
side by side: 9×9 at the left and 15×15 at the right. Each figure
focuses on a set of weights: Figure 4 shows wu = wb = 1.
Then, Figure 5 shows wu = 1, wb = 5 at the top, followed by
wu = 5, wb = 1. Finally, Figure 6 shows wu = 3, wb = 5 at
the top, followed by wu = 5, wb = 3. Here, we examine the
action distribution within trials and across simulations to help
check if/when the learned policies are close to the best policy.
Therefore, Figures 4-6 depict the action distribution (down,
up, left, right, still) over trials as well as the total number of
steps within trials (we rounded the steps to the nearest whole
number to facilitate visualization). Results are split by agent
category: depicting first the agents under the object, followed
by the agents by the object.

Given that agents always select an action per step within a
trial, percentages are averaged within a trial and across simula-
tions. To facilitate visualization, different grid dimensions have
a distinct number of trials within each of the 100 simulations
– this is why 15 × 15 shows a higher number of trials than
9× 9 at the x-axis.

In Figure 4 only, we show the results for the other agents
– we use a different background color to highlight a different
scale, which was chosen to facilitate observation. However, we
omit the other agents from Figures 5-6 since agents who are
neither under nor by the object do not influence F ’s transition
process (since ws = 0). Therefore, their action distribution
remains within 1\(#of actions), or 1 \ 5, which is 20% per
action, as Figure 4 shows. Due to the zero weight, actions from
that agent category do not matter; consequently, they receive
reinforcements in response to the actions of agents either under
or by the object.

Overall, our results show that, as agents learn to select the
down action, the number of steps used to successfully finish a
trial diminishes: if not to the optimal number (given by N−n),
to a number close to that (see Section IV-A). What is the main
difference between Figures 4-6? Figure 4 shows that, in both
grid dimensions, results for agents under and by the object are
very similar – as one would expect given the identical weights.

Figure 5 shows a two-fold result: when agents by the object
have higher weight (wu = 1, wb = 5), their percentages for the
down action are higher; also, as one would expect, the opposite
happens if we flip the weights (wu = 5, wb = 1). Finally, in
Figure 6, although agents with higher weight still show higher
percentages for the down action, this setting shows a higher
overall selection for that action (under/by agents with more
than 35% to that action).

The DSSb is resourceful in investigating challenges faced
by a large number of agents to coordinate actions in a Markov
game; as the authors [2] point out, the DSSb “brings together
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action shadowing induced by penalties, Pareto-selection as
there are several possibilities to reach the goal state”. In fact,
Figures 4-6 provide interesting examples of action shadowing.
Still, before getting into action shadowing, let us visit the
non-stationarity problem. As mentioned in the background
section, independent learners ignore each others’ presence and,
therefore, can treat other agents as part of the environment.
However, from each agent’s perspective, the environment no
longer appears Markovian and stationary since the “transition
probabilities associated with the action of a single agent from
one state to another are not stationary and change over time as
the action choices of the other agents change. These choices
are probably influenced by the past history of play, and so the
history of play influences the future transition probabilities
when revisiting a state” [2], [29].

Now, suppose agent x selected an optimal action, while
most of the other agents selected actions that move the object
to a penalty area. Thus, the agent’s x action will be shadowed
by a transition to a penalty area. Conversely, what happens
if agent x selects an action towards a penalty area while
most agents select actions away from it? How can agent x
learn not to pick poor action choices? In Figures 4-6, note
how the actions left and right drop initially as agents learn
to avoid the penalty areas but then increase a bit. Once an
enough number of agents coordinate actions and learn to avoid
the penalty areas, it does not matter what agent x selects.
There is a point at which just enough agents learn the proper
state/action pairs, impacting other agents’ learning. To put
it in simple terms, it is almost like a portion of agents at
each step carries the entire team of agents one step closer
to the goal. By looking into Figure 3, one may assume that
higher percentages of agents always selecting the optimal
action lead to better results overall. However, that is not
completely true. Of course, enough agents need to select it
so that the object moves to the goal state; however, once that
happens, it does not matter how many more agents select
that action. For instance, look at Figure 5, 9 × 9, weights
wu = 5, wb = 1; the down action keeps increasing, but
trials are such that the optimum number of steps has already
been reached. From an agent perspective, it should matter
to learn the optimal state/action pairs; however, from a task
perspective, successfully accomplishing it is likely to be the
overall goal.

V. CONCLUSION

In this paper, we first detail the Discrete Smart Surface
benchmark while making a clear distinction between agent
and environment. Then, we address the research questions
listed in the Introduction and investigate the benchmark using
various grid dimensions and agent weighting values – for
example, we show how the distribution of actions per agent
category varies over trials as agents learn to coordinate actions.
Finally, the situated agents from DSSb offer important lessons
for challenges in MAS; for instance, our experimental results
contextualize and exemplify action shadowing, which we
hope will be insightful for others investigating challenges in

MAS. In future work, it would be interesting to study other
grid dimensions, object shapes, and sizes, including different
weighting systems (to contrast the roles of agents under versus
by the object). The study would help to investigate questions,
such as: if someone wanted to exploit the system and insert
a number of agents with a fixed strategy only to deteriorate
individual policies, what should be the minimum number of
agents, and what grid cells should they occupy so as to
maximize their effect?
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Abstract—The high fuel prices and the important costs
associated with windmill downtime during maintenance urge the
need to minimize travel time and scheduling of jobs in a short time
period. Since landing in windmills at sea is difficult and depends
on meteorological parameters, the constraint of maintenance
windows is added when searching for the optimal route. To
minimize the distance traveled, the Vehicle Routing Problem
with Time Windows (VRPTW) is solved, using three different
methods. The VRPTW is applied to two separate databases,
namely various sets of windmills to be maintained and several
numbers of customers to be serviced. Applications with 8 to 175
windmills, divided over 3 farms have shown that the VRPTW
solved by using three different methods resulted in a similar
relative gain in travel distance, compared to a randomly chosen
route. The main difference between the methods studied is the
amount of calculation time needed, which varies from 1 second to
6 minutes for the different methods. To demonstrate the general
applicability, the same three methods were executed on a set
of service tasks performed at 8 to 40 customers of a window
decoration company, distributed throughout Belgium, resulting
in similar outcomes. In a second part of the paper, the Job
Shop Scheduling Problem (JSSP) is solved to minimize the total
maintenance span of offshore windmills as an additional objective
function. This led to a relative gain of up to 62% in maintenance
time, compared to the total maximum maintenance span for an
application of 40 windmills. Finally, both objectives, minimal
distance and minimal maintenance time span, are combined,
resulting in a set of non-dominated maintenance sequences that
can be used by the planner.

Keywords-VRPTW; VRPy; OR Tools; ACO; Job Shop Scheduling;
Pareto.

I. INTRODUCTION

Due to high fuel prices and significant labor costs, it is
extremely important to limit the distance covered and the
time consumed for offshore windmill maintenance. This paper
focuses on the reduction of regular maintenance and repair costs.
Vessel routing optimization for offshore windmill maintenance
thereby is a very complex problem. It has been the topic of
recent studies [1]–[4]. To demonstrate the general applicability
of the VRPTW to obtain minimal distance routes and to show
that all three methods studied - VRPy, Operational Research
(OR) Tools and Ant Colony Optimization (ACO) - lead to
similar results for other data sets, the procedures are applied
to the discrete product installation planning. The interventions
of companies that distribute and maintain unique products per
customer - the so-called Value Added Resellers or VARs -
can be split in the installation of the products and ad hoc
maintenance of previously installed products. The planning of

the delivery and installation can be considered as proactive
planning, allowing optimization of the distance to be traveled,
and thus the amount of fuel used. Maintenance interventions are
more reactive of nature, making optimal planning more difficult.
In a second part of this paper, we focus on reducing downtime
by arranging maintenance jobs in such a way that the total
service time span is minimized. To obtain this objective, the
Job Shop Scheduling Problem (JSSP) is solved, in which the
machines are replaced by workers. For each worker, a sequence
is calculated so that all maintenance jobs are executed within
a limited time frame, reducing the total downtime of all the
windmills that need service. Finally, both objectives are applied
to the same set of windmills, resulting in a Pareto front of
non-dominated solutions offered to the planner to choose from
(Section V). It will become clear from the list of these Pareto
points that reaching both objectives at the same time is nearly
infeasible, and thus the optimal sequence must be chosen out
of this list of non-dominated solutions.

The novelties of this paper are: (i) the comparison of three
solution methods for the vehicle routing problem with time
windows applied to windmill maintenance vessels and to
discrete product installation and service, (ii) the combined
windmill sequence travel distance and maintenance time span
optimization by solving both the VRPTW and the JSSP on
the same data set, and (iii) the importance of reaching both
objectives in maintenance cost reduction.

The remainder of the paper is organized as follows. In
Section II, references are made to related work and Section
III describes the problem formulation. The three methods used
to solve the Vehicle Routing Problem with Time Windows,
as well as the solution method for the JSSP are listed in
Section IV. Section V lists the results of all the optimization
methods discussed for VRPTW and JSSP and compares both by
calculating the corresponding Pareto points. Finally, Sections
VI and VII contain an evaluation of the results and provide a
conclusion, respectively.

II. RELATED WORK

The Vehicle Routing Problem (VRP) was first investigated
more than six decades ago. This routing problem initiated
major developments in the fields of exact algorithms and
heuristics [5]. The vehicle routing problem comprises the design
of least cost delivery routes through a set of geographically
dispersed locations, subject to one or more side constraints.

30Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-236-4

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

INTELLI 2025 : The Fourteenth International Conference on Intelligent Systems and Applications

                            39 / 78



Constraints to vehicle routing problems linked to capacity
result in the Capacitated Vehicle Routing Problem (CVRP). If
a time window is added to each location, asset, or customer, we
talk about VRPTW [6]. In addition to the capacity constraint,
a vehicle in the VRPTW has to visit a location, asset, or
customer within a certain time frame. The vehicle - car,
vessel, or other - is allowed to arrive before the time window
opens, but the customer or asset cannot be serviced until the
respective time window opens. In addition, it is not allowed
to arrive after the time window has closed [7]. The different
solution methodologies for the VRP can be divided into three
categories: Exact methods, heuristics, and meta-heuristics. The
exact methods generate optimal solutions and guarantee their
optimality. This method class includes a variety of approaches,
mainly branch and X (X being cut, bound, price, etc.), dynamic
programming, and column generation methods. The heuristics
aim to methodically find an acceptable solution within a limited
number of iterations. Metaheuristics can finally be defined as
a class of heuristics that search beyond the local optima if
they exist [8]. Research papers on VRP, with or without time
windows, are quite common, since their application in daily
life is widely spread, for example, in the delivery of packages
and the route planning of nurses [9]–[12]. The principle of
using VRPTW to optimize offshore wind farm maintenance
routes for multiple vessels has never been applied.

In addition, extensive research has been done on maintenance
and production scheduling according to the flow shop method,
as well as the job shop method in different industries [13]–[15].
Al-Shayea et al. designed a model to integrate production
scheduling and maintenance planning for flow-shop production
systems. This model is based on the optimal job sequence that
will be processed on several connected machines in series. The
objective of this study is to find the optimal sequence of jobs,
while reducing total production and maintenance costs [16].
None of the papers apply, however, to maintenance scheduling
in windmill farms, while costs for this is very high, and every
hour of downtime (due to maintenance) results in an important
loss of revenue.

III. PROBLEM FORMULATION

A. Experimental Design - VRPTW

The goal of solving the VRPTW will be to find the optimal
maintenance or installation sequence to minimize the total
distance traveled, with a minimal number of vessels, taking
into account that some maintenance tasks can only be serviced
for a certain period of time. For both data sets, the load is never
an issue, neither for the vessels that only need to transport
maintenance people nor for the vans that are big enough to carry
all products that need to be installed in one day. Finally, both
data sets are directly obtained from the windmill maintenance
company and the window decoration value added reseller, and
no prefiltering or preprocessing was done, except a random
selection of a predefined batch out of the total set, ranging
from 8 to 175 windmills and from 8 to 40 VAR customers.

Figure 1 shows an example of a windmill configuration
after applying the VRP solution method with time windows.

Figure 1. Optimal windmill service routes after solving the VRP.

The configuration used in this example has one dock and
16 windmills spread over three farms to be serviced. The
different windmills are indicated as WMi (i = 1-16), where
each windmill must be visited exactly once. Solving the VRP
leads to three routes that three different vessels must take,
as shown in Figure 1. The fact that more than one vessel
is necessary to service all windmills is caused by the time
windows in which maintenance of a windmill needs to be
carried out. A similar configuration can be set up for the
customers of a Value Added Reseller, where the windmills
are then replaced by customers to be visited for installation or
maintenance of discrete products.

B. Experimental Design - JSSP

In a typical scheduling problem in the job shop, different
jobs are scheduled on multiple machines to minimize the total
production time [14][15]. However, for this research paper,
we replaced the machines on which the work is performed by
workers that manually execute the maintenance jobs. For each
worker, the sequence of jobs is optimized in such a way that
the total work span is minimized. Each job is represented by a
different shade of color, and the size of the blocks corresponds
to the amount of time it costs to complete the maintenance
task. The workflow of a job shop is complex because it is
different for every job. In this paper, the job shop scheduling
will be discussed as it is a good match with the maintenance
jobs scheduling for offshore windmill maintenance, making it
the first time, according to the author’s knowledge, the JSSP
is used for maintenance planning of offshore windmills.

Figure 2 shows an example of a job sequence per worker
obtained by solving the JSSP for a group of 16 windmills
spread over 3 farms. The number of workers is set to three on
the vertical axis, in analogy with the number of machines in
the original JSSP used in a production environment. In each
windmill, one worker needs to perform a service task and each
worker needs to perform several maintenance tasks in separate
windmills. Applying the JSSP solver to this configuration
leads to an optimal sequence in which each worker needs
to perform service on the windmills (s)he is responsible for,
with a different service time on each windmill, shown on the
horizontal axis. Thus, for each worker, a sequence of jobs is
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Figure 2. Optimal windmill service job sequence for 3 workers and different
colored jobs of various length after solving the JSSP.

shown, each corresponding with a different color and with a
size in accordance with the length of the job.

C. Output Parameters
The output parameters for the VRPTW problem are the

optimal number of vessels or trucks, the optimal sequence, and
the travel time for each vessel or truck in minutes. Furthermore,
the relative gain in travel time (∆Gt) is calculated by dividing
a randomly chosen travel time (TTt|Random) minus the Total
Travel time (TTt) by a randomly chosen travel time (see (1)).
The output parameters for the JSSP problem are an optimized
sequence of maintenance tasks per worker to minimize Total
Downtime (TDt). This is then compared to the total time
needed for one worker (TDt|OneWorker) and a relative gain
is calculated (∆Gw) by using (2).

∆Gt = 100 · TTt|Random− TTt

TT t|Random
(%) (1)

∆Gw = 100 · TDt|OneWorker − TDt

TDt|OneWorker
(%) (2)

IV. METHOD

A. Solution method - VRPTW

In this paper, three methods are discussed, namely VRPy, a
tool that uses a Column Generation Approach (CGA) [17], the
OR Tools solver, developed by Google Operational Research
[11], and an ACO algorithm, a metaheuristic solving method
[18]. Table I summarizes the three methods and describes their
characteristics. While VRPy takes (much longer) to arrive at
a result, especially for large datasets, OR Tools generates a
result almost instantaneously but of slightly less quality. These
conclusions are numerically confirmed in Tables II and III. All
calculations are done on a MacBook Pro from 2021 with the
new Apple M1 chip and 8Mb RAM.

TABLE I
COMPARISON OF ALL METHODS USED TO SOLVE THE VRPTW

Method Advantage Disadvantage
VRPy Easy Interface Less Powerful
OR Tools Fast and Accurate No optimal result
ACO Optimal results No Easy Interface

To calculate the distances between the windmills or cus-
tomers and between the starting point and the windmills or
customers, spherical trigonometry formulas are used. In this
paper, all vehicles are considered the same: they have the same
velocity, the same capacity, and unit freight. Furthermore, the
capacity and cargo of the vessel are not considered constraints.

When defining ti as the time it takes for the vessel to arrive at
location i, e as the cost of waiting and f as the cost of arriving
too late, the objective of solving the VRPTW for a collection
of vehicles A, can be written as:

min(

N∑
i=0

N∑
j=0

A∑
a=1

xija∗dij+
N∑
i=1

max{e∗(mbi−ti); 0; f∗(ti−mei)}

(3)
Where:

xija =

{
1 if the vehicle a travels from i to j,
0 in all other cases

(4)

tija =
∑

xija(ti +
dij
v

+ si) (t0 = 0, s0 = 0) (5)

The constraints are:

N∑
j=1

A∑
a=1

xjia =

N∑
j=1

A∑
a=1

xija = A (i = 0) (6)

N∑
j=0

A∑
a=1

xija = 1 (i ∈ N) (7)

N∑
i=0

A∑
a=1

xija = 1 (j ∈ N) (8)

N∑
j=1

xija =

N∑
j=1

xjia = 1 (i = 0 a ∈ A) (9)

In (3), the second part of the equation - sum of maximums -
defines the time window constraint. In (5), tija is the time it
takes the vehicle to travel from location i to j, v is the speed
and si the service at location i. At the depot (node 0 in the
equations), both t and s are equal to zero. The constraint in
(6) implies that the number of vehicles that start from the
loading point and go back there is A. Constraints (7) and (8)
mean that each location can be visited only by one vehicle.
Finally, constraint (9) represents that all the vehicles that start
from the loading point also go back there. VRPy solves the
vehicle routing problem with a column generation approach
[17]. The term refers to the fact that, continuously, routes are
generated with a pricing problem and fed to a master problem.
The latter selects the best routes among a pool so that each
node (windmill or customer in this case) is serviced exactly
once. The pricing problem is actually a shortest elementary
path problem. Additional constraints, such as the time windows
discussed in this paper, contribute to a shortest-path problem
with resource constraints. VRPy does not lead to an optimal
solution, even without time limits. Hence, when solving pricing
problems does not result in a route with negative marginal cost,
the master problem is solved as mixed integer programming.
This price-and-branch strategy does not guarantee an ideal
solution.

Next, the above solution will be compared with the results
found for the same operational VRPTW using the solver
developed for Google OR Tools (Table I) [11]. The algorithm
based on the Python routing library wrapper results in a new set
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of optimal routes, taking into consideration that all windmills
or customers need to be serviced in a specific time frame.
As for the first method, no other restrictions are taken into
account. The algorithm used to solve VRPTW starts with the
creation of input data, followed by a callback function. After
adding the time constraints, the default search parameters and
a heuristic method are set for the first solution. Finally, the
same function is used to solve the Traveling Salesman Problem
(TSP), resulting in the route for each vehicle, the total travel
time of the vehicle route, and the solution windows of each
location. The solution window at a location is defined as the
time interval during which a vehicle must arrive, so it stays
on schedule.

The third method to solve the VRPTW with the same
entry data - like position of the windmills or customers,
service windows - is based on an ant colony optimization
algorithm [4], [18]. Ant Colony Optimization (ACO) is one
of the most recent metaheuristic approaches to combinatorial
optimization problems. The pseudocode is shown below.
All three solution methods, VRPy, OR Tools, and ACO are
heuristic methods. When it is impossible or impractical to
find an optimal solution, heuristic methods can be used to
accelerate the process of discovering a satisfactory solution.
These heuristics can be described as strategies derived from
previous experiences with similar problems.

procedure ACO Meta-Heuristic is
while not terminated do

ConstructAntsSolutions()
UpdatePheromones()
daemonActions()

repeat
end procedure

ACO is based on the foraging behavior of real ants.
They arbitrarily explore the environment, using pheromone
deposits to find the shortest routes. Therefore, ACO algorithms
are probabilistic techniques suitable for solving optimization
problems that aim at minimizing the distance traveled (e.g.,
TSP and VRP). In the first step - ConstructAntsSolutions - of
the algorithm, each artificial ant generates a solution: thereby
it randomly chooses the next city to visit, based on a heuristic
combination of the distance to that city and the amount of
virtual pheromone left behind on the arc to that city. The ants
explore and dump pheromone on each arc they traverse until
they have all completed a tour (see (10)). At this point, the ant
that has completed the shortest tour deposits virtual pheromone
along its complete route (UpdatePheromones). Equation (14)
shows that the amount of pheromone deposited is inversely
proportional to the length of the tour. Thus, the shorter the
route, the more pheromone the ant deposits on the arcs of
the corresponding tour. The deamonActions procedure is used
to carry out centralized actions that cannot be carried out by
individual ants, as they do not possess global knowledge. A
typical example of these deamonActions is the collection of
global information that can be used to decide whether it might

be useful to deposit additional pheromone to bias the search
process from a nonlocal perspective. As long as the termination
condition is not met, these three steps are repeated [19]. The
pheromone τij , associated with the edge joining locations i
and j, is updated as follows:

τij ← (1− ρ)τij +

m∑
k=1

∆τi
k
j (10)

where:
ρ = evaporation rate, (11)

m = number of ants, (12)

∆τi
k
j = the quantity of pheromone laid on edge (i, j) by ant k,

(13)

∆τi
k
j =

{
Q
Lk

if ant k used edge (i,j) in its tour,
0 in all other cases

(14)

Q = a constant, (15)

Lk = is the length of the tour built by ant k, (16)

To determine and confirm that the solutions obtained by the
three methods to solve VRPTW are applicable in other areas,
the same solution procedures were applied to two data sets. In
addition to windmill farms, a data set is used consisting of the
customer coordinates at which discrete Taylormade products
(curtains) are to be installed and maintained. Although this
data set differs quite extensively from that of the windmills, the
optimization goals are the same, namely travel time, and thus
fuel consumption reduction. Transport for Taylormade products
goes over land and cannot follow a straight line, the distances
between customers are smaller than for the windmill farms
(typically a few tens of kilometers versus a few hundreds for
the windmills) and not clustered around different farms, making
the data sets for windmills and customers quite different.

B. Solution Method - Job shop

To apply the solver to maintenance planning, we have made
the following assumptions: the machines in the JSSP are
replaced by the workers performing maintenance jobs (the
job is a sequence of windmills to be serviced), and the tasks
are linked to the windmills. The processing time is chosen
randomly, as are the workers for each maintenance job. The
final result of the algorithm created to solve the JSSP will be
a schedule optimized for each worker to minimize the total
maintenance span. Figure 3 shows the building blocks of the
algorithm used to solve JSSP with the OR solver.

Each of the steps in the flow chart are further defined as:
• Data Creation: For each maintenance job, several tasks are

defined, that is, the windmills or customers to be serviced.
For every windmill or customer, the worker that needs to
perform the task and the service time needed are given.

• Declaration of the model, a Constraint Programming (CP)
model that includes variables and constraints that will be
solved via the CP solver.
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Data Creation

Declaration of the model

Definition of the variables

Defining the constraints

Determining the objective

Call the solver

Show the results

Figure 3. Flow Diagram of the JSSP solution method.

• Definition of the variables, which are the start and end
time, the duration (end minus start) and the interval of
the task.

• Defining the constraints: A worker cannot work at two
windmills at the same time, plus the condition that, for any
two consecutive tasks in the same maintenance job, the
first must be completed before the second can be started.

• Determining the objective as the minimization of the make
span.

• Call the solver and show the results.
The objective function (17) and the constraints of the job shop
scheduling problem are written as:

min CS (17)

where:
C1j − w1j = rj + p1j ∀j (18)

Ci−1j − Cij + wij = −pij i = 2, ...,mj , ∀j (19)

Cik − Cij ≥ pik or Cij − Cik ≥ pij ∀i, ∀j, k ∈ Ji (20)

Cij , wij ≥ 0 i = 1, ...,mj ∀j (21)

Constraint (18) implies that a maintenance job can only start
after its respective ready time. Constraint (19) specifies that a
job j follows its processing sequence. The machine capacity
constraint (20) finally ensures that a worker can process only
one operation at a time, and an operation will be finished once
it starts.

C. Pareto front

Solving the VRPTW and JSSP leads to sequences in which
windmills or customers need to be visited, each with a different
objective function. Hence, for the VRPTW, the objective
is to minimize the total distance traveled, while the JSSP
attempts to reduce the total maintenance time. Since both
objectives are possibly contradictory, the solution methods are
compared by calculating Pareto points and a corresponding
Pareto front. Therefore, the maintenance sequences resulting
from the VRPTW, with a minimal route distance, are offered
to the second objective function to calculate the corresponding
total maintenance time. Additionally, maintenance sequences

with minimal maintenance are calculated by solving the JSSP
and the corresponding total route distance is determined. Both
lead to a set of two-dimensional coordinates of which the
Pareto points are calculated. Pareto optimal points are non-
dominated, meaning that there does not exist another solution
that rigorously dominates the Pareto optimal solution in terms
of any objective. The Pareto front is the multi-objective and
multi-dimensional alternative for the individual optimal solution
resulting from single objective optimisation problems (VRP
and JSSP).

V. RESULTS

A. Sequence comparison VRPy - OR Tools - ACO for windmill
maintenance

Table II lists the best results obtained by applying all three
solution methods, and this for different configurations, ranging
from 8 to 175 windmills. The relative gain shows how much
better the optimized solution is than the randomly chosen one.
The optimal number of vessels proposed by the VRPTW solvers
is shown in the Vessel column, and finally the Runtime column
lists the time needed to solve the VRPTW problem. For VRPy
and OR Tools, the same sequence was obtained when running
10 tests for each. With ACO, the best result represents the
shortest routes obtained after 20 tests, with 50 ants and 1000
iterations. The randomly selected route is considered identical
and is expressed in minutes of travel time for the maintenance
vessels. The values correspond to the total travel time of all
vessels used in the maintenance schedule. Applying VRPy on a
selection of 16 windmills to be maintained, to solve the Vehicle
Routing Problem with time constraints, leads to a relative gain
compared to the randomly chosen route of a little more than
44%. To obtain this minimal total travel time, three vessels
need to be deployed simultaneously, each following a separate
route.

Table II shows that the three solution methods, VRPy, OR
Tools, and ACO, lead to an almost equal relative gain compared
to a random route time of all vessels involved. This accounts
for all configurations, varying from 8 to 40 windmills, and
increases gradually as the number of windmills to be maintained
grows. Except for the configuration of 8 Windmills, the number
of vessels proposed by each method are the same, making
comparison easier. The only significant difference between
the VRPTW solvers is the calculation time required to obtain
an optimized solution. Although the average calculation time
for the smallest configuration is almost zero and comparable
for all options, it rises very fast - almost exponentially - for
the VRPy solution, up to more than 350 seconds for the 40
windmills. The calculation time of the ACO algorithm also
increases, but is linear and thus not as distinct as for the VRPy
solution method. OR Tools finally results in a set of optimized
routes instantaneously, even for the set of 40 windmills.

Table II further contains the results obtained using the three
VRPTW solution procedures for a large set of 175 windmills.
For this sample, there is a (very) high relative gain for all three
solvers, but also a significant difference between the yields
obtained by VRPy and OR Tools and that by ACO. Although
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TABLE II
OPTIMIZATION RESULTS FOR ALL METHODS FOR DIFFERENT WM

CONFIGURATIONS

Method Rel gain (%) Vessels Run-time (sec)
8 Windmills

VRPy 11.8% 3 0.33
OR Tools 16.6% 2 0.03
ACO 16.6% 2 1.23

16 Windmills
VRPy 44.1% 3 1.59
OR Tools 44.1% 3 0.04
ACO 44.0% 3 2.87

24 Windmills
VRPy 68.3% 3 10.02
OR Tools 68.4% 3 0.05
ACO 68.3% 3 4.52

32 Windmills
VRPy 70.2% 3 70.61
OR Tools 70.3% 3 0.12
ACO 70.2% 3 7.67

40 Windmills
VRPy 77.3% 3 351.39
OR Tools 77.3% 3 0.09
ACO 76.3% 3 19.71

175 Windmills
VRPy 91.4% 3 >24h
OR Tools 91.7% 3 3.51
ACO 81.2% 9 507.50

not negligible, the calculation time for OR Tools is only 3.5
seconds, while ACO now requires more than 8 minutes to
obtain a much worse result for a larger number of vessels.
VRPy takes an extremely long time to get to a set of optimized
routes.

TABLE III
OPTIMIZATION RESULTS FOR ALL METHODS FOR DIFFERENT CUSTOMER

CONFIGURATIONS

Method Rel gain (%) Vessels Runtime (sec)
8 Customers

VRPy 29.1% 3 0.45
OR Tools 28.7% 3 0.03
ACO 28.8% 3 2.04

16 Customers
VRPy 52.5% 4 1.70
OR Tools 52.9% 3 0.03
ACO 52.1% 4 2.98

24 Customers
VRPy 65.0% 3 11.53
OR Tools 59.9% 3 0.04
ACO 63.4% 4 6.64

32 Customers
VRPy 64.8% 3 47.93
OR Tools 64.8% 3 0.09
ACO 62.8% 4 7.89

40 Customers
VRPy 70.5% 4 70.09
OR Tools 70.3% 4 0.12
ACO 64.1% 4 11.08

B. Sequence comparison VRPy - OR Tools - ACO for customer
interventions

The same solution methods were applied to another data set.
This set contains the coordinates of customers of a company
that performs interventions on site. These clients are distributed
throughout Belgium and are chosen at random from the
company’s database. The main difference with the windmill
configuration is the way the locations are spread: while the
windmills are grouped in three so-called parks, the customers
are scattered throughout the Belgian territory.

Table III shows that the relative gain obtained by the OR
solver, VRPy and ACO is again increasing as the number of
customers to be served grows. Also, the conclusions about the
calculation times are similar to those made for the windmill
case: very limited for OR Tools, being almost instantaneously;
slightly increasing for the ACO algorithm, ranging from 2
seconds for 8 customers up to 11 seconds for 40 customers
and evolving in a more or less linear way; and finally more
largely increasing for VRPy, from less than 1 second for 8 to
over 70 seconds for 40 customers, following a more exponential
curve. However, there are some important differences. First,
there are slightly larger gaps between the relative gain obtained
for every solution method, while for the windmill case, the
results are nearly equal. This is probably due to the fact that
there is a clustering around the different farms, making it easier
for each method to get stuck in local minima much faster in
the previously discussed windmill case. In the taylormade data
set, there is no clustering and thus this phenomenon does not
arise. Second, the optimal number of vehicles is not always
equal for each solution, making the comparison more difficult.

C. Job Shop - Workers and windmill maintenance combined

Table IV shows the results of the tests with a different
number of windmills, divided over 3 separate farms, ranging
from 8 to 40 assets. If all maintenance jobs would be carried out
consecutively by one worker without waiting time - being the
worst-case scenario for the total maintenance time span - the
total time span for all jobs would be 18h for 8 windmills and
120h for 40 windmills. However, if we optimize the schedule
for more workers, the total time span would be much lower,
being 11 hours for 2 workers in the 8 windmills configuration
and 45h for 6 workers in the 40 windmills configuration.
This corresponds to a relative gain in maintenance time of
respectively around 39% and 62% in the total maintenance
time span with respect to the single worker case. By employing
more workers simultaneously, the total maintenance time lost is
(more than) halved, and therefore downtime is reduced by (more
than) 50%. Although the total number of working hours is
higher when using three workers instead of one, the amount of
money gained by halving the downtime is significantly higher,
hence the huge advantage of the JSSP solver. According to
the average price per kWh in December 2022, the loss per
windmill for 1h downtime is at least 203C per hour if we
presume that a windmill operates 24h per day, 365 days per
year. A reduction of the downtime by 67h (with 3 workers)
thus leads to a cost reduction of more than 13.6K Euro per
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windmill. If we further estimate the average labor cost per
worker at 60 euros per hour and compare the total amount
of hours worked by three workers (154 hours) with the 120
hours needed for one worker, then the extra costs would be
34 times 60 euros, or 2K euros. The net gain would then be
13.6K minus 2K, thus 11.6K.

TABLE IV
JSSP OPTIMIZATION BY USING OR TOOLS

Use Case Relative gain
08 Windmills - 2 workers 38,9%
16 Windmills - 3 workers 48,7%
24 Windmills - 4 workers 53,8%
32 Windmills - 5 workers 59,6%
40 Windmills - 6 workers 62,5%

Table V shows that in the 40 windmill configuration, the
largest downtime gain is obtained when switching from one
to two workers (44%) and a much lower but significant gain
when switching to three workers. From 4 workers onwards,
the total maintenance time span does not lower very much
when adding extra workers. The trade-off can thus be put at
4 workers or, when labor is expensive, at 3 workers. Remark
that when using as many workers as there are tasks to perform,
the relative gain is obtained by dividing the longest task by
the total time for all tasks, and thus results in a very high
optimization (95% in our case).

TABLE V
JSSP OPTIMIZATION IN FUNCTION OF THE NUMBER OF WORKERS FOR 40

WM AND 80 WM

Number of workers Rel gain 40WM Rel gain 80WM
2 44.2% 45.7%
3 55.8% 56.0%
4 60.0% 59.0%
5 60.8% 61.2%
6 62.5% 62.5%

Table V also shows similar results for a configuration of
80 windmills. A large reduction in total maintenance time
when a second worker is added, with a relative trade-off at 4
workers. The same results can be extrapolated to the use case
of Taylormade products, since results are based on randomly
chosen maintenance times, and the location of windmills and
customers does not influence the final results of the JSSP.

D. Combined results and Comparison

In order to determine the link between the optimal route
resulting from solving VRPTW and the routes determined by
solving the JSSP to minimize the time span of all maintenance
jobs, a Pareto front is calculated. To compute this Pareto
front with non-dominated solutions, tests were run on the two
separate problems, and each result was then offered to the other
problem. To clarify this, the following example is described:
the ACO algorithm, VRPy and OR Tools solution methods ran
to solve the VRPTW resulted in maintenance sequences with
minimal total traveling distance. For this windmill sequence,

the corresponding total time span for all maintenance tasks
are calculated by adding the maintenance time for all jobs
in this sequence. On the other hand, the total distances are
computed for the sequences resulted from solving the JSSP
(with minimal time span). This is done for sequences of 40
windmills and 3 vessels. Figure 4 shows the Pareto front.

Figure 4. Pareto front for VRPTW-JSS comparison.

Our research has led to a group of Pareto optimal mainte-
nance sequences as a result of the multi-objective optimization
model (see coordinates in Table VI). However, it has proven
to be very difficult to find a maintenance sequence that is
optimal for both objectives. For example, the first and second
jobs to be carried out initially according to minimize the total
time span can be far away from each other, resulting in a
total distance higher than the one obtained by solving the
VRPTW. The tests resulted in maintenance paths that either
have a low total time span and a high distance, or have a low
distance but a high maintenance time span. In determining the
optimal sequence, the planner has to decide which parameter
is most important when making the choice. From all studied
maintenance sequences, a list of 4 non-dominated solutions
is obtained. Three of the solutions offer a path with a lower
distance and a higher maintenance time span, one is showing a
large distance and a lower time span. None of the tests resulted
in a path with low values for both objectives.

TABLE VI
PARETO POINTS

Coordinates Distance VRPTW (min) Distance JSSP (min)
1 2156 4080
2 2436 3900
3 2037 4200
4 4444 3180

To compare the financial gain obtained by applying VRPTW
and JSSP, we consider the case of 40 windmills and 3 workers.

• When reducing the distance from 8380km to 2064km with
VRPTW, the financial gain is around 6180C. Fuel con-
sumption is calculated as the distance traveled, multiplied
by the weight of the vessel (30 tons), divided by 1000.
The speed of the vessel is set at 5.5 km per hour, the fuel
price is 2C per liter, and no wind or current is taken into
account.
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• When setting the cost per hour downtime at 203C and,
from Table V, the reduction of the downtime at 67h, the
total financial gain is 13600C.

The JSSP method thus leads to a much greater benefit than
the distance reduction of the VRPTW solution.

VI. DISCUSSION | EVALUATION

Of all methods tested to solve VRPTW, the OR Tools solver
offers the quickest solutions, while VRPy and ACO generate
similar results but much slower. Both use cases - windmill
maintenance and product installation - show similar results with
respect to the outcome of the solution method used and the
calculation time needed. Also, for the JSSP, the OR Tools solver
has proven to be fast and accurate. Comparing the solutions
for both objective functions, being distance minimization and
maintenance time span optimization, led to sequences that
are only optimal for one of the two objectives. Therefore,
Pareto points are calculated to obtain solutions that are as
optimal as possible for both objectives. The planner can then
use these resulting sequences to schedule maintenance tasks for
a windmill park to minimize the distance traveled, downtime,
or both. In all cases, this leads to a significant reduction in
maintenance costs by reducing the fuel used or the loss of
energy production. However, several constraints were not taken
into account when solving VRPTW, such as sea currents, wind,
and the capacity of the vessel. These can be integrated in
future work to determine the impact they could have on the
final results.

VII. CONCLUSION AND FUTURE WORK

When adding constraints to the VRP in the form of time
windows for every windmill in which maintenance was needed,
the relative gain obtained is 77% for a set of 40 windmills and
17% for a group of 8 windmills, spread over 3 farms, and this
for all VRPTW solution methods used. Similar results were
found and the same conclusions can be drawn for the second
use case, the installation and maintenance of discrete products,
showing the general applicability of all methods used to solve
the VRPTW. A relative gain of the total maintenance span of
almost 62.5% compared to the situation where all maintenance
was done by one worker for a configuration with 40 windmills
and 39% for 8 windmills was obtained when solving the JSSP.
The total time needed for every added worker resulted in a
higher total number of working hours to be paid. However, the
total maintenance time span was more than halved, resulting
in a significant gain in up-time.

In future research, other methods for solving VRPTW and
JSSP can be studied and benchmarked. Possible other modi
operandi to solve the VRPTW are (nonexhaustive): Harmony
Search Algorithms (HAS), Memetic algorithms (MA), Genetic
Algorithms (GA), the Hexaly solver, etc. For calculating
the JSSP, heuristics or metaheuristics - such as Simulated
Annealing, Tabu Search, ACO and Genetic Algorithms - can
be compared. In addition, extended and different data sets can
be investigated to further determine the applicability of the
methods discussed.
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Abstract—This paper addresses the challenges of formation 
and collision avoidance for Nonlinear Multi-Ship Systems 
(NM-ASs) using an Interval Type-2 (IT-2) fuzzy tracking 
controller. Since its significant value in military applications, 
the control of Multi-Agent Systems (M-ASs) has garnered 
considerable attention. To allocate tasks more properly within 
M-ASs, the leader-follower control scheme has been developed. 
However, the nonlinearities and uncertainties in ship dynamics 
continue to hinder task execution effectiveness. Compared to 
Type-1 Takagi-Sugeno Fuzzy Models (T-SFMs), IT-2 fuzzy 
control offers superior uncertainty handling and provides 
more precise control for NM-ASs. Previous research has 
introduced an IT-2 Formation-and-Containment (F-and-C) 
fuzzy control approach for multiple ships and combined some 
performance constraints to enhance the control efficiency of 
the leaders. Nonetheless, the safety of the leader ships, who are 
the most critical components of whole system, remains a 
concern until they can avoid obstacles and other ships. In this 
research, the Artificial Potential Fields (APFs) based-collision 
avoidance control is integrated with the IT-2 fuzzy control 
theory. Based on the IT-2 T-SFM, a fuzzy tracking control 
approach is developed to simultaneously achieve both collision 
avoidance and formation tasks. Finally, simulation results for 
four leader ships are presented to verify the efficiency and 
applicability of the proposed IT-2 fuzzy tracking controller. 

Keywords-nonlinear multi-agent system; interval Type-2 
fuzzy control; formation; tracking control; collision avoidance. 

I.  INTRODUCTION 
Ships have long been essential in meeting the demands of 

both civilian and military sectors [1]. However, as the 
number of ships on the ocean continues to increase, safety 
concerns have become increasingly pressing. To address the 
issue, it is crucial not only to improve course management 
but also to ensure precise control over ship dynamics [2]. In 
practice, nonlinearities in ship dynamics arise from the 
complex marine environment [3], which makes designing 
controllers to ensure precise performance even more 
challenging. Moreover, the situation is compounded by 
uncertainties caused by equipment aging, rust, corrosion, 
biofouling, and other factors [4]. These issues further 
degrade the control performance of ships. In the past, the 
Takagi-Sugeno Fuzzy Model (T-SFM) has proven to be a 
powerful tool for the control and analysis of nonlinear 
systems. To overcome the limitations of the Type-1 T-SFM, 

the Interval Type-2 (IT-2) T-SFM has been introduced to 
better handle uncertainties [5]. In a complementary way, the 
Imperfect Premise Matching (IPM) fuzzy controller design 
has been systematically proposed in [5] to enable a more 
relaxed analysis process. 

Unlike traditional applications, an increasing body of 
research has focused on deploying multiple unmanned 
vehicles to accomplish complex tasks [6]. With an 
appropriate cooperative topology among all units, the entire 
system can achieve common objectives more efficiently and 
effectively [7]. Consequently, control issues of Multi-Agent 
Systems (M-ASs) have garnered substantial attention from 
both academia and industry [8]. In the various objectives of 
M-ASs, Formation-and-Containment (F-and-C) controls 
remain two key topics that continue to be actively researched 
[9-10]. Formation control has seen significant development 
due to its broad applicability across diverse fields. However, 
nonlinearities and uncertainties in M-ASs often have a more 
pronounced impact than in single-agent systems. Building 
upon the T-SFM, many researchers have applied fuzzy 
control methods to complete formation or containment 
objectives [11-12]. Additionally, some researchers have 
tackled the F-and-C problems simultaneously using the T-
SFM [13]. Nevertheless, the limitations of Type-1 T-SFM in 
managing uncertain factors can undermine the effectiveness 
of Nonlinear M-ASs (NM-ASs). These uncertainties can lead 
to imprecise system dynamics, with errors propagating 
sequentially one after another, ultimately causing collisions 
and system failure. 

However, the F-and-C control based on the IT-2 T-SFM 
remains an open issue. Some researchers have successfully 
developed IT-2 fuzzy containment control approaches [14]. 
Nevertheless, these studies considered the leaders as open-
loop systems. From a practical application perspective, it is 
essential to ensure the stability of the leaders as well. If the 
leaders are unstable, the followers will also become unstable, 
even if they are contained within the region formed by the 
leaders [13-14]. Recently, our research proposed an IT-2 
fuzzy control approach to achieve F-and-C [15]. In this 
control problem, leader crashes can significantly impact the 
entire NM-AS and may even result in its collapse. To further 
ensure the reliability of leaders, anti-disturbance capabilities 
were also incorporated. However, the safety of the leaders 
remains uncertain unless they can actively avoid other ships 
or obstacles. In recent decades, collision avoidance control 
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based on the Artificial Potential Field (APF) method has 
been widely adopted for its intuitive nature and ease of 
implementation [16]. The APF approach has proven to be an 
effective solution for collision avoidance due to the reduction 
of computational time. This advantage has also demonstrated 
the suitability of the APF method for application in scenarios 
involving multiple-ship encounters [17]. Therefore, the APF 
is combined with the IT-2 fuzzy tracking controller design in 
this research to achieve both collision avoidance and 
formation for leader ships. 

The organization of this research is provided as follows. 
In Section II, the nonlinear system and the IT-2 T-SFM are 
presented for the leaders in NM-AS. In Section III, an IT-2 
fuzzy controller design approach in terms of the IPM concept 
is proposed for the achievement of collision avoidance and 
formation. In Section IV, the simulation results are given for 
four leader ships. In Section V, some conclusions and future 
works are given for this research. 

II. NM-AS AND IT-2 T-SFM 
A nonlinear system is presented to describe the dynamic 

behaviors of NM-AS by extending the mathematical model 
in [18] in this section. Taking into account the effects of 
uncertain factors, the IT-2 T-SFM is also built. First, the 
NM-AS is considered as follows. 

 ( ) ( ) ( ) ( ) ( )1 4 5x t t x t t x tε ε ε ε εϑ φ= −                    (1) 

( ) ( ) ( ) ( ) ( )2 4 5x t t x t t x tε ε ε ε εφ ϑ= +                  (2) 

 ( ) ( ) ( )3 6x t t x tε ε εϕ=                            (3) 

( ) ( ) ( )4 4 10 0318 0 8870x t . x t . u tε ε ε= − +               (4) 

( ) ( ) ( )5 5 60 0628 0 0030x t . x t . x tε ε ε= − −          

( ) ( )2 30 5415 0 3152. u t . u tε ε+ +              (5) 

( ) ( ) ( )6 5 60 0045 0 2427x t . x t . x tε ε ε= − −           

( ) ( )2 30 3152 8 0082. u t . u tε ε+ +              (6) 

where ( ) ( )1t tε εϕ = + ∆ , ( ) ( )( ) ( )3t cos x t tε ε εϑ = + ∆ , 

( ) ( )( ) ( )3t sin x t tε ε εφ = + ∆ , ( )1x tε , ( )2x tε  and ( )3x tε  are 
the (x, y) position and yaw angle on earth-fixed coordinate, 

( )4x tε , ( )5x tε  and ( )6x tε  are the velocities of surge motion, 
sway motion and the yaw angle variation, ( )1u tε , ( )2u tε  and 

( )3u tε  are the forces and moments generated by thrusters, 

( )tε∆  are the uncertain factors, each leader is indexed with 
the number 1 2 3 4, , ,ε = . In this research, the different 
situations of uncertainties, ( ) ( )1 2 0 1, t . cos t∆ =  and 

( ) ( )3 4 0 1, t . sin t∆ = , are considered for four leaders. 

To make the control problem clearer, Fig. 1 is presented 
for four leaders with the four target trajectories and two 
obstacles. 
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Figure 1.  Formation and collision avoidance problems. 

According to Fig. 1, the formation objective of the four 
leader ships is to track the trajectory and maintain the 
rectangular formation until reaching the destination on the 
left-hand side. It is assumed that there is an uncrossable 
obstacle between the initial positions of the four leaders and 
the destination. Within the target trajectories, two obstacles 
need to be avoided. 

 
Remark 1 

Based on the findings in [15], the individual tracking 
controller for each leader can efficiently accomplish the 
formation task and define the dynamics of the entire system. 
Furthermore, communication between the leaders that are 
farthest apart from each other is not required. In this research, 
only the formation problem of the leaders in [15] is 
considered, so the communication topology is not necessary. 

 
Covering the uncertain factors in the representation, the 

IT-2 T-SFM is constructed for the NM-AS (1)-(6) as follows. 

( ) ( )( ) ( ) ( ){ }3
31

x t x t x t u tε ε ε ε
α α αα =

= Ω +∑ A B

         (7) 

where ( ) ( ) ( ) ( ) T

1 2 3u t u t u t u tε ε ε ε =   ,  

( ) ( ) ( ) ( ) ( ) ( ) ( ) T

1 2 3 4 5 6x t x t x t x t x t x t x tε ε ε ε ε ε ε =   . To 
save space, the model matrices in (7) are referred to [15] and 
will not be presented. The upper and lower bound 
membership functions are designed as follows. 

 
Figure 2.  IT-2 membership function of NM-AS. 
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Remark 2 
It is worth noting that nearly all T-SFMs in the existing 

literature are established for an operating range between -90o 
and 90o. However, the desired yaw angle, obtained through 
the APF for collision avoidance, may fall outside this range. 
This could lead to instability of the ships, as the desired yaw 
angle must be tracked. To address this issue, the membership 
functions originally defined for the ranges from 0o to 90o and 
-90o to 0o are extended to cover the ranges from -180o to -90o 
and 90o to 180o, as shown in Fig. 2. 
 

According to [5] and the IT-2 membership function of 
Fig. 2, the firing strength can be obtained as follows. 

( )( ) ( )( ) ( )( )3 3 3,x t x t x tε ε ε
α α α

 = Ω Ω Ω             (8) 

where upper bound and lower bound membership functions 
of (8) are denoted as Fig. 2. Then, the following calculation 
can be obtained for the IT-2 T-SFM. 

( )( ) ( )( ) ( )( ) ( )( ) ( )( )3 3 3 3 3x t x t x t x t x tε ε ε ε ε
α α α α ατ τΩ = Ω + Ω  

            (9) 

where ( )( )3x tε
ατ  and ( )( )3x tε

ατ  are the functions 
associated with uncertainties and not necessary to be known. 
As the membership functions, these functions satisfy the 
conditions ( )( ) ( )( )3 3 1x t x tε ε

α ατ τ+ =  and 

( )( ) ( )( )3 31 0x t x tε ε
α ατ τ≥ ≥ ≥ . 

 
Referring to (7), the following IT-2 T-SFM is also 

constructed for IT-2 fuzzy tracking approach to achieve the 
formation and collision avoidance purposes. 

( ) ( )( ) ( ){ }3
31

m m
d dx t x t x tε ε ε

α αα =
= Ω∑ A

          (10) 

where ( )m
dx tε  is the desired system states to be tracked, 

,m c f=  denotes the collision avoidance mode and 
formation mode of leader ships. 
 

Subtracting the T-SFM (10) from (7), the error dynamic 
system can be obtained as follows.  

( ) ( )( ) ( ) ( ){ }3
31

m m me t x t e t u tε ε ε ε
α α αα =

= Ω +∑ A B

     (11) 

where ( ) ( ) ( )m m m
de t x t x tε ε ε= − . 

 
According to the IT-2 T-SFM (11), a fuzzy tracking 

controller design approach is proposed to simultaneously 
achieve the collision avoidance and formation for leaders. 

III. IT-2 FUZZY COLLISION AVOIDANCE AND FORMATION 
CONTROLLER DESIGN 

In this section, the IT-2 fuzzy controller design and 
stability analysis are proposed based on the IPM concept for 
leader ships in NM-AS (1)-(6). Moreover, the information of 
IT-2 membership function, which is more flexible than 
Type-1 membership function, is combined into the stability 
condition to reduce the conservativeness. According to the 
IPM concept in [5] and T-SFM (11), the IT-2 fuzzy tracking 
controller is proposed as follows. 

( ) ( )( ) ( ){ }2
31

m mu t x t e tε ε ε
β ββ =

= Γ∑ F           (12) 

where βF  are the feedback gains to be designed for the 
tracking purpose. The IT-2 membership function for the 
fuzzy controller (12) is designed as follows. 

 
Figure 3.  IT-2 membership function of fuzzy controller. 

Note that one of the advantages of the IPM approach is 
that the form of the membership function and the number of 
rules can be designed differently from those in the T-S fuzzy 
model. Similar to the process (8)-(9), the firing strength of 
fuzzy controller (12) can be defined as follows. 

( )( ) ( )( ) ( )( )3 3 3,x t x t x tε ε ε
α α α

 = Γ Γ Γ             (13) 

where upper and lower bound membership functions are 
presented in Fig. 3. For the fuzzy controller (12), the IT-2 
membership function is given as follows. 

( )( ) ( )( ) ( )( ) ( )( ) ( )( )3 3 3 3 3x t x t x t x t x tε ε ε ε ε
α α α α αγ γΓ = Γ + Γ  

            (14) 

where ( )( )3x tε
αγ  and ( )( )3x tε

αγ  are the functions satisfy 

same conditions as ( )( )3x tε
ατ  and ( )( )3x tε

ατ . The 
functions are predefined since the fuzzy controller is 
designed by users. 
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Substituting the IT-2 fuzzy tracking controller (12) into 
the T-SFM (11), the following closed-loop model is derived. 

( ) ( )( ) ( )( ) ( ){ }
3 2

3
1 1

m me t x t e tαβ α α β
α β= =

= Ξ ⊗ +∑∑ I A B F

     (15) 

where ( )( ) ( )( ) ( )( )3 3 3x t x t x tαβ α βΞ = Ω Γ   and ⊗  is the 
Kronecker product.  
 

Note that according to [15], the stability analysis process 
needs to be developed only for one leader ship in (15). 
Referring to [5], the stability criterion for the tracking 
purpose is obtained as follows. 
 
Theorem 1 

Given the scalars 
3iαβσ  and 

3iαβσ , if there exist the 
positive definite matrices Q , αβN  and the symmetric matrix 
M  such that the following sufficient conditions are all 
satisfied, the tracking purpose for the collision avoidance and 
formation can be achieved for leader ships. 

( )( )3 3 3 3

3 2

1 1
0i i i iαβ αβ αβ αβ αβ αβ

α β

σ σ σ σ
= =

− − + − <∑∑ Φ N M M   

for all  3 1, 2i =           (16) 
0αβ αβ− + <Φ N M      for all ,α β      (17) 

where T T T
αβ α α β α β α= + + +Φ A Q B G QA G B , β β=G F Q , 

1−=Q P . Note that 
3iαβσ , 

3iαβσ  and 3i  are the parameters 
related to the IT-2 membership function in Figs. 2-3. To save 
the place, the derivation process will not be provided and it 
can refer to [5] and [15].  

 
After the IT-2 fuzzy tracking controller is designed by 

Theorem 1, the purpose of formation and collision avoidance 
can be determined by the following process. 

First, the desired system state to be tracked in the 
formation mode is designed as follows. 

( ) ( ) ( ) ( ) ( ) ( ) ( ) T

1 2 3 4 5 6
f f f fe t e t e t e t x t x t x tε ε ε ε ε ε ε =    

       (18) 

In this research, the tracking purpose is focused on the 
first three states. This is because the first two states directly 
specify the ships’ positions, and the third state ensures the 
correction of the ships’ course. As extended from Remark 2, 
most of the existing literature deals primarily with the 
stability of ships, which means that the yaw angle must track 
solely the zero value. However, the T-SFM-based fuzzy 
controller design methods cannot be applied to this research 
due to the operating range limitations. 

Note that the desired x and y positions are obtained using 
a first-order hold between two positions. Moreover, the 
desired yaw angle is also derived from these two positions. 

Then, the purpose of collision avoidance mode is ensured 
by the desired system states as follows. 

( ) ( ) ( ) ( ) ( ) ( ) ( ) T

1 2 3 4 5 6
c c c ce t e t e t e t x t x t x tε ε ε ε ε ε ε =    

       (19) 

Building on the results in [17] and [19], the desired yaw 
angle can be derived from the combination of the source and 
vortex fields of the APF approach for collision avoidance. 
First, the gradient of vortex velocity field is given as follows. 

( ) ( ) ( ) ( ) ( )
2 2, ,s a s a

v xv yv

y t y t x t x t
v v

r r
− − 

∇Θ = = − 
 

     (20) 

where ax , ay  are the ( ),x y  positions of ships to be avoided 
and ox , oy  are the ( ),x y  positions of ship itself. In addition, 
the gradient of source velocity field is given as follows. 

( ) ( ), ,s xs ys r rv v v cos v sin v sin v cosθ θθ θ θ θ∇Θ = = + +    (21) 

where 1
rv

r
=  and 0vθ = . Note that for both vortex and 

source potential fields, the radius and angle are derived by 
the following process. 

( ) ( )( ) ( ) ( )( )2 2

p s p a s p ar x t x t y t y t= − + −       (22) 

( ) ( )( ) ( ) ( )( )( )1
p s p a s p atan y t y t x t x tθ −= − −      (23) 

where p is the number of ships to be avoided in multiple ship 
encounter scenario. Then, the desired yaw angle for ship to 
avoid the collision is derived as follows for both vortex and 
source fields. 

( )1
d yv xvtan v vψ −=     or   ( )1

ys xstan v v−             (24) 

However, the x and y positions are also required to be 
tracked in this research. Therefore, the desired positions are 
also derived from desired yaw angle, which is obtained by 
APF approach (20)-(24), as follows. 

( ) ( ) ( )1d s dx t x t Lcos ψ= +                 (25) 

( ) ( ) ( )2d s dx t y t Lsin ψ= +                 (26) 

where L is the distance between the desired point and the 
ships’ own point. In the combination of the two APFs, the 
vortex field is used to change the ship’s course for collision 
avoidance, while the source field generates a repulsive 
course to prevent the ship from getting too close to obstacles. 
To determine when to use which APF, the following 
condition is provided. 
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Condition 1 

If s vR r R< ≤ , then 1 yv
d

xv

v
tan

v
ψ −  

=  
 

. 

If 0 sr R< ≤ , then 1 ys
d

xs

v
tan

v
ψ −  

=  
 

. 

where Rv and Rs are the triggered distance of vortex and 
source velocity field. Moreover, the following condition is 
also given for the determination of tracking and avoidance 
mode by referring to [17]. 
 
Condition 2 

If DCPA ≤ Rf and TCPA > 0, then ( )1
d yv xvtan v vψ −= ; 

otherwise, ( )3d dx tεψ = , where Rf is the safe collision range 
of leader ships. 

 
In the next section, the simulation results with four leader 

ships are presented to demonstrate the effectiveness and 
applicability of the designed IT-2 fuzzy controller. 

IV. SIMULATION OF NM-AS 
With the vortex and source velocity APFs, the collision 

avoidance approach for multiple ships is proposed with an 
IT-2 fuzzy tracking controller design. First, the control gains 
are obtained as follows by solving the control problem in 
Theorem 1 using MATLAB. 

1

0.6013 0.4007 0.0101 2.4117 0.2879 0.0029
0.7777 0.6088 0.0346 0.5683 2.6147 0.0690
0.0311 0.0050 0.4411 0.0231 0.0359 0.8179

− − − − − − 
 = − − 
 − − − − 

F

 
                (27) 

2

0.6269 0.3987 0.0101 2.5153 0.2857 0.0029
0.7723 0.6624 0.0381 0.5650 2.8564 0.0770

0.0309 0.0077 0.4563 0.0229 0.0493 0.8580

− − 
 = − − − − 
 − − 

F

                (28) 
According to Remark 2, the following control gains can 

be derived for the case of  -180 o to -90o and 90o to 180o. 

1

0.6013 0.4007 0.0101 2.4117 0.2879 0.0029
0.7777 0.6088 0.0346 0.5683 2.6147 0.0690
0.0311 0.0050 0.4411 0.0231 0.0359 0.8179

− − − − 
 = − − 
 − − − − 

F

                (29) 

2

0.6269 0.3987 0.0101 2.5153 0.2857 0.0029
0.7723 0.6624 0.0381 0.5650 2.8564 0.0770
0.0309 0.0077 0.4563 0.0229 0.0493 0.8580

− − 
 = − − 
 − − − − 

F

                (30) 
To begin with the simulation, the ranges for collision 
avoidance mode are designed as follows. 

4fR =  , 4vR = , 2sR =  and 2L =                (31) 

Then, by applying the IT-2 fuzzy controller (12) with the 
gains (27)-(30) for different ranges, the simulation results are 
presented as follows based on the consideration of (31). 
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Figure 4.  Trajectories of four leader ships. 

 
Figure 5.  Trajectories of four leader ships in tracking situation. 

 
Figure 6.  Trajectories of four leader ships in avoidance situation. 

From Fig. 4, one can see that four leader ships 
successfully track the individual desired trajectory and thus 
form the rectangular region. Moreover, the region can be 
sustained until the destination is reached. In Fig. 5, the 
trajectories of the four ships before the first formation are 
presented. It is observed that the ships can efficiently avoid 
each other before tracking their desired trajectories. The 
vortex velocity APF turns the ships in the right direction, 
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complying with the COLREGs as [17], and all ships move to 
the right when encountering others. More importantly, the 
four leader ships can simultaneously avoid two obstacles and 
each other when the obstacles are on their trajectories in Fig. 
6. The outer and inner black dot circles denote the ranges of 
the triggering vortex and source APFs, respectively. 

V. CONCLUSIONS 
An IT-2 fuzzy tracking controller design approach has 

been developed in this research to simultaneously meet the 
requirements of collision avoidance and formation control 
for multiple ships. Based on the IT-2 T-SFM, the dynamic 
behaviors of NM-ASs can be more completely described by 
accounting for the uncertain factors in the IT-2 membership 
function. According to the IPM concept, a more flexible 
fuzzy tracking controller design process can be developed. 
By combining vortex and source velocity APFs, the IT-2 
fuzzy controller can achieve the avoidance objective. As 
stated in Conditions 1-2, all ships can properly switch 
between formation and collision avoidance modes. Based on 
the simulation results, the IT-2 fuzzy controller can 
efficiently accomplish both formation and collision 
avoidance tasks, even under multiple encounter scenarios. In 
the future, the fuzzy control theory can be considered to 
obtain the smoother adjustment between different modes. 
The containment purpose of follower ships can also be 
integrated into the IT-2 fuzzy controller design. 
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Abstract—The paper highlights the lack of a human-machine 

experience within Smart Manufacturing when using Internet 

of Things technologies, along with challenges, and provides 

recommendations for enhancement. The use of Internet of 

Things technologies in Smart Manufacturing has grown 

steadily since the launch of Industry 4.0 in 2011. Since then, 

the data collected from these technologies have assisted 

manufacturers in becoming digitally savvy by helping them 

gain a deeper understanding of their production processes, 

how they can become more efficient, and by revealing 

innovative ways to grow their business whilst remaining 

competitive. However, an area that needs further consideration 

is the user experience of these technologies and the human they 

are designed for. This paper critically examines current 

frameworks and methodologies that have been created to 

enhance the human-machine experience of Smart 

Manufacturing systems, some of which target the needs of 

industry, individual, or Internet of Things technologies. From 

this review, we identify that there is not one framework or 

methodology that can cater to the needs of all three. 

Additionally, open challenges that have been encountered are 

discussed, and suggestions for possible future directions are 

explored, these include focusing on human-centred design and 

the well-being of workers by adapting Internet of Things 

interfaces to the system’s user needs within a Smart 

Manufacturing realm. 

Keywords-Smart Manufacturing; Internet of Things; User 

Experience; Applications. 

I.  INTRODUCTION 

The COVID-19 pandemic significantly affected sectors, 
such as tourism, hospitality, and aviation; however, it also 
had a major impact on manufacturing production lines and 
global supply chains, highlighting its vulnerability in areas 
including finance, organisation, and technology [1][2].   

To navigate future pandemics, challenges, and 
uncertainties, businesses within the realm of manufacturing 
are investing in sustainable digital solutions to help future-
proof their operations. According to the 2024 Material 
Handling Industry (MHI) Annual Industry Report in 
partnership with Deloitte, 85% of supply chain leaders are 
considering the implementation of Internet of Things (IoT) 
devices to their production lines within the next five years 
[3]. In addition, 75% are also considering the use of wearable 
and mobile technologies to augment operations [3]. If 
fulfilled, it is estimated that supply chain leaders could gain a 

39% and 40% competitive advantage, respectively, over their 
competitors [3]. With the additional implementation of 
Artificial Intelligence (AI), supply chain leaders have the 
potential to disrupt the industry by 11% and potentially have 
a 40% competitive advantage [3]. Whilst these figures are 
promising, challenges remain in terms of a human-centred 
strategy, for example, the collaboration between the human 
workforce and automation according to 45% of supply chain 
leaders [3]. In the report 44% of leaders noted that one of the 
main reasons for incorporating such technologies is to enable 
better decision-making and visibility into data [3]. However, 
one of the top 5 challenges reported was a talent shortage [3]. 
John Paxton, the Chief Executive Officer (CEO) of MHI 
stated, “The focus on technology in supply chains is 
undeniable. But supply chains are run by people, and human-
centricity is the key” [3].  

Therefore, the User Experience (UX) of these 
technologies should be enhanced to work in conjunction with 
the employee by understanding and adapting to their needs, 
well-being, and intelligence regardless of their educational 
background or disabilities - UX relates to how a user 
interacts with an application [4]. In turn, this could produce a 
robust and empowering co-working experience between 
humans and machines, address the talent shortage and lack 
of a hum-centred strategy, and minimise the impact on 
business operations. 

This paper utilised a hybrid methodology, comprising of 
a systematic and scoping review. A systematic structured 
approach with a predefined inclusion and exclusion criteria, 
and a scoping review to identify gaps within various formats 
of literature. The inclusion criteria are: a date range of 2019-
2025; the scope of the review was within UX, industry, and 
augmented systems; the search terms consisted of augmented 
manufacturing, UX, and Industry 5.0; and the language of 
papers were to be in English. The exclusion criteria included: 
not within the predefined date range; not including the types 
of data defined or search terms; and not in the English 
language. The research questions are as follows:  

1) What frameworks and/or methodologies are currently 

being used to measure the UX of IoT technologies in Smart 

Manufacturing? 

2) What challenges do the frameworks and 

methodologies present? 

3) How can the UX of IoT technologies in Smart 

Manufacturing be enhanced? 
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To address these aforementioned issues and utilise the 
methodology described to answer the research questions, the 
paper outline is as follows: Section 2 is an overview of UX 
in manufacturing, Section 3 details the background to IoT 
devices, Section 4 showcases frameworks and methodologies 
used to measure the UX in Smart Manufacturing, Section 5 
provides challenges and Section 6 concludes this paper and 
outlines future work. 

II. OVERVIEW OF USER EXPERIENCE IN 

MANUFACTURING 

During the mid-1700s, factories started to transition from 
hand production to implementing the use of machinery to 
help speed up their processes [5]. This started with the use of 
steam engines, that were modified by James Watt and 
Matthew Boulton to be powered by coal and water, however, 
they resulted in messy and polluted working conditions [6]. 
Nonetheless, it was agreed by economic historians that this 
era, the First Industrial Revolution (known today as Industry 
1.0), was “the most important event in the history of 
humanity” [5]. It was developed by humans, to be used by 
humans, and the factory became the centre of community life 
[5]. 

Fast forward ~90 years to 1870, and the Industry 1.0 
community was greeted with the technological power known 
as electricity. This Second Industrial Revolution era shaped 
the modern world we know today. By integrating 
electrification into their factories, manufacturers were able to 
speed up their production lines, which led to greater outputs. 
This meant society could go further in the world with the 
development of cars and aeroplanes [5]. This point in time, 
known today as Industry 2.0, had a positive impact on the 
world, as it transformed the lives of humans and gave them a 
purpose in life; what was once a factory built around a 
community became a connected society worldwide. 

For the next 100 years, the manufacturing world 
continued to blossom, with the development of analogue 
technologies, to the integration of digital and partial 
automation [5]. This meant that the need for human 
assistance and intervention was starting to fade as 
advancements in computing technologies meant sectors, such 
as aerospace were able to make aeroplanes land themselves 
and robots could assemble products on the manufacturing 
production line, instead of people. This era, known as the 
Third Industrial Revolution (Industry 3.0), also had an 
impact on the level of education required to understand such 
systems. Thus what started as a simplistic UX that was 
accessible to all workers during the First Industrial 
Revolution became complex by the third. In essence, this 
made the factory that was once known as ‘the centre of 
community life’ inaccessible to the working class. 
Subsequently, the global supply chain volume increased and 
with it came economic change [5]. The once connected 
society of the world, became a fast global financial contest. 

As the level of automation increased, more machines 
were able to communicate with one another more efficiently 
via networks, naming them as “cyber-physical production 
systems” [5]. From this, digitalisation was born and with it 
these machines were able to produce vast amounts of data. In 

order to extract additional data from these machines, IoT 
devices were integrated, which allowed for real-time data to 
be visualised on dashboards and for intelligent decisions to 
be made by incorporating the use of AI and Machine 
Learning (ML) algorithms. For example, monitoring the 
health and condition of machinery to predict and alert an 
engineer to fix the issue before it becomes a problem, 
potentially halting production [5]. In turn, this allowed 
manufacturers to be flexible in terms of their production, and 
“produce high-quality personalised products at mass 
efficiency” [7]. In 2011, this was introduced to the world as 
the Fourth Industrial Revolution (Industry 4.0) [7]. However, 
it is only within the last few years that companies are 
beginning to see the value that IoT devices can offer. This 
era is changing the way humans work, meaning it is more 
about the machine (drive productivity) than it is about the 
human using it.  

As previously highlighted, the UX of each Industrial 
Revolution has become less focused on the human operating 
the machinery, and more on the production process and 
technology, as that is bringing in financial gains. Therefore, 
the relationship between human and machine has faded. 
However, with the advancements in digital technologies 
accelerating each year, the gap between each Industrial 
Revolution is becoming shorter.  

In 2020, the Fifth Industrial Revolution was born 
(Industry 5.0) [7]. This version is setting out to assist in the 
personalisation and humanisation of digital technologies by 
putting the human back “at the centre of the production 
process” [7]. This means that the relationship that human and 
machine once had is now to be reconciled, by removing the 
barriers to create a meaningful experience for all users, and 
create a long-term service for humanity. Afterall, these 
technologies are designed to have a human component to 
interact with the system efficiently and effectively [8]. 
However, it was reported that 50% of supply chain leaders 
said merging technologies with existing talent is a challenge 
[3]. Therefore, for Industry 5.0, the UX of manufacturing 
applications must be flexible and adaptable to their users’ 
needs, well-being, and intelligence. For example, cars made 
by Tesla learn how the driver interacts with the vehicle 
through their behaviours, usages, and devices, and adapts 
content to their needs in real-time [9]. However, some supply 
chain leaders have expressed concern relating to ethics and 
governance, and the supplying of correct information to a 
human worker based upon their level of access with the role 
they have been assigned to [3]. Nonetheless, Industry 5.0 
now has the opportunity to bring a new workforce together 
(human and machine), and for them to become a decision-
support as opposed to a decision-making mechanism in the 
production process [3]. 

III. BACKGROUND TO INTERNET OF THINGS DEVICES 

IoT devices play a vital role in the collection of 
additional data from machinery, assist with automating tasks, 
and enhance decision-making for humans. However, due to 
the gap between each industrial revolution getting shorter, 
these devices are still being rolled out today for some 
manufacturers. This is partly due to manufacturers being 
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uneducated regarding the value these devices could bring to 
their business, and the cost for implementing such 
technology.  

Since their initial launch in Industry 4.0, the price of IoT 
devices has come down and they are now affordable for most 
companies, especially those who utilise legacy machinery, as 
they can be a cost-effective alternative to purchasing new 
machines. By integrating these devices, they can enhance the 
overall production line by providing information on four key 
areas, such as products, people, processes, and infrastructure 
[10]. Devices consist of sensors, Radio-Frequency 
Identification (RFID) tags, and actuators to name a few [11]. 
These IoT devices are connected to a network that allows 
them to communicate with each other and provide a unified 
service to their user(s). When interacting with each other, 
this relationship is known as thing-to-thing, however, when a 
human interacts with an IoT device this relationship is 
referred to as human-thing [11].  

With thing-to-thing, there are two subset levels of 
interaction, Internet and thing. Internet pertaining to the 
connection between other devices regarding quality and 
responsiveness to provide reliable services [11]. Whereas at 
thing level, this relates to its battery level (if applicable), 
energy consumption, interoperability, and installation 
difficulty to name a few [11]. Both levels impact the human-
thing interaction, the UX behind it, the IoT system as a 
whole (interaction, privacy and security), and whether it is 
meeting the expectations and needs of its users [11].   

The UX of IoT devices and their data is extended to the 
platforms they are connected to. The data collected from 
each device can be portrayed via a visual dashboard in a 
meaningful way for all members of the workforce to view, 
monitor, and assist with decision-making. One challenge 
with this is achieving interoperability – integrating outputs 
from a diverse range of devices produced by various 
manufacturers into a single platform, where they function 
together as one cohesive system. This enables data 
aggregation and analysis, providing valuable insights that 
support decision-making between humans and machines [3]. 
Platforms, such as Home Assistant are already accessible to 
members of the public to implement and experiment within 
the comfort of their own homes [12]. Systems like Home 
Assistant are necessary and relevant for the Smart 
Manufacturing realm to adopt and assist workers with their 
daily tasks. However, the UX surrounding these applications 
and how it can be enhanced to adapt and support not only its 
users, their intelligence and needs, but also current and future 
industrial revolutions is a question that remains. 

IV. FRAMEWORKS AND METHODOLOGIES USED TO 

MEASURE THE USER EXPERIENCE IN SMART 

MANUFACTURING 

The research indicates that when it comes to evaluating 
the UX of interfaces, they are predominantly associated with 
web applications and neglect industrial systems. It has been 
highlighted that there is a need for a tool, framework and/or 
methodology to assist with the evaluation and enhancement 
of Human Machine Interfaces (HMI) in industry, particularly 
within Industry 4.0 as it is associated with IoT devices [13].   

Few emerging evaluation methods focus on the 
experience of IoT devices, though they are not necessarily 
within the realm of Smart Manufacturing. Nonetheless, they 
are of interest as they could be adaptable to other domains 
that incorporate such devices. For example, research 
conducted by Rodrigo et al. proposed a framework that 
consists of a checklist to conduct a UX evaluation of IoT 
scenarios [11]. This checklist was evaluated by Human 
Computer Interaction (HCI) experts and three versions were 
created to cater for a variety of users and their needs. For 
example, version one contained all the necessary fields, 
version two provided examples for those who are not as 
familiar with the checklist; and version three is a compact 
version offering visualisations.  

The checklist consisted of measurements pertaining to 
the IoT scenarios ease of use (likert scale), applicability to all 
intended users, concreteness, clarity, ease of understanding, 
impartiality, parsimony, and pertinence to context [11]. To 
evaluate the checklist, users assessed the UX of a smart bulb 
to which positive results were obtained. This method 
highlighted that the checklist is suitable for evaluating the 
UX of IoT devices and assisting evaluators who may not be 
well-versed in the UX domain. Also, whilst this checklist 
was not tailored to the Smart Manufacturing domain, it has 
the potential to be used across a variety of realms. However, 
an area that it did lack was the assessment of an interface that 
an IoT device would portray its results to. 

Research conducted by Aranburu et al. consisted of the 
creation of a tool known as eXperience Capturer (XC) [13]. 
It was developed due to the absence of evaluation tools 
specifically for the industrial HMI. The tool which is user-
centred can be used in multiple ways, for example pre-
interaction, during interaction, and post-interaction. It 
evaluates emotional and usability parameters during each 
phase mentioned, and combines quantitative and monitoring 
methods when a user conducts a test consisting of a series of 
tasks [13]. During testing it proved successful and 
emphasised the need for new methods to be utilised within 
the industrial domain to assist users with UX knowledge. By 
achieving this the communication and interaction between 
machine and user enhances and opens new avenues for 
technology to be implemented. However, whilst it was able 
to assist with the UX of HMI within an industrial domain, it 
lacked in the assessment of IoT devices where the interface 
is associated with and the human operator.  

As highlighted throughout this paper, IoT devices 
provide additional information to users in the workplace and 
portray results via a visual interface. Whilst this is of interest, 
the relationship between human and machine (as well as 
thing) needs to improve.  

Therefore, research conducted by Villani et al. proposes a 
general holistic framework known as INCLUSIVE [14]. This 
framework focuses on the connection between human and 
machine, as the researchers detail the “presence of human 
operators remains fundamental in industrial workplaces” 
[14]. Therefore, their work suggests the introduction of 
automation, whereby a machine adapts to the user’s 
capabilities and effort and assists them with their working 
tasks [14]. This framework specifically targets Industry 4.0 
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and was tested within three domains: woodworking 
machinery for small companies, automation solutions in 
developing countries where operations are mostly manual 
and robotics are used during the assembly of appliances; and 
the management of large plants and warehouses with Laser-
Guided Vehicles (LGV). This broad testbed showcases the 
frameworks flexibility and ability to relieve some complexity 
that modern production systems and operations bring to 
users by offering usable interfaces, with smooth and easy 
interaction [14].  

The framework consists of three modules – measure, 
adapt, and teach [14]. Each module of the framework 
communicates together and use an adaptive automation 
middleware for hardware independence and modularity [14]. 
To understand their users more when moving around a 
machine, they utilised a wearable device known as Empatica 
E4 wristband, this captured their heart rate, skin temperature, 
and Galvanic skin response [14]. When they were not 
moving around a machine, their pupillary response was 
recorded via an eye tracking system. This research found that 
heart rate variability was one of the most responsive factors 
when measuring human reactions or strain. What is 
interesting, however, is that they found the higher levels of 
strain meant higher levels of satisfaction, as this was deemed 
as arousal and not stress, whilst good for short term, it could 
be harmful in long term [14]. Therefore, the amount of time 
between machine and human should be limited and breaks 
should be utilised. 

Using each testbed, it was identified that the framework 
was accessible to all users irrespective of their age, education 
level, cognitive and physical impairments, and experience in 
the task to be performed. They also found that 80% of users 
became more productive and it helped them cooperate with 
machine/robot more efficiently [14]. By incorporating this 
framework, it allowed elderly, disabled or inexperienced 
users to stay in their jobs for longer, interact with complex 
automatic systems, and access working positions that they 
would be inaccessible to in other domains [14]. However, 
whilst this framework has proven to be successful with 
testbeds, there is still a lack of trust and acceptance from 
users. Therefore, before it could be implemented 
permanently, further research needs to be conducted 
(longitudinal tests) with users.  

Research conducted by Johnston et al. presented a 
framework that is similar, meaning, it also measures three 
parameters, however, they are known as Dynamic, Adaptive, 
and Intelligent [15]. Dynamic refers to the contextual 
information surrounding the user, device, and their physical 
environment to provide a basic UX; Adaptive measures the 
user’s capabilities and knowledge set to offer an enhanced 
UX; and Intelligent uses ML algorithms to deliver the 
appropriate interface by utilising user behavioural datasets 
[15]. This framework does not take into consideration the use 
of IoT devices. However, it could still be used in the 
manufacturing domain to assess the UX of IoT interfaces 
that portray data from sensors to workers from the 
workplace. 

As previously outlined, manual work by humans is still a 
key area within the Smart Manufacturing domain, especially 

in terms of fixing defects in automated production lines. 
Research conducted by Stoll et al. proposes an Adaptive 
Visual Assistance systems using Spatial Augmented Reality 
(AVISAR) [16]. This framework adapts based on different 
repair tasks and the layout of a worker’s manual assembly 
workstation, as well as the human themselves based on their 
skills and needs [16].  

The user’s assembly workstation is the key area of focus. 
The AVISAR framework utilises a projector to project 
information for the worker to utilise when working with an 
object. Information being projected consists of in-situ, where 
a faulty area of a circuit board is highlighted, and repair 
instructions which are displayed on the white surface [16]. 
This framework has the potential to work with IoT devices, 
for example, as future work the use of RFID tags could allow 
the system to recognise the user and adapt the workstation to 
suit their needs via saved user profiles, based on their level 
of education, disabilities, etc. [16]. By using a projector, it 
allows a user to utilise gestures, this indicates to the system 
that they are ready for the next stage of the repair task and 
for it to provide the next set of visual instructions. However, 
as this is a Spatial Augmented Reality (SAR) application, 
adaptations can be limited due to the type of projector and its 
projection rate. Therefore, the projector would have to be 
upgraded, and to allow for more scalable solution, the use of 
a Raspberry Pi would be implemented to make the 
deployment of the system more cost-effective and smaller 
(easier to use and implement) [16].  

As highlighted, there are multiple solutions that can assist 
in the enhancement of IoT devices with the UX behind those 
and their associated interfaces. However, each 
company/organisation is unique, and one approach will not 
be suitable for all. Therefore, it is important for each 
organisation to “define and follow” a route that is both 
“structured and comprehensive”, by achieving this it avoids 
“haphazardly” integrating new technologies in isolation [3]. 

V. CHALLENGES 

As highlighted throughout this paper there are several 
challenges, all of which remain unanswered. These 
challenges were derived through the identified gaps when 
conducting the scoping review and are defined below. 

1) Lack of a cohesive framework or methodology 
Firstly, there is not one framework or methodology that 

can cater to all the needs of industry, individuals, and IoT 
devices. As indicated from the research conducted, these 
have been identified as separate systems that focus on at least 
two of the three main parameters, but not as a collective.  

By combining these three parameters, one framework 
would be established that could be used within Smart 
Manufacturing to assist with the enhancement of HMI and 
IoT technologies. By achieving this, the human-machine 
experience is enhanced whilst catering to the well-being of 
our workers and keeping the industry up to date with the 
latest Industrial Revolution. 

2) Lack of manufacturing focus when understanding the 

experience of IoT devices. 
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As the implementation of Industry 5.0 draws closer 
(personalisation and humanisation), the requirement for 
systems to incorporate all three parameters is necessary, as it 
will require knowledge of the system, its user and the 
devices in which they are using as well as the task in hand. 
As portrayed, the use of IoT devices is still trickling its way 
through the manufacturing industry compared to others 
(Smart Home), and the UX underpinning these devices is 
still being evaluated by researchers.  

In the realm of manufacturing, there have been setbacks 
when implementing such technologies, namely due to cost, 
lack of education, and not seeing its true potential. However, 
for this to change, the relationship between human, machine, 
and thing needs to improve. To achieve this, there needs to 
be trust and acceptance from all workers when machines 
attempt to adapt to their behaviours to offer a personal and 
humanised experience. As opposed to machines or 
technologies being implemented to replace workers, which 
typically brings negative experiences - this has been the most 
challenging area.  

Therefore, by having a framework that is specifically for 
the manufacturing domain and the three parameters 
mentioned, this will in parallel, bring trust and acceptance to 
all workers, whilst enhancing the UX of IoT applications.  

3) Lack of a manufacturing interface for IoT devices. 
Today, there are ~18 billion connected IoT devices 

worldwide, with this figure set to almost double to 32.1 
billion by 2030 [17], however, a challenge that remains in 
this area is interoperability. Some manufacturer’s devices are 
‘locked’ and only operate on their system; others are open-
sourced and can be used with any interface. To overcome 
this, there should be a universal ethical approach to allow all 
IoT devices to be used with various systems, such as Home 
Assistant. It will be highly unlikely that one manufacturer 
will be able to produce all IoT devices for mankind. 
Therefore, at minimum, there should be one interface that 
can be used by all while understanding its user and the 
operational environment. Achieving this would, cater to the 
needs of Industry 5.0 and allows for most companies to 
transition to the next revolution with ease and less friction on 
training and financial costs. This would bring long term 
success and value to each company over time and the 
longevity of the products being made [3]. 

VI. CONCLUSION AND FUTURE WORK 

This paper has critically examined current frameworks 
and methodologies that have been created to enhance the 
human-machine experience of Smart Manufacturing 
systems, along with providing answers to the research 
questions previously defined.  

In terms of limitations of the following review, there is a 
lack of research in the field of Smart Manufacturing on how 
to enhance the UX of IoT technologies. This is highlighted 
by the number of frameworks and methodologies identified 
and reviewed in this paper. This could also be due to the 
inclusion and exclusion criteria. Therefore, for future 
research, the amount of search terms would be increased. 
However, upon review, it was evident that this is an area that 
is starting to gain traction. 

It has also been identified that most industrial companies 
are only now implementing IoT devices in their production 
due to costs coming down. However, the UX of these 
devices and their associated applications should focus on 
enhancing usability to better engage and support the user 
operating them. Therefore, each user’s needs must be 
considered to adapt the interface appropriately, irrespective 
of their educational background and disabilities. Several 
frameworks are being developed; however, no such 
framework caters to Smart Manufacturing, the IoT device(s), 
and the system user. This is a remaining challenge and 
should be addressed in the future. By achieving this, it would 
allow manufacturers to reduce errors and become more 
resilient, whereby they are capable of minimising future 
uncertainties that may come down the tracks [18], whilst 
improving the human-machine relationship and the well-
being of our workers. 

As future work, Augmented Reality (AR) or Virtual 
Reality (VR) could be used to improve worker safety [19]. 
Training sessions with such technologies would allow the 
user to learn how they operate over time and highlight areas 
of concern and offer recommendations on how they could be 
addressed. The foundation of this method was highlighted 
via the use of a projector, however, this approach has the 
ability to adapt to the user, their needs and the task in hand. 
This method could incorporate the recommendation 
previously mentioned of having one interface and adapting 
to the IoT devices or machinery that is in its line of sight. In 
this way, the human-machine experience enhances and 
becomes one cohesive system whilst keeping the well-being 
of our workers a top priority. This recommendation acts as 
the scientific contribution of this paper and for Industry 5.0. 
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Abstract—TrustLabTM is an innovative online tool for assessing
social media users’ trustworthiness with ease and precision. It
serves diverse users, from general social media participants to
researchers aiming to gauge trust levels in various domains.
Unlike many tools, TrustLabTM focuses on user trustworthiness
rather than post content, distinguishing between experts and
typical users. Using Trust Filters and user attributes, it assigns
trust scores visualized through intuitive charts for clarity. Addi-
tionally, TrustLabTM provides personalized recommendations to
help users enhance their online credibility. While its algorithms
are domain-independent, this paper demonstrates TrustLabTM’s
application in finance, politics, and health, showcasing its role
in shaping public discourse, knowledge, and connections. With
its user-friendly interface, TrustLabTM is a significant tool for
exploring and understanding online trust in the digital era.

Index Terms—online trustworthiness; individual trust; social
media; Trust Filter.

I. INTRODUCTION

Social media has transformed global communication, en-
abling rapid information sharing and connection. Platforms
like X (formerly Twitter, 2006) popularized microblogging,
while LinkedIn (2003) fostered professional networking, and
Instagram (2010) and Snapchat (2011) emphasized visual
sharing. Recently, TikTok (2016) has gained popularity for
its short-form videos.

Alongside these benefits, social media has amplified the
spread of misinformation, which can significantly impact
public opinion on health, politics, and social issues. Mis-
information on health topics, for instance, may discourage
proper medical actions, while disinformation campaigns can
manipulate public perception, influence elections, and create
social discord. The rise of generative artificial intelligence
(GenAI) further complicates trust by enabling realistic but
misleading content, such as deepfake videos [1], [2].

To counter misinformation, platforms like X have im-
plemented tools such as content flagging and partnerships
with fact-checkers. Researchers also focus on approaches
like rumor detection [3], [4] and bot detection [5]–[8]. This
study introduces TrustLabTM, a tool that uses six Trust
Filters—authority, experience, expertise, identity, proximity,
and reputation—to score user trustworthiness and rank users
accordingly. TrustLabTM uses social media activity and user
profiles to enhance trust in online discourse.

The contributions of this study are:
• Development of TrustLabTM, an interactive tool scoring

user trustworthiness.
• Application of TrustLabTM Trust Filters across finance,

politics, and health domains.
• Comparison of TrustLabTM with other trust-evaluation

tools, highlighting technology and method distinctions.
The remainder of this paper details the capabilities and

algorithms of TrustLabTM (Section II), compares it with
related works (Section III), and discusses future directions
(Section IV).

II. EXPLORING TRUSTLABTM : CAPABILITIES,
TECHNIQUES, AND COMPETITIVE LANDSCAPE

TrustLabTM applies machine learning to score social media
posts using Trust Filters based on attributes like average
post length, follower count, and post frequency. For instance,
in finance and politics, a random forest regressor combined
with these attributes showed high accuracy in assessing post
trustworthiness [9]. We also found that different attributes are
critical across domains: for example, restrained language is
key in finance, while post frequency and experience are pivotal
in health [10], [11].

Sentiment analysis, particularly on posts with emoticons,
has proven effective for identifying trustworthy users, achiev-
ing over 80% accuracy [12]. The TrustLabTM Sentiment Trust
Filter, for instance, has helped investors improve returns by
following trustworthy sources. In health, Trust Filters were
used to detect and forecast disease outbreaks, with epidemiol-
ogists tracing posts to monitor potential disease spread [13].

TrustLabTM has demonstrated positive results across diverse
domains, such as finance, politics, and health [9]–[11]. This
study focuses on these three areas where misinformation often
affects user decision-making, underscoring the importance of
high-quality information for better choices.

A. TrustLabTM Trust Filters: Scoring the Trust

TrustLabTM scores user trustworthiness through filters like
Experience, Reputation, Expertise, Authority, Identity, and
Proximity. Each filter assigns scores (0-1) based on specific
criteria, such as a user’s social links, proximity to an event,
or expertise level [11]. Additional attributes, like post length
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and punctuation use, further refine trust scores [9], [10].
TrustLabTM has shown high predictive accuracy (exceeding
99.99%) in identifying finance experts and users in financial
discussions [10]. The algorithm also achieved accurate pre-
dictions in political events, such as the 2016 and 2020 U.S.
elections, providing near-instant results at low computational
cost.

B. Target Domains Selection
To showcase TrustLabTM’s versatility, we selected finance,

health, and politics. These domains are highly influential,
have substantial online misinformation, and can benefit from
improved information quality. In finance, understanding public
sentiment around stock market trends can help anticipate
market movements. For politics, social media analysis has
provided cost-effective and timely election forecasts [14]. In
health, TrustLabTM has been used to monitor disease spread
through trusted social media posts, enabling early response in
biosurveillance applications like the Defense Threat Reduction
Agency (DTRA) Biosurveillance Ecosystem (BSVE) [11].

By focusing on these areas, we demonstrate TrustLabTM

as a robust tool for identifying trusted online information
sources across varied domains. The following sections outline
TrustLabTM’s capabilities and potential use cases.

C. Topic Selection and Trust Attributes Distribution
In the “Topics” section of TrustLabTM shown in Figure 1, we

present comprehensive trust scores for each user, categorized
by specific topics such as elections, the stock market, or
various diseases. This section is broken down as follows: The
“TrustLabTM Trust Filters” table (Table in Figure 1) ranks
users by any targeted trust attribute or by the average score
across all trust attributes, offering a nuanced view of user
trustworthiness within specific contexts.

The “Trust Score Linear Distribution” chart (Figure 2a)
illustrates the distribution of users across each trust attribute,
with scores ranging from 0 to 1. This visual representation
allows us to swiftly grasp the range and diversity of trust-
worthiness across different topics, thereby highlighting the
spectrum of user credibility.

Furthermore, the “Trust Filter Score Per Source” chart
(Figure 2b) details the composition of trust scores for the
most or least trusted users. This facilitates an easy examination
of the traits that distinguish highly trusted users from those
deemed less reliable, thereby offering insights into the factors
that contribute to a user’s perceived trustworthiness.

Lastly, the “Source Network” chart (Figure 2c) maps out
the social media connections among users based on their
interactions, such as retweets, replies, or likes.

This chart effectively reveals clusters of social interconnec-
tions, thereby identifying the influencers within the network.
Together, these visual tools provide a robust framework for
analyzing and understanding the dynamics of trust across
various topics on social media.

This section is designed to offer users the flexibility to
explore a wide range of combinations pertaining to target do-
mains, trust attributes, levels of trust, and intricacies of social

network interconnections. For instance, researchers interested
in delving deeper into the subject could use the distribution
of trust attributes as a starting point to identify potentially
significant attributes. Following this, TrustLabTM users can
examine these specific trust attributes in more detail within
the table, comparing them across different target domains to
gain insight into their relative importance and application in
various contexts.

In addition, we provide access to the original, unprocessed
data for users who wish to conduct a thorough analysis of the
results. This feature is especially valuable for those looking to
explore raw data for more nuanced insights or to apply their
own methodologies for data analysis.

In subsequent sections, we introduce other tools that offer
refined results, thereby enabling users to efficiently leverage
the TrustLabTM platform for a variety of purposes. These
tools are designed to simplify the process of analyzing trust
within social networks, making it more accessible to users
to apply the platform’s insights to their research or practical
applications.

D. Sources, Users, and Trustworthiness Assessment

1) Comparison: The “Comparison” tab in the TrustLabTM

interface enables users to evaluate the trustworthiness of
various topics and information sources, helping them make
informed decisions about online information.

Users start by selecting a topic and a source (e.g., “Flu”
and “CDC MMWR Quick Stats”) as shown in Figure 3.
Additional sources, like “WHO - Disease News”, “BIOFEEDS
HealthMap”, and “WHER Reports”, can be added to the
comparison. Sources appear as green dots on the graph, and
users can hover over these dots to view details or remove them
with a click.

TrustLabTM also allows automatic comparison with the five
most and least trusted sources (see Figure 4). By selecting
specific Trust Filters, such as “Experience”, users can see how
sources compare based on individual or combined trust scores,
making it easy to identify more trustworthy sources at a glance.

2) Recommendation: The “Score” section offers a detailed
visualization of the trust scores for each trust attribute related
to a specific user within a chosen topic. This allows for a
direct comparison of an individual’s trust scores with those
of typical users and experts, including the variance observed
within each group (Figure 5). This comparative analysis is
based on the trust attribute extraction and group classification
methodologies outlined by Huang et al. [9], [10].

Recommendations for enhancing a user’s trustworthiness
were derived from the findings of Huang et al. [9]. This re-
search investigates strategies through which typical social me-
dia users might adjust their behaviors to bolster their trustwor-
thiness and achieve recognition as experts in specific topics.
To tailor these recommendations, a basin-hopping optimization
algorithm was introduced by Wales et al. [15], is employed.
This algorithm, known for its efficacy in global optimization,
especially in complex, high-dimensional landscapes, applies
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Fig. 1: Overview of Topics Page.

random perturbations to transcend local minima and employs
a local search algorithm to refine solutions within each basin.

By comparing a specific user’s trust scores with those of a
typical user group and experts, the platform facilitates clear
understanding of the disparities between them. Consequently,
tailored trust score recommendations offer actionable guidance
for users aiming to enhance their perceived trustworthiness
on social media. This feature not only aids in personal or
professional development but also contributes to the broader
goal of fostering a more trustworthy and reliable digital
community.

E. Use Cases

In this section, the TrustLabTM use cases provided in Table I
demonstrate potential application scenarios and utility for
online users.

III. TRUSTLABTM AND A COMPARISON TO RELATED
WORK

With the rise of social media as a primary source of news
and information for many people, there is growing concern

about the accuracy and reliability of the content shared on
these platforms. Information trustworthiness on social media
platforms is a critical issue that has attracted considerable
research effort. Many systems and tools have also been de-
veloped to detect and counter misinformation, disinformation,
or rumors.

Some studies have analyzed the content shared to assess
its accuracy, bias, and potential for misinformation or disin-
formation. Using our tool, we assessed the trustworthiness of
individuals sharing information. In this section, TrustLabTM is
compared with seven state-of-the-art trust-related social media
tools.

In Table II, TrustLabTM is compared with seven state-of-
the-art trust-related tools highlighting the differences between
these tools and discussing the pros and cons of each tool’s
technology, capabilities, and methods.

In Table III, several comparison metrics were selected to
compare the representative tool features and functionality
of these trust-related tools. First, we discuss the domains
in which these tools have proven to be effective. Finance,
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(a) Linear Distribution of the Trust Score.

(b) Trust Score Per Source Graph. (c) Source Network Graph.

Fig. 2: Topics Page (Figure 1) Breakdown.

politics, and health are three of the most important domains, in
which combating misinformation and disinformation is crucial.
Some tools only perform experiments in a single domain or
specific dataset, which limits their proven efficacy. Second,
we compared the ability of the tool to differentiate between
different objects. We evaluate the tool’s ability to distinguish
trusted information sources from malicious sources, trusted
content from unreliable content, trusted users from untrusted
users, or even bots. Third, we evaluate whether it is a platform-
oriented tool or a user-oriented tool; in other words, whether
it was developed to serve social media platforms such as X or
whether it was developed to serve online users.

The comparison table highlights the distinct advantages

of TrustLabTM over other existing solutions in the field.
TrustLabTM excels for several reasons.

TrustLabTM goes beyond focusing on a single target domain
in social media to encompass multiple domains. This versatil-
ity allows it to be applied across diverse areas related to public
opinion or sentiment, thereby providing a comprehensive
solution for trust assessment in various contexts.

It also demonstrates exceptional capabilities in differentiat-
ing users, content, and sources based on their trustworthiness.
This granular approach enables the nuanced evaluation of trust
dynamics within online communities, thereby enhancing the
reliability of trust assessments.

TrustLabTM offers significant benefits to both users and
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Fig. 3: Comparison Tab Sources Selection.

Fig. 4: Comparison Tab Source Info.

platforms. Addressing the needs of both stakeholders fosters
a more trustworthy and transparent online environment, pro-
moting positive interactions and informed decision-making.

In conclusion, TrustLabTM’s multifaceted approach, com-
bined with its user-centric design and platform integration,
positions it as a leading tool for trust assessment in social
media across various domains.

IV. CONCLUSION AND FUTURE WORKS

TrustLabTM is an effective tool for evaluating online trust-
worthiness, significantly enhancing the accuracy and relia-
bility of digital interactions across various domains such as
finance, politics, and health. By providing a clear metric to
distinguish between credible and less trustworthy sources,
TrustLabTM empowers users to make informed assessments
of the information and information sources on which they
rely to make decisions, fostering a safer and more transparent
online environment. Moreover, the inclusion of personalized
recommendations to improve individual trustworthiness is a
standout feature of TrustLabTM. These recommendations not

only guide users in enhancing their own online presence but
also contribute to the overall trustworthiness of digital commu-
nities by elevating the quality of interactions and information
exchange. This dual capability of assessing and improving
trust makes TrustLabTM a vital tool in the pursuit of more
reliable and ethical online engagements.

Looking forward, the development roadmap for TrustLabTM

includes several promising enhancements:

1) Customization of Trust Attributes: Enabling users to
define or adjust trust attributes allows TrustLabTM to
meet specific contextual needs, making it versatile across
different platforms and user requirements.

2) Enhanced Integration and Accessibility: By improving
integration with other tools and refining the user inter-
face, TrustLabTM aims to become more accessible to a
broader audience, including those with limited technical
expertise, thus expanding its utility and effectiveness.

These initiatives aim to further cement TrustLabTM’s role as
a cornerstone technology for enhancing the integrity and relia-
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Fig. 5: Trust Score Breakdown.

TABLE I: USE CASES OF TrustLabTM TRUST FILTERS.

Use Scenarios Application Notes

To study online trust indicators
The Trust Score Table (Figure 1) shows calculated trust scores of X users on
seven trust attributes: Authority, Experience, Expertise, Identity, Proximity,
and Reputation.

To analyze trust score distribution for
a topic

The Trust Score Linear Distribution Chart (Figure 1) displays trust score distri-
bution for a topic. Low trust among most sources may indicate misinformation
requiring further research.

To examine relationships between in-
formation sources

The Source Network Graph (Figure 1) represents sources as nodes and shows
their connections, illustrating proximity and relevance.

To evaluate trustworthiness across top-
ics and sources

The Trust Score Comparison Scatter Plot (Figure 4) identifies the top five most
and least trustworthy sources. The Linear Distribution Chart also highlights
overall trust levels for each topic.

To identify high- and low-quality
sources on social media

The Trust Score Per Source Graph (Figure 1) presents stacked trust scores for
each attribute, identifying the most and least trustworthy sources.

To obtain a source’s trust score on
specific attributes

The Trust Score Explained page (Figure 6) details trust scores by attribute,
helping users make informed decisions.

To understand how trust is built online The About pages (Figure 7) explain the computation of the seven trust
attributes, giving an overview of how trustworthiness is measured.

To receive advice on improving trust
scores and influence

The Trust Score Breakdown page (Figure 5) offers suggestions for increasing
social media credibility and reach within specific fields.
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TABLE II: TECHNICAL COMPARISON WITH TRUST-RELATED TOOL COUNTERPARTS FOR SOCIAL MEDIA.

Trust Tools for
social media Technology Capabilities Methods

TrustLabTM Trust
Filters

Random Forest Classifica-
tion; Random Forest for
Time Series Prediction;
Basin Hopping Optimiza-
tion

A tool to find trusted information on so-
cial media by filtering and scoring trusted
users. Ability to classify user groups based
on trustworthiness and provide recommen-
dations on improving trustworthiness for
users.

Quantify user trustworthiness under mul-
tiple trust attributes, and performs expert
detection and trustworthy user ranking.

Bot Sentinel [16] Machine Learning Classi-
fication

A platform that classifies and tracks in-
authentic accounts and toxic trolls on X.
Records marked accounts in a database.

Classify and scores accounts based on how
likely the account engages in nefarious ac-
tivities, which may result in the spread of
disinformation.

Mendoza et al. [5]
PyTorchBigGraph (PBG);
Proximity Graph; In-order
Traversal

A semi-supervised algorithm to distinguish
between bots and legitimate users. This
work also examined the impact of malicious
accounts on the spread of misinformation.

Demonstrate the existence of different robot
clusters through label propagation and in-
teraction graph analysis. Identified poten-
tial areas where misinformation could have
spread.

Lukasik et al. [17]

Gaussian Process; Multi-
task Learning; Natural
Language Processing
(NLP)

A transfer learning approach for classifying
stances in tweets discussing emerging ru-
mors.

Determine aggregate stance of a rumor,
which has been shown to generally correlate
with actual rumor veracity. Enables users to
be more informed on the validity of rumors
on X.

Gilani et al. [6] Behavioral Analysis; In-
teraction Graphs

A comparative analysis of bots and le-
gitimate users on Twitter (X). This work
uncovers differences in account behavioral
characteristics between bots and humans to
facilitate bot detection.

Reveal the profound impact on the spread
of information upon removing bots from
X. Although bots are a major factor in
the spread of misinformation and rumors,
the detriment on the overall spread of any
information may outweigh the benefits of
removing bots.

SENTINEL [18]
Machine Learning Classi-
fication; Deep Neural Net-
works

A software system to classify health-related
tweets and detect disease outbreaks. It also
provides instant predictions of current dis-
ease levels.

Combat misinformation in posts by vali-
dating them with information from other
trustworthy news and data sources. Ensures
users receive correct and verified informa-
tion.

Nizzoli et al. [19] User Similarity Network

A network-based framework for detecting
coordinated behavior and discovering coor-
dinated communities on social media. This
work also characterizes the coordination
patterns that emerge in different community
behaviors.

Analyze the similarity and degree of co-
ordination in posts. May give insight into
potential organized misinformation or ru-
mors. Unable to confidently determine if
coordination was intentional or coincidental.

TrollPacifier [20] Sentiment Analysis; Ac-
toDeS Framework

A holistic system for troll detection of users
on Twitter (X) with high accuracy.

Address potential disinformation by iden-
tifying accounts with potentially malicious
behaviors.

TABLE III: FUNCTIONAL COMPARISON WITH TRUST-RELATED TOOL COUNTERPARTS FOR SOCIAL MEDIA.

Target Domains Ability to Distinguish Developed to Serve

Trust Tools for
Social Media Finance Politics Health Other Sources Content Users Platform Users

TrustLabTM Trust
Filters ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Bot Sentinel [16] ✔ ✔ ✔ ✔

Mendoza et al. [5] Music ✔ ✔

Lukasik et al. [17] N/A ✔ ✔ ✔

Gilani et al. [6] N/A ✔ ✔

SENTINEL [18] ✔ ✔ ✔ ✔ ✔

Nizzoli et al. [19] ✔ ✔ ✔

TrollPacifier [20] N/A ✔ ✔ ✔
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Fig. 6: Trust Score Explained.

Fig. 7: TrustLabTM Trust Filters Explanation.

bility of online content, ensuring that it continues to contribute
effectively to the trustworthiness of digital communication.
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Abstract—The increasing digitalisation of machinery enhances
production facilities by laying the foundations for advanced
data analysis. To ensure effectiveness, it is essential that the
collected data is of the highest quality for optimal use in various
applications. The quality of data is subject to a variety of influences.
This includes the design and operation of data acquisition for
production systems. The implementation of Failure Mode and
Effect Analysis (FMEA) and/or Failure Mode and Symptom
Analysis (FMSA) has been proven to be challenging due to the
time-consuming and labour-intensive nature of the process. In
addition, the results can vary depending on the knowledge and
expertise of the team performing the analysis. To address these
challenges, a methodology based on the FMEA/FMSA framework
is developed using historical and operational data. Consequently,
the assessments made during FMEA/FMSA became objective,
eliminating reliance on the expertise and background of the team
conducting the evaluation. To illustrate the feasibility of our
approach, we utilise the case study of an intelligent machine
test bed. From Art to Science: Our contribution advocates for a
paradigm shift in FMEA/FMSA frameworks, moving from more
or less subjectively designed individualistic concepts towards
objectively established, harmonised solutions.

Keywords-FMEA; FMSA; Data-driven FMEA; Failure analysis;
Sensor data quality; Sensor data error detection.

I. INTRODUCTION

This section examines the motivation, challenges, aims,
research questions and contributions of this study. The objective
of our study was to improve the quality of Cyber Physical
Production Systems (CCPSs) data through digitalisation by
implementing a methodology based on Failure Mode and
Effect Analysis (FMEA) and/or Failure Mode and Symptom
Analysis (FMSA). CPPSs are comprised of self-governing
and collaborative components and subsystems. These elements
are interconnected based on contextual factors, spanning all
production levels. The integration extends from individual
processes and machinery to comprehensive production and
logistics networks [1]. The FMEA/FMSA methodology has
historically been challenging to implement owing to the
labour-intensive and time-consuming nature of the process.
Furthermore, outcomes may vary depending on the level of
expertise and experience of the team performing the analysis. To

address these challenges, a technique that involves examining
historical and present-day production information has been
developed. This approach was confirmed using an experimental
apparatus by selecting suitable sensors and data assessment
methods to forecast and recognise malfunctions.

An Internet of Things (IoT) application may have hundreds
or thousands of sensors that produce vast amounts of data, but
these data are rendered useless if the quality of the sensor data
is poor. In this study, the term sensor refers to a physical sensor
that measures the changes in physical quantity, e.g., temperature,
humidity, and light intensity of the sample or surroundings.
Poor data quality may lead to incorrect decision making results.
Sensor data quality plays a vital role in IoT applications as
they are rendered useless if the data quality is bad [2]. The
IoT describes the network of physical objects—“things”—that
are embedded with sensors, software, and other technologies
for the purpose of connecting and exchanging data with other
devices and systems over the internet. These devices range
from ordinary household objects to sophisticated industrial
tools [3].

A. Motivation

The ongoing digitalisation of machinery is enhancing pro-
duction facilities, laying the groundwork for advanced data
analysis. To fully leverage this potential, it is crucial that
the data collected are of sufficient quality to be effectively
utilised for various purposes. Therefore, the careful selection
of appropriate sensors for specific applications is crucial. This
study proposes a methodology for the Artificial Intelligence
(AI)-compatible digitalisation of CCPSs, aimed at empowering
companies to independently modernise their existing equipment
or implement digital technologies in new machinery.

B. Challenges

Although FMEA is a useful and established technique, it
can present certain challenges in failure analysis. This process
can be labour-intensive and time-consuming, particularly when
applied to intricate or extensive systems or products. Moreover,
outcomes may vary based on the knowledge and background of
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the team members involved, leading to potential inconsistencies
and subjectivity. There is also a risk of incompleteness or
inaccuracy if certain failure modes or effects are not recognised
or underestimated, or if the underlying assumptions or data are
incorrect or outdated. Finally, the effectiveness of FMEA may
be diminished if the recommended actions are not properly
executed or if the analysis is not regularly updated to reflect
current conditions [4] [5].

Additionally, many organisations have developed their own
methods for assessing failure risk; therefore the standards may
be employed as a starting point with added individualised
adaptations. Consequently, while FMEAs remain one of the
most used techniques for failure and risk assessment, the
manner in which they are conducted remains highly diverse.
In contrast, other reliability and quality techniques, such as
Reliability Prediction (RP), Reliability Block Diagram (RBD),
and Fault Tree Analysis (FTA), have defined structures and
remain fairly consistent applications. FMEAs are more fluid
in terms of their implementation and structure.

C. Aim

Many organisations face significant challenges due to un-
foreseen equipment failures, which often result in considerable
production delays and unplanned costs. As companies embrace
Industry 4.0 and enhance the digital capabilities of their
manufacturing sites, there is a concurrent increase in the
integration of sensors within machinery. These sensors are
designed to collect vital operational metrics and relay them
for further examination. The aim is therefore to implement
a scientifically grounded, data-driven objective approach for
managing the FMEA/FMSA methodologies.

D. Contribution

We propose enhancements to a methodology based on
FMEA/FMSA to improve the data quality of CCPSs. To
demonstrate the concept’s viability, a case study was conducted
using a test platform at the Dresden Technical University. The
fundamental concept involves enhancing the FMEA/FMSA
methodology through a data-driven approach.

This aims to identify FMEA/FMSA components objectively,
reducing dependence on the assessment team’s expertise. The
efficacy of this method in determining the likelihood of
“failure occurrence” has been previously validated through
the application of deep learning techniques to historical and
operational data in the aviation industry [6]. Our methodology
expands the data-driven approach to encompass other elements
of FMEA/FMSA, establishing a comprehensive data-driven
framework to promote a fundamental transformation in the man-
ufacturing industry’s methodology. In contrast to Blancke’s [7]
stochastic technique, which calculates probabilities even with
limited data, our the data-driven approach relies on historical
and operational data collected during the utilisation phase.

Our research illustrated that objective methods can be
developed to determine the elements of FMEA/FMSA. When
examining a specific scenario, it is crucial to choose appropriate
sensors that provide the required data. Subsequently, suitable

algorithms must be devised to enable failure detection, pro-
gnosis, and an unambiguous diagnosis. The case study focused
on “pitting” and “inadequate lubrication” as examples of failure
scenarios, employing appropriate sensors to formulate strategies
for detection, diagnosis, and prognosis.

E. Paper organisation

The structure of this paper is outlined as follows. An over-
view of relevant existing research pertaining to the described
problem is provided in Section II. A detailed description of
the strategy is presented in Section III, whereas Section IV
demonstrates the feasibility of this strategy through an example.
The presentation of the main results and discussions based
on these results constitute the content of Section V. Finally,
Section VI summarises this contribution and draws perspectives
for future work.

In summary, our work proposes a fundamental change in
approach, moving away from subjectively crafted individual
concepts in the application of the FMEA/FMSA frameworks.
Instead, we advocate the adoption of objectively established,
harmonised strategies. To illustrate our concept, a case study
of a test platform is established, and the validity of our
methodology is demonstrated through two distinct failure
scenarios. The challenges associated with our approach lie
in the appropriate selection of sensors to provide the necessary
data and development of suitable data-processing algorithms.

II. RELATED WORK

This section primarily examines the current advancements
and relevant research regarding data-driven FMEA/FMSA
methodologies, including similar approaches such as fuzzy
logic, while also introducing the fundamental concept behind
these systems.

The methodology of Failure Modes and Effects Analysis
(FMEA) was first established within the United States military
in the 1940s. It is a methodical approach for the identification
of all potential failures within a given design, manufacturing,
assembly process, product or service. This technique is widely
recognised as a common tool for process analysis.

Filz [6] introduced a data-driven FMEA approach that utilises
Deep Learning (DL) models on historical and operational
data from industrial investment goods during the use phase.
The proposed methodology aims to enhance transparency and
provide decision support for the maintenance and planning of
these goods. The framework is validated through a case study
in the aviation sector, demonstrating a fault prediction accuracy
of approximately 95%. By incorporating these findings into
a data-driven FMEA framework, the assessment of risk and
failure occurrence becomes objective, rather than subjective.
Notably, the estimation of failure probabilities does not rely
solely on employees’ experience and knowledge. Instead, data
analytics tools are employed to forecast component-specific
failure probabilities, using historical and operational data as
a knowledge source. These outcomes are then integrated into
an FMEA methodology, enabling dynamic risk evaluation of
individual components and higher-level modules [6].
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The study [8] establishes a methodology to enhance failure
analysis by incorporating data-driven approaches to comple-
ment traditional techniques like FMEA. Specifically, Associ-
ation Rule Mining (ARM) is employed to identify correlations
between failure modes and their associated characteristics that
tend to occur simultaneously. Subsequently, Social Network
Analysis (SNA) is utilised to visualise and examine these
relationships. The primary contribution of this research lies
in its support for maintenance management, which combines
conventional failure analysis with a data-driven strategy. The
proposed framework is demonstrated through a real-world case
study involving a hydroelectric power plant.

Blancke [7] introduces a comprehensive approach to multi-
failure mode prognosis that employs graph theory and stochastic
models to address the intricacies of failure mechanisms as
a system. Through the utilisation of Prognostic and Health
Management (PHM) and Physics-of-Failure (PoF) technologies,
the likelihood of failure mode occurrences can be dynamically
assessed, even when historical data is limited. These approaches
concentrate on equipment degradation processes and aim
to model failure mechanisms based on physical principles,
utilising existing predictive techniques.

Nevertheless, existing FMSA lacks the capability to evaluate
the efficacy of crucial technical specifications necessary for
predictive maintenance, such as detection methods (their ability
and scope), diagnostic procedures (identifying fault type,
position, and intensity), or prognostic capabilities (accuracy
and forecasting range). Nordal [9] introduces an innovative
Predictive Maintenance (PM) evaluation framework to address
these shortcomings. This framework incorporates priority in-
dices that facilitate the comparison of detection, diagnosis, and
prognosis techniques’ efficiency using qualitative descriptions
alongside quantitative values.

Similar to FMECA and FMEA, FMSA suffers from certain
limitations, yielding potentially skewed outcomes and inherent
uncertainties in its development. These issues stem from its
algorithmic structure and reliance on expert-based knowledge
inputs. To address these shortcomings, Murad [10] introduces
a fuzzy logic application as a supplementary tool for FMSA,
aiming to diminish the impact of such uncertainties. The
methodology is illustrated through a practical case study
involving a Kaplan turbine shaft system. The study compares
the monitoring priority number (MPN) derived from FMSA
with the fuzzy monitoring priority number (FMPN) obtained
through the application of fuzzy logic. This comparison demon-
strates how the proposed approach enhances the assessment of
detection and monitoring techniques and strategies.

In conclusion, the data-driven FMEA approach remains un-
derstudied to the best of our knowledge, only Filz [6] addressed
the topic by handling the component “occurrence” of FMEA
through a use case from the aviation industry. Our approach
extends the data-driven strategy to the other components of
FMEA/FMSA by setting up a generalised data-driven strategy
to facilitate a fundamental shift in the manufacturing sector’s
approach. Unlike the stochastic approach of Blancke [7], which
can determine probabilities from scarce data, the data-driven

method relies on historical and operational information gathered
during the usage phase. This transformation entails moving
away from the traditionally employed subjective, individualised
concepts in FMEA/FMSA frameworks towards more objective,
standardised solutions. This transition represents a significant
evolution in addressing critical analytical methodologies.

III. STRATEGY

In this section, we explicitly delineate the focus of the
underlying investigation and provide a concise overview of
the motivations and objectives of this study. Furthermore, we
outline a strategy that can be employed to achieve these goals.
This is in relation to the detailed use case study presented in
Section IV.

The term “failure modes” is used to denote the various
potential ways in which a system or component may malfunc-
tion. Failures encompass any errors or defects, particularly
those affecting customers, and can be either potential or actual.
The subsequent analysis of such failures is termed "effects
analysis", the aim of which is to ascertain the ramifications of
these malfunctions. The severity of consequences, frequency
of occurrence, and ease with which failures can be identified
are the three factors on which failures are to be ranked. FMEA
aims to implement measures to eliminate or mitigate failures,
beginning with those with the highest priority. FMEA also
serves to record existing knowledge and actions concerning
failure risks, aiding continuous improvement efforts. In the
context of design, the FMEA is employed to avert potential
failures. Subsequently, it is utilised for control purposes, both
prior to and during ongoing process operations. Ideally, FMEA
commences during the earliest conceptual stages of design
and continues throughout the entire lifecycle of the product or
service [11].

The initial stage of the FMEA methodology involves
identifying all conceivable failure modes within a product
or process. Subsequently, the potential origins and consequent
effects of these prospective failures must be ascertained. The
next step involves evaluating the risk level associated with each
failure mode, using predetermined criteria. Finally, methods
must be devised to detect, reduce, or avert failures with the
aim of aligning the product or process with overarching quality
and risk objectives.

The Risk Priority Number (RPN ) yields a quantitative
outcome, offering a straightforward approach to assessing
risk: elevated RPN figures signify increased risk levels. This
facilitates the creation of risk management protocols for
organisations. For example, a company might establish a policy
prohibiting the release of products with RPN s exceeding a
specified limit. Consequently, RPN enables uncomplicated risk
evaluation and contributes to the formulation of risk-reduction
strategies.

The measure RPN is calculated using the following three
components:

• Severity (Sev ): Indicates the gravity of potential con-
sequences should an issue arise. A higher value denotes
increased severity.
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• Occurrence (Occ): Reflects the likelihood of an issue
arising. To determine the frequency of occurrence, all
potential causes of failure and their probabilities must be
considered. A higher number indicates an increased risk
of occurrence.

• Detection (Det): This signifies how challenging it is to
identify an issue. A higher score suggests that an issue
is less likely to be spotted by engineers during product
development testing or by customers after release. Hence,
a higher value implies a lower probability of failure
detection.

RPN is computed by multiplying the severity, occurrence, and
detection, as defined in Equation 1. Utilising a scale of 1 to
10 for each factor results in RPN values ranging from 1 to
1000 [12].

RPN := Sev ·Occ ·Det . (1)

The following is a concise overview of the stages involved
in the FMEA procedure [13]:

a) Identify a process for analysis: Select a procedure known
to be troublesome in your establishment or one that is
commonly problematic across various facilities.

b) Establish a charter and appoint a team facilitator and
members: The leadership should provide a project charter
to initiate the team. Leadership assigns the facilitator,
whilst team members are individuals directly involved in
the process under scrutiny.

c) Outline the process: Clearly delineate the process steps
to ensure all team members comprehend what is being
examined.

d) Determine potential issues at each process stage: This
is where those directly involved in the process describe
problems that may or do arise.

e) Prioritise problems for resolution: Improvement efforts
will concentrate on issues that occur frequently and/or
significantly impact user safety, even if infrequent.

f) Formulate and implement modifications to mitigate or
prevent problems: The team decides on the most effective
process alterations to reduce the risk of harm to residents.

g) Assess the efficacy of process modifications: As with all
improvement initiatives, the impact of the implemented
changes is evaluated.

Additionally, the FMEA process involves creating a team
of professionals with expertise across different domains. The
expert team establishes Key Performance Indicators (KPIs)
for potential failure modes based on the scope of FMEA.
These KPIs can serve as the foundation for subsequent
maintenance activities, as the methodology revolves around
these failure modes. This framework offers valuable guidance
for implementing a data-driven FMEA in any maintenance-
related enterprise. The outcomes can be utilised to manage
resources, such as workforce or replacement components,
and to support decision-making in the implementation of
specific maintenance tasks, including servicing, inspections, or
repairs [6].

The FMEA’s methodological approach involves the determ-
ination of three risk factors by chosen team members. As a
result, the information in the FMEA is frequently ambiguous
or uncertain. Moreover, the FMEA is carried out by “experts”,
which introduces elements of subjectivity and incompleteness.
Furthermore, the FMEA team determines the values for severity,
occurrence, and detection based on their expertise and empirical
knowledge [14].

The objective of FMSA is to choose monitoring technologies
and approaches that optimise the confidence in diagnosing and
prognosticating any given failure mode [15]. This methodology
is essentially a modified version of FMECA [16] [17] and
an expanded form of FMEA, concentrating on the indicators
produced by each identified failure mode and the subsequent
selection of the most suitable detection and monitoring tech-
niques and strategies.

The DIN 13379-1 standards [15] [18] advises conducting
the FMSA utilising existing FMEA/FMECA [16] [17] process
findings, enabling prior fault identification and evaluation. This
approach enhances the subsequent assessment’s speed and
accuracy. The FMSA’s primary components involve enumerat-
ing symptoms for each abnormal condition type, along with
appropriate monitoring methods and estimated frequencies.
Subsequently, categorisation occurs using four metrics which,
akin to the FMEA’s RPN , establish the Monitoring Priority
Number (MPN ). Similar to FMEA, scores ranging from 1 to 5
are allocated for predefined categories. The standard provides
detailed specifications and descriptions of the assessment scales.

The evaluation process commences with the Detection as-
sessment (Det), which characterises the overall recognisability
of a fault condition. Subsequently, the failure severity (Sev )
is evaluated based on its associated risk, with the rating scale
uniquely capped at four. Finally, the anticipated accuracy
of Prognosis (Pgn) and Diagnosis (Dgn) is appraised. The
ultimate classification for each malfunction type is derived
from these four distinct assessments and defined in Equation 2.

MPN := Det · Sev · Pgn ·Dgn. (2)

A high value for MPN is indicative of the efficacy of a
procedure for the detection, diagnosis and prognosis of a defect
type. Conversely, a low value for MPN does not imply that
a malfunction need not be monitored; rather, it suggests that
the chosen monitoring method and frequency may yield a
low confidence level. As new insights are gained or system
modifications occur, reassessment should be undertaken.

The principle that a lower value for MPN corresponds to
reduced confidence in detection, diagnosis and prognosis using
the chosen technique and monitoring frequency was maintained.
However, the original severity scale (1 to 4), unlike the scales
for other factors (all 1 to 5), was retained, adhering to the
recommendation in ISO standard 13379-1 [18]. Consequently,
the expected accuracy for Diagnosis (Dgn) is assessed on
a scale from 1 to 5, where 1 indicates the least favourable
outcome and 5 denotes the most favourable. This rating system
seeks to identify failure modes characterised by detectable but
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non-reproducible symptoms, as well as those that are unknown
or indistinguishable from symptoms of other failure modes.

Given that various companies’ use cases rely on distinct
datasets, there is no universal set of algorithm parameters that
optimally suits all scenarios. Consequently, this framework
introduces a generalised approach applicable to diverse use
cases, aimed at enhancing the model’s precision. A primary
objective of the data-driven FMEA framework is to forecast
failure probabilities. This task utilises processed operational
data from the monitored components and sections of the
technical equipment. As the parameters and data types can
vary significantly, the selection of the data analytics model is
heavily influenced by these characteristics.

The incorporation of operational data from the examined
systems enhances automation, reducing subjectivity and reli-
ance on experience. This enables even novice staff to identify
and evaluate failure modes, as well as efficiently plan required
maintenance tasks with greater precision. Furthermore, utilising
operational data improves the comparability of FMEA/FMSA
outcomes and enhances the precision of strategies and measures
implemented.

To summarise, the data-driven methodology initially employs
the conventional FMEA/FMSA technique, which involves
identifying all potential failure modes within a product or
process and calculating priority numbers. As historical and
operational data accumulate, this method is further enhanced.
Consequently, the priority figures are adjusted, providing a
more accurate and impartial representation of the analytical
procedure. The proposed data-driven methodology advocates
a paradigm shift in the manufacturing sector, transitioning
from subjectively designed individualistic concepts traditionally
employed in addressing FMEA/FMSA frameworks towards
objectively established, harmonised solutions.

IV. USE CASE

This section illustrates the practicality of the proposed
solution concept as described in Section III. To demonstrate this,
the concept has been implemented in the “Intelligent Machine
Bed” case study from the chair “Machine Tools Development
and Adaptive Controls” at Technische Universität Dresden
in Germany (see Figure 2 for a picture of the machine bed
and Figure 3 for the representation of the IT concept behind
it). Additionally, see [19] for a survey regarding digitisation
workflow for data mining in production technology applied
to a feed axis of a CNC milling machine. The increasing
digitisation of Cyber Physical Production Systems (CCPSs)
aims to establish a foundation for AI, encompassing data
mining and predictive data analytics. The initial objective
of the case study was to analyse the system, determine the
necessary data sources, measurement points, and sensors to
be chosen, assessed, and incorporated into the machine’s IT
infrastructure based on a specific analysis question and its
associated requirements.

The selection of data sources, measurement points, and
sensors must be guided by specific analysis questions and their

associated requirements. The study included the following
steps:

• System analysis focusing on characterisation of all relevant
influencing and disruptive factors, along with their impact
patterns,

• Identification of appropriate measurement parameters
and specifications (e.g., measurement scope, sampling
frequency, etc.),

• Formulating of an experimental protocol incorporating
variations in influential and disruptive factors,

• Investigating and choosing various sensor categories and
types,

• Development and implementation of a framework for data
collection, storage, and visualisation for the chosen data
sources (including interfaces, protocols, database systems,
and IT infrastructure),

• Assessment of the strategy’s efficacy for certain data
sources and measurement locations and evaluation of its
appropriateness for detecting and analysing the intended
patterns and their quality.

Figure 1. Pitting damage to a ball rolling element at LWM.

The FMEA standards typically include widely adopted scales
for Severity, Occurrence, and Detection. Whilst the terminology
of the following example is tailored to automotive applications,
it can be readily adapted for use in other industries [12]. To
illustrate this example, please find No. 4 entry below:

• the severity rating scale is “Appearance or Audible Noise,
vehicle operable, item does not conform and noticed by
most customers (> 75%)”,

• the occurrence rating scale is “Isolated failures associated
with similar design or in design simulation and testing”
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TABLE I. DIAGRAM PRESENTING AN OVERVIEW OF THE SOLUTION CONCEPT WITH HIGHEST PRIORITISED FAILURE CASES ACCORDING TO FMEA.

Possible failure effects

System Failure type Local effect Final effect Se
ve

ri
ty

Possible cause of
failure

Failure mechanism O
cc

ur
re

nc
e

D
et

ec
tio

n

R
PN

Guide rail Pitting Poorer running
behaviour, Loss of
accuracy, Abrasion

Significant reduction
in service life, failure

8 Excessive continuous
load

Material fatigue 4 4 128

Guide rail Installation error Higher displacement
forces depending on
the slide position

Reduction in service
life

4 Design errors,
Assembly errors

Additional tensioning,
Friction

5 8 160

Guide carriage Inadequate lubrication Higher displacement
forces, Increased
friction

Wear of the rolling
elements

7 Maintenance errors,
Damages

Insufficient
maintenance intervals

5 5 175

Guide carriage Pitting Poorer running
behaviour, Loss of
accuracy

Significant reduction
in service life, Failure

8 Excessive continuous
load

Material fatigue 5 4 160

TABLE II. DIAGRAM PRESENTING AN OVERVIEW OF THE SOLUTION CONCEPT. FAILURES WITH THE HIGHEST FMSA MPN.

Possible failure effects

System Failure type Failure symptoms Failure effect Failure description D
et

ec
tio

n

D
ia

gn
os

is

M
PN

Guide rail Pitting Vibration Vibration excitation,
Higher amplitude

Certain damage rollover
frequency when
travelling over the
damage

5 4 20

Guide rail Pitting Optical changes Change in image
information

Material breakouts are
visually recognisable as
part of image
recognition due to
changes in the raceway

5 4 20

Guide rail Installation error Motor current Higher motor current
depending on the
carriage position

An installation error
results in additional
tension, which causes a
higher displacement
force

3 4 12

Guide carriage Inadequate lubrication Motor current Continuously increased
motor current

Insufficient lubrication
leads to an increase in
the coefficient of
friction µR over the
entire rail

3 4 12

Guide carriage Inadequate lubrication Vibration Vibration excitation Excitations due to the
contact of roughness
peaks of the rolling
partners, due to the
lack of lubricant

3 4 12

Guide carriage Inadequate lubrication Ohmic resistance Reduction in ohmic
resistance

There is a change in
the resistance between
the carriage and the
profile rail

3 5 15

Guide carriage Pitting Vibration Damage rollover
frequency, Higher
amplitude

Certain damage rollover
frequency when
travelling over the
damage during rail and
carriage contact

4 4 16
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Figure 2. “Intelligent Machine Bed” test stand.
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Figure 3. IT concept of the “Intelligent Machine Bed” test stand.

and
• the detection rating scale is “Product validation (reliability

testing, development or validation tests) prior to design
freeze using test to failure (e.g., until leaks, yields,
cracks).”

a) Severity:
8: Downtime more than 4 hours. Scrap more than one

part. No safety issues.
7: Downtime 2 to 4 hours. Scrap one part lost. No safety

issues.
4: Downtime less than 30 minutes. No scrap, very minor

rework. Operator fix required. No safety issues.
b) Occurrence:

5: One failure per month.
4: One failure every 3 months.

c) Detection:
8: Remote chance that the design controls will detect

a potential cause and subsequent failure mode, or
equipment control will provide an indicator of an
imminent failure.

5: Moderate chance the design controls will detect a poten-
tial cause and subsequent failure mode, or equipment
control will will prevent an imminent failure (stop
machine) and isolate cause.

4: Moderate high chance the Design controls will detect
a potential cause and subsequent failure mode and may
require equipment controls.

For further details and explanations please see [20].
Consequently, it is crucial to identify appropriate sensors,

and thus, the corresponding failure detection algorithm for each
specific failure scenario. Within this use case, a methodology for
the data mining-compatible digitisation of CCPSs is developed,
enabling companies to independently upgrade existing ma-
chinery or digitise new equipment. By examining the resulting
effect pattern descriptions, this study establishes measurement
technology requirements and determines suitable sensors and
their optimal placement, and thus, the corresponding failure
detection algorithm for each specific failure scenario. Following
the integration of sensor technology into the machine’s IT
infrastructure, an experimental validation was conducted for
individual data sources and measurement locations. The results
demonstrate that, using this method, an appropriate sensor and
corresponding failure detection algorithm can be identified for
each examined failure condition.

The fundamental configuration of the “Intelligent Machine
Bed”, (see Figure 2 ) comprises a machine bed (1) and table
(3), along with a synchronous linear motor (2) serving as the
propulsion system. Two roller profile rail guides (4) regulate
the translatory motion, each consisting of two guide rails (4.2)
with a pair of guide carriages (4.1). The rails are positioned
horizontally on the machine bed.

To provide a more comprehensive understanding, Figure 3
illustrates a schematic overview of the IT concept, incorporating
the required sensors. The "intelligent machine bed" (10) houses
a control cabinet containing an analogue input module, which
is linked to the analogue acceleration sensor (8) via the signal
conditioner (13). The input module converts the incoming
analogue signals into digital format before transmitting them
to the controller. Following this process, the data packets are
transmitted to the Node- RED server on the edge computer
(6) using Ethernet and User Datagram Protocol (UDP). Node-
RED is a visual programming tool that incorporates JavaScript
functionality. It enables the connection of various input,
output and processing nodes through flows, facilitating the
management and supervision of IoT applications.

One of the universal programmable sensor device and
prototyping Bosch XDK platforms (1) is linked to the current
clamp (9). The second Bosch XDK platform (2), designed
for vibration detection, is firmly attached to the measurement
location, ensuring the integrated acceleration sensor is posi-

65Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-236-4

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

INTELLI 2025 : The Fourteenth International Conference on Intelligent Systems and Applications

                            74 / 78



tioned precisely where the vibration is to be measured. Both
sensor platforms transmit their internally digitised data via
WiFi and UDP, utilising distinct ports, to a WiFi router (5).
From there, the information is relayed through an Ethernet
connection to the edge computer’s server. The data from the
trainer’s drive controller (7) is directly accessed via Ethernet
and stored on the Node-RED server. Subsequently, Node-RED
transmits all incoming data packets to a database (11) where
they are stored. InfluxDB, a database management system
specifically designed for time series data, is employed. Various
input, output, and processing nodes are linked together to create
flows, enabling the control and monitoring of IoT use cases.
Finally, the measurement data from the database is transferred
to Grafana (12), which enables the graphical visualization of
the data.

To establish a dependable foundation for future failure pre-
diction, that is, to have a reliable database for predicting failure
scenarios, additional research on anticipated effect patterns is
essential to determine sensor technology specifications. The
following section provides a more detailed examination of
the expected error patterns for the chosen combinations of
measured variables and symptoms utilising both quantitative
and qualitative characteristics. This analysis is based on Table II,
with the objective of achieving an initial categorisation to aid
in selecting the appropriate measurement technology.

To enhance comprehension, the cause-effect relationships of
failure cases are illustrated using the cause-and-effect principle,
as depicted in Table II. This principle, which traces the cause
identified in the FMEA to the selected measured variable
from the FMSA, allows for bidirectional inference between
the cause and measurable variables (cf. [21, p. 77]). As an
extension of the cause-and-effect principle, information about
the dependencies of the measurand is provided in the form
of the influencing variables. These are intended to serve as
a guide for subsequent tests, offering potentially adjustable
parameters for future experiments on the “Intelligent Machine
Bed”.

The principle that a lower MPN corresponds to reduced
confidence in detection, diagnosis and prognosis using the
chosen technique and monitoring frequency is maintained.
However, the original severity scale (1 to 4), unlike the scales
for other factors (all 1 to 5), was retained, adhering to the
recommendation in ISO standard 13379-1 [18].

For example, the anticipated accuracy for Diagnosis (Dgn)
was evaluated on a scale of 1 to 5, with 1 representing
the least favourable outcome and 5 the most favourable
outcome. This rating system aims to identify failure modes with
symptoms that are detectable, but not reproducible, unknown,
or indistinguishable from the symptoms of other failure modes.
The criteria for the diagnosis rating are outlined as follows:
(1) There is a remote likelihood that this failure mode

diagnosis will be accurate;
(2) There is a low likelihood that this failure mode diagnosis

will be accurate;
(3) There is a moderate likelihood that this failure mode

diagnosis will be accurate;

(4) There is a high likelihood that this failure mode diagnosis
will be accurate; and

(5) It is virtually certain that this failure mode diagnosis will
be accurate [10] [18].

Diverging from the standard, only two key figures were
considered in this study as potential performance indicators.
This deviation is due to two factors: firstly, the Severity (Sev )
from the FMEA should not be reassessed, and secondly, the
Prognosis (Pgn) does not contribute additional value to the
assessment. Instead, the focus is on evaluating the probability
of detection (Det) and the Diagnostic capability/symptom
visibility (Dgn). These two factors combine to form the MPN .
In detail, MPN will be calculated as given in Eq. 3.

MPN = Det ∗Dgn. (3)

The assessment of monitorability using the MPN is con-
ducted qualitatively through estimation, similar to FMEA’s risk
priority number. A high MPN indicates a relevant measurand
with good monitoring ability. Table II displays the potential
measured variables with the highest MPN values for the
“intelligent machine bed”. Despite high MPN values, certain
measured variables may not be feasible owing to structural
limitations of the test bed. In such cases, alternative measured
variables with the next highest MPN were selected for
further analysis. When MPN values are equal, both measured
variables are considered in subsequent evaluations.

Implementing the optical detection of pitting errors for
the profile rail would have necessitated the redesigning of
the existing IT concept, which is beyond the scope of this
study, see Figure 1 for a picture of a pitting damage to a ball
rolling element. Moreover, optical measurement technology
is impractical for detecting defective changes in real-world
applications because the cooling lubricant used during the
machining processes can obscure damage or interfere with
optical measurements. Furthermore, the detection of inadequate
lubrication through alterations in ohmic resistance is not a
viable option due to the fact that the machine bed is not
engineered to withstand electrotechnical influences, such as
fault currents from the linear motor. Consequently, the vibration
measurement was selected as the primary measured variable
for both pitting cases. For instances of inadequate lubrication
and installation faults, the alterations in motor current were
designated as the measured variables.

To enhance comprehension, the cause-effect relationships of
failure cases are illustrated using the cause-and-effect principle,
as depicted in Table II. This principle, which traces the cause
identified in the FMEA to the selected measured variable
from the FMSA, allows for bidirectional inference between
the cause and measurable variables, see [21, p. 77]. As an
extension of the cause-and-effect principle, information about
the dependencies of the measurand is provided in the form of
the influencing variables. These are intended to serve as a guide
for subsequent tests, offering potential adjustable parameters
for future experiments on the “Intelligent Machine Bed”.

Vibration excitation occurs when the roller profile guideway
lacks adequate lubrication. This occurs due to metallic contact
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between roughness bumps on the rolling surfaces, which are
typically separated by a lubricating film (refer to chapter 2.2.1).
These contacts generate vibrations at approximately 104 Hz.
Additionally, insufficient lubrication diminishes the damping
effect, see [22, p. 44, 55, 102]. The resulting vibrations were
manifested as high-frequency broadband components in the
acceleration signals detected by the vibration sensors. The
amplitude of these vibrations correlates with travelling speeds,
intensifying as speed increases, see [22, p. 102, 120].

Insufficient lubrication also alters the coefficient of friction
µR, which leads to increased friction. This results in a greater
friction force, which, similar to the parallelism deviation, causes
higher displacement forces, see [22, Eq. 4.2]. Consequently,
an increase in the motor current, see [22, Eq. 4.4]. However,
Klein’s research indicates that meaningful measurements of
motor current changes can only be obtained at travelling speeds
of 40 m/min or higher, see [22, p. 123]. Unlike assembly errors,
inadequate lubrication causes a consistent percentage increase
in the motor current along the entire guide rail length, rather
than a position-dependent increase. Figure 4.7 of [22] illustrates
the cause-effect principle for insufficient lubrication on both
measured variables. As per Equation 4.2 of [22], the influencing
factors include traversing speed, the load creating the normal
force, and the friction coefficient itself. Similar to other error
states, a combination of additional errors can also act as an
influencing variable.

Control unit drive signals were utilised for diagnostics in
drive-based data acquisition. The commonly recorded variables
include control signals for the drive, such as currents, positions,
accelerations and speeds, along with the corresponding setpoint
signals of the control system, see [21, p. 33]. For the failures
examined by Walther, see [21, p. 85], the motor current signal
varies with the drive-torque, resulting in an increase in its mean
value as the drive-torque increases. Consequently, this method
is appropriate for diagnosing failures that influence friction,
thereby increasing the drive torque, see [21, p. 57].

In conclusion, to demonstrate the practicality of our meth-
odology, we employed a case study involving the “Intelligent
Machine Bed” from the “Machine Tools Development and
Adaptive Controls” chair, at TU Dresden in Germany. This
use case centred on “pitting” and “inadequate lubrication” as
practical examples of failure scenarios, utilising appropriate
sensors to develop compliant strategies for detection, severity,
prognosis, and diagnosis.

V. OUTLINE OF THE RESULTS

In the following, the results are outlined, the advantages and
disadvantages of the proposed solution are discussed and some
of the areas in which it is applicable are given.

This study involved developing a method for data-mining-
compatible digitalisation of CCPSs for an analytical use case.
A system analysis was conducted on the ’intelligent machine
bed’ trainer by employing adapted versions of FMEA, FMSA,
and effect pattern analysis. Structural analysis of the FMEA
revealed that the guide carriage and rail had the highest error
potential for the trainer, leading to their selection for further

examination. Subsequently, pitting and insufficient lubrication
were identified as high-priority faults for the carriage, whereas
pitting and installation errors were prioritised for the guide
rail. Based on these faults, the potential measurable variables
were listed and evaluated using the corresponding FMSA.
The analysis results indicated that vibration was a suitable
measurement variable for detecting pitting and inadequate
lubrication. Additionally, the motor current proved to be an
appropriate measure for both installation faults and insufficient
lubrication.

The subsequent phase involved an analysis of the effect
patterns, wherein all pertinent qualitative and quantitative
variables and the dependencies of the respective measured
variables were identified. By utilising the determined effect pat-
terns, requirements, such as measurement ranges and sampling
rates, can be formulated and approximated. Based on these
requirements and associated research, two distinct systems were
developed for each measurement. For each measured variable,
sensors of varying types, price ranges, and direct/indirect
measurement capabilities were selected and evaluated. The
subsequent task involves determining the optimal measurement
locations within the system for the selected sensors. Finally,
an experimental validation was conducted for individual data
sources and measurement locations.

Initially, the groundwork was laid for the existing IT
framework, encompassing the integration of sensor technology
into the IT system, establishment of a database, and provisions
for graphical representations of the recorded measurement
data. Subsequently, trial runs were conducted to assess the
functionality of the IT system, revealing the necessary modi-
fications which were implemented. The next phase involved
analysing specific error cases using the ’intelligent machine
bed’. As certain sensor requirements could only be estimated
beforehand, preliminary tests were conducted for precise
specifications. These tests revealed that the current clamp was
already operating beyond its intended parameters, underscoring
the importance of preliminary testing when requirements are
unclear.

Further experiments were conducted to identify suitable
measurement locations on the system. Three distinct measuring
points on the carriage and adapter block were examined,
considering variations in influencing and disturbance variables.
The findings indicated that acceleration measurements in the
direction of travel were unsuitable because of the additional
acceleration occurrences. Finally, the selected data sources were
validated using a test plan that varied the identified influencing
variables and error states. Upon reviewing the test datasets,
it was determined that one of the two sensors selected per
measured variable could diagnose the desired effect patterns,
making them appropriate for visibility analysis.

With a focus on the organisation of maintenance activities,
data-driven FMEA combines the revealed correlation from
past maintenance events with the experience of employees
and provides support, especially for inexperienced employees
during the planning of maintenance and repair. Therefore, using
the developed framework the FMEA, risk assessment is no
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longer subjective because every employee will have the same
results. These results were comparable because the relevant
factors were determined based on the data basis of the use
phase.

In conclusion, the method developed in this thesis achieves
its objective and is thus suitable for analysing CCPSs for data
mining purposes in the context of digitalisation. Conversely, the
approach to data-mining-compatible digitalisation of CCPSs
outlined in this study is not easily applicable to other scenarios,
nor is it readily adaptable to different industry sectors.

VI. CONCLUSION AND FUTURE WORK

This study further develops and validates a data-driven
FMEA/FMSA methodology to digitise machinery, thereby
enhancing production facilities and enabling advanced data
analysis. Initially, the setup for FMEA/FMSA components
relies on the team’s best guesses, but over time as data
accumulates, components of FMEA/FMSA are improved by
using AI technologies on historical or current data. Moreover,
to ensure accurate failure prognosis and/or correct failure type
diagnosis, suitable sensors should be selected and detection/-
forecasting/diagnostic algorithms should be established. This
process can be complex, as the engineering effort required
during the development and testing phases is substantial and
should not be underestimated. The case study’s experiment is
overly specific and may not be broadly applicable across various
industries. Nonetheless, it demonstrates the technical viability
of the concept whilst highlighting some challenges that need
to be addressed. Consequently, achieving greater precision in
determining FMEA/FMSA components necessitates appropriate
engineering research outcomes and adequate sensor technology.
This investigation examined the feasibility of a completely
data-driven FMEA/FMSA, exploring computational methods
to calculate all RPN/MPN parameters, rather than depending
on expert pre-definitions.

The existing methodology [6] enabled the creation of a data-
driven FMEA by calculating failure likelihoods and employing
preset severity and detection parameters for FMEA. The
resulting risk/monitoring priority figures for individual failure
modes provide valuable guidance and enhanced clarity for
maintenance scheduling. This is especially advantageous for
new or less experienced personnel in estimating expenses
and time requirements for forthcoming maintenance or repair
tasks. While predicting failure probabilities is essential, the
FMEA/FMSA delivers a more thorough evaluation of failure
modes, their consequences and the strategy of avoiding them.
A key benefit of this approach is its impartiality in risk
assessment, as all staff utilising the developed tool will reach
consistent outcomes. Moreover, by anticipating failures during
the planning stage, it enables the optimisation of production-
related processes, including logistics and the procurement of
spare parts. The proposed methodology enhances sustainable
maintenance strategies. By accurately predicting faults, the
system ensures that parts are only replaced when absolutely ne-
cessary, thereby maximising their lifespan. This approach leads

to conservation of resources through minimised maintenance
operations and less frequent component substitutions.

As production processes and supply chains receive greater
focus on optimisation, there exists an opportunity to create an
automated FMEA/FMSA system that continuously updates
the risk/monitoring priority numbers. This innovative tool
could forecast failures in specific machine components, thereby
enhancing overall system efficiency. Such an approach has
the potential to transform manufacturing systems into self-
regulating entities for maintenance operations, based on real-
time parameters, see also [6].

In summary, based on finding regarding the FMEA/FMSA
components, the development of a knowledge database for
failure scenarios, sensors, detection and forecasting algorithms
is essential for a data-driven FMSA.
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