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Intelligent Task Assignment in Industry 4.0 Production Processes Utilizing Fuzzy Sets

Gregor Grambow, Daniel Hieber and Roy Oberhauser

Dept. of Computer Science
Aalen University
Aalen, Germany

e-mail: {gregor.grambow, daniel.hieber, roy.oberhauser}@hs-aalen.de

Abstract—Industry 4.0 production comprises complicated
highly automated processes. However, human activities are also
a crucial component of these processes, e.g., for machine main-
tenance. Task assignment of human resources in this domain
is challenging, as many factors have to be taken into account
to ensure effective and efficient activity execution and satisfy
special conditions (like worker safety). To overcome the limita-
tions of current Business Process Management (BPM) Systems
regarding activity resource assignment, this contribution provides
a BPM-integrated approach that applies fuzzy sets for activity
assignment. Our findings suggest that this approach can be
easily applied to complex production scenarios, while providing
efficient performance even with a large number of concurrent
activity assignment requests. Additionally, our evaluation shows
its potential for improved work distribution which can lead to
cost savings in Industry 4.0 production processes.

Keywords—Business Process Management Systems; Business
Process Modelling; Staff Assignment Algorithms; Assignment Au-
tomation; Fuzzy Logic.

I. INTRODUCTION

”Industry 4.0” stands for the fourth industrial revolution
driven by digitalization [1]. Highly automated smart factories
enable more efficient and individual production methods as
well as greater customer focus. This includes the compre-
hensive control and organization of the entire value chain by
processing of real-time data from all stages involved in the
chain. Cyber-Physical Systems (CPS) [2], which consist of
information technology, machines, and built-in sensors, form
an unit that enables comprehensive optimization of production
with regard to criteria such as costs, resource consumption,
quality, or availability. There is often a strong focus on au-
tonomous systems and the highest possible degree of automa-
tion. Yet in highly complex processes, human involvement
remains indispensable. Often the production process depends
on activities in which people intervene, perform complex
activities and make important decisions.

Such business and production processes are typically gov-
erned by Business Process Management Systems (BPMS) [3]
also known as Process-Aware Information Systems (PAIS).
BPMS are in charge of the sequencing of the different activi-
ties belonging to a process including automated activities and
those processed by human agents. The success of any BPM
process realization can be endangered by excessive activity
automation and poor design of work assignment strategies
[4]. Therefore, assigning the optimal agent to an activity and
vice versa is a time consuming but necessary task with every
BPMS. In most BPMS, so called Staff Assignment Rules

(SARs) are utilized to achieve this. However, in Industry 4.0
production scenarios, many different factors have to be taken
into account to find an agent that can process an activity in an
efficient and effective manner. An obvious example for such
factors is the qualification of the agent: She must have the nec-
essary skills and abilities to correctly execute the activity, yet
not be overqualified and this incur unnecessary cost overhead,
usually agents with a much higher qualification level should
not be assigned to a particular activity. Such optimizations
should also consider balancing the agent workload to not
overburden an agent while others are idle.

In large production facilities, the physical location of the
agents and where the activities are to be performed also
play an important role. An example are maintenance activities
that have to be executed from time to time across a large
number of production machines at a large facility. If not
optimized properly, agents may waste a substantial amount
of time in transit to activities, analogous to the well-known
Traveling Salesman Problem [5]. Due to the high complexity
of smart factories and their CPS, involving specialized external
workers with specific knowledge to maintain a system can
incur additional costs. To contain these costs, utilization of
internal employees should be preferred if possible, depending
on the urgency, availability, and qualification levels. In modern
production, worker safety is also an important factor that
is usually regulated by respective laws. that address hazards
such as chemical, electrical, heat, and noise and may not be
adequately tracked by automation systems.

Taking such factors into account, it becomes evident that
standard BPMS SARs are insufficient because they are only
capable of determining if an agent is able to perform an
activity but cannot determine the degree of suitability. Fuzzy
logic’s [6] fine granular classification between 0 and 1 provides
a way to overcome the limitations of simple Boolean logic and
determine a specific assignment score for each agent for each
possible assignment. Automating such a generic and recurring
activity can optimize work efficiency and manpower cost,
while reducing employee frustration when automated systems
seem inflexible or make unsuitable assignments.

In prior work [7][8][9], we also developed an approach for
contextual process management. However, this approach was
tailored towards software engineering processes and did not
use fuzzy sets or involve the complex specifics of Industry
4.0 nor AR processes. The main focus of this approach was
extending processes with properties to enable automated soft-

1Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-882-2
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ware quality assurance and support collaboration of software
engineers. This was realized by automatic process adaptations.

In this paper, we contribute an approach for activity assign-
ment in Industry 4.0 projects that takes the aforementioned
factors into account. By applying fuzzy sets, fine grained levels
of suitability are integrated to improve resource assignment re-
sults. To demonstrate its feasibility, we integrated our solution
in a commons BPMS.

The remainder of this paper is structured as follows: Section
II highlights related research and background information.
Section III then describes the general concept and an initial
solution approach, while Section IV details the concept for our
IAC. In Section V, we provide specific implementation details
focusing on the Intelligent Assignment Component while
addressing the overall prototype. Next, Section VI we evaluate
our solution. Finally, Section VII provides a conclusion and
outlook on future upcoming work.

II. RELATED WORK

In literature, there are numerous approaches for activity
assignment optimization, utilizing different algorithms like
fuzzy sets. The approach presented by Shahhosseini and Sebt
[10] proposes a fuzzy adaptive model for competency-based
employee selection. It provides a large set of competencies
and a complicated fuzzy model. It is, however, created for
construction companies and centers around four specific hu-
man roles. It also lacks an integration strategy with BPMS.
Similarly, Kłosowski et al. [11] also discuss a fuzzy model
for assigning workers to production activities. The main focus
of this approach is employee assessment and a rich set
of properties. However, for our use case the model is too
generic and contains unnecessary properties, while at the same
time neglecting other important factors like worker safety or
location. Furthermore, it lacks BPMS integration concepts.

Tasdemir and Toklu [12] provide an approach for fuzzy
activity assignment integration with BPM concepts. The de-
scribed system is not suitable for the Industry 4.0 scenario
as it focuses on teams and the social relationships of the
worker in the team. In addition, some criteria for evaluating
the performance of workers are not compatible with current
legal regulations. Reijers et al. [13] also proposes a BPM-
integrated model for activity assignment, in this case based
on swarm intelligence. However, that model is targeted at
emergency situations where timeliness is more important than
other selection criteria and is thus also not suitable for In-
dustry 4.0 production. In contrast to this,Antonelli and Bruno
[14] deals with an Industry 4.0 topic: activity assignment in
human robot collaboration. This approach splits the activity
assignment problem into activity classification with a decision
tree classifier and activity assignment with a decision-making
algorithm. However, the approach does not address BPMS
integration and relies on Boolean rather than fuzzy values,
which makes it somewhat synthetic. In addition, worker safety
is not taken into account.

Another approach for activity-resource assignment that ap-
plies fuzzy logic is presented by Xu et al. [15]. It contains

a comprehensive but complicated fuzzy model targeted at
collaborative logistics networks comprising logistics service
integrators, activity contractors, and resource providers. Thus,
the model cannot be used for the assignment of single workers
in Industry 4.0 production. Kwak et al. [16] also present a
fuzzy approach for a specific domain, in this case audit staffing
for accounting. As with the other approaches, these concepts
cannot be easily transported to industrial production scenarios,
and they do not address BPMS integration. Finally, a category
of approaches similar to Simpson and Roberts [17] utilize
various algorithms like Bayesian methods, heuristic algorithms
or game theoretic approaches for activity assignment in spatial
crowdsourcing. As this domain has rather specific properties
on which the algorithms rely, they also cannot readily be
applied to Industry 4.0 production and for similar reasons,
BPMS integration is not a part of these approaches.

III. SOLUTION APPROACH

While different approaches for fuzzy activity assignment
exist, they are often rather generic and complicated or very
specific and tailored to a certain domain. Furthermore, they are
mostly not integrated with contemporary BPMS. To overcome
these limitations and be able to create a usable system for
Industry 4.0 scenarios, we focus on a more concrete model
and a specific component executing the activity assignments
while addressing integration with current BPMS.

To achieve suitable assignments for this complicated domain
in a practical and applicable manner, or approach has to satisfy
these requirements.

1) The system shall calculate an assignment score that
reflects the suitability level of agents for handling a
specific activity.

2) The runtime shall be capable of handling a large number
of concurrent assignment scoring requests efficiently.

3) Integration into BPMS shall be readily feasible.
To maximize the efficiency optimization options and support

easy integration into various BPMS, a new system for handling
assignments is created. By decoupling the assignment process
from the BPMS, a separate component can be implemented
solely to the assignment process, permitting better perfor-
mance optimization without the constraints imposed if one
were to internally extend a specific BPMS. Furthermore, this
decoupling via generic API supports a generic approach that
can support integrations across a much wider range of BPMS.
The conceptual architecture of the novel Assignment-Engine
providing such functionality can be seen in Figure 1.

The Assignment-Engine uses a layer pattern which is further
subdivided into modular components, with each of the layers
contributing to the final solution. Via the modular layers,
if desired, the Data and Algorithm Layer could be directly
integrated into BPMS (potentially reducing performance op-
timization). Alternatively, only the Assignment Handler or its
individual components could be directly integrated in a BPMS
(with a reduced set of features). Thus, we hitherto focus on
the Assignment-Engine as a holistic solution to fulfill all the
aforementioned requirements.

2Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-882-2
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Figure 1. Intelligent-assignment engine conceptual architecture.
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Figure 2. Activity solution variants (synchronous variant on top,
asynchronous variant on bottom).

The public REST and Publish/Subscribe (Pub/Sub) In-
terfaces in the Request Layer are used as a BPMS and
programming language independent interface, allowing the
usage of the Assignment-Engine with any BPMS supporting
BPMN 2.0 or later, as this standard offers a wide range
of elements to integrate external services and functions [18]
[19]. The integration takes place via a two activity concept.
A utility-activity requests an assignment for the execution-
activity following in the process workflow. For the utility-
activity, two approaches in BPMN 2.0 are possible and should
be chosen according to the capabilities of the applicable BPMS
(Figure 2).

The Synchronous variant utilizes a Service Task to request
the assignment from the Assignment-Engine synchronously.
The service activity receives the required data from the process
and then awaits the calculated assignment. Finally, it assigns
the agent with the highest suitable level to the activity. The
Async variant utilizes a Script Task that obtains all the required
values itself, accessing the BPMS and then requesting an
assignment asynchronously. The BPMS can then ignore the
process until the assignment is calculated and no resources
have to await a response. As soon as the Assignment-Engine
finishes the calculation, it calls the BPMS API and assigns the
best fitting agent to the activity itself. With this approach every
state-of-the-art BPMS can easily be integrated (requirement
3) and one Assignment-Engine could even support multiple
BPMS at the same time.

Once a request is received by the backend, the Data
Aggregation Component (DAC) validates it. If all required
information is present, the request is sent directly to the
Assignment Handler. If some data is still missing the DAC
can receive this by predefined external Sources, e.g., a database
containing the agents or the BPMS public API.

In order to provide the desired assignment score with a fine

granular suitability level, fuzzy sets are chosen. As seen in
Section II fuzzy approaches are able to generate very precise
assignment scores (requirement 1) in an efficient way (require-
ment 2). This is an improvement over currently employed
chaining-based SARs, which are capable of calculating ac-
curate assignments, but lack the capability to differentiate be-
tween suitable agents and therefore do not provide overall op-
timal assignments. While a Machine Learning (ML) approach
could also be a feasible option, the fuzzy sets provide some
striking advantages. For fuzzy sets, no preexisting datasets are
required, and necessary weights can be configured according
to experiences rather than actual data. This enables more
traditional companies with weak digitalization and low to no
sensor coverage an intelligent assignment capability without a
costly and long running initialization phase and can transfer
the intelligent assignment with adapted weights instantly to
all parts of its production and workflow. Furthermore, our
intelligent assignment approach without the training phase
typically required by ML approaches.

In order to process the assignment score and assign the
best suited worker, the Assignment-Engine either can directly
assign the agent via REST-API (as present in many of the most
popular BPMS), or the assignment could be conducted in the
sync service utility activity via script access to the BPMS from
within the process itself.

Due to the complete decoupling of BPM and Assignment-
Engine, the latter can be scaled independently of the scaling
of the BPMS, and high workload on one of these engines
does not interfere with the performance of the other engine.
The separation further allows the implementation of an opti-
mized multiprocessing and scaling functionality, guaranteeing
optimal efficiency even at high load (requirement 2). The
performance optimization takes place at different levels. First
a multi-threading approach is utilized in the Request Layer
following default architectures for REST and Pub/Sub APIs.
The subsequent handling of the request in the Data and
Algorithm Layer is handled in a separate process decoupled
from the Request Layer. To further speed up large assignment
calculations the Intelligent Assignment Component has its own
scaling function introduced in Section IV.

Figure 3 shows a simplified workflow graph of a BPMN
process consisting of an asynchronous script utility activity
requesting an assignment from the Assignment-Engine and the
execution activity being assigned after the calculation.

IV. INTELLIGENT ASSIGNMENT COMPONENT

The Intelligent Assignment Component (IAC) is a stan-
dalone component of the Assignment-Engine. Containing the
fuzzy logic for the assignment calculation it is the functional
core of the engine. This section highlights the conceptual deci-
sions behind the component and details the internal structure.

A. Models

In order to compute meaningful assignment scores, the
component requires a custom set of models. While Agents
and Activity are supplied with each assignment request the
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Figure 3. Asynchronous integration in BPM-engine.

Assessment Criteria provides a model which the activity and
agent data sets need to include. The agent and activity data can
either be directly sent by the BPMS, or be actively collected
by the DAC via the BPMS API and connected data sources.

1) Assessment Criteria Model: The Assessment Criteria
consist of five parameters, oriented on realword examples and
define the values with which the engine should conduct the
assignment and which are required in activities and agents
used with the IAC. It can be viewed as an interface required
by all data and components connected to the assignment.

Distance: calculates the distance between agent and activity
position optimizing assignments regarding the travel distance.
Position objects contain 3D coordinates with numeric values
for X, Y and Z.

Qualification: calculates the difference between the required
qualification for an activity and the existing qualification of an
agent. It answers the Boolean question if the agent is capable
of performing the activity and permits the determination of
a possible overqualification to prevent utilizing expensive
agents on trivial activities. Qualification objects consist of the
four parameters: ”electrical”, ”computer”, ”engineering” and
”bio chemical”, which represent the different skills of agents
or activity requirements in this area. As this skill cannot be
calculated automatically and must be defined by humans each
parameter will be represented by a number between 0-10. This
provides an accustomed scale to rank skill and requirements
instead of a default fuzzy scale from 0-1, which is more
abstract and an untypical scale for people.

Hourly Rate: calculates the extra cost of using a given agent
for an activity per hour in Cents. This prevents the usage of
external/temporary workers that incur extra costs if a similar
qualified employee is available. This should not include the
salary of permanent staff, as their salary is independent of
their utilization rate. The cost is represented by an integer to
prevent floating errors.

Workload: calculates the capacity utilization of agents,
preferring agents with few enqueued activities and preventing
overloaded agents form enqueueing additional activities. Thus,
load balancing between resources and compliance with labor
protection regulations can be supported within the algorithm.
This could either be added to the agent itself by the BPMS, or
can be calculated using the agents work list, which is present

in all BPMS. The parameter is represented by an integer value.
Danger Level: calculates if an agent can safely perform an

activity. As some activities have special hazards and given
safety regulations, only agents with an appropriate safety
clearance can be assigned to these. The Danger is thereby de-
fined by an Object consisting of the four parameters: ”noise”,
”heat”, ”electrical”, and ”chemical”. The separate values are
represented by floats between 0 and 1. This provides an
abstract concept, but can easily be modified for more concrete
parameters as required a concrete use case.

2) Activity Model: This model can consist of any BPM
activity extended with the Assessment Criteria except Hourly
Rate and Workload, as the cost of an activity is irrelevant for
its optimal assignment, and an activity itself has no workload.

3) Agent Model: The model consists of a user from the used
BPMS extended with the Assignment Criteria. In a minimal
engine such a user could only contain an ID. In contrast to
the activity, all criteria are mandatory, as they all provide
valuable data for calculating optimal suitability levels. The
Danger Level object is renamed to Danger Threshold on the
agent level for a more descriptive and easier-to-understand
naming. If a task is assigned to an agent the danger level of the
activity is subtracted from the agent’s threshold, preventing an
overload with too many dangerous activities. After a resting
period, the agents danger levels are reset.

B. Overall Assignment Algorithm

The internal algorithms in the IAC are based on a Fuzzy
Logic approach. In contrast to ML, no existing datasets are
required, only a scheme of the data is mandatory to configure
the fuzzy sets. However, the same level of fine calculation
of the suitability score is possible as opposed to the simple
calculation of suitability based on chaining. As described
earlier the activity and agent list are provided to the component
either directly by the BPMS or the DAC according to the
introduced models and can therefore be directly supplied to
the algorithms as parameters without further aggregations or
parsing. After executing the algorithms, the IAC will return
the suitability level for all provided agents to the Assignment
Handler.

To speed up processing time of large numbers of agents the
IAC will be able to run calculations in a multi-processing con-
figuration with multiple available modes. This allows an opti-
mal resource allocation concerning the concrete assignments,
rather than a general solution that could slow small assignment
calculations or non-optimally benefit large calculations.

1) Exclusion Criteria: The Algorithm further contains three
exclusion criteria. If one of them is reached, the assignment
score for the agent is set to 0 and further calculations are
skipped, as the agent is not capable of performing the activity
in a qualified or safe way. The agent’s score of 0 will then be
returned with the other results at the end of the calculation.
The exclusion criteria are:

• Qualification below the required qualification of the activ-
ity. This prevents the assignment of unqualified agents to
activities even if they are a perfect fit in all other regards.
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• Workload equal to or larger than 20, as overloading with
activities can lead to stressed out workers, increasing the
risk of errors and accidents as well as decreasing their
motivation and productivity.

• Danger thresholds lower than the required danger levels
of the activity. This not only complies to work safety
regulations but also prevents accidents.

2) Fuzzy Calculation: After providing the activity and
agent data to the IAC, the calculation can begin. Overall,
the agent with the highest score is preferred. Therefore, all
Assignment Criteria for each requested agent are calculated
distinctly, with 1 being the best score possible and 0 the
worst. The concrete calculation for each value is conducted
as follows:

Distance: the distance between activity and agent is cal-
culated from the difference between the position variables of
both. These are transformed into three dimensional vectors
(x, y, z) and deducted. The distances between 0 and 1000 are
mapped to a fuzzy value from 1 to 0, where all distances above
1000 are also mapped to 0 in order to reduce the distance
agent should travel between activities at maximum. Therefore,
agents in close proximity to the activity are preferred in the
assignment and all agents further than 1000 units away are
heavily discriminated by the fuzzy set. However, as this is no
exclusion criteria they could still be assigned to the activity if
they are the overall best suited agent.

Workload: the workload can take values between 0 and
20. Values between 0 and 20 are mapped to the fuzzy value
between 1 and 0, while values equal to or greater than 10
are mapped to 0. This allows the assignment of new activities
to workers with 10 or more activities, but prefers those with
lower workloads, Further, if the workload has a value of 20 the
score is set to 0 and acts as an exclusion criterion, preventing
the algorithms from overburdening agents.

Danger Thresholds: for each danger value, a separate fuzzy
set is calculated. After the disjunct calculations, all values are
added to a common fuzzy domain and weighted according to
a configuration. In the default case, all values are weighted
the same, leading to a 25% weight per value. All danger
values between 0 and 1 are mapped to fuzzy values from
0 to 1, where all values below the activity’s danger level
are 0 and trigger an exclusion criterion. This prevents labor
law violations and moreover increases work safety. All values
above the requirement through the maximum danger threshold
of 1 are mapped between 0 and 1. An agent who approximately
meets the requirements can therefore work on the activity
but gets a score of 0. This prefers agents with higher danger
thresholds, as they are most likely more experienced and more
rested than agents with lower danger thresholds.

Qualification: the qualification is calculated in three separate
fuzzy models. First the four values of qualification between 0
and 10 are compared to the values of required qualification of
the activity between 0 and 10 via separate fuzzy sets similar to
the danger levels. All values below the activity’s requirements
are assigned to 0 and trigger an exclusion criterion, as the
agent is technically not capable of performing the requested

activity. All values above the requirement are assigned to 1.
Subsequently, the degree of overqualification is calculated in
the second fuzzy model. Starting from the required qualifi-
cation up to the max qualification of 10, each qualification
value is assigned to a fuzzy value between 0 to 1, where
0 perfectly fits the required qualification value and 1 is the
maximum amount of overqualification possible. Afterwards
the overqualification is subtracted from the qualification value
resulting in a value between 0 and 1 called degree of qualifi-
cation, where 1 is a perfect fit without over qualification and
0 is a maximum overqualification. After this, two steps are
conducted for all four properties of an agent’s qualification:
the four separate degrees of qualification are added to the final
fuzzy domain and weighted according to the configuration.
The process is identical to the Danger Threshold calculation
and also uses a 25% weight distribution per value as a default.
The resulting value is used as the qualification in the final
calculation of the score, preferring qualified agents with as
low an overqualification as possible.

Hourly Rate: the hourly rate is mapped to the fuzzy value
from 1 to 0 for values from 0 to 50000 (being equal to 500C
following the integer data format). All values over 50000 are
set to 0. This prefers agents with low additional cost like
employees over external workers costing extra money and
therefore improves the economic efficiency of the BPMS.

After the calculation of the separate suitability levels, if no
exclusion criteria is fulfilled, the assignment score is calculated
for the agent according to a weight function in one final
fuzzy domain. This weight function can either be configured
generally and used for all calculations as a default or it can be
defined on a per request basis when provided to the Intelligent
Assignment Components algorithm as a parameter. All weights
are defined between 0 and 1 to a total sum of 1. For the
calculation, a new fuzzy set is defined and all values are
summed up according to their weight. The result of the new
fuzzy set is then multiplied by 100 to return a score between
0 and 100. Finally, the results are sorted in descending order
and returned to the Assignment-Engine for further processing.

V. IMPLEMENTATION

Our prototype of the Assignment-Engine with focus on
the IAC is implemented using Python. This approach was
chosen for its fast prototyping capabilities while still providing
performant libraries and refined multiprocessing logic. As a
base image for the Assignment-Engine, a Django server was
created, providing the most powerful REST-Server available
for Python. In contrast to other Python server-frameworks,
Django offers not only fast and simple prototyping capabil-
ities, but can also be scaled up to a performant production
deployment. To provide the required REST interface, the
Django REST framework was integrated. A Pub/Sub interface
was implemented using Python paho, the Python MQTT [20]
framework from Eclipse. The DAC was added according to
the architecture right after REST Layer. It is able to invoke
REST requests on its own, aggregating all required data from
the BPMS or configured external data sources.
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Figure 4. Fuzzy model showing fuzzy domain value vs. agent task
qualification.

The fuzzy portions of the IAC were implemented using
the fuzzylogic library for Python 3 [21]. As an example,
Figure 4 shows the qualification and overqualification fuzzy
model for the qualification values as introduced in Section
IV. In this example, a qualification of 5 is required for the
task. The black line represents the qualification while the blue
line represents the overqualification. Below 5 the qualification
value is 0, at 5 and above the qualification jumps to 1 and
the overqualification starts to rise with a value of 0 by 5 and
a maximum of 1 by 10. These two domains are calculated
for all four qualification values and afterwards combined in a
single domain. The code calculating these fuzzy domains can
be seen in Figure 5.

As a BPMS for our prototype, Camunda [22] was chosen.
It is a well-known application in the BPM context and further
provides all required functionality as well as a BPMN Modeler
as an open-source solution. In addition to a full implemen-
tation of the BPMN 2.0 standard, Camunda also provides a
Connector element, allowing easy REST requests from within
process instances via script and service activities.

As the free version of Camunda only provides a BPMS with
minimal user management an extension in form of a mini-
mal REST-Backend (further called CamundaClient) handling
users and assignments was required. Users are added via a
new backend and saved according to our agent model. The
process templates were extended as planned in the solution
approach. The utility activity requests a score calculation from
the CamundaClient for the following execution activity. This
execution activity must contain the Assignment Criteria as
described in the activity model. The CamundaClient then loads
the required user data from the database and sends a request
to the Assignment-Engine. It is also possible to move this step
to the DAC in the Assignment-Engine, in this case it would
only be required to send the activity ID to the Assignment-
Engine. While we implemented both, the sync and async
variants, we focus on the asynchronous one as it provides more
benefits, such as better multiprocessing support, and should
be chosen if supported by the utilized BPMS. As soon as
the assignment is calculated, the assignment scores are sent
from the Assignment-Engine to the CamundaClient and the
assignment in Camunda is handled via the client. Connected

Figure 5. Code snippet showing fuzzy implementation for qualification.

to this, the workload of the assigned agent(s) is increased and
their Danger Threshold is decreased by the Danger Level of
the Activity. The Danger Levels further can be reset to the
agents’ default value, e.g., on daily or weekly base as required
by labor safety laws.

Alternatively, the IAC could be integrated in the Camunda-
Client itself, removing the need for the additional REST-
Requests between the client and the Assignment-Engine. The
current approach however, allows the usage of the Assignment-
Engine as a service for multiple BPMS simultaneously in a
generic way.

Powerful multiprocessing capabilities were implemented in
the Intelligent Assignment Component and managed by an
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intelligent orchestrator. While the Assignment Component is
already realized with a runtime of O(n), its performance
can be further increased with our multiprocessing approach.
Assignments with large numbers of agents can therefore be
run in a multi-processing configuration with multiple modes.
The default for large requests is n − 1 processes, where n
is the maximal number of cores available on the machine.
This provides maximum calculation speed while still preserv-
ing one process for the Assignment-Engine itself, preventing
slowdowns. If the request is too small for multiprocessing (the
multiprocessing overhead would slow down the computation
speed), the orchestrator runs the calculation in a single process.
Finally, it is possible to run the calculation in n−m processes,
where m,m < n is calculated according to the server’s
performance in multiprocessing mode. We implemented a
semi-automatic test setup, calculating the optimal m for a
server for 10, 100. 1000, ... 1000000 agents in a single
assignment request. The calculated m can then be used in the
server configuration to allow maximum performance according
to the utilized hardware.

VI. EVALUATION

The evaluation is separated in two parts. First the IAC
is evaluated on their own regarding its speed, this part is
further referred to as the performance evaluation. In the
second part, an integration test is conducted comparing the
activity assignment of a BPMS (Camunda) with the activity
assignment of the Intelligent Assignment Component, referred
to as the integration evaluation.

A. Performance Evaluation

The first test was conducted on a virtual server with 90GB
main memory. As an operating system Debian 10 was chosen
utilizing Python 3.7.2 for the algorithm execution. The test was
separated in two groups of 10, 100, 1000, 10000 and 100000
agents getting assigned to a single activity. In the first group
all agents were capable to perform the activity according to the
assignment criteria. In the second group, only certain agents
were capable of performing the activity. The assignment of
each group of agents to their activity was conducted 100000
times. The groups of 10 - 1000 agents were assigned using the
IAC without multiprocessing while 10000 and 100000 agents
were assigned using 17 processes (n− 1 mode).

Figure 6 displays the assignment calculation performance
if all supplied agents were capable, while Figure 7 displays
the calculation performance if only some agents fulfilled the
requirements. The calculation duration results show an approx-
imately linear scaling in the single processing mode (10-1000
agents), while multiprocessing decreases with larger numbers
of agents (10000-100000 agents). Unexpectedly, calculation
duration for assignments with only capable agents is lower
than that of agents with mixed requirements. This could
mean that there are still some optimization problems in the
elimination of incapable agents.

In general, the assignment of high volumes of agents
provided no problems for the algorithms. As the IAC is meant

Figure 6. Calculation performance vs. number of capable agents assigned.

Figure 7. Calculation performance vs. number of capable and non-capable
agents assigned.

to run behind SARs, rule engines or other performant basic
filtering algorithms a load of 10000 possible agents for a
single activity is further quite unlikely. The runtime in the
sub seconds for agent values below 10000 would also allow
the removal of preliminary filtering, reducing the runtime of
the whole BPM process.

B. Integration Evaluation

The second test was conducted using the AnyLogic sim-
ulation software. The AnyLogic simulation was run on a
Lenovo T495 with 14GB main memory utilizing Arch Linux
as an operating system. No changes were made between the
performance evaluation and this one besides the setup of
this edition. The laptop and server containing the BPM and
Assignment-Engine were on the same network.

The evaluation was used to compare a BPMS using the
IAC against a plain BPMS. To simulate workers and a re-
alistic workflow, an AnyLogic simulation was built and two
simulation setups were configured.

A factory with 21504m2 and a total of 29 machines which
required maintenance every 16 hours was created. The first
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TABLE I. IA/CMD-SETUP SIMULATION MEASUREMENTS.

IA Camunda
total activities (amount) 13.98 16.84
work time (in minutes) 1636.38 1955.20

idle time (in minutes) 523.62 204.80
cost (in C) 10.00 420.00

avg overqualification (value) 0.34 0.09
max avg under-qualification (value) 0.00 -0.02

traveled dist (in meters) 7346.92 8911.79
downtime maintain (in minutes) 484.18 303.30

downtime repair (in minutes) 204.00 138.23

maintenance was scheduled between 0 to 16 hours after
start of the simulation. Further, the machines had an average
breakdown interval of 36 hours. If a machine required main-
tenance or repair it started a new Camunda process instance
with the required qualification and the machines position.
The activity takes between 1 to 3 hours and requires an
engineering qualification of 4 for maintenance and 6 for
repairs. Other qualifications (electric, computer, bio chemical)
were not required and set to 0. A total of 5 agents were
available to complete this activity. Four internal workers,
waiting in a maintenance building in the factory hall and
one external agent, waiting 165 meters away. The internal
agents had engineering qualifications of 4, 5, 6 and 7 while the
external agent had an engineering qualification of 8. The other
qualification values were set to 0, to avoid bias. The usage of
the external agent further was connected to an additional cost
of 2500 (25C/activity), while the usage of internal workers
incurred no additional costs. In their idle state, an agent
checked every 5 minutes if a new activity is available. If they
were working, after completion of their current activity they
checked if another activity was enqueued. If no activity was
enqueued, they switched back to the idle state and moved to
their starting position. This part of the setup was identical in
both simulation setups.

In the Camunda Setup (called CMD-Setup), the agents
fetched their activities directly from Camunda. All activities
of the simulation were available to all of the workers with
no further verification. If an activity is available to the group,
the agents try to claim it and, if successful, work on it. In
the IAC Setup (called IA-Setup) the agents checked their
personal worklist at the Assignment-Engines REST API. If
their personal worklist contains an activity, they start to work
on it, otherwise the stayed idle.

A timespan of 36 working hours were simulated for both
configurations, using the same seed for the simulations random
number generator. This process was repeated 10 times with
different seeds to get the statistical relevant test data. For
the IAC, the model introduced in Section IV was used. The
qualification value was weighted half to increase utilization
of the more qualified agents and reduce the downtime of
the machines. Further adjustment of the weighting could lead
to heavily deviating results. An optimal weighting has to be
configured according to the needs of the activities.

Table I shows a general comparison between the CMD and
IA simulation, while II shows a more detailed comparison of

TABLE II. INTERNAL/EXTERNAL WORKER SIMULATION
MEASUREMENTS.

IA-int IA-ext CMD-int CMD-ext
total activities 17.38 0.40 16.85 16.80

work time 2037.25 32.88 1946.62 1989.50
idle time 122.75 2127.12 213.38 170.50

cost 0.00 10.00 0.00 420.00
avg overqual 0.05 1.50 0.06 0.20

max avg uqual 0.00 0.00 -0.02 0.00
traveled dist 9082.78 403.45 8750.17 9558.25

internal and external worker stats in both simulations. In the
following values from Table I will be compared with the more
detailed values from Table II.

The average work time and total activities per worker are
lower in the IA run, while the utilization of the internal work-
ers (IA-int) is slightly increased and the external utilization
(IA-ext) is heavily reduced. The average idle time is increased
which can be deducted from the low external utilization. The
heavily reduced average cost of a simulation run, if using the
IAC instead of a plain BPMS can be attributed to the preferred
use of internal workers.

The increase in overqualification while using IA instead
of plain Camunda can be explained with the low weighting
of qualification in the algorithms as well as no presence of
under-qualification in comparison to the CMD-Setup, where
under-qualification was generally present. In Table II, the main
source of overqualification in the IA simulation comes from
the usage of the external worker, who was mainly used for
activities below his qualification. This happened because of a
too high workload and could be solved by employing another
internal worker with lower qualification to help out with
this activity. This would lead to reduced cost and downtime.
Optimization in the simulated company is needed, rather than
an adaptation of the algorithm.

The traveled distance for the internal workers is slightly
increased in the IA simulation compared to the CMD run.
This however stands in linear dependency with the increased
workload. A stronger weight regarding the distance could
reduce this effect.

The downtime in the IA run is around 50% higher than in
the CMD-Setup while the cost was reduced to 4.2% of the
CMD-Setup. This was expected behavior as the algorithms by
default try to save money and therefore did not employ the
external worker as much as the CMD-setup.

In summary, the IAC worked as expected with fast runtimes
on mid-to-low budget hardware. Scaling was only required for
the case when more than 1000 agents could be assigned to the
same activity. This is highly unlikely even in companies with
more than 1000 employees, as many of them would most likely
not fulfill the preconditions to be considered for the activity.
However, if scaling is necessary, it can be readily achieved and
works efficiently for at least 100000 agents per activity. The
algorithms further produce comprehensible results for analysis
by non-experts, which can be adjusted as required through
dynamic weighting of the different variables in the algorithm.
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VII. CONCLUSION AND FURTHER WORK

Industry 4.0 stands for highly automated production pro-
cesses. However, these processes also rely on complicated
tasks that can only be performed by humans manually. The
integration of such activities into the processes is still problem-
atic. One important issue is efficient task assignment, which
is not solved well in contemporary BPM systems.

To counteract this, this paper described an approach for
more effective and efficient activity assignment for Industry
4.0 production processes. The focus of this approach was
to build a compact model of fuzzy sets that can be easily
applied to real projects. Therefore, we chose a set of important
properties that incorporate aspects relevant in current Industry
4.0 production: achieve cost savings by incorporating not only
underqualification but also overqualification and the separation
between internal and expensive external workers; achieve a
balanced workload for all workers to avoid idle times as well
as overburdened workers; protect the workers from different
hazards as enforced by legal regulations; and finally, optimize
assignments with knowledge about the locations of workers
and their potential activities by minimizing transit overhead.

Besides providing a practical model, our approach also
features concepts for the direct integration with BPMS. To
demonstrate its feasibility, we have currently implemented,
integrated and tested our prototype approach with two concrete
BPMS (AristaFlow [23] and Camunda). The approach is built
modularly and can be easily expanded. Further, the fuzzy
weights used to calculate the assignment can be changed
dynamically according to the users’ specific needs. It is also
possible to use this prototype with any other BPMS supporting
BPMN 2.0 with minimal effort.

The evaluation showed that our approach is an efficient
way to automatically compute assignments. We evaluated the
algorithms regarding performance and built a comprehensive
simulation scenario to show its effectiveness and efficiency in
providing optimal assignment recommendations.

As future work, we plan to incorporate a more generic
model where not only the weights are dynamic but also the
criteria. Thus, the approach can be easily adapted for other do-
mains and scenarios by extending or replacing the evaluation
criteria. Other upcoming improvements could include utilizing
transit path finding algorithms for the distance calculation to
provide a more realistic and resilient calculation. The duration
of activities could also be considered in order to measure the
workload not only in terms of number but also in terms of
estimated time required to complete the activities. Finally, the
slight performance decrease in the elimination of unqualified
agents should be investigated.
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Abstract—Biologically-inspired optimization algorithms are 

robust techniques that can be applied for a wide range of 

practical problems. A large number of such algorithms have 

been proposed by researchers, but their implementation is 

often not available or is done in different programming 

languages. This paper presents a flexible software architecture 

of a .NET optimization framework where such methods can be 

easily incorporated. It includes algorithms that belong to 

various subfields: from ideas based on human social behavior 

to ideas based on virus behavior. Using this framework, many 

modifications and hybridizations for algorithms are also 

possible. 
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I.  INTRODUCTION 

Biologically-inspired optimization algorithms have 
become popular in the recent years as general, simple, and 
robust techniques that can be used when other mathematical 
optimization methods cannot be applied. Among their 
advantages, which facilitate their application to various 
fields, such as planning, design, control, classification, 
clustering, and time series modeling, one can mention the 
following [1]: 

 They do not require the objective function to be 
continuous and/or differentiable;  

 They do not require extensive problem formulation, 
e.g., in case of traditional methods such as integer 
programming, geometric programming, as well as 
branch and bound methods, a special mathematical 
formulation is required for solving a problem;  

 They are not sensitive to the starting point of the 
search;  

 They are more robust in the presence of local optima 
and are more likely to find the global optimum of a 
function than gradient-based methods [2][3]. 

In this work, the architecture of an optimization 
framework called HAVOC for biologically-inspired 
optimization will be presented. The abbreviation comes from 
the title of the project: From Human to Virus. Optimization 
Algorithms with Chemical Engineering Applications. It is 
one of the few optimization frameworks available for .NET, 

which incorporates biologically-inspired algorithms that 
belong to a wide range of subfields: from ideas based on 
human social behavior to ideas based on virus behavior. 
While many such algorithms have been proposed and some 
have their implementation publicly available, they are not 
integrated into a unified framework. 

The motivation of dealing with algorithms inspired by 
human and virus behavior can be seen from several 
perspectives: 

 A relatively new, little studied field of interest is 
approached, which creates good scientific 
perspectives in the sense of identifying directions 
that can contribute to stimulating creativity and 
innovative ideas; 

 There are also few applications of these algorithms, 
so future work will include applying these 
algorithms in a new field, i.e., chemical engineering 
(more precisely, polymerization engineering), with 
processes that represent a challenge through the 
complexity and difficulty of the problems they raise 
in the actions of modeling and optimization. 

 A systematic, detailed study of these algorithms is 
intended, from basic variants to modified versions, 
from general to the particular, adapting to specific 
applications and including comparisons with 
previous achievements, but also with approaches 
from the literature. 

The rest of this paper is organized as follows. In Section 
II, some related work in terms of other optimization libraries 
available today is addressed. Section III describes the 
architecture of the HAVOC optimization framework. The 
actual algorithms are briefly presented in Section IV. A 
discussion of future work and the conclusions are included in 
Section V. 

II. RELATED WORK 

Presently, there are a number of evolutionary/genetic 

algorithm libraries available, such as: Evolving Objects: an 

Evolutionary Computation Framework [4][5], Genetic 

Algorithms Framework [6], Watchmaker Framework for 

Evolutionary Computation [7], AForge.NET Genetic 

Algorithms Library [8], as well as many others.  

The SciPy optimize [9] package contains strategies such 
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Figure 1. The architecture of the HAVOC framework (UML class diagram). 

 

Figure 2. The implementation of the Teaching-Learning based Optimization algorithm (UML class diagram). 
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as Nelder-Mead, Powell, Quasi-Newton strategies, etc., and 

can also handle linear and nonlinear constraints. lpsolve [10] 

is another powerful mixed integer linear programming 

solver. MathWorks also provides an Optimization Toolbox 

[11] for Matlab, which can solve linear, quadratic, conic, 

integer, and nonlinear optimization problems. A general 

evolutionary algorithm framework especially designed for 

multi-agent systems is presented in [1]. 

Other optimization systems that can be mentioned are: 

ECJ [12] and jMetal [13], programmed in Java, DEAP [14], 

implemented in Python, and HeuristicLab [15]. From these 

tools, only the last one uses .NET. It also allows the 

dynamic inclusion of additional algorithms as plug-ins. 

However, these frameworks do not contain yet the classes of 

algorithms envisaged to be included in the proposed 

HAVOC system. 

III. SYSTEM ARCHITECTURE 

The architecture of the HAVOC framework is presented 
in Figure 1 as a Unified Modeling Language (UML) class 
diagram. The purpose of the framework is to allow the user 
to experiment with different algorithms and problems in a 
very simple way. The user selects a problem and an 
algorithm, and the framework solves the problem using the 
specified algorithm. In order to be able to handle this, all ten 
algorithm classes implement the common IAlgorithm 
interface. Similarly, all the problem classes implement the 
IProblem interface. In this way, the corresponding code is 
common for all combinations of problems and algorithms: 

 

IProblem problem = new XProblem(); 
IAlgorithm algorithm = new YAlgorithm(parameters); 
algorithm.Solve(problem); 

 
Afterwards, the solution and additional information can 

be retrieved from the algorithm object. The BestX property 
represents the “x” that minimizes f(x); it is a vector of real 
numbers. The BestY property is a real number that represents 
the “y”, where y = f(x).  

Other useful characteristics are the number of function 
evaluations that the algorithm performs. This is one of the 
recent ways to compare the performance of heuristic 
optimization algorithms. The actual execution time is also 
provided, using the Stopwatch class from the .NET 
framework. 

Each algorithm object is instantiated with a set of 
parameters. More specifically, the parameters are given as a 
Dictionary (a generic hash table collection), where the key is 
the name of the parameter and the value is the corresponding 
parameter value: 

 

var parameters = new Dictionary<string, dynamic> { 
    ["NoIterations"] = 1000, ["PopSize"] = 100 }; 
IAlgorithm alg = new Tlbo(parameters); 
alg.Solve(currentProblem); 
// alg.BestX, alg.BestY, alg.NoEvaluations, alg.Time are available 

These values are not restricted to be real numbers, they 
can have any desired type. The user will be able to modify 
the parameter values from the graphical user interface or 
directly by editing a configuration file. 

Each algorithm is implemented in it own class (or 
classes); e.g., in Figure 2, the UML class diagram for the 
Teaching-Learning based Optimization (TLBO) algorithm is 
presented. Figure 3 shows the results obtained with TLBO 
for several well-known  benchmark problems: Sphere, 
Ackley, Griewank, and Rosenbrock [16]. They were obtained 
using a computer with a 4-core 2 GHz Intel processor and 8 
GB of RAM. 
 

 
Figure 3. The results obtained with the Teaching-Learning based 

Optimization algorithm for several benchmark problems. 

The IProblem interface defines the main characteristics 
of an optimization problem: its dimensionality (the N 
property), the search range defined by the lower bounds and 
the upper bounds of each dimension (the XMin and XMax 
properties), and the actual implementation of the function to 
be optimized in the Compute method. The optimization 
problems need not be simple, analytical functions. They can 
be complex, simulation-based procedures, e.g., the minimum 
distance from a target when launching a space probe with 
certain initial properties, such as angle, speed and 
acceleration. The trajectory of this object can be simulated in 
a discrete, step-by-step fashion, taking into account the 
resulting force applied by the large space objects on the 
probe. As long as the simulation returns a value (in this 
example, the ideal value is 0, i.e., the probe has reached its 
target), it can be used as an optimization function in the 
proposed framework. 

In the present version, the architecture only supports 
solutions encoded as an array of real numbers, but solutions 
represented as an array of integers can also be found. This 
would require that the user make a genotype-phenotype 
distinction, where the actual encoding genes are not used as 
such in the computation of the objective function but they are 
transformed or interpreted in a certain way. E.g., real 
numbers can be interpreted as integers, by rounding them or 
using random key encoding for problems that have 
permutations as solutions. In future versions, constraints can 
be included as C# predicates that can be passed as 
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parameters to the algorithms. Variable length solutions can 
also be employed using the same array-based 
representations. However, these changes in the architecture 
should also be supported by the underlying algorithms. 

IV. THE ALGORITHMS 

The included algorithms are grouped into three main 
categories, as shown in Table I. They are discussed in the 
following subsections. 

TABLE I.  THE ALGORITHMS SELECTED FOR IMPLEMENTATION 

Category Algorithm Encoding 

Algorithms 
inspired by the 
human 
behaviors of 
learning and 
cooperation 

Simplified Human Learning Optimization 
(SHLO) [17] 

binary 

Social Learning Optimization (SLO) [18] real 

Teaching-Learning based Optimization 
(TLBO) [19] 

real 

Algorithms 
inspired by 
human 
competitive 
behavior 

Football Game Algorithm  (FGA) [20][21] real 
Volleyball Premier League (VPL) [22] real 
Imperialist Competitive Algorithm (ICA) 
[23]-[25] 

real 

Algorithms 
inspired by 
virus behavior 

Viral System (VS) [26] binary 
Virulence Optimization Algorithm (VOA1) 
[27] 

real 

Virus Colony Search (VCS) [28]-[30] real 
Virus Optimization Algorithm (VOA2) 
[31]-[33] 

real 

 

A. Algorithms inspired by the human behaviors of learning 

and cooperation  

Many learning activities are similar to the meta-heuristic 
search, where the success is achieved through repetition and 
adjusting. Although the human learning process is very 
complex, the three main strategies used in human learning 
include: random learning, individual learning and social 
learning. SHLO includes all three strategies to search for 
good solutions. On the other hand, SLO simulates the social 
learning approach and it is based on the Culture Algorithm 
framework (CA) [34] comprising three elements: population 
space, belief space and a protocol describing the manner in 
which knowledge is exchanged between the two spaces. To 
this CA framework, SLO adds an additional bottom layer 
that includes individual genetic evolution. In case of the 
TLBO algorithm, the simulated process is represented by the 
transfer of knowledge between the teacher and the student, 
i.e., the teaching phase, and the collaboration between 
students, i.e., the learning phase. Very few variants and 
combinations have been developed for the first two 
algorithms: adaptive SHLO [35][36] and SLO with 
Differential Evolution and improved Social Cognitive 
Optimization [37]. TLBO is the most used algorithm due to 
its simplicity and efficiency [38], and has been included in 
various hybrid variants: TLBO with error correction strategy 
and Cauchy distribution [39], TLBO including genetic 
crossover and mutation strategies [40], TLBO with Bird 
Mating Optimizer [41], TLBO with Differential Learning 
[42] and more. 

B. Algorithms inspired by human competitive behavior 

In addition to the concept of learning associated with 
humans, the concept of competitiveness is studied. FGA 
mimics the manner in which football is played. The 
population is represented by the players and the optimization 
is performed in two steps: random walk and coaching, with 
two strategies: attacking and substitution. Distinctively from 
FGA, VPL closely follows the rules of volleyball and the 
solution is formed from two segments: active (representing 
the main formulation of each team) and passive (which 
stores variables and special instruction rules). If FGA and 
VPL are team-based, in the sense that they include a reduced 
number of players, ICA simulates the competition behavior 
at the “national” level, where each individual represents a 
country and there are two types of countries: imperialist and 
colonies. For the first two algorithms, very few 
improvements and applications have been published: 
modified VPL using sine cosine algorithm [43] and Multi-
Objective Volleyball Premier League [44]. By comparison, 
ICA is a more mature algorithm, with many applications, 
known in different variants, of which one can mention: ICA 
with different chaotic maps [45], ICA with k-means 
clustering [46], ICA with neural networks [47][48], etc. 

C. Algorithms inspired by virus behavior 

VS is based on the viral infection processes and, to reach 
the optimum, it uses two mechanisms: replication and 
infection. Depending on the type of virus infection, i.e., 
selective or massive infection, and on the type of evolution 
of the virus, different mechanisms are activated during the 
search. VS stops when the collapse and death of the 
organism occurs or the virus is isolated. On the other hand, 
VOA1 simulates several important mechanisms in the virus 
life-cycle: reproduction and mutation, cloning, and escaping 
from the infected region. In the case of VCS, the virus 
diffusion, cell infection and immune response are simulated 
using Gaussian random walk, Covariance Matrix Adaptation 
Evolution Strategy and Evolution Strategy. VOA2 mainly 
focuses on converting the concept of a virus attacking a host 
cell into a continuous domain optimization method. In 
general, there are few approaches and applications of these 
algorithms, with a single modified variant [49]. 

V. CONCLUSIONS AND FUTURE WORK 

In this work, the architecture of an optimization 
framework called HAVOC was presented. It is extensible, so 
that other algorithms and variants of the base algorithms 
should be easy to add. In this way, it facilitates comparisons 
on both benchmark problems and real-life problems from the 
chemical engineering field. HAVOC uses .NET (C#) and 
includes classes of algorithms less often implemented in 
other publicly available frameworks. 

Since the open literature presents too few variants and 
applications of algorithms that mimic the human and virus 
behaviors, our future research aims to carry out an in-depth, 
systematic study, accompanied by rigorous tests and various 
applications, bringing the following as elements of novelty 
and originality:  
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 New variants of the optimization algorithms inspired 
by human, animal and virus behaviors;  

 Combinations between different categories of 
algorithms such as neural networks, support vector 
machines, evolutionary algorithms, artificial immune 
systems, etc., leading to new hybrid configurations 
with improved performance, which can open new 
perspectives for the advanced modeling and 
optimization techniques;  

 Association of the developed methodologies with 
new real-world case studies; 

 Innovative implementation of the proposed methods 
by original software.  

The new variants of the algorithms, including new 
concepts, the hybrid configurations of the artificial 
intelligence tools, and the use of bio-inspired modeling and 
optimization methodologies for chemical processes can be 
considered as new approaches, which open new fruitful 
directions of research and applications in this field. At the 
same time, the flexibility of the algorithms, the way in which 
the implementations will be made, their possibilities of 
adaptation, give them generality and, therefore, possibilities 
to be applied in various other fields.  

Possible applicative research directions derive from the 
chemical processes considered as case studies for the 
proposed algorithms. The results of the modeling and 
optimization procedures provide useful information for 
experimental and industrial practice, e.g.:  

 They can substitute or better schedule the 
experiments that are materials-, energy- and time-
consuming; 

 They emphasize the maximum performance of the 
systems and the conditions necessary to accomplish 
them; 

 These achievements bring important economic 
benefits, as the use of the developed modeling and 
optimization techniques represent an important stage 
in optimal control engineering. 
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Abstract—Vibrissae-inspired sensor concepts hold potential of
complementing conventional sensors due to their collision ro-
bustness and increased near-field scanning range. In general,
they consist of a slender elongated probe, one-sided attached to
some kind of measuring device. Making contact with an object,
the probe gets bent and transduces (mechanical) signals to its
support/the measuring device. Modeling this process analytically,
most approaches in literature are based on the assumption of an
ideal contact (no stiction or friction). Within the present paper,
we extend an existing tactile sensor model for object contour
scanning and reconstruction taking first steps to implement fric-
tional effects (Coulomb’s law of friction). The probe is modeled
as a rod, which is one-sided clamped. Shifting the clamping
position relatively to the object of interest, represented by a
plane and strictly convex object contour, the rod sweeps along
the contour quasi-statically. This process is analyzed in two steps:
(1) simulating scanning sweeps in order to generate the support
reactions (observables) at the base of the rod theoretically,
assuming the object contour and the coefficient of friction to
be known, (2) using the generated support reactions from the
previous step in order to reconstruct a sequence of contact points,
finally approximating the original object contour. Our simulations
suggest, that friction affects the observables but (surprisingly)
not the actual reconstruction error. Finally, we present a novel
approach for reconstructing friction parameters based on the
support reactions.

Keywords–Vibrissa; tactile sensor; object scanning; object re-
construction; friction invariance

I. INTRODUCTION

Obstacle avoidance and object identification is a key topic
in mobile robotics. Solving these tasks in our everyday life,
we humans benefit from our sense of touch complementing
visual information. In the same way, robots could benefit
from advanced tactile sensors complementing their optical
sensors. Beyond the human skin, another prominent natural
example functioning as tactile sensors are vibrissae (whiskers)
of rodents in animal kingdom. For instance, rats and mice are
capable of localizing objects in space based on few vibrissal
contacts [1]. As the vibrissal hair-shafts themselves consist of
dead tissue, the animals solely rely on the signals sensed by
receptors inside the support of each vibrissa, the Follicle-Sinus
Complex (FSC) [2]. This biological principle has frequently
been transferred to technical sensor concepts [3][4], which

basically all share a common structure: a more or less flexible
probe, mimicking the vibrissal hair-shaft, one-sided attached to
some kind of measuring device, representing the FSC. Making
contact with an object of interest, the probe gets bent to varying
degrees. Measuring the support reactions (observables) at the
base of the rod, conclusions can be drawn about the contact po-
sition in space. Ultimately, a whole sequence of contact points
can be used to approximate the object’s shape [5]. Instead of
repeatedly tapping the object of interest with the probe as, e.g.,
in [6]–[10], one promising scanning strategy is to continuously
sweep the probe along the object. The advantage of the
sweeping procedure is its passive feasibility [11][12], e.g.,
using the robot movement as an actuation. Scanning objects via
sweeping typically includes large deformations of the probe,
whose analysis require nonlinear mechanical models. As such
models rarely have solutions expressible in analytical terms,
modeling approaches in literature frequently rely on numerics
right from the beginning, e.g., [10][12]–[14]. However, these
purely numerical approaches share the drawback of missing
some important insights and analytical relations of the scan-
ning and reconstruction process. In contrast to these largely
numerical models, the authors of [15] presented a continuum
model, consisting of a nonlinear Euler-Bernoulli bending rod,
whose deformation equations were derived analytically. Using
the measured support reactions at the base of the rod, the
authors formulated an Initial-Value Problem (IVP). Only at the
very end, numerical methods were used to integrate this IVP.
In doing so, the contact position along the rod (and finally in
space) was determined using a termination condition, that the
bending moment at the contact point is zero. A similar model
was used in [16] to analyze the problem of object scanning
and reconstruction fully analytically in two (inverse) steps:

• step 1 – simulating scanning sweeps in order to
generate the support reactions (observables) at the base
of the rod theoretically, assuming the object contour
to be known, and

• step 2 – using the generated support reactions from
the previous step in order to reconstruct a sequence
of contact points, finally approximating the original
object contour.

Step 2 shows strong similarity to the approach in [15] but
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differs by solving the problem fully analytically. Without any
demonstration, the author of [16] claimed that the analytical
procedure provides the same reconstruction quality as the
numerical one used in [15]. However, as [16] is based on
the assumption of ideal contacts (no stiction or friction), this
statement should be viewed critically and verified using a
more realistic contact model. This is where the paper at hand
steps in, presenting a preliminary simulation-based study in the
development of a more complex analytical vibrissa-inspired
sensor model that allows to reconstruct friction and object
shape information simultaneously.

The remainder of the paper at hand is structured as follows:
In Section II, we present the vibrissa-inspired sensor model
deriving the deformation equations of the probe in contact
with an object. Following the procedure of [16], we separately
analyze the above-mentioned steps 1 and 2 in Section II-A
and Section II-B, respectively. Finally, Section III-C presents
a novel approach of reconstructing friction parameters during
object scanning. In Section III, simulation results are presented
and analyzed with the overall goal of verifying some analytical
key conditions of [16] in the presence of friction presenting a
reconstruction benchmark between [15] and [16]. Finally, the
results of the present paper are summed up and some future
research subjects are identified in Section IV.

II. MODELING

A single highly flexible probe is modeled as a slender
Euler-Bernoulli bending rod of length L consisting of a
homogeneous and isotropic material. Its mechanical behavior
is basically determined by a constant second moment of area
Iz and a constant Young’s modulus E. According to [16],
we introduce the following units of measure to use only
dimensionless system parameters:

[length] := L, [force] :=
EIz
L2

, [moment] :=
EIz
L

(1)

Considering the rod in a fixed (x, y)-coordinate system, we
suppose the lower end of the rod (“foot, base”) to be clamped
at some point (x0, 0), see Figure 1. The process of object
scanning is considered quasi-statically. It is realized by in-
crementally shifting the clamping position x0 (input variable)
relative to the object. Consequently, sweeping along the object
contour, the rod gets bent and transmits mechanical signals to
the clamping. The resulting support reactions f0x, f0y and
m0z at the clamping are considered as the observables. The
object is assumed as a rigid body with a strictly convex
contour function g : x 7→ g(x). Strict convexity is required
for two reasons: Firstly, it prevents simultaneous multi-point
contacts between the rod and the object [17]. Secondly, it
allows to express the contour function in dependence on its
slope angle α̃ ∈ [−π2 ,

π
2 ] and, thus, we come up with the handy

parametrization: (x, g(x)) 7→ (ξ(α̃), η(α̃)) [16]. In contrast to
[16], where the resulting contact force ~f is assumed to be
perpendicular to the profile contour tangent, we do not assume
such an ideal contact here. Instead, we consider the contact
force ~f = ~fn + ~ft as composed of a normal component ~fn
and a tangential component ~ft with the coefficient of friction
µ = |~ft|

|~fn|
= tan(ζ), where ζ denotes the friction angle. Then,

inspired by Figure 2, the contact force writes:
~f = ~fn + ~ft = f [sin(α)~ex − cos(α)~ey] (2)

with α = α̃+ ζ.

Figure 1. Mechanical model of a rod sweeping along a strictly convex object
contour function.

Apart from this, the derivation of the modeling equations
describing the elastic line of the rod is fully analogue with [16].
Therefore, it is roughly outlined here: Firstly, the elastic line is
parameterized by means of its slope angle ϕ in dependence on
its natural coordinate arc-length s ∈ [0, 1]. Using (2) in order
to determine the bending moment m(s), we take advantage of
Euler’s constitutive law to express the curvature κ(s) = m(s)
of the elastic line. Finally, introducing an additional differential
equation for the curvature, we end up in a system of nonlinear
Ordinary Differential Equations (ODEs) of first order:

(a) x′(s) = cos(ϕ(s)) (b) y′(s) = sin(ϕ(s))

(c) ϕ′(s) = κ(s) (d) κ′(s) = f cos(ϕ(s)− α)
(3)

Remark 1: It is important to understand, that, although (2)
and (3) have the same appearence as in [16], the angle α ≥ α̃
is defined in a completely different way, no longer representing
the slope angle α̃ of the profile contour.

A. Step 1: generating the support reactions theoretically

For generating the support reactions theoretically, we as-
sume the object contour function as well as the coefficient
of friction µ to be known. Within the present paper, we
exemplarily consider an object contour function represented
by the semi-circle

g : x 7→ g(x) = yc −
√
r2 − (x− xc)2 (4)

with radius r and center coordinates xc and yc. During
the scanning sweep, a distinction is made between tip and
tangential contacts, see Figure 2:

(a) (b)

Figure 2. Comparison between (a) tip contact (s = 1), and (b) tangential
contact (s = s1) with angular relationships.

17Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-882-2

INTELLI 2021 : The Tenth International Conference on Intelligent Systems and Applications

                            26 / 58



• For tip contacts, the position of contact along the rod
s1 = 1 is known, but the angle ϕ1 = ϕ(1) > α̃ is
unknown

• In turn, for tangential contacts, the position of contact
along the rod s1 is unknown, but instead, we have the
angular relationship ϕ = α̃.

Finally, these observations result in the following Boundary-
Conditions (BCs) at the clamping (5), for tip (6) and tangential
contacts (7):

(a) x(0) = x0 (b) y(0) = 0

(c) ϕ(0) =
π

2
(d) κ(0) = κ0

(5)

(a) x(1) = ξ(α̃) (b) y(1) = η(α̃)

(c) κ(1) = 0
(6)

(a) x(s1) = ξ(α̃) (b) y(s1) = η(α̃)

(c) ϕ(s1) = α̃ (d) κ(s1) = 0
(7)

Remark 2: It is important to note, that (via α) ζ does affect
the ODE system (3), but not the BCs (6) and (7), see Figure 2.
Instead, the BCs solely depend on the object slope α̃.

The process of generating the observables is realized by simu-
lating scanning sweeps in Matlab 2019a. In doing so, the two-
point boundary-value problems (3)&(5)&(6) and (3)&(5)&(7)
are solved using shooting methods to determine the unknown
parameters f1, α, κ0 and s1. Finally, having the mentioned
parameters at hand, the support reactions are determined in
the following way:

f0x = −f sin(α), f0y = f cos(α), m0z = −κ0 (8)

B. Step 2: Reconstructing contact points

For reconstructing a sequence of contact points, we assume
the support reactions f0x, f0y , m0z and the clamping position
x0 to be known in advance, either from step 1 or from
measurements using a real experimental setup. Consequently,
the unknown parameters f , α and κ0 are determined evaluating
(8) in the following way:

f =
√
f20x + f20y, α = −arctan

(
f0x
f0y

)
, κ0 = −m0z (9)

Note, as α is not necessarily restricted to the domain [−π2 ,
π
2 ]

as in [16], the four-quadrant inverse tangent atan2 must be used
in (9). Now, having all parameters of (5) at hand, we consider
the IVP (3)&(5). As mentioned in Section I, the integration of
this IVP can be realized numerically as in [15] or analytically
as in [16]:

• In [15], a termination condition is used which cancels
the numerical integration, if κ(s1) = m(s1) = 0 is
fulfilled.

• In [16], the position s1 is determined by solving the
analytic expression using elliptic integrals

s1 = − 1√
2f

∫ α̃

π
2

1√
sin(t− α̃)

dt (10)

Both procedures (even the analytical derivation of (10)) are
based on the fact, that the curvature at s1 is zero. Therefore, it
can be expected, that both procedures lead to the same results
(except for minor numerical deviations). In fact, this hypothesis
was made in [16], but without any proof or demonstration.
Within the present paper, we take advantage of both recon-
struction procedures comparing their results in a benchmark
with a surprising result in Section III.

C. Reconstructing friction parameters

Assuming an ideal contact (ζ = 0 ⇒ α = α̃) in [16], the
problem of reconstructing the object slope α̃ was trivial, as
it was simply determined by the support reactions using (9).
In the same way we are able to determine the orientation α
of the contact force ~f . However, here we face the problem
that α = α̃ + ζ includes two components – the object slope
α̃ and the friction angle ζ, see Figure 2. Without knowing
the friction coefficient, it seems impossible, to separate α in
its components. Adressing this problem, we use the curvature
ODE (3)(d) together with (7)(d) to formulate the first integral

1

2
κ(s)2 = f(ϕ(s)− α)− f(ϕ1 − α) (11)

where ϕ(s1) = ϕ1. Now, substituting s = 0 and solving for
ϕ1 yields

ϕ1 = α− arcsin
(
m2

0z − 2f0y
2f

)
(12)

= α̃+ ζ − β (13)

with β := arcsin
(
m2

0z−2f0y
2f

)
. Analyzing (13), we again

distinguish between tip and tangential contacts, see Figure 2:

• For tip contacts (ϕ1 > α̃), it can merely be concluded
that β < ζ.

• In contrast, for tangential contacts (ϕ1 = α̃), (13) can
be rewritten in the following way:

ζ = β = arcsin
(
m2

0z − 2f0y
2f

)
(14)

Thus, in case of tangential contact, both the friction angle ζ and
the coefficient of friction µ = tan(ζ) are determinable based
on the support reactions. Then, the object slope is α̃ = α− ζ
and ~f decomposes into

~fn = f cos(ζ) [sin(α̃)~ex − cos(α̃)~ey]

~ft = f sin(ζ) [cos(α̃)~ex + sin(α̃)~ey]
(15)

III. RESULTS AND DISCUSSION

A. Generating the support reactions

Figure 3a shows an exemplary simulated scanning sweep
of the rod along the circular object contour (4) with r = 0.9,
xc = 0 and yc = 1.3 from right to left (negative x-direction).
The sweep is represented by a sequence of elastic lines
(equilibrium states), where tip contacts are colored in blue and
tangential ones in red for s ∈ (0, s1) and black for s ∈ (s1, 1).
The scanning sweep aborts at some point, where the rod would
detatch from the object (snap-off). In general, the appearance
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of Figure 3a does not change significantly with varying µ.
Therefore, in Figure 3a we limit ourselves to only one example
with µ = 0. In Figs. 3b-3d, the support reactions f0x, f0y and
m0z for scanning sweeps with different friction coefficients
µ = 0.0 : 0.2 : 0.6 are plotted against the clamping position
x0. Additionally, the gray curve in each figure represents the
support reactions resulting from a scanning sweep with a
uniformly distributed random friction coefficient. In doing so,
a random value µ ∈ [0, 0.4] was generated for each clamping
position x0 in order to model friction parameter uncertainty. In
Figs. 3b-3d, the transitions between tip and tangential contacts
(see Figure 3a) and vice versa are marked with a small circle.
Note, that all Figs. 3a-3d are to be read from right to left, due
to the scanning direction.

(a) (b)

(c) (d)

Figure 3. Object scanning: (a) sequence of equilibrium states during a
scanning sweep (from right to left) along a circular object contour; (b)-(d)

support reactions (observables) f0x, f0y and m0z in dependence on
different friction coefficients µ including a uniformly distributed random

µ ∈ [0, 0.4] (gray line).

Based on Figure 3, we highlight the following observations:

• All support reactions are affected by the friction
coefficient µ. For instance, the clamping moment m0z

consistently increases with increasing µ.

• Moreover, an increasing coefficient µ results in a
longer overall contact phase, which is apparent com-
paring the values of x0 at the end of each scanning
sweep (left side of each curve).

• The friction coefficient µ has little impact on the
transitions between tip and tangential contacts.

Summarizing, the simulation of step 1 allows for the
generation of the support reactions in dependence on a pre-set
(known) friction coefficient. Note that adjusting the friction
coefficient to a defined value (as in the simulation) would
be difficult to realize in an experiment. This highlights the
actual importance of simulation step 1. Now, having the
support reactions based on different friction coefficients µ at
hand, this enables a comprehensive investigation of step 2.
In the following, a comparison is made for the reconstruction
procedures of [15] and [16] (see Section II-B) based on the
support reactions in Figure 3b-3d.

B. Benchmark: Reconstructing contact points

As discussed in Section II, the basis for reconstructing
contact points in space is the determination of the contact
location s1 along the rod. Here, we compare the approaches
of [15] and [16] (see Section II), starting with an evaluation
of s1 in Figs. 4a and 4b. In Figure 4a, s1 is determined based
on [15] using an event-function, which cancels the numerical
integration, when the curvature of the rod is zero for the first
time. It is obvious, that all curves s1(x0) are quite close to
each other, and therefore, the friction coefficient seems to
have little impact on s1 during object scanning: the enlarged
section shows, that an increasing friction coefficient generally
results in a slightly larger s1. By analogy with Figs. 3b-3c, the
gray curve of s1, resulting from a random friction coefficient,
oscillates between the orange and the black one.

In Figure 4b, s1 is determined based on [16]. Evaluating
the support reactions using (10), two main observations were
made:

• Considering the case µ = 0 (black curve), the fact that
(10) returns values larger than 1 in the presense of tip
contacts, as stated in [16], is correct for a large extend
of the scanning sweep. Note that all values exceeding
1 are replaced by the value s1 = 1 (tip of the rod) in
Figure 4b. However, one exception, where (10) returns
values lower than 1, even though the rod is in tip
contact, is observed at the very end of the scanning
sweep (see black curve in Figure 4b). Hence, using
(10) as a decision criterion between tip and tangential
contact is not adequate.

• For µ > 0, (10) does no longer provide any infor-
mation about the contact phase at all, see Figure 4b.
Moreover, from a certain threshold (in our case µ ≥
0.4), the arguments exceed the definition range of
(10) for some clamping positions x0. For instance, the
orange and red curves are not defined at the beginning
of the scanning sweep, see Figure 4b.

Comparing Figs. 4a and 4b it is obvious, that, in the absence
of friction (black curves), the reconstructed contact positions
s1 along the rod are almost identical. However, there seems to
be a huge difference in the reconstruction procedures of [15]
and [16], which only becomes noticeable in the presense of
friction. The origin of this difference lies in the derivation of
the analytical condition (10). There, the condition ϕ = α is
used assuming an ideal, tangential contact. And exactly that
is the problem: The condition ϕ = α̃ = α is indeed valid
for the case µ = 0 (ideal contact), but results in increasing
errors with increasing µ: ϕ = α̃ = α − µ. In contrast, the
reconstruction procedure of [15] dispenses with the mentioned
geometric condition. Therefore, it is not affected by increasing
friction coefficients. Note that the slight deviations in Figure 4a
are not caused by any reconstruction error, but instead they
reflect the actual change of s1 caused the change of µ. Beyond
the contact position s1, the actual reconstructed sequences of
contact points are shown in Figs. 4c and 4d. Again, Figure 4c is
based on the reconstruction procedure presented in [15] while
Figure 4d is based on [16]. In both cases, the reconstructed
sequences of contact points are superimposed by the original
object contour (gray line). The corresponding reconstruction
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errors, which are defined as the smallest (perpendicular) dis-
tance to the original object contour, are indicated in Figs. 4e
and 4f.

(a) (b)

(c) (d)

(e) (f)

Figure 4. Object reconstruction using the support reactions (observables)
from Figs. 3b–3d: (a) reconstruction of s1 based on [15]; (b) reconstruction

of s1 using (10) based on [16]; (c) reconstructed contact points based on
[15]; (d) reconstructed contact points based on [16]; (e) reconstruction error

corresponding to (c); (f) reconstruction error corresponding to (d).

The following two observations must be highlighted:

• Most noteworthy, independently on µ, the recon-
structed contact points using the procedure of [15] lie
exactly on the original object contour, see enlarged
section of Figure 4c. This fact reflects in Figure 4e,
where the reconstruction errors are within numerical
boundaries for all friction coefficients µ, including the
randomly generated one. This is probably the most
important observation of the presented paper. With
increasing µ, the reconstructed contact points shift
along the object contour while the reconstruction error
remains unchanged. This is what we refer to as friction
invariant reconstruction.

• In contrast, the reconstructed points in Figure 4d
are characterized by larger errors. For µ = 0, the
reconstruction error in Figure 4d (black line) is in
the same order of magnitude as those in Figure 4c,
except for the end of the scanning sweep. In gen-
eral, the reconstruction error increases with increasing
friction coefficient µ. The reconstruction based on
the randomly generated µ is characterized by many
outliers. Summarizing, being not friction invariant, the
reconstruction error of s1, see Figure 4b, reappears in
the reconstruction of the contact points in Figure 4d.

C. Reconstructing friction parameters

Besides the reconstructed contact points, it can be advanta-
geous in many ways to know the normal direction of an object
– on the one hand, normal directions might assist in fitting
a curve through he reconstructed contact points, improving
the reconstruction quality. On the other hand, they might
be evaluated for object manipulation, e.g., grasping. In the
following, we use the observables from Figs. 3b–3d in order to
verify the analytical condition (14). The angle β = α−ϕ1, see
(12), is plotted against the clamping position x0 in Figure 5a,
where the phase transitions are indicated by circular markers.
According to Section II, the condition β = ζ holds in case of
tangential contact, i.e., in the interval enclosed by the markers
in Fig. 5a, where the angle β is constant. In order to evaluate
the data, the coefficient of friction µ = tan(ζ) is determined
based on the reconstructed friction angle ζ. For the tangential
contact phase, µ(x0) is shown in Fig. 5b.

(a) (b)

Figure 5. Reconstructing friction parameters: (a) angle β = α− ϕ1 plotted
against the clamping position x0 (phase transitions marked with circles); (b)

friction coefficient µ = tan(ζ) for tangential contacts.

It can be seen that the reconstructed friction coefficients are
consistent with the values originally assumed for µ. Even the
noisy function for µ ∈ [0, 0.4] matches the pre-set one in sim-
ulation step 1. The observation confirms the hypothesis that,
for tangential contacts, the contact force ~f can be decomposed
into its normal and tangential components by means of (15),
see Section II.

IV. CONCLUSION

The paper at hand presented a mechanical model of a
vibrissa-inspired tactile sensor for object contour scanning and
reconstruction in the presence of Coulomb friction. In doing
so, two different processes were analyzed separately: Firstly,
scanning sweeps along a known object contour assuming a pre-
set friction coefficient were simulated in order to generate the
support reactions (observables) theoretically. Afterwards, these
support reactions were used in order to reconstruct a sequence
of contact points. In doing so, the reconstruction approaches
of [15] and [16] were compared in a benchmark test. Finally, a
novel approach of determining friction parameters based on the
support reactions was presented, resulting in a handy analytical
expression. Summarizing the results of the paper at hand, we
highlight the following observations: During object scanning,
dry friction affects the support reactions. It turned out that the
reconstruction approach presented in [15] is friction invariant,
i.e., friction does not affect the reconstruction error. In contrast,
the approach presented in [16] is applicable just as well as
the one presented in [15] in the absence of friction, but
results in large reconstruction errors in the presence of friction.
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However, even though the approach in [16] is not friction
invariant, it laid an important foundation for all investigations
of the present paper. By identifying the essential differences
between the mentioned two approaches, it is expected that the
analytical conditions from [16] can be adapted in future work
to be friction invariant as well. Finally, the novel approach of
detecting friction parameters based on the support reactions
was verified by simulations.

The mentioned findings suggest that the presented measur-
ing principle is highly suitable to complement optical sensors
in robot exploration and path planning tasks. For instance,
a robot equipped with one (or multiple) vibrissa-like sensors
might move through the environment, passively dragging the
highly flexible probe. After accidentally making a soft contact
between some point of the probe and an object/obstacle
in the environment, the probe would get bent, causing the
support reactions to exceed a certain activation threshold.
Subsequently, the measured signals might be used to draw
further conclusions about the object’s shape and ultimately
to assist in path-planning algorithms, tracking a prescribed
value of the support reactions to achieve an optimal scanning
movement of the robot, relative to the object.

The research conducted in this paper is particularly limited
by the use of a quasi-static model. Against this background,
only static friction but no dynamical effects, e.g., stick-slip
effects can be discussed. However, the fact that even a ran-
domly generated (noisy) friction coefficient did not invalidate
the investigations suggests, that the results in the paper at
hand also apply to practical scenarios. Finally, it remains to
verify the theoretical results on practical examples by using
an experimental setup which has already been attacked in the
first steps.
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Abstract—Drones enable humans to perform certain high-risk
and attention operations and safety-critical tasks remotely, which
are boosted by the use of Brain-Computer Interfaces. However,
these technologies are correlated with the cognitive state of the
operator, who is prone to stress and diversions, which brings
instability to drone control. In this paper, we propose a decision
making system aiming to decide, upon the operator’s emotional
state, whether the command should or should not be sent to
the drone. By building a predictive operator’s digital twin for
cognitive emotional detection and by benefiting from a visual
facial expression classifier, this system computes the coordinates
and sends them to the drone through a Robot Operating System
2 client. Results show that both the digital twin and the facial
expression classifier are capable of detecting emotions in a real-
time setting and the system provides a reliable and secure way
of commanding drones through the mind.

Keywords—drone; Brain-Computer Interface; digital twin;
Robot Operating System 2.

I. INTRODUCTION

The drone sector has been growing with higher demand
through the years. The common belief is that drones are
singularly used for military affairs; however, they are func-
tional and versatile systems. One major use is providing
monitoring services, i.e., target searching, surveillance for
security purposes and others. Even thought they have attracted
companies due to their visionary application, the most signif-
icant change is how civilians have been incorporating them
for entertainment purposes or as assistive devices to help with
their routines [1]. Still, the most impactful usage of drones
is their applicability to complete high-risk and safety-critical
operations with success, often in locations unreachable and/or
dangerous to humans.

A. Problem Overview

Controlling one drone is already a complex task. Operators
are responsible for, not just to perform standard operations
(takeoff and landing) with success, but also to safely execute
them. When adding unsafe and critical operations to the
task log, the control complexity increases significantly. The
operator needs abilities at their peak, full attention/focus when
performing these operations, to provide a reliable and stable
control.

Hand control allows operators to remotely send commands
to drones; however, as these are critical systems, operators
need to be cautious with the commands they deliver. The
Brain-Computer Interface (or BCI), or Brain-Machine Inter-
face, is an alternative control mechanism. As humans are
prone to fatigue, increasing mental workload and emotions,
the control will become uncertain and insecure, that is, the
operator can potentially mislead the drone with the wrong
commands. In addition, BCIs require operators to have pre-
vious experiences to learn to formulate commands, which
implies multiple training sessions. Even so, these command
classifications are error-prone and contribute to unreliable
control.

B. Proposed Solution

The hypothesis of this work is that by adopting a digital
twin [4] to virtually represent the operator and by using
machine learning techniques, it is possible to process, filter
and predict whether the human operator has high mental
workload and/or impactful emotions and decide whether the
commands produced by the operator should or should not be
sent to the drones. With the goal of validating the formulated
commands, the digital twin is complemented with a visual
emotion recognizer that will classify the operator’s visual
facial expression into a set of emotional states. Additionally, a
Robot Operating System 2 (or ROS2) client node can be used
in order to send the commands to the drone.

II. STATE-OF-ART

A BCI is defined as ”a device that connects the brain to
a computer and decodes in real time a specific, predefined
brain activity” [2]. This technology can use direct or indirect
methods to do so, namely by evaluating the nerve cells activity
or by assessing the levels of blood oxygen for these cells [2].
This technology has proved its relevance in many areas, for
instance, there was a study aiming to deliver accurate real-
time and precise command classification for drone reliable
control. An Electroencephalography (or EEG) headset was
used to record the brain activity, followed by a motor imagery
acquisition. This mechanism involved four tasks, based on the
subject visualizing physical movements instead of performing
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them. Then, a classification methodology was developed by
combining the Common Spatial Paradigm (or CSP) and the
Linear Discriminant Analysis algorithms (LDA) [3]. Using
this method, the authors were able to improve classification
precision in real time. The solution was validated using a fixed-
wing drone use case [3].

Another crucial component of this work is the digital twin.
Nowadays, a virtual twin is described as a virtual representa-
tion that carries information to realistically behave and change
as a physical hardware [4]. This technology is constantly
evolving to serve each project needs. One variant that derives
from it is the digital twin environment [4] with predicting
capabilities. The main goal is to train the digital twin to gain
predictive capabilities in order to anticipate the hardware’s
response or behaviour in situational events during run time.
One example is a research work that proposes a framework
to improve the estimates of certain measurements of physical
systems, more specifically a drone, by implementing a virtual
layer, i.e., a digital twin, that would represent the real device
and predict its performance [5]. This approach implies that
each piece of the drone has its own prediction models that
should learn and be updated through time to, ultimately,
accurately anticipate some metrics that are valuable to the end-
user.

III. IMPLEMENTATION

As a starting point, we chose the Emotiv Epoc+ headset
for data acquisition due to its portability and reliability as a
commercial BCI. In addition, this headset is connected with
an application, EmotivBCI, that aids users as it provides a
platform for direct command and facial expression’s training
and monitoring of multiple data streams. For accurate detec-
tion of command patterns, the application is supported by a
machine learning prediction model to build a profile and refine
it each time the user has a training session. For the purpose of
this work, it was necessary that the operator was subjected to
multiple sessions of command training to ensure its accuracy.
After this stage, the operator was able to formulate right and
left commands, and establish a neutral one (stationary state).

As illustrated by Figure 1, this system is composed by
4 components: (1) the digital twin, (2) the visual classi-
fier/component, (3) the decision making component and (4)
the ROS2 component.

The digital twin is a virtual representation of the operator
and its goal is to classify, in real-time, the operator’s emotional
state. It relies on data collected by the BCI to build a cognitive
profile, adapted to the operator. It is the core component
of the proposed solution and provides decisive information
to ascertain the destination of the command. The remaining
components that follow are designated to support the digital
twin and add complementary information for the decision.
Three of the data streams, recorded by the Emotiv Epoc+
headset, are collected: the band power, i.e., power of the
EEG data according to the sensor and frequency band; the
motion, based on the built-in gyroscope of the headset and
the facial expressions, recorded from facial muscle motions.

The system communicates with the cortex API to send requests
for these data subscriptions and receive JSON responses with
the resulting data streams as well as the classified commands,
for the time period of the subscription. Since each request and
response are unique to each stream, the newly collected data
is integrated according to the nearest point in time of each ob-
servation, resulting into a single dataset. Columns with unique
values are eliminated from this dataset, as well as features that
do not add any value for the resolution of the problem. Motion
related-features (categorical data) are transformed into binary
columns, representing each type, through an one hot encoder.
In addition, 2 features were added to the dataset: arousal and
valence values, that are computed according to certain values
of band power (according to [6]).

For the classification of the operator’s emotional states, a
set of classes were selected to represent positive and negative
states. The positive classes are calm and focused, representing
a stable cognitive state to send commands to the drone, as
opposed to the negative classes (i.e., stressed and distracted)
that detail an unstable cognitive state and, therefore, unaccept-
able state to send commands. In this work, the same operator
simulated all the four emotions, at multiple days, in sessions
of 8 seconds, reproducing a balanced dataset of about 19500
observations per emotion. In this work, we split 70% of the
data for training the algorithms and 30% for testing and eval-
uated 8 classifiers in 4 performance metrics. As presented in
Table I, Random Forest outperforms the remaining algorithms
and is chosen for the training and modeling of the digital twin.

TABLE I
EVALUATION OF ALGORITHMS

Algorithms Performance Metrics
Accuracy Precision Recall f1-Score

Decision Tree 0.995 0.995 0.995 0.995
k-NN 0.997 0.997 0.997 0.997
LDA 0.911 0.916 0.911 0.912
Naive Bayes 0.614 0.645 0.614 0.617
Random Forest 0.999 0.999 0.999 0.999
Support Vector Machine
(or SVM) (linear kernel)

0.994 0.994 0.994 0.994

SVM (rbf kernel) 0.888 0.923 0.888 0.894
Neural Networks 0.948 0.949 0.948 0.948

Regarding the visual component of the system, a camera
captures the real-time image of the operator and uses a Con-
volutional Neural Network based-prediction model [7] from an
open-source project [7], modeled and trained with the FER-
2013 emotion dataset, to classify the visual expressions of the
operator as a set of emotions. This component can output:
positive emotions as happy and neutral and negative emotions
as angry, disgust, fear, sad and surprise.

While the EmotivBCI application classifies the reproduced
commands from the operator, the digital twin receives infor-
mation from the headset and classifies the cognitive state of
the operator. The visual component receives the image from
the camera and classifies the facial expressions. This process
results in three input variables for the decision component.
This decision module will decide whether the operator is stable
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Figure 1. System architecture.

by mentally and visually evaluating his state. Only positive
emotions detected on both components will allow the operator
to send the command. Considering the confidence percentage
of the command and the digital twin upon the classification,
the decision module, in case of an overall positive emotion
detection, will compute the drone coordinates accordingly and
send them through a ROS2 node.

For the connection between the system and the drone, a
ROS2 client-server architecture is created between what is
called the base station, meaning the server machine that man-
ages the drone, and the client node that sends requests through
a service scheme, specific to a certain operation (takeoff,
relative motions and landing). The client node is implemented
as a gateway of the decision module, sending a request with the
coordinates; the server receives the coordinates and forwards
them to the drone in real-time.

IV. EXPERIMENTS

It is expected that, after the operator training session and
digital twin training, the system is capable of detecting mul-
tiple emotional states of the operator in real-time and handle
the drone accordingly. So, to validate this approach, it was
assembled a physical environment for secure and controlled
drone flight demonstrations, composed by a four square meter
indoor zone, called the arena, and a pair of anchors on each
vertex, forming a positioning system that locates the drone by
referencing its absolute coordinates. This arena was used for
operating a crazyflie quadcopter in real-time.

To evaluate the different impacts of the solution, function-
alities were split in a multi-level manner that go from the
lowest experiment to the highest level (solution as a whole) to
emphasize its value on securing a stable control environment
for the drone. These experiments are: (1) the baseline test,
defining the current state of drone control without the support
of emotion recognition, (2) the level 1 test, representing the
implementation of the core of the solution which is the
cognitive emotion recognition system, (3) the level 2 test,
the same as the previous test but with the addition of the
computation of distances according to the confidence of both
the mental command and classified cognitive state of the
subject and (4) the full test, having all the above functionalities
and the support of the visual emotion recognition.

With the exception of the baseline test, which gives no
importance to the mental state of the subject, each test covers
the four mental states (focused, calm, distracted and stressed)
individually, each one with sessions of 8 seconds. The subject
had to be put under the same conditions in which he used to
simulate the four emotions on the training phase.

V. RESULTS AND DISCUSSION

Given the environment set-up described in Section IV, the
number of observations per emotion and per experiment, for
the same subject that trained the commands in the EmotivBCI
application, are described in Table II:

TABLE II
NUMBER OF OBSERVATIONS PER EMOTION

Emotions Group of Test
Level 1 Test Level 2 Test Full Test

Calm 142 120 85
Focused 94 101 90

Distracted 124 135 104
Stressed 134 120 112

From the number of observations, it was computed the
success rate, or accuracy, for each emotion and per experiment
(Figure 2). This metric is calculated by dividing the number
of correctly classified observations by the total amount of
observations. For the calm state, the highest accuracy of the
digital twin was 87,5%, for the focused state a 98,8%, for the
distracted state a 93,5% and for the stressed state a 100%, as
described by the round values on Figure 2.

Even with a high average of success rate for detecting the
subject’s mental states, the most accurately classified emotion
was the stressed state. The difference between them can be
due to the distinct way the model is trained in this segment,
which involves more physical movement to denote agitation,
rather than a low on motion condition on the remaining ones.

Lower success rate depicted on level 1 for the focused
state can be explained by the different background noise and
movement between the training and test phase. This caused
the subject to deviate his attention, explaining the occurrences
of distracted classifications during this period. In the next test
levels, this value is no lower that 80%, which is explained by
the calmer environment. As opposed to this situation, the lower
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Figure 2. Success rate bar chart.

success rate on level 2 for the distracted state classification
can be explained by the lower amount interference or other
diversions derived from background movement which led to
short occurrences of focus by the subject.

Regarding the classification of the negative emotional spec-
trum (distracted and stressed states), Tables III and IV give
some insight about the number of sent commands under an
incorrect classification.

TABLE III
DISTRACTED EMOTION RECOGNITION

Positive Group of Test
Detections Level 1 Test Level 2 Test Full Test

Total number 6 11 10
Nº of neutral commands 4 7 6

Nº of sent commands 2 4 1
BCI positive, visual negative N/A N/A 3

As registered in Table III, at level 1 were detected 6 positive
states, 2 of them sent; at level 2 were detected 11 positive
emotions, 4 were sent and at the full test, 10 positive emotions
were detected, 1 command was sent to the drone and 3 were
prevented due to the detection of a negative emotion by the
visual component.

TABLE IV
STRESSED EMOTION RECOGNITION

Positive Group of Test
Detections Level 1 Test Level 2 Test Full Test

Total number 0 0 2
Nº of neutral commands 0 0 1

Nº of sent commands 0 0 0
BCI positive, visual negative N/A N/A 1

As registered in Table IV, at the full test were detected 2
positive emotions and none were sent to the drone. One of
them was a neutral command and the other was associated
with a negative visual emotion, detected by the visual emotion
component.

Since the training of mental commands is a task that requires
time to practice and refine, it is challenging to reproduce a
command at a live setting and in an equivalent environment
the subject trained. Even with a digital twin inaccurate classi-
fication, most commands detected by the BCI are neutral ones,

which have no impact on the trajectory of the drone. However,
the command classifier can incorrectly output a right or left
commands and these can potentially be sent to the drones.
With the extra layer of the visual component, these unique
situations are assessed by it and some of those errors are
prevented. At a mission environment, where the operator needs
to follow a sequence of commands, if there is a cancellation
of a certain command, the operator will observe it and has
enough time to reproduce the needed operation.

Considering that this is a 4-class classification problem,
there is a probability of 25% that a baseline classifier correctly
categorizes the subject emotion state and, in the baseline test
characterized by the lack of machine learning, all commands
are sent to the drones, regardless of the operator’s emotional
state, which could only be beneficial if the subject has perfect
cognitive condition at all times.

VI. CONCLUSION

In this work, we analysed EEG data captured by the BCI
Emotive Epoc+ of a drone operator and, using machine
learning techniques, we were able to build a digital twin
of the operator capable of predicting its emotional state and
decide whether the commands should be sent to the crazyflie
quadcopter. The classification of the emotional state not only
is supported by EEG data but also by a visual component
that analyses the facial expressions. In addition, the commu-
nication between the system and the drone is done through
a ROS2 client node. Multiple machine learning algorithms
were validated and Random Forest was the best fitted and
therefore used for training the digital twin. Results showed
that the digital twin can accurately discriminate the operator’s
emotional states at a live setting and the combination of
classification models improved the security and reliability of
the system to decide upon the broadcasting of the reproduced
commands. In the future, the goal is to adapt the current system
to a swarm of drones, improving the training of the mental
commands, the digital twin’s accuracy and the efficiency of
the digital twin’s training and validate this approach with a
larger number of subjects with different demographics.
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Abstract—The present paper aims to control selective informa-
tion to understand the main mechanism of information processing
in multi-layered neural networks. We propose two types of
selective information, namely, individual and collective selective
information, or simply, individual and collective information. The
individual information represents to what degree a neuron is con-
nected specifically to another one, and it should be increased as
much as possible. Then, we try to use this abundant information
as impartially as possible, reducing the specificity of collective
neurons and reducing collective information. By controlling the
ratio of individual and collective information, we can realize a
number of different types of states to be interpreted, leading
to the interpretation of the inference mechanism. The method
was applied to the bankruptcy data set. In the experiments, we
successfully increased individual information and decreased col-
lective information. By examining partially compressed weights,
we could see how neural networks, by controlling the selective
information, can process information content in multi-layered
neural networks. This examination of information flow can lead us
to understand the main inference mechanism of neural networks.

Keywords—individual, collective, information, selectivity, partial
compression, interpretation, generalization

I. INTRODUCTION

The black-box property of neural networks, as well as
machine learning have caused much confusion in their applica-
tions, as well as model evaluation [1]–[6]. The black-box pre-
supposition for human intelligence has been one of the major
concerns in the possible introduction of machine learning into
our society [7]–[10]. From a certain viewpoint, the black box
is necessary, because the studies on human intelligence have
been so far very limited and premature. However, we think
that this confusion seems to be due to the different types of
objectives in model creation and application. When we try to
model human intelligence, our nervous systems, and cognitive
systems in terms of neural networks, it is absolutely necessary
to understand and interpret the main inference mechanism
inside. The objective of these types of studies is to reduce
the black-box properties as much as possible. This approach
was very active in the early stage of development of neural
networks, as has been well known in terms of connectionism
[11]–[14]. The neural networks were considered models to
create new information or knowledge by which we could
deepen the understanding our nervous and cognitive systems.

On the contrary, if we try to apply models to practical
problems, the objective is not necessary to understand human
intelligence or cognitive processes, but to apply well and

appropriately the models to practical problems naturally. From
this point of view, the recent development of neural networks,
as well as machine learning seem to be focused on the applica-
tion to the practical problems. For example, the Convolutional
Neural Networks (CNN) have been greatly developed recently,
but they have been based on the simplified models of visual
nervous systems [15]–[18], developed in the early seventies.
However, the simplicity of the models, inherited only partially
from the properties of our nervous systems [18], has made
it possible to improve their prediction performance in an
unexpected way. In other words, they have tried to extend
some parts of our visual nervous systems to many different
types of practical applications, keeping the main mechanism
of optical systems only partially known.

As mentioned above, those methods have aimed not to un-
derstand the main nervous systems but to improve recognition
and prediction performance, and the black-box property has
been not so serious as had been expected. Naturally, there have
been many attempts to interpret the inference mechanism in
the field of convolutional neural networks due to the urgent
need to respond to the right of explanation [9]. However, the
majority of methods have been focused on the individual inter-
pretation of neural networks for specific input patterns. Many
attempts have been made to examine what kind of features
among given input patterns are extracted in components of
neural networks [19]–[26]. Since we have not known the main
inference mechanism inside neural networks, all we can do
is to uncover partially and step by step the characteristics
related to specific input patterns. It should be repeated that this
prevailing approach is very natural, because the convolutional
neural network itself does not aim to clarify the human visual
nervous framework itself, but it tries to enhance the simple and
easily accessible parts of nervous systems as much as possible
to strengthen the model performance itself.

Thus, we can say that one of the main problems of
interpretation is that the objects to be interpreted have been
ambiguous. If our objective is to apply the model to practical
applications, the present models of interpretation, prevailing in
the convolutional neural networks, may be sufficient. But if we
try to understand the main mechanism of human intelligence
and cognitive processes in terms of neural networks, we should
think of a different type of interpretation.

Actually, there were serious attempts in neural networks
to understand the inference mechanism of living systems,
namely, the information-theoretic methods. One of the most
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important approaches is the maximum information preserva-
tion by Linsker [27]–[30]. He tried to understand the visual
nervous mechanism by supposing that neural networks try to
increase mutual information as much as possible. Then, from
this maximum information principle, he tried to explain the
actual phenomena observed in living systems. In terms of
model interpretation, maximum information preservation tried
to interpret human nervous systems in terms of information
storage and transmission in our neural systems.

Though this approach seemed to be a good starting point
for interpretation, the definition and computation of mutual
information inside cannot be necessarily and successfully used
in the field of neural networks. Though many different types
of methods have been developed so far [31]–[37], one of
the main problems is the too-abstract property of mutual
information, as well as other information measures applied to
the neural networks. Thus, if we try to understand the inference
mechanism in terms of information storage and transmission,
we need to make this abstract property of mutual information
more concrete and easily interpretable to be applicable to the
interpretation of neural networks.

We should repeat again that one of the major problems with
the Linsker-type maximum information preservation, when it is
applied to neural networks, is how to measure information con-
tent in concrete components in neural networks. The present
paper aims to realize the concept of mutual information in
more concrete ways. In mutual information maximization in
terms of neurons’ information processing, two contradictory
terms of entropy maximization and conditional entropy mini-
mization exist. Using more concrete terms, individual neurons
should respond very specifically to inputs, and at the same
time, those neurons should respond very uniformly to any
inputs on average or collectively. In living systems, neurons
should be used as equally as possible on average, and at
the same time, each neuron should respond as unequally as
possible individually. The living systems must cope with many
different types of new inputs and situations, and thus they need
to use any resources inside as much possible, and at the same
time, they need to know the properties of incoming inputs
as much as possible. Thus, this information maximization
principle states that the specific responses or larger information
to targets, should be compensated for by the uniform use of
components or smaller information from a collective point of
view. In other words, it is necessary to have larger information,
but this larger information should be distributed over as many
components as possible.

Let us apply this knowledge of living systems from an
information-theoretic view more concretely to neural networks.
We suppose here that the information content is concretely
measured in the selectivity of components such as neurons and
connection weights. When we try to measure information con-
tent in neural networks, the selectivity of components should
play an important role. Thus, information on inputs is stored
and transmitted in terms of selectivity of components. When
the selectivity of neurons toward inputs becomes higher, we
should say that the neurons tend to have more information on
inputs. Thus, we need to define the selectivity of components
and how to control it.

The importance of selectivity in actual living systems, the
interpretation methods, and in the field of improved gener-

alization has been already pointed out. First, for actual living
systems, it has been said that the selectivity should play an im-
portant role, discussed in the literature on neural sciences [38]–
[44]. Second, as mentioned above, in the field of convolutional
neural networks, to address the right to the explanation [9], a
number of attempts have been made to interpret information
processes in the networks. We think that the majority of
methods have been based on the selectivity of components
of neural networks [45]. Roughly speaking, the majority of
interpretation methods have tried to determine which parts
or components in multi-layered neural networks represent the
distinctive or common features of input patterns. In other
words, they have tried to determine which parts or components
try to respond to inputs selectively. The interpretation of neural
networks in this case corresponds to the determination of
specific components for specific inputs. Third, though the
paper does not deal with generalization, we should note that
that generalization is directly related to the selectivity of
components [45]–[50]. For example, when a neuron responds
too specifically to some inputs, generalization performance
cannot be improved, because it cannot respond appropriately
to ambiguous input patterns. For improving generalization, we
need to weaken the specific responses of neurons naturally.

This consideration leads us to say that the selectivity should
be appropriately controlled in living systems for coping with
uncertain conditions. Thus, we need to understand how this
selectivity can be controlled in living systems and how they
try to deal with uncertain conditions and unseen situations.
The present paper aims to control the selectivity or selective
information to explore how information should be stored and
transmitted in neural networks.

One of the main hypotheses in this paper is to suppose
that there is a variety of types of selectivity, and we should
control those variants to cope with coming unseen inputs .
In this paper, we suppose two types of selective information,
namely, individual and collective selective information, or
more simply, by eliminating the word “selective,” individual
and collective information. Individual information represents
how much a component responds to an input specifically,
namely, the information content an individual component has.
On the contrary, collective information represent information
pooled collectively by many neurons. Individual and collective
information in neural networks are not necessarily in harmony
with each other as is the case with human society. Thus, we
need to make a compromise between individual and collective
information in actual neural learning.

For simplicity’s sake, we suppose here that individual in-
formation is naturally information on a specific and individual
input, and it should be increased as much as possible. On
the contrary, regarding collective information, it is supposed
that we to collect as much information as possible on any
inputs, and thus it is necessary for collective information to
be as non-specific as possible to inputs. More technically,
we suppose that individual information should be increased,
while collective information should be decreased as much as
possible. Then, we should try to examine what properties
can be extracted when controlling two types of selective
information.

As mentioned above, the maximum information principle
by Linsker does not necessarily state that information should
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be simply maximized. Information in the individual level can
be increased under the condition that, in the collective level,
information should be decreased. More concretely, information
increase for individual components must be compensated for
by information decrease from a collective point of view. In
complex living systems, there are many different types of
contradictions, where a contradiction can be resolved in a level,
but in another level, the contradiction can be stronger. Thus,
for the maximum information principle, we need to develop a
composite information function by which information can be
increased and decreased at the same time.

The present paper does not simply increase the selectivity
of components. We try to control the selectivity of compo-
nents individually and collectively. Then, we try to examine
how information is stored and transmitted by changing the
selectivity individually and collectively. We try to understand
the main information processing mechanism in multi-layered
neural networks by which we can explain the generation of
individual inference mechanisms for different input patterns.

The paper has been organized as follows. In Section 2, we
present how to compute two types of selective information,
namely, individual and collective information. Then, we try to
present how to modify connection weights by changing the
ratio of individual to collective information. This method to
modify connection weights is called “selective information-
driven learning.” Then, to understand the information flow
in multi-layered neural networks, we show how to compress
multi-layered neural networks step by step, namely, partial
compression. In Section 3, we applied the method to the
bankruptcy data set. In the experiments, we tried to show
that the selective information could easily be controlled, and
this control was directly related to which parts of infor-
mation were obtained by multi-layered neural networks. By
changing the ratio, we could produce compressed networks
whose connection weights were quite similar to the original
correlation coefficients between inputs and targets. In addition,
we could extract and choose a few weights necessary only
for prediction. The results show that the selective information
control can generate more interpretable networks by which we
can understand how information is processed in a multi-layered
neural network.

II. THEORY AND COMPUTATIONAL METHODS

This section describes the selective information with indi-
vidual and collective information. Then, we explain how to
compress fully and partially networks into the simplest ones.

A. Selective Information Control

As discussed above, information contained in neural net-
works can be represented in terms of selectivity or selective
information in their components. Thus, selective information
is supposed to represent information content stored and trans-
mitted in neural networks. Depending on given objectives,
we need to control selective information appropriately, cor-
responding to the information control in neural networks. For
example, too much selectivity of components is not good for
responding to new inputs, but it is needed to specify the roles of
components for the interpretation. In addition, for the efficient
use of components, we need to treat those components as

equally as possible. This means that we need to reduce the
selectivity of components when we try to use the resources
of components as much as possible. Then, the selectivity of
components should be reduced, where each component should
have equal importance collectively. Thus, we suppose that the
selective information should be increased when components
are treated individually. On the contrary, when they are treated
collectively, the selectivity should be reduced.

For realizing this situation, we suppose two type of selec-
tive information. In one type of selective information, called
“individual information,” the information should be increased
as much as possible. Each component should respond very
specifically to inputs. On the contrary, in the other type
of selective information, called “collective information,” the
information should be decreased as much as possible. All
components should have the same importance; that is, all
components should respond equally to inputs. By mixing these
two types of information, we can control the selectivity of
components. Naturally, it is not so easy to maximize and at the
same time minimize the selective information in the same level.
However, the selective information increase and decrease are
performed in different levels, namely, individual and collective
ones, and it is possible to make a compromise between two
types of different selectivity control.

B. Individual Information

We explain here how to compute individual information.
The individual information measures how much a neuron is
connected with the corresponding one specifically. For this,
we use a network architecture shown in Figure 1, in which
the number of layers is seven, including the first input and the
last seventh output layer. For simplicity’s sake, we define them
by connection weights between the second and third layer and
neurons in the third layer in Figure 1. In our experiments,
we tried to control the selective information only for hidden
layers, because it is easy to do it in the hidden layers due to
less input and output information.

First, the strength of connection weights can be computed
by the absolute value

u
(2,3)
jk =| w(2,3)

jk | (1)

where (2, 3) denotes a transition from the second to the
third layer. This strength denotes the strength of connecting
a neuron with the other specific one. Because the strength is
changeable, depending on different neurons, we normalize it
by its maximum value

z
(2,3)
jk =

u
(2,3)
jk

maxk′ u
(2,3)
jk′

(2)

By this normalized strength, we have individual information
for the jth neuron

h
(2,3)
j = n3 −

n3∑
k=1

z
(2,3)
jk (3)

where n3 is the number of neurons in the third layer. This
individual information increases when the number of stronger
neurons decreases. Finally, when a neuron is connected only
with one specific neuron, the selective information becomes

29Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-882-2

INTELLI 2021 : The Tenth International Conference on Intelligent Systems and Applications

                            38 / 58



maximum (n3 − 1) in Figure 1(a). On the contrary, when the
neuron is connected equally with all neurons, the selective
information becomes minimum (zero) in Figure 1(b). When all
connection weights are zero, the selective information should
be zero by definition, because all connection weights have the
same value of zero.

For the overall property of this selective information, by
averaging it, we have the final individual information

h(2,3) =
1

n2

n2∑
j=1

h
(2,3)
j (4)

This individual information roughly corresponds to conditional
entropy in mutual information. However, this definition of
information in terms of selectivity is more easily interpreted.
Finally, we should note that, when we try to control the
individual information, we should change weights according
to the normalized value of zjk.

(2) j (3) k (4) l

(1)

(6)(5)

(7)

(2) j (3) k (4) l

(1)

(6)(5)

(7)

(a)  Maximum selectivity

(b)  Minimum selectivity 

Fig. 1. Individual information with maximum (a) and minimum (b)
selectivity.

C. Collective Information

We increase individual information and at the same time
decrease the collective information. This is because we try to
use all components as equally as possible for their efficient
use, but we try to understand the meaning of each component
as much as possible for interpretation. Simultaneous infor-
mation maximization and minimization has difficulty for a
compromise to be made between them. However, when those
contradictory operations are performed in different levels,
namely, individually and collectively , it is possible to do it.

Then, the collective information should denote informa-
tion, independently of specific neurons, as well as connection
weights. Thus, as shown in Figure 2(a) for the collective
information, we sum the strength of connection weights

u
(2,3)
k =

n2∑
j=1

u
(2,3)
jk (5)

where n2 denotes the number of neurons in the second layer.
The normalized strength is computed by

v
(2,3)
k =

u
(2,3)
k

maxk′ u
(2,3)
k′

(6)

Using this normalized strength, collective information is de-
fined by

g(3) = n3 −
n3∑
k=1

v
(2,3)
k (7)

When this collective information, all connection weights to the
corresponding neurons in the third layer becomes stronger, as
shown in Figure 2(a). On the contrary, when the information
decreases, all connection weights to the neurons become equal,
as shown in Figure 2(b). As mentioned above, all connection
weights happen to be very strong when the information is
maximized, as shown in Figure 2(b). Thus, we need to reduce
the strength of weights as much as possible for the minimum
information states shown in Figure 2(c). Collective information
minimization is a good candidate for information minimiza-
tion, because this minimization aims to make all connection
weights equal only collectively, meaning that some weights
may be relatively stronger. This property can be good at
compromising between individual and collective information.

(2) j (3) k (4) l

(1)

(6)(5)

(7)

(2) j (3) k (4) l

(1)

(6)(5)

(7)

(a)  Maximum selectivity

(b)  Minimum selectivity 

(2) j (3) k (4) l

(1)

(6)(5)

(7)

(c)  Minimum selectivity 

Fig. 2. Collective information with maximum selective information (a) and
minimum selective information (b) and (c).

D. Selective Information-Driven Learning

We must control two types of selective information by ac-
tually changing the weights. However, to control the selective
information, all we have to do is to change weights by the
normalized strength of connection weights z and v. For this
purpose, we introduce a composite measure, combining the
normalized strength of weights

d
(2,3)
jk = αz

(2,3)
jk + ᾱv̄

(3)
k (8)

where parameter α ranges between zero and one, ᾱ = 1− α,
and v̄ = 1 − v. When the parameter α increases, the effect
of individual information increases. On the contrary, when the
parameter α decreases and ᾱ increases, the effect of collective
information increases. When the effect of ᾱ increases, the
strongest weights are forced to be smaller, keeping smaller
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ones relatively the same. Eventually, all connection weights
become equal and smaller.

Then, for the connection weights from the second to the
third layer in the tth learning step, the weights are changed
simply by

w
(2,3)
jk (t+ 1) = d

(2,3)
jk (t) w

(2,3)
jk (t) (9)

When the composite measure d is applied, weights should
be updated with the normal error minimization method to
assimilate the effect of the composite measure.

E. Partial Compression

To examine more carefully the information flow by the
selective information control, we try to see how connection
weights are changed when going through multiple hidden
layers. For this purpose, we introduce partial compression,
where an original multi-layered neural network is gradually
compressed into the simplest one without hidden layers for
interpretation. For simplicity’s sake, the number of neurons
in any hidden layers was the same. This assumption of an
equal number of neurons in hidden layers does not necessarily
mean that we do not consider a different number of neurons
in hidden layers. The reduction in the number of neurons can
be actually realized by suppressing the number of connection
weights by the present method.

Figure 3 shows how to compress a multi-layered neural
network step by step. In the first partial compression, as shown
in Figure 3(a), we immediately compress the input and output
layers, skipping all hidden layers,

w
(1,7)
iq =

n6∑
q=1

w
(1,2)
iq w(6,7)

qr (10)

This shows only information contained in the input and output
layers.

Then, we suppose that two connection weights from the
first to the second layer, represented by (1,2), and between the
second and the third layer, represented by (2,3), are combined
into

w
(1,2,3)
ik =

n2∑
j=1

w
(1,2)
ij w

(2,3)
jk (11)

where (1,2,3) represents compression that is performed up to
the second layer. In the second compression in Figure 3(b), we
combine this compressed weight with the final output layer

w
(1,3,7)
ir =

n6∑
q=1

w
(1,2,3)
iq w(6,7)

qr (12)

where (1,3,7) denotes that compression is performed up to the
third layer. We compress the remaining connection weights
in the same way in Figure 3(c) and (d), and finally, we can
compress all layers into the simplest ones in Figure 3(e)

w
(1,6,7)
ir =

n6∑
q=1

w
(1,6,6)
iq w(6,7)

qr (13)

where (1, 6, 7) shows that compression is performed up to
the sixth layer, namely, full compression. Those compressed
weights aim to represent the main characteristics of overall

connection weights. The compressed weights can be computed
by multiplying connection weights of all routes from an input
to the corresponding output.
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(2) j
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(7) r

(6) q

(7) r
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(b)

(c)
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(1) i
(2) j (3) k (4) l (5) (6) q
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(7)

(7)

(7)

(7)

(7)

Fig. 3. Network architecture with seven layers, including five hidden layers
(a) to be compressed step by step into the simplest ones (b)-(e).

III. RESULTS AND DISCUSSION

This section present the experimental results applied to the
bankruptcy data set, in which we tried to show that individual
and collective information could be controlled to capture
input or output information. In addition, behind complicated
connection weights, we could find very simple, independent,
and individual relations between inputs and outputs.

A. Results of Bankruptcy Data Set

1) Experimental Setting: The experiment aimed to predict
bankruptcy by six qualitative input variables: industrial risk,
management risk, financial flexibility, credibility, and operating
risk [51]. As shown in Figure 4, the number of input, hidden,
and output neurons was 6, ten, and one, and the number of
hidden layers was ten. We used the partial compression in
which compression was performed step by step by multiplying
connection weights in higher hidden layers as shown on the
lower side of the figure in Figure 4. The number of input
patterns was 250, where 70 percent and the remaining 30
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(1) (2) (3)

(12)

(4) (5) (6) (7) (8) (9) (10) (11)

(a) Original network

(b) Partial Compression

(1)(1)

(12) (12) (12)

(1)

6 10

(1,2,12) (1,3,12) (1,11,12)

Fig. 4. Network architecture (a) and a process of partial compression (b)
for the bankruptcy data set. The notation (1,2,12) denotes that compression is
applied up to the second layer.

percent of the data set was for training and testing. The
generalization performance was almost perfect by the present
method, as well as the other conventional methods such as
logistic regression and random forest. However, connection
weights and other importance measures were different by
different methods. Thus, this is a good benchmark data set
for comparing the final representations by different methods.
We used the scikit-learn neural network package with almost
all parameters set to default values, except for the number of
epochs and tangent-hyperbolic activation function, for making
the reproduction of the present results as easy as possible.
In addition, the effect of selective information is forced to
be applied many times (up to 5 times), in direct proportion
to the number of learning epochs. This property tended to
make connection weights extremely large or small due to the
repeated assimilation procedures. Thus, we reduced the effect
of selective information as follows:

d
(2,3)
jk = θ

[
αz

(2,3)
jk + ᾱv̄

(3)
k

]β
(14)

Newly added parameters θ and β were used only for reducing
the excessive effects of selective information by repeating the
assimilation processes (up to 5 times). The actual values of
the parameter θ and β were 0.99 and 0.9, respectively.

2) Selective Information Control: In the first place, we try
to show that the present method can decrease collective infor-
mation and at the same time increase individual information
by changing the parameter α. Figure 5 shows collective and
individual information and the ratio of individual to collective
information for the last hidden layer, namely, from the tenth
to the eleventh layer for the bankruptcy data set. We chose the
most typical hidden layer, where selective information could
be controlled the most explicitly by the present method. As
shown in Figure 5(a1), collective information increased very
slightly, and individual information increased immediately in
the first place and remained almost the same in the later
stages of the learning steps. Thus, the ratio of individual to
collective information stayed almost the same throughout the
entire learning steps. This can be explained by the fact that,
when the parameter was one, only individual information was
forced to be increased. When the parameter decreased from 0.9
(b) to 0.7 (d), individual information was forced to increase

Steps Steps Steps

Steps Steps Steps

Steps Steps Steps

Steps Steps Steps

Steps Steps

Steps

Steps

(a) 1

(b) 0.9

(c) 0.8

(d) 0.7

(e) 0.6

(a1) (a2) (a3)

(b1) (b2) (b3)

(c1) (c2) (c3)

(d1) (d2) (d3)

(e1) (e2) (e3)

Steps Steps

(f) Conventional(e1) (e2) (e3)

Fig. 5. Collective information (1), individual information (2), and the ratio
of individual to collective information (3) when the parameter decreased from
1 (a) to 0.6 (e), and the conventional method (f) for the bankruptcy data set.

more slowly. Collective information gradually decreased, and
the ratio of collective to individual information increased
gradually. In particular, when the parameter was 0.6 in Figure
5(e3), the ratios increased considerably when the learning
steps increased. However, we could see some fluctuations,
showing difficulty in controlling two types of information.
Note that, when the parameter was increased further, we could
not obtain stable results. Finally, without information control,
no changes in selective information and its ratios could be seen
in Figure 5(f). These results show that the present method can
control two types of selective information, where collective
information can be decreased, and at the same time, individual
information can be increased, though some difficulty could be
seen when the parameter was forced to be smaller and we must
compromise between individual and collective information.
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(a) 1

(b) 0.9

(c) 0.8

(d) 0.7

(e) 0.6

(f) Conventional

Fig. 6. Weights when the parameter decreased from 1 (a) to 0.6 (e) and by
using the conventional method (f) for the bankruptcy data set.

Figure 6 shows connection weights for all hidden layers
when the parameter decreased from 1(a) to 0.6(e). When the
parameter was one in Figure 6(a), many strong connection
weights were scattered. When the parameter decreased from
0.9 in Figure 6(b) to 0.7 in Figure 6(d), a neuron in the
preceding layer tended to be connected with all neurons in the
subsequent layer. In particular, the final connection weights
from the tenth to the eleventh layer, located in the rightmost
column, shows the most typical state. This tendency tended
to prevail for all layers when the parameter decreased to 0.6
in Figure 6(e). This means that, when collective information
is forced to decrease, a specific neuron tends to be connected
with all neurons in the subsequent layer. Collective information
minimization can be realized by connecting a neuron with as
many different neurons as possible. Finally, when we did not
use selective information, little regularity could be seen over
connection weights in Figure 6(f). However, we could see
the same tendency, that neurons in the precedent layers were
connected with ones in the subsequent layers. The selective
information method seems to enhance this tendency.

3) Compressed Weights: We show here that the compressed
weights from the original multi-layered neural networks were
very close to the original correlation coefficients between
inputs and targets of the data set, meaning that the method
could disentangle connection weights to get individual and
independent relations between inputs and outputs.

Figure 7(a) shows the correlation coefficients between
inputs and targets of the original data set. Figures 7 (b) to
(f) show compressed weights when the parameter decreased
from 1 to 0.6. In addition, Figure 7(h) shows the regression
coefficients of the logistic regression analysis. Those com-
pressed weights and regression coefficients were quite similar
to each other, and they were close to the original correlation
coefficients between inputs and outputs in Figure 7(a). On

I(a) Original Correlation (b) 1 (c) 0.9

(d) 0.8 (e) 0.7 (f) 0.6

(g) Conventional (h) Logistic (i) Random forest

Inputs Inputs Inputs

Inputs Inputs Inputs

Inputs Inputs Inputs

Fig. 7. Correlation coefficients between inputs and targets in the original data
set (a) and compressed weights when the parameter α decreased from 1 (b) to
0.6 (f) and by the conventional method without selective information control
(g), and the regression coefficients by the logistic regression analysis (h) and
prediction importance (i) by the random forest method for the bankruptcy data
set.

the contrary, the conventional method without the selective
information produced compressed weights different from the
original correlations and regression coefficients in Figure 7(g).
This means that the selective information control can be used
to disentangle connection weights and to produce individual
and independent relations between inputs and outputs. Finally,
Figure 7(i) shows the prediction importance by the random
forest method, where the importance was all positive, because
the method could not deal with the negative values.

4) Partially Compressed Weights: Then, we tried to par-
tially compress connection weights to examine how neural
networks tried to extract information when the hidden layer in-
creased. The principal finding was that individual information
tended to deal with information from outputs, while collective
information tended to focus on information from inputs.

Figure 8(a) shows compressed weights for all layers when
the parameter was one and only individual information was
forced to be increased. Weights were partially and step by step
compressed from the top- left to the bottom-right box. The
top-left compressed weights were ones obtained by combining
only input and output layers, and the bottom-right weights
were obtained by compressed all connection weights of all
layers, namely, full compression. As can be seen in the figures,
partially compressed weights were small when we compressed
weights up to the sixth layer, when the compressed weights
became slightly stronger. Finally, we could obtain the final
compressed weights by the full compression (bottom-right).
This means that neural networks cannot extract necessary
information up to the final layer, which suggests that the
individual information is dependent on the acquisition of
output information.
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Figure 8(b) shows partially compressed weights when the
parameter was set to zero and only collective information
was used. Note that, when the parameter was set to zero, the
neural networks could not finish the learning, producing large
errors for the outputs. Thus, the results were used to show
the effects of collective information minimization as clearly as
possible. As can be seen in the figure, only when connection
weights in the input and output layers were compressed (top-
left), we could obtain strong connection weights, while in all
the other cases, the compressed weights were very small. As
was mentioned, the learning failed, because information from
inputs could not be transmitted to the final layer.

Figure 8(c) shows partially compressed weights by the
conventional method without selective information. As can be
seen in the figure, only when all connection weights in all
layers were compressed (bottom right) were strong compressed
weights obtained. This seems to us that the conventional
method focused on information from outputs. As shown in
Figure 8(a), individual information maximization also showed
the same tendency of focusing toward output information.

These results show that the conventional method, as well
as individual information can produce the final compressed
weights only when all information goes through all hidden
layers. On the other hand, the collective information has a
property to detect some information in the early stages of
multi-layers. From these experimental results, we can infer
that we can obtain different types of internal representations
by focusing on input or output information.

IV. CONCLUSION AND FUTURE WORK

The present paper aimed to propose a new type of
information-theoretic method to control the selectivity of
components of neural networks. To interpret the process of
information storing and transmission of neural networks, we
need to control the selectivity of components, or selective
information. Only by controlling the selective information can
we interpret the information processing of neural networks
and thus interpret the main inference mechanism of neural
networks. We prepared two types of selective information:
individual and collective information. By the ratio of the two
types of selective information, we tried to explore the main
information processing mechanism. The method was applied
to the bankruptcy business data sets. The experimental results
showed that individual and collective information could be
controlled by the present method. With this control, we could
see how neural networks try to capture input information or
output information differently. In addition, the results showed
that, behind seemingly complicated representations in multi-
layered neural networks, very simple, individual, and indepen-
dent relations could be observed. It can be expected that the
complicated representations in the surface level can be trans-
formed from those simple basic representations. We should say
that it is possible to transform complicated neural networks
into the simple ones, whose basic structure can be easily
interpreted, and the structure can be easily transformed to
produce a variety of surface and complicated representations.

Finally, this paper was concerned with the interpretation,
but it is better to unify the problem of interpretation with im-
proved generalization performance. Thus, we need to propose

(a) 1

(b) 0

(c) Conventional

Fig. 8. Partially compressed weights when the parameter was 1 (a) and
0 (b), and the conventional method without selective information (c) for the
bankruptcy data set.

a method to interpret the inference mechanism, followed by
improved generalization.
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Abstract— Human emotion prediction is an important aspect of 
conversational interactions in social robotics.  Conversational 
interactions involve a combination of dialogs, facial expression, 
speech modulation, pose analysis, head gestures, and hand 
gestures in varying lighting conditions and noisy environment 
involving multi-party interaction.  Head motions during 
conversational gestures, multi-agent conversations and varying 
lighting conditions cause occlusion of the facial feature-points.  
Popular Convolution Neural Network (CNN) based predictions 
of facial expressions degrade significantly due to occluded 
feature-points during extreme head-movements during  
conversational gestures and multi-agent interaction in real-
world scenarios.  In this research, facial symmetry is exploited 
to reduce the loss of discriminatory feature-point information 
during conversational head rotations.  CNN-based model is 
augmented with a new rotation invariant symmetry-based 
geometric modeling.  The proposed geometric model 
corresponds to Facial Action Units (FAU) for facial expressions.  
Experimental data show hybrid model comprising a CNN-based 
model and the proposed geometric model outperforms the CNN-
based model by 8%-20%, depending upon the type of facial-
expression, beyond partial head rotations. 

Keywords-Artificial Intelligence; conversation; emotion analysis; 
facial expression analysis; facial occlusion; facial symmetry; head 
movement; multimedia. 

I.  INTRODUCTION 
Due to an aging population in the developed world and 

limited workforce [1], there is a growing need of social 
robotics for elderly care and healthcare [2].  To show empathy, 
interact, and converse with humans, social robots need to 
understand human emotions and pain [3], [4] in the wild i.e. 
emotions are derived from the living systems in real-time 
scenarios, such as attending elderly patients or helping a 
frustrated elderly person in a home setting [5], [6]. 

Predicting emotions in the wild is complex and requires 
multimodal multimedia analysis involving dialogs [7], voice-
modulation (including timed silence) [8], gestures (including 
postures, gaze, conversational head and hand gestures, and 
haptic gestures) [9], facial expressions [10]-[13], pain, and 
tears.  Many desirable human-robot interactions, such as 
conversational gestures, including human warmth and 
affection, frustration, irritation, encouragement, impatience 
and pain shown by a combination of voice-modulation, 

speech-phrases, gestures, facial expressions are yet to be 
achieved.  Compared to emotions exhibited in dialogs, 
utterances and gestures, facial expressions are exhibited more 
involuntarily [4], [10]. 

Multimedia analysis of facial expressions requires a 
sequence of video frames, dimension reduction, intelligent 
image analysis, and analysis of the intensity of facial 
expressions.  In cognitive psychology, two approaches are 
used to study facial  expressions: basic six emotions (anger, 
disgust, fear, happiness, sadness, and  surprise) popularized by 
Ekman and others [14]; Valence-based Plutchik’s wheel of 
emotion that relates positive and negative emotion classes in 
multiple intensity levels [15].  Computational analysis is 
currently limited to recognizing six basic emotions [4], [10], 
[11] due to tractability of the underlying problem and explicit 
correspondence of basic emotions to facial muscles modeled 
by facial action units [14]. 

Previous studies are mostly limited to the frontal facial 
view [11] or static aligned poses [16] using curated databases 
[17]-[20] showing nonoccluded pure facial expressions in 
proper lighting conditions.  In recent years, many researchers 
have suggested techniques to handle information loss caused 
by partial occlusion due to external face-obstructing objects, 
such as eye-glasses, hats, scarfs, and medical masks; hand 
gestures; hair and mustaches; ambient lighting conditions 
[21]-[29].  These schemes are based on reconstruction of 
small patches of a partially occluded face using nonoccluded 
(or global) facial texture.  None of these techniques are suited 
for extreme loss of discriminatory feature-points during 
extreme head-rotations in argumentation, denial or multi-
party interactions where a significant part of face is occluded 
for a longer period. 

In real-life scenarios, the face continuously moves during 
a conversation [9], [30], [31] based upon 1) conversational 
gestures, such as argumentation, interrogation and denial [9]; 
2) intensity of emotion [15]; 3) multi-party interactions; 
changing ambient lighting conditions and shadows with head-
movements during conversational gestures.  Head rotations 
stochastically occlude feature-points causing information loss 
hindering accurate facial-expression classification. 

Experiments with CNN-based model [13], as described in 
section 5, show that facial expression prediction drops by 10-
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20% for partial occlusion (less than 45° rotation) and by 30-
50% beyond 45° rotation. 

Recent augmentation of CNN-based modeling with Long 
Short Term Memory (LSTM) and transfer learning improves 
temporal context and maps real-time movement to the nearest 
alignment of static CNN model to improve the prediction [31] 
during head-movement.  However, they do not handle 
extreme information loss beyond partial occlusion and do not 
exploit facial symmetry. 

CNN-based models need to be augmented with temporal 
contexts and restore occluded discriminatory feature-points 
for beyond the partial occlusion in conversational head-
gestures, such as emotional disagreement, interrogation, 
argumentation or denial; multi-party interaction that involves 
significant occlusion of one part of the face.  Luckily, even 
during extreme head-rotation, only one side of the face is 
occluded, and facial symmetry can be used to reconstruct the 
occluded discriminatory feature-points knowing the 
coordinates of their counterparts on the nonoccluded side. 

This research improves facial-expression analysis for face 
under motion by utilizing facial symmetry [32] along the 
vertical major axis.  Facial symmetry has been used to 
estimate the coordinates of missing discriminatory feature-
points using their nonoccluded counterparts [33], [34].  
Prediction is based upon 1) inherent symmetry of the face 
around the vertical axis of the face; 2) noted differences 
between the symmetrical points and the actual geometric 
feature-points from the previous frames. 

The proposed hybrid model augments the CNN-based 
model [13] with a symmetry-based geometric model proposed 
in this paper.  The hybrid model uses CNN-based prediction 
for the nonoccluded or partially occluded space and the 
symmetry-based geometric model beyond partially occluded 
space.  The proposed geometric model provides motion 
continuity and temporal context to the CNN model for 
selecting the nearest static alignment. 

The major contributions in this research are: 
1. Development of a symmetry-based geometric model 

corresponding to Facial Action Units (FAUs) to 
recover discriminative feature-points during 
conversational head-rotations in real-time scenarios; 

2. Augmentation of the CNN-based model with the 
proposed symmetry-based geometric model to 
improve the temporal context and the facial 
expression prediction beyond the partial occlusion. 

The overall roadmap of this paper is: Section 2 describes 
the related work.  Section 3 describes background concepts 
about facial features.  Section 4 describes the proposed 
symmetry-based geometric model.  Section 5 describes the 
implementation and experimental results.  Section 6 
concludes the paper. 

II. RELATED WORK 
Related work can be classified as: 1) handling occlusion 

for improper lighting conditions, hand-gestures and external 
objects [24]-[32]; 2) analyzing emotions in the wild [6]; 3) a 

combination of CNN, LSTM and transfer learning to map 
continuous motion to the corresponding CNN [31]. 
 To handle the occlusion caused by external objects, 
researchers have used fixed pose alignments [16], hybrid 
models training on occluded and nonoccluded samples and 
using nonoccluded features-space as a guidance to predict 
texture of occluded patches [24], combination of sparse 
representation and maximum likelihood estimation [25], a 
combination of Gabor filter and local binary pattern to derive 
the texture of occluded patch [26], deep structure recognition 
[27], a combination of feature histogram, dimension 
reduction and support vector machine [28], Gabor filter and 
co-occurrence matrices [29], combination of global and local 
textures with CNN and attention [30], use of LSTM auto-
encoders [31], and Bayesian networks [32]. 
 The above schemes combine information from previous 
images or texture-pattern from nonoccluded space, and 
dynamic weighting of texture-patterns to reconstruct 
occluded patches using well curated datasets [17]-[20].  
These schemes do not analyze occluded facial expressions in 
the wild during conversational head-motion. 
 Zong et al. use a combination of transduction transfer 
learning and linear discriminant analysis to map the trained 
data using curated dataset to the data in the wild [13].  
However, the scheme does not: 1) handle conversational head 
movements and the resulting occlusion; 2) does not use 
symmetry to recover occluded feature-points. 
 T-H. S. Li et al. integrate CNN with LSTM to provide 
the temporal context [23] required for analyzing facial 
expression during head rotation.  They use transfer learning 
to map a position to the corresponding static alignment of 
CNN for improved accuracy.  The scheme is limited by the 
number of fixed domains for transfer learning and does not 
exploit symmetry.  Besides, LSTM cannot estimate the 
coordinates of the occluded feature-points explicitly. 
 Compared to other schemes, the proposed geometric 
model significantly exploits facial symmetry [33] - [35] to 
recover occluded feature-points during extreme head 
rotations.  The correspondence of the line-segments joining 
discriminatory feature-points to Facial Action Units (FAUs) 
relates the proposed hybrid model with Facial Action Coding 
System (FACS) based analysis and CNN-based analysis.  In 
addition, the changes in line-segment ratios with head-
movements provide temporal context even under extreme 
head-rotations.  In our scheme, the availability of 
discriminative feature-points supports multimodal analysis of 
head-gestures and provides explanation capability. 

III. BACKGROUND 
A face has two types of feature-points: fixed points and 

active points.  Fixed points act as a reference, and active-
points move during facial-expressions, altering x and z-
coordinates of feature-points [10].  Figure 1 illustrates various 
feature points. 

A face has six major fixed points: two ends of the left and 
right eyes; bottom of a nose; middle point between two eye-
brows above the nose-tip.  There are 14 major active points: 
1) three points on each brow; 2) two middle points of lips; 3) 
two endpoints of the mouth; 4) two middle points in each eye. 
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Figure 1. Facial feature points with symmetry 

Feature-points’ denotations use ‘e’ for eye; ‘br’ for brow; 
‘m’ for mouth.  A superscript denotation uses ‘L’ for left-side; 
‘R’ for right-side; ‘T’ for top; ‘B’ for the bottom.  A subscript 
enumerates feature-points for the same organ. 

A. Notations 
Line-segments are denoted by two end feature-points or 

their intuitive description.  For example, eye-width is denoted 
as EW or L L

1 4
e e .  Lip-width is denoted by LW or mTmB.  Given 

a line-segment LS, magnitudes of the x-axis, y-axis and z-axis 
component are denoted respectively by |LS|X, |LS|Y, and |LS|Z. 
In this paper, parameterization is illustrated using left-side of 
a face.  The technique applies also to the right-side of the face. 

B. Facial Symmetry 
Facial features have an anatomical symmetry at the muscle 

level around the vertical axis.  This symmetry causes similar 
changes on both sides of a face for most facial-expressions. 

C. Occlusion and Head Movement 
In a real-world situation, the head rotations are observed 

every 5 - 7 degrees [35].  In our experiment, internal states 
change every 15° to reduce computational overhead.  This 
choice slightly degrades (by 1-3%) the prediction accuracy for 
a tradeoff of reducing computational overhead.  The angle of 
rotation maps to one of the internal states based upon an 
identifiable resolution in the feature-points.  Distances 
between the symmetry-axis and the feature-points on the 
nonoccluded side are used to estimate the coordinates of 
occluded feature-points using facial-symmetry. 

In our statistical reporting of data, five occlusion states are 
used: 1) frontal face with no occlusion (|θ| < ϵ); 2) partial left-
side or right-side occlusion (ϵ < rotation < 45°); 3) full left-
side or right-side occlusion (> 45°).  Internal states map to one 
of the five states based upon interval inclusion. 

IV. PROPOSED GEOMETRIC MODEL 
Facial expression analysis requires: 1) removal of the 

distortions caused by camera zooming; 2) removal of the 
distortions in the line-segments caused by head-rotations, and 
3) correspondences of parameters to the changes in FAUs. 

The identification of parameters invariant to head-
rotations requires the use of fixed feature-points that act as a 
reference to measure the changes in orientation and lengths of 
the line-segments with varying facial expressions. 

The motions of active-points that contribute to the facial 
expressions are: 1) vertical and horizontal motion of t

2 2
L L L
1b , b , b  on an eyebrow; 2) vertical motions of { 2 3

L Le , e } 
in the center of an eyelid, 3) vertical and horizontal motions 
of mL  (lip-endpoints), and 4) vertical motions of mT, mB  and 

{ 1 2
L Lm , m } (lip-midpoints).  Figure 2 shows left side of the 

face with the required feature-points and line-segments used 
in  the facial expression classification. 

The line-segments for the facial expression analysis are: 

2 3 3
L L L L L
1 1

B B Bn b , n b , n b , b b , EH ( 2 3
L Le e : eye-height), LH 

(mTmB : lip-height), LW ( 1
L Lm m : lip width), EL ( L L

cm e : lip 
segment to the eye ( L

ce  is the left center of eye given by 
2 3

2

l le e+  ).  The line-segments 2 3 3
L L L L L
1 1

B B Bn b , n b , n b , b b

and EL have x-magnitudes and z-magnitudes. 
The line-segments LH and EH have z-magnitudes; the 

line-segment LW has x-magnitude.  With no rotation and 
zooming, changes in the x-magnitudes and z-magnitudes of 
these line-segments correspond to different facial expressions.  
In an actual scenario, these line-segments vary with head-
rotations and image scaling due to the camera-zooming.  
These line-segments are mapped to parameters invariant to 
head-rotations and camera zooming, such that the resulting 
parameters vary with facial expressions only.  Four line-
segments, joining fixed-points, nBnT, 1 4

L Le e , 1
T Ln e , and 4

T Ln e
have been used to derive parameters invariant with respect to 
head rotation.  The effect of zooming is removed by dividing 
the z-magnitudes by the magnitude of the line-segment nBnT. 

To minimize the effect of variation of x-coordinates 
during a head-rotation, the most aligned fixed segments are 
chosen that are affected similarly by the head-rotation 
compared to line-segments involving active points. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Facial feature-vectors 
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A division of line-segments by the x-magnitude of the 
line-segments involving the nearest fixed-points parallel to the 
same axis minimizes the effect of rotation and preserves the 
changes due to facial expressions. 

The division by the segment 1 4
L Le e provides invariance for 

the eye-brow area.  The division by x-magnitude | 1
T Ln e |X 

cancels the effect of head-rotation on the magnitude | L
1

Bn b |X.  
The division by the x-magnitude | 4

T Ln e |X cancels the effect of 
the head-rotation on the magnitude |LW |x. 

A. Frontal Pose Estimation 
 The fixed feature-points nose-bottom nB, left inner-eye 

1
Le and right inner-eye 1eR  are used to establish frontal pose 

(see Figure 2).  The ratio | 1
T Ln e | / | 1

T Rn e | = 1 for the frontal-
pose, only altering during head-rotation.  The overall estimate 
for the frontal pose is given by (1) where ϵ is an 
experimentally derived value slightly greater than zero to 
take care of involuntary and random head-movements. 

1 – ϵ ≤ | nB 𝑒𝑒1
𝐿𝐿| / | nB 𝑒𝑒1

𝑅𝑅| ≤ 1 + ϵ (1) 

Estimation of rotation angles is based on missing 
landmarks on the rotated side of the face.  The landmarks nt 

and nb become invisible in the complete occlusion and are 
visible between partial and complete occlusion.  For rotation 
to the left or right, the ratio changes beyond 1 ∓ ϵ. 

Variations in the line-segment LH reflect tightening or 
opening of lips and mouth, and jaw-drop.  It is associated with 
FAU 8 (lips towards each-other), FAU 10 (upper lip-raiser), 
FAU 16 (lower lip-depressor), FAU 17 (chin-raiser), FAU 23 
(lip-tightener), FAU 26 (jaw-drop) and FAU 27 (mouth-
stretcher).  Variations in the line-segment LW reflect 
compression and stretching of a mouth.  It corresponds to 
FAUs 6, 12, 14, 20, 23 and 27.  These FAUs are involved in 
happiness (lip-corner and cheek-stretching obliquely up), and 
sadness (lip-corner stretching oblique downwards).  
Variations in the z-component |EL|Z (eye-to-lip vertical 
component) measure compression and stretching of cheek 
muscles.  The decrease in |EL|Z corresponds to FAU 6 (cheek-
raiser) associated with happiness.  The increase in |EL|Z 
corresponds to FAU 15 (lip-corner depression) associated 
with negative emotions fear, disgust and sadness.  The change 
in the magnitude of the line-segments EW (eye-width) and 
EH (eye-height) correspond to FAU 7 associated with anger.  
The magnitude |EH| increases during anger due to the raising 
of the upper eyelid and middle eye-brow point.  Variations in 
eye-brow length | 1

Lb 3
Lb | (brow compression and stretching) 

correspond to FAU 1  (inner brow raiser), FAU 2 (upper brow 
raiser) or 4 (brow lowerer).  However, only the x-component 
| 1

Lb 3
Lb |x is used because vertical variations in eye-brow are 

processed by |nB
1
Lb |z, |nB

2
Lb |z and | nB

3
Lb | z.  The increase in |

1
Lb 3

Lb  |x corresponds to FAU 4 (brow-lowerer) associated 
with negative emotions: fear, disgust, anger, and sadness.  
The z-component |nB

1
Lb  |z corresponds to inner-eyebrow 

raising or lowering.  The increase in magnitude |nB
1
Lb  |z 

corresponds to FAU 1 associated with surprise.  The decrease 
in |nB (1 3)

L
i ib ≤ ≤ |z corresponds to FAUs 4 and 9 associated with 

negative emotions: fear, disgust, sadness, and anger.  The 
increase in the magnitude |nB 3

Lb  |z corresponds to FAU 2 
associated with fear.  Overall, these line-segments cover 
FAUs 1, 2, 4, 5, 6, 7, 8, 9, 10, 12, 14, 15, 16, 17, 20, 23, 26 
and 27 involved in six basic facial expressions.  The overall 
correspondence is summarized in Table I. 

TABLE I.  LINE-SEGMENTS 

B. Normalized Ratios 
In the beginning, the frontal pose is recorded to derive the 

original coordinates of feature-points and the original length 
and orientation of line-segments.  The zooming distortion and 
head-rotation distortions in the x-direction are removed from 
the feature-points and the corresponding line-segments. 

Vertical segments |nB 1
Lb |z ,|nB 2

Lb  |z |nB 3
Lb |z, EH and |EL|Z 

are divided by |nBnT| to derive the corresponding normalized 
ratios.  Horizontal line-segment |LW|X and | 1

Lb 3
Lb  |X are 

divided by |nT 1
Le  | and EW, respectively.  The normalized 

ratios are summarized in Table II. 

TABLE II.  LINE-SEGMENTS AND FAU CORRESPONDENCE 

C. FAU Correspondence 
Table III describes conditions by combining the 

normalized ratios across the same or different video-frames 

Line-ratio Norm. ratio Description 

RLH |LH | / |nBnT| lip height ratio 
RLW |LW |X / |EW| lip-width ratio 
REL |EL|Z / |nBnT| eye-to-lip ratio 
RBW | 1

Lb 3
Lb |X / EW brow-width ratio 

RIBH | nB
1
Lb |Z / |nBnT| inner brow-height ratio 

RMBH | nB
2
Lb |Z / |nBnT| mid-brow height ratio 

ROBH | nB
3
Lb |Z / |nBnT| outer-brow height ratio 

REH |EH| / |nBnT| eye-height ratio 

Line-seg. FAUs Basic emotions 
LH 8, 10, 16, 17, 

23, 26, 27 
anger, disgust, fear, sadness, surprise 

LW 6, 12, 15, 16, 
20, 23 

happiness and sadness 

EL 6, 15 disgust, fear, happiness, sadness 
EH 5, 7 anger 

| 1
Lb 3

Lb |x 
4 anger, disgust, fear, sadness 

|nB
1
Lb |z 

1, 4, 9 anger, disgust, fear, sadness, surprise 

|nB
2
Lb |z 

4, 5 fear and surprise 

|nB
3
Lb |z 2 fear 

nBnT Used for vertical normalizations 
EW, |nTnB|

L  
Invariant with head-rotation 
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that are sampled periodically because facial expressions alter 
after few seconds.  All the FAUs involved in basic facial 
expressions are derived using these conditions. 

TABLE III.  FAUS AND NORMALIZED RATIO CONDITIONS 

 
The increase in the ratio RLH corresponds to FAU 10 

(upper lip raiser), FAU 26 (jaw-drop), and FAU 27 (mouth-
stretch).  The decrease in the ratio RLH corresponds to FAU 8 
(lips towards each other), FAU  16 (lower lip-depressor), 
FAU 17 (chin-raiser), and FAU 23 (lip-tightener). 

The increase in the ratio RLW corresponds to FAU 6 
(cheek-raiser), FAU 12 (lip-corner puller), FAU 15 (lip-
corner depressor), FAU 16 (lower lip-depressor), and FAU 20 
(lip-stretcher).  The decrease in the ratio RLW corresponds to 
FAU 23 (lip-tightener).  The increase in the ratio REL 
corresponds to FAU  15 (lip-corner depressor); the decrease 
in the ratio REL corresponds to FAU 6 (cheek-raiser). 

The increase in the ratio REH corresponds to FAU 5 (upper 
lid raiser); the decrease in the ratio REH corresponds to the 
FAU 7 (lid tightener) or FAU 41 (lip-stoop).  The increase in 
the ratio RBW corresponds to FAU 4 (brow-lowerer).  The 
increase in the ratio RIBR corresponds to FAU 1 (inner eye-
brow raiser); the decrease in the ratio RIBR corresponds to 
FAU 4 (brow-lowerer).  The increase in the ratio ROBR 
corresponds to FAU 2 (outer eye-brow raiser); the decrease 
in ROBR corresponds to FAU 4 (eye-brow lowerer). 

A simultaneous decrease in the ratio RLH and an increase 
in the ratio REL correspond to the activation of FAU 16 
(lower-lip depressor).  Simultaneous decreases in the ratios 
RLH and REL correspond to the activations of FAU 12 (lip-
corner puller) and FAU 6 (cheek-raiser).  Simultaneous 
increases in the ratios REL and REW correspond to FAU 15 (lip-
corner depression).  Simultaneous decreases in the ratios RIBR, 
RMBR and ROBR and, increase in the ratio RBW correspond to the 
activation of FAU 4 (eye-brow lowerer). 

V. IMPLEMENTATION AND EXPERIMENTATION 
RaFD database [20] was used for training and comparison 

of results between geometric modeling and CNN-based 

model.  For the online video capturing, three frames per 
second were used for the facial expression analysis.  Epochs 
of 200 frames were used because the experimental data show 
that the accuracy of the facial expression recognition 
stabilizes around 200 frames. 

A. CNN Architecture 
The implemented CNN-based model is a cascade of three 

hidden layers: conv-32, conv-64 and conv-128, followed by 
a Softmax layer.  Each conv-m layer contains m filters to 
extract different orientations.  The conv-128 layer provides a 
sub-classification of textures.  After each convolution layer, 
there is a max-pooling layer for the subsampling of images.  
Each max-pool layer has a 2 × 2 pixel window. 

After applying the Locality-Sensitive Hashing (LSH) [12] 
and Gabor filter [13], the processed images are passed to the 
network of convolution layers through the input layer.  LSH 
is a dimension reduction technique that maps the pixels with 
similar values in the same bucket.  Gabor filter preserves the 
texture directionality.  The hidden layers extract facial 
features and reduce the dimensions.  The fully connected 
layer combines the matrix-derived after the last hidden layer 
into one vector, and the Softmax layer extracts the output 
from the vector. 

Each cropped image is scaled to 56 × 56 pixels.  The data-
size after the conv-32 layer is 56 × 56 × 32 pixels, and the 
output of first max-pooling layer after the conv-32 layer is 28 
× 28 × 32 pixels.  The output of the second max-pooling layer 
is 28 × 28 × 64 pixels.  The output of the last hidden layer is 
14 ×14 ×128.  The output of the following max pooling layer 
is 7 × 7 × 128 pixels.  Extracted features are concatenated by 
adding a fully connected layer at the end. 

B. Database and Video Processing 
RaFD dataset was used for measuring the performance of 

the CNN-based model for various static alignments in 
different poses [20], [36].  Compared to other curated facial 
expression databases u [17]-[19], RaFD gives comprehensive 
facial-expressions for 67 models (for both genders) with 
multiple camera angles and adjustment of lighting conditions. 

CNN model was also executed in wild for the frontal pose 
and compared against the results of RaFD dataset to derive 
the comparative deterioration of the recall as defined in (2). 

Recall =  
    

true positive
true positive false negative+

 (2) 

The hybrid model was executed in the wild.  The results 
are summarized in Tables IV, V, and VI, respectively.  Tables 
IV and VI show the recall values of CNN-model with RaFD 
dataset and the proposed hybrid model in wild, respectively.  
Table V shows the confusion matrix for CNN model for 
frontal pose in the wild. 

C. Performance Evaluation and Discussion 
Table IV illustrates CNN based prediction, even for a 

cured RaFD database, deteriorates quickly due to the 
unavailability of discriminatory feature-points on the 

FAUs Condition (n = m + k and k > 0) 
#1 IBR IBR

n mR R<   

# 2 OBR OBR
n mR R>  

#4 IBR IBR
n mR R< ⋀ MBR MBR

n mR R<  ⋀ OBR OBR
n mR R<    

#5, 27 EH EH
n mR R>  

#6, 12 LH LH
n mR R< ⋀  EL EL

n mR R<  

#7, 41 EH EH
n mR R<  

#8 LH LH
n mR R<  

#10 LH LH

n m
R R>  

#15 EL EL
n mR R> ⋀ EW EW

n mR R>  

#16 LH LH
n mR R< ⋀ EL EL

n mR R>  

#17 EL EL
n mR R<  

#20 LW LW
n mR R<  

#23 LW LW
n mR R>  

#26 EL EL
n mR R>  
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occluded part of the face.  The deterioration varies from 48% 
for sadness to 41% for happiness for complete occlusion. 

TABLE IV.  RECALL IN CNN MODEL WITH RADB DATASET 

 Right 
complete 
occlusion 

Right 
part 
occl. 

Front 
no 
occl. 

Left 
part 
occl. 

Left 
complete 
occlusion 

sadness 49% 83% 97% 79% 48% 
disgust 54% 81% 98% 88% 63% 
anger 53% 81% 96% 87% 64% 
fear 51% 86% 95% 81% 55% 
surprise 57% 84% 98% 90% 53% 
happiness 59% 85% 99% 92% 62% 
neutral 54% 82% 95% 79% 51% 

TABLE V.  CONFUSION MATRIX - CNN  MODEL (FRONTAL POSE) IN WILD 

 sad. 
% 

disg. 
% 

ang. 
% 

fear 
% 

sur. 
% 

happ. 
% 

neu. 
 

sadness 74.5 0.1 8.0 12.3 0.9 0.7 3.5 
disgust 0.7 92.4 1.4 1.1 1.3 1.7 1.4 
anger 6.4 2.3 79.3 2.5 1.6 2.4 5.5 
fear 7.2 0.6 6.1 82.3 1.2 0.8 1.8 
surprise 1.8 0.7 2.6 5.2 86.9 1.7 1.1 
happines
s 

1.4 0.2 2.2 2.5 3.0 87.2 2.5 
neutral 10.2 0.2 4.2 5.7 2.2 3.7 73.8 

TABLE VI.  RECALL IN HYBRID MODEL IN WILD 

 Right 
complete 
occlusion 

Right 
part 
occl. 

Front 
no 

occl. 

Left 
part 
occl. 

Left 
complete 
occlusion 

sadness 57% 68% 75% 69% 59% 
disgust 70% 81% 92% 82% 70% 
anger 73% 75% 79% 77% 76% 
fear 66% 75% 82% 76% 67% 
surprise 71% 74% 87% 76% 75% 
happines
 

75% 79% 87% 81% 77% 
 
Comparison of Table IV and Table V illustrates that the 

accuracy of facial expression classification deteriorates in the 
wild even for the frontal pose: more for sadness (around 22%) 
and the least for disgust (around 6%).  Even neutral face is 
labeled as sad for 10% of the time in the wild.  The reasons 
for this deterioration are: 1) mixing of facial muscles and 
feature-points for negative facial expressions, sadness, fear 
and anger, in real-time expressions; 2) variations in the 
intensity level of the expressed facial expressions in real-
time; 3) continuous random head-motions during real-time 
facial-expressions causing noise; 4) uneven ambient lighting 
conditions with shadows obscuring feature-points; 5) 
randomly picking the video-frame may not correspond to the 
apex image corresponding to a facial-expression [30]. 

The facial expressions for the negative emotions: sadness, 
fear, and anger are often confused due to 1) the presence of 
common facial muscles; 2) the mixing of facial expressions 
in real-time; 3) improper temporal labeling during transition 
of a negative facial expression to another; 4) uncontrolled 
thought patterns affecting involuntary facial expressions in 

real-time.  Another problem is that CNN is trained using fixed 
alignments, and a head-movement is approximated to one of 
the fixed poses. 

Comparison of the occluded parts in Table IV and Table 
VI shows that the hybrid model outperforms CNN-based 
prediction even for the curated RaFD dataset for beyond the 
partial occlusion.  The improvement is 8% for sadness 
(minimum) to 21% for the happiness (maximum).  In a multi-
party interaction, where the change in the line-of-view may 
cause extreme occlusion, the hybrid model provides better 
accuracy and information. 

The current scheme can be further improved by 
smoothening the derived facial-expression sequence and 
predicting the next facial-expression using Dynamic 
Bayesian Network (DBN), the knowledge of average 
duration of facial-expressions during emotional conversation, 
and sampling more video-frames for near-apex facial 
expressions. 

VI.   CONCLUSION AND FUTURE WORK 
Head-motions during conversational gestures and multi-

agent interactions cause extreme occlusion of one side of 
facial features.  Automated feature-extracting and deep 
learning schemes are limited by the facial feature detections.  
Their performance degrades during extreme occlusion due to 
the nonavailability of discriminatory feature-points.  Facial 
symmetry reconstructs the occluded discriminatory feature 
points.  Combining CNN based schemes with the proposed 
geometric modeling  improves the performance in such a 
scenario by 8% – 21% beyond the partially occluded state. 

We are currently investigating the DBN on a sequence of 
facial-expressions to smoothen out the errors due to image 
frames missing the apex image for the corresponding facial 
expressions [30]. 
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Abstract—With the increasing demands of customers in the
ornamental stone industry, both in terms of the individual
specifications of each product and in the delivery times, it
is necessary to constantly adapt the manufacturing processes
and their inherent complexity and, consequently, the automated
systems that are essential to them. There is a strong movement
of research in areas capable of generating non-destructive testing
techniques applied to production systems in this sector. Currently,
one of the main problems occurs during the ornamental stone
slab polishing phase, where there is the need to monitor the
polishing quality and diagnose possible defects in the surface
of the slab. This can be used as feedback for self-correction and
optimization of variables and process parameters in the polishing
equipment. In this paper is proposed a monitoring system, based
on machine vision techniques, used to detect defects in the surface
of polished ornamental stone slabs. This approach is based on a
weighted hybrid ensemble classifier, relying on image processing
techniques and a Convolutional Neural Network. Results show
that the ensemble classifier outperforms related classifiers.

Index Terms—Ornamental Stone, Ensemble Classifier, Convo-
lutional Neural Network, Machine Vision.

I. INTRODUCTION

Regarding the natural and ornamental stone industrial sector,
there is a positive response of ornamental stone manufacturing
companies, especially in Portugal, in incorporating Industry
4.0 related practices and technologies in their production [1].
This allows them to enhance and achieve added value in
this significant industrial sector since the transformation of
rock minerals has enormous importance in the Portuguese
market. In the stone extraction and transformation industry,
typically, the first step marks the extraction of large blocks
from quarries. There are several types of ornamental stone,
such as marble, granite, limestone, among others. Then, the
cutting and sawing process transforms these blocks into slabs.
These slabs go through a polishing process to remove the
cutting process’s imperfections and restore brightness to the
slab. Later, the slabs can suffer a final cut for smaller slabs or
tiles, which will later be used in pieces, such as countertops
and kitchen or bathroom tops. Finally, the process culminates
in the packaging of the final product.

Ornamental stone manufactured goods, such as countertops
and kitchen or bathroom tops, must satisfy specific aesthetic
requirements, namely stone surface status or its reflecting
properties, which can be accomplished by the polishing pro-
cess. According to Bonifazi & Marinelli [2], there is not
a defined way to know what constitutes a good polishing
process. This greatly depends on the type of stone, its mineral
composition, and textural attributes. Such judgment relies on
human expertise. It can be influenced by several characteris-
tics, such as mineral grains size and their relative arrangement,
background color, presence of veins and plagues, cultural level
of the human inspectors, and final destination of the stone
manufactured good. Fig. 1 represents examples of ornamental
stone manufactured goods.

Fig. 1. Ornamental stone manufactured goods, such as kitchen/bathroom tops.

Mathielo & Bolonini [3] conducted a recent study in Brazil,
where they concluded that 77% of companies in the orna-
mental stone sector perform analysis of the quality of the
polished surfaces of stone via visual inspection, only 3% do
this by measuring the brightness surface and 20% use both.
This demonstrates the subjective character and the possible
incompatibility between the analyzes of different human in-
spectors regarding the polishing quality of the finished surface.
In this sense, it is necessary to adapt the stone manufacturing
processes and their inherent complexity. Consequently, one
needs to adapt the automated systems that are essential to
them, namely automated methods to evaluate the efficiency of
the polishing process in ornamental stone. Monitoring using
sensors is a common method of recognition and adaptation to
the environment by automatic systems, and it can be assumed

43Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-882-2

INTELLI 2021 : The Tenth International Conference on Intelligent Systems and Applications

                            52 / 58



that computer vision is one of the most versatile technologies
for this purpose [4].

Computer vision is based on the interpretation of images
captured by non-invasive optical sensors, in order to extract
useful information from a real scenario for analysis and/or
process control. This technology allows identification and
analysis of geometries, position detection, supervision, quality
control, and measurement (speed, deformations, temperature,
etc.). As a non-contact measuring system, it does not suffer
considerable wear and can operate continuously even in hostile
environments. For all these reasons, it is understandable that
such a solution is of interest in a wide range of applications,
such as closed-loop control processes [5].

In addition to computer vision, there is a research hype in
areas capable of generating other types of Non-Destructive
Testing (NDT) techniques for monitoring purposes, applied to
the several stages in the ornamental stone production process.
Montiel-Zafra et al. [6] present an impact-echo method to
analyze the internal quality of ornamental stone blocks right
after being extracted from the quarry.On the other hand,
already on the polishing stage, Maria et al. [7] propose a
wavelet technique to detect defects using images of ornamental
limestone slabs.

Considering computer vision-related approaches for mon-
itoring and defect detection, most of the literature work
focuses on exploring Machine Learning (ML) classification
techniques. This work intends to address the application of
computer vision with ML for monitoring the quality of a
stone slab polishing process by detecting defects on the stone’s
surface. The polishing defects may be seen as the presence of
scratches and irregularities in the stone surface, which could
be introduced by the polishing process itself or were already
present in the stone, and the polishing process could not
remove them. In this sense, we propose an approach, based on
computational vision, to monitor complex defects and errors
of high detection complexity during the ornamental limestone
polishing process. This approach allows the verification and
analysis of defects in polished ornamental limestone in a
non-destructive way. This classification can later be used as
feedback for self-correction for the regulation/optimization of
the polishing variables and process parameters.

This paper is organized into four more sections. Section II
provides the state of art about machine vision architectures
and techniques for defect inspection in ornamental stone.
Section III provides a detailed characterization of the proposed
approach, a weighted hybrid ensemble classifier based on
image processing and a Deep Learning model. Section IV
discusses the experimental results achieved. Finally, Section V
concludes the paper, stating final remarks about the work
presented and provides orientations for future work.

II. RELATED WORK

Tantussi & Lanzetta [8] provided a review about optical
methods for stone surface inspection. Authors mention four
main non-contact surface inspection methods, namely optical
profilometry, glossmetry, riflectometry, and artificial vision.

This section focuses on the literature review regarding artificial
vision-based approaches for automated inspection of ornamen-
tal stone surface for defects.

It was mentioned before the difficulty to assess the quality
of a stone surface due to the subjective nature of this classi-
fication, mostly by considering visible pictorial attributes and
overall aesthetic features. Efforts have been made to propose
methodologies and techniques able to quantify the aesthetic
quality level of stone-based manufactured goods [9]. In this
approach, Bonifazi et al. tried to assess the quality of the stone
by evaluating the degree of polishing of the stone surfaces and
the presence of defects, using image processing techniques.
They also classify the main defects being: 1) Grooves; 2)
Fissures and/or holes, and 3) Mineral inclusions. On the
other hand, Yarahmadi et al. [10] present a new approach
for quantifying the quality of stone products in quarries and
processing plants.

In 2005, Lee et al. [11] propose an automated process
for inspection of polished stone in order to detect process-
induced defects, i.e., tooling marks induced by the polishing
machine. The detected defects are characterized and used for
adaptive control of the polishing process. The authors used
the classical Circle Hough Transform (CHT) algorithm after
collecting images of the surface of the stone since polishing
tooling marks and scratches are distinguishable from natural
flaws, characterized by their circular geometric form. So, this
becomes a circle detection type of problem. The algorithm was
tested using a range of images presenting defects encountered
in the inspection of polished stone surfaces, obtaining good re-
sults. Issues presented were the optimization of the probability
estimation, accuracy, and the relationship between speed and
the proportion of edge pixels belonging to circular features to
the total number present.

In 2012, Bianconi et al. [12] proposed an expert system
for automatic classification of granite tiles through computer
vision. The authors experimented with several classifiers (su-
pervised ML) using a dataset of images. Classification takes
into consideration both color and texture. Results show that the
methods considered provide high granite classification accu-
racy, while Support Vector Machines (SVM) outperforms other
methods. In 2013, Martı́nez et al. [13] proposed an automated
classification approach, using ML techniques based on nu-
meric variables obtained from 2D and 3D images captured by a
linear 2D camera and a 3D laser scanner. Authors implemented
both supervised and unsupervised ML techniques, such as
SVM and Multilayer Perceptron neural networks (MLP), and
cluster analysis and self-organizing maps. Results show that
the error of automated classification was lower than for manual
classification.

More recently, in 2018, Iglesias, Martı́nez & Taboada [14]
proposed an automated inspection system for examining slate
slabs based on capturing data with a 3D color camera and
studying slate slab traits using computer vision algorithms.
The authors tested the method on real slate slabs, which were
previously classified by a human expert. Results show that the
laboratory prototype system performed well, as the inspection
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algorithms were able to accurately detect the same traits
as the human expert, except for surface irregularities. Also,
Ramil et al. [15] proposed a back-propagation Artificial Neural
Network (ANN) in order to obtain the rapid and reliable
identification of forming minerals in granitic rocks by means
of RGB images. The results obtained, though preliminary,
led to a high degree of correct identification of the forming
minerals for three different granitic types.

III. PROPOSED APPROACH

To obtain a vision-based system that is able to correctly
classify ornamental stone slabs as defective or not, we propose
an approach based on a weighted hybrid ensemble classifier.
Classification of defective slabs corresponds to the detection
of defects on the surface of the slab. The overview of this
approach is presented in Fig. 2. The ensemble is composed of
two different classifiers, one based on traditional image pro-
cessing techniques, such as adaptive filters applied according
to structural and statistical methods, and another one based on
a Deep Learning model, namely using a Convolutional Neural
Network (CNN).

Fig. 2. Overview of the proposed hybrid classifier ensemble approach.

The inspection system starts by receiving an image of the
ornamental stone’s slab. This image is pre-processed in order
to retrieve the biggest region of interest and feeding it as input
to the classifiers. Then, each classifier obtains its predicted
result separately for the input image. These predicted results
are then summarized by applying a weighted voting scheme,
obtaining the final result for that specific stone’s surface. In
this case, the result can be OK (no or non-significant defects)
or NOK (significantly defective). Following Bonifazi et al. [9]
guidelines, defect detection includes holes, fissures, decays,
grooves, or deviated mineral inclusions. These are significant
when occupying more than 0.05% of the region of interest of
the stone surface.

A. Image Pre-processing

The first step to allow the system to correctly inspect the
stone slab is provided by an image pre-processing module by
converting the raw image of the stone slab into the desired
input to the classifiers. Training/testing a model on raw images
usually leads to bad classification performances [16], so this
step helps to improve the classifier performance. Also, pre-
processing techniques allow a faster training process. To allow
the classification models to consider only the stone’s surface,
transitions between the slab and the image background or
other elements present in the image are removed. Not only
are those transitions not needed for this problem, but they
may also cause a misdirection in the classification models
since they introduce certain non-desired patterns, impacting
the performance of the classifiers.

For this, it is performed segmentation of the tile to separate
the stone slab surface from the image background. First, the
original image is converted to grayscale, and then Gaussian
filters are applied to eliminate noise while blurring the patterns
and details inside the stone. Afterward, a linear threshold is
applied, finally detecting the points that represent the outlines
of the stone slab, using the same method proposed by [17]. To
optimize memory usage, a simple approximation method can
be used, which removes all redundant points and compresses
the slab contours. With all the contours found, their features
are evaluated, and the general external outlines of the slab
stone are obtained. This step is important as one stone may
appear split in more than one slab due to top to bottom
fissures, and therefore return more than one external contour.
In these cases, each part of the stone is evaluated separately to
perceive which part needs correction, if any. This way, the pre-
processing module separates the original stone image in two,
allowing the classifiers to analyze the stone’s defectiveness as
distinct surfaces.

By using and pairing the external contour points obtained
for each stone slab, it is possible to generate all rectangles that
can be built using those pair of contour points. This enables to
quickly reach the quadrilateral Region Of Interest (ROI), the
biggest square or rectangle inside the stone slab, without any
portion of the background. The ROI is then used as input to the
classifiers, allowing to provide only stone surface information
as input. After the initial rectangles are generated, the next
set of rectangles are created by using the second point as the
reference and so on.

An example of some possible rectangles is shown in Fig. 3
c). With all the rectangles generated, they are sorted by their
area in descending order, being that the first rectangle in the
list is the biggest one. Besides the area, additional criteria
were added as sometimes the quadrilateral regions generated
still included some background. Given this, a given rectangle
was only selected if across its entire area there were no black
dots. If any point in the perimeter of a rectangle is on a spot
in which the respective pixel is 0, the respective rectangle is
not valid. The rectangle that passes the criteria and has the
biggest area is the desired one.
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Fig. 3. Pre-processing steps: a) Original stone image, b) Image after segmentation, c) All possible rectangles; and d) Final rectangle chosen.

All the pre-processing steps performed and explained above
can be seen in Fig. 3. The white square represented in Fig. 3 d)
corresponds, approximately, to the biggest rectangle regarding
the area, in the exemplified stone slab. The ROI is the region
inside the limitation provided by the rectangle, used next as
input for the classification models.

B. Weighted Hybrid Ensemble Classifier

To develop a system for inspection and detection of im-
perfections on the surface of the ornamental stone slabs, after
obtaining the image in the desired format, the ensemble model
is considered. A hybrid ensemble model is used to improve the
system’s performance and robustness. Compared to classifiers
working individually, classifiers working together usually have
the potential for a better performance.In this specific scenario,
given the diversity in types of stones, this is particularly
advantageous, as the limitations of one classification algorithm
to a type of stone can be compensated by other classifiers.

The proposed ensemble model is composed of three main
components: 1) Adaptive Filtering-based classifier that uses
traditional image processing techniques with statistical and
structural adaptations; 2) a Deep Learning model, particularly
a Convolutional neural network (CNN-based classifier); 3)
a decision-making scheme based on weighted voting. These
three components are detailed in the following sections.

1) Adaptive Filtering-based classifier: Traditional filtering
methods are utilized for a low cost, low level, and lightweight
approach for inspection systems, as they enable to detect
distinct features with no need for labeled data. Overall, these
methods usually require a reference pattern without deformi-
ties, i.e., a threshold value that delimits the normal surface
from the defective one. Typical filters are more suitable for
images that are patterned and have periodic properties.

Considering the ornamental stone industry, where different
types of stone can be extracted and used, applying a simple
filtering method with static thresholds would result in poor
classification performances. For instance, with marble slabs,
the color and texture are typically light and homogeneous
throughout its usable area, while for slate, although smooth, its
texture does not follow a pattern, and its color is usually very
dark. Granite, on the other hand, has a pattern of minerals
along its surface, being highly variable in color and pattern

(typically heterogeneous). Also, even considering the same
type of stone, there may be found clear differences, according
to the quarry. This difference in color and uniformity levels
means that a given threshold defined as the best for one
specific type of stone is not directly applicable to another.
Thus, filtering methods alone are not suitable, and normally
structural techniques are considered. By combining different
algorithms, the defective regions can be distinguished from the
stone’s natural surface.

Given this, for the proposed classifier, the first step is
to differentiate the basic pattern of each stone’s ROI from
possible defects. This step is important, as several images
have innate patterns, not derived from anomalies, which could
be wrongly perceived as a defect since they deviate from the
normal pattern of the stone. For this a thresholding technique
is applied to the image of the stone previously transformed
into grayscale, using an adaptation of the Otsu method, called
the valley-emphasis method [18]. In this method, the optimal
threshold value is selected automatically using the images’
gray-level histogram by applying the methods described in
[18]. Therefore, the threshold is adapted according to the
anomalies’ characteristics to be isolated from each image.

After thresholding, the Sobel filter was used, followed by an
oriented non-maximal suppression for edge detection. This is
important to detect boundaries between the base pattern of the
stone and anomalies. Then, morphological filters are applied
to better identify and quantify the presence of defects on the
stone surface. Each defect is identified, and its entity quantified
in defect area and perimeter and the ratio of the surface area
of the defect in respect to the ROI. This quantification allows
checking if the detected anomaly complies with the established
criteria mentioned before in Section III. If one or more defects
detected pass these criteria, then the stone slab is classified
as NOK (i.e., defective). In Fig. 4, some results from this
classifier are presented. All these algorithms that comprise the
adaptive filtering-based classifier are implemented in Python
and OpenCV functions.

2) CNN-based classifier: As several images of stone slabs
are available, a Deep Learning model is created and trained
in order to classify the images as defective NOK or non-
defective OK. For this, a CNN architecture is used since it
is one of the best techniques for feature representation. It is
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Fig. 4. Extracted ROIs of original stone images fed to the classifier (top), and corresponding classification and detection result (bottom).

easier to train than other ANN models, as they have many
fewer parameters than fully connected networks with the same
number of hidden units. To choose the final model, several
different classifiers were considered with distinct combinations
of architecture blocks and hyperparameters, randomly picked.
The search space for the model was composed by four
different encoders: DenseNet121, DenseNet201 [19], Incep-
tionv3 [20], resnet101v2 [21]. Combinations include average
or max pooling, between 1 and 4 dense layers with a number
of units in a Range(Start=128, End=2048, step=128). Finally,
four different dropout values were tested: 0, 0.1, 0.2 or 0.3.

Given the search space defined above, each generated model
with a combination of different parameters was trained three
times in a dataset with a wide variety of defective and non-
defective ornamental stones (more details on this dataset in
Section IV). The data was divided into 70% of the images for
training, 20% for validation, and the remainder used as test.
The validation loss (categorial cross-entropy) was obtained
from the average loss between the three runs and was used as
the main metric for the model selection. The model selection
was performed inside the training procedure and is divided
into two stages: stage i that entails model elimination, where
the models that performed badly were excluded; and stage ii,
where the models resulted from the first stage are compared
in performances on the test dataset.

For stage i of the model selection, the ten best models with
the lowest average validation loss over the three trains were
chosen for the final selection stage. Then, in stage ii of selec-
tion, those top ten models were evaluated regarding their F1-
scores in the test dataset, where the final model selected had
the highest score. The final model architecture achieved based
on this model selection process had the following parameters:
Densetnet121 as encoder, an average pooling method, and one
dense layer with 1024 units and 0.1 of dropout. An Adam
optimizer was used, and a learning rate of 0.0001 was selected.
This final CNN was implemented in Python, using the Deep
Learning framework Keras with Tensorflow backend.

3) Weighted Voting Scheme: A weighted voting ensemble
is used as final decision-making for this system. Each model
makes a prediction (votes) for each test instance, and the
final output prediction is the one that receives more than
half of the votes. In this case, only happening when both
classifiers agree on the predicted result, which translates into a

typical Majority voting algorithm. When the classifier models
disagree, we increase the importance of one model above the
other according to its performance.

This results in an approach where each model has a
different significance, unlike majority voting. In this voting
scheme, weights are determined according to the classification
performances for each type of stone, defined by its initial
characteristics, namely its heterogeneity or homogeneity. This
criterion for weight setting is defined after the analysis of each
classifier’s performance, where it is clear that the stone sur-
face’s uniformity or lack of is the characteristic with the most
impact. The scheme associates each trained classifier with a
distinct weight according to its classification performance in
the validation set for each type of stone. The final result for
each input is done based on the highest weighted votes. If
it is established that any classifier can make more confident
predictions for a specific type of stone than the other, it is
advisable to increase their weight to obtain more successful
results.

IV. SYSTEM VALIDATION

In Portugal, the main mining district of ornamental lime-
stones is the Maciço Calcário Estremenho (MCE). Limestones
are fine to coarse-grained calciclastic sparitic rocks (rudstones
and grainstones), i.e., formed by grains cemented by small
amounts of translucid calcite [22]. There are several types
of limestones, but the ones considered in this work are the
Cadoico Azul Mónica Silva (CADOICO), Salgueira Branco
do Mar (SBM) and Salgueira Branco Real (SBR).

In this sense, we have access to a dataset of limestone
slabs’ images collected right after a polishing process. The
limestone slabs are first fed into polishing equipment in order
to eliminate the marks resulting from the abrasive cutting
processes. Fig. 5 represents a polishing equipment, namely
the StonePOLISH model, produced by CEI [23]. These slabs
may have different dimensions, with a maximum of 3.5 meters
in length and 2.5 in height. After this process, the plate is
digitized by a scanner that reproduces the image as the plate
moves on the carpet, saving the images on the polisher’s own
computer. These images are captured in an RGB color scheme
and saved in .jpg format, and occupy between 1MB to 3MB
of disk space; most have a size of 2800 by 1500. Also, all
images are collected in one dataset (CADOICO, SBM, and
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SBR), in a total of 954 copies. In this case, the classification
of limestone categories is done manually, but there are efforts
to automate this process [24]. From 954 images, 707 were
labeled as normal and 247 as defective.

Fig. 5. Example of a polishing equipment.

Data augmentation was performed by applying rotations to
the original images with 90º, 180º, and 270º, resulting in a
total of 3816 images. This step was implemented to improve
the CNN-based classifier performance, as data augmentation
is widely recommended for image classification [25]. This
augmented dataset was then split into train, validation, and
test sets, with the same percentages mentioned before in
Section III-B2. This division was needed for the CNN-based
model, as only this classifier needs training and validation. For
this training, an image input size of 400 was defined due to
computational resources’ limitations.

The proposed ensemble method was evaluated on the test
set of the augmented limestone dataset mentioned before
over standard performance metrics. From the three types
of limestone mentioned, two levels of surface uniformity
(calculated as detailed in Section III-A) were found: high
homogeneity/uniformity for SBM and SBR (uniformity val-
ues bellow 9) and low uniformity/ high heterogeneity for
CADOICO (uniformity values above 10). As the model’s
performance is highly impacted by this uniformity level, the
performance metrics were retrieved for three variations of
the dataset: (a) augmented homogeneous dataset (SBM and
SBR augmented data); (b) augmented heterogeneous dataset
(CADOICO augmented data); and (c) the complete augmented
dataset (CADOICO, SBM, and SBR).

Also, to measure the performance improvement, the pro-
posed model was compared with the isolated classifiers. A
common metric like accuracy is suitable to assess the per-
formance in defect detection but does not allows assessing if
the classifier is good to distinct instances of OK and NOK.
The ROC curve can be used for this, as it is a popular
method for performance evaluation, plotting a graph with true
positive rates over false positive rates. This way is possible to
describe in a unique metric the trade-off between accurately
classified positives and incorrectly classified negatives. The
Area under the ROC curve (AUC) has been suggested as a
robust classification performance metric, independent of the
imbalance rate of the dataset, and can be used to compare
performance between models completeness.

Given this, for validation of the classifier and comparison
purposes, we have used AUC as the main evaluation metric.

TABLE I
AUC ON THE DIFFERENT AUGMENTED DATASETS WITH ADAPTIVE

FILTERING, CNN-BASED, AND HYBRID WEIGHTED ENSEMBLE
CLASSIFIER.

Datasets (a) Homogeneous (b) Heterogeneous (c) Complete

AUC AUC AUC

Adaptive
Filtering-based 96.91% 84.84% 88.42%

CNN-based 93.3% 93.2% 95.8%

Hybrid Weighted
Ensemble 96.96% 93.2% 96.04%

Table I shows the comparison of experimental results between
each classifier alone (Adaptive filtering-based classifier and
CNN-based classifier) and the proposed hybrid weighted en-
semble method.

The AUC for an ideal and inaccurate model has values
of 1 and 0.5, respectively. Given this, the average scores
show that all the models perform accurately as well as exact
and completeness. By comparing the AUC in the different
variations of the dataset, it is clear that the adaptive filtering
classifier works much better for homogeneous stones than for
heterogeneous. This is mainly due to the classifier’s difficulty
with differentiating non-uniform patterns from defects, leading
to false positives. Regarding the CNN-based model, although
the AUC is worse than the filtering approach for the homo-
geneous stones, it is far more stable throughout all datasets,
with less than 1% in AUC difference. When compared to the
single models, the proposed ensemble model maintains the
best performance from the isolated models, except in the total
dataset where the AUC is increased.

The ensemble method’s AUC in the homogeneous test
stones outperforms the filtering model performance by a very
small margin, indicating that the CNN-based model likely
provided small betterment in classification when compared
to the classification provided by the filtering approach alone.
Conversely, in the heterogeneous dataset, the adaptive filtering
model is not able to compensate for any CNN model’s short-
comings, so the ensemble achieves the best possible result,
the CNN’s AUC. The ensemble model only shows significant
improvements in the complete dataset. This is also where the
applicability of this approach is more important. This increase
in performance is derived from the compensation of the weak
points of each isolated model.

As the weights given to each model’s prediction derive
from the stone’s uniformity retrieved in pre-processing, more
significance is given to the CNN in case of a low uniformity
level and more to the filtering approach in case of a high
uniformity value. This ensemble method also has the advan-
tage of not utilizing extremely complex models that usually
need more time in training and multiple parameter tuning,
allowing for a lighter and simpler approach that achieves
good performance while combining methods from different
natures. By combining a supervised method with an adaptive
filtering approach, the system is also more capable of correctly
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inspecting new types of stones or defects that may appear in
the future when compared to a typical supervised approach.

V. CONCLUSIONS AND FUTURE WORK

Considering the ornamental stone industrial sector, the au-
tomated detection of process-induced defects in stone slabs
during the polishing phase is a common and important prob-
lem. Currently, most of the polishing quality inspection is
performed manually by human experts. This inspection is
very subjective since it is based on aesthetic properties. We
propose an automated monitoring system based on machine
vision to assist human operators with the quality of a polishing
process. This monitoring system relies on a weighted hybrid
ensemble classifier, which classifies polished ornamental stone
slabs as NOK or NOK. Tests were performed to classify the
polishing quality in limestone slabs by using a dataset of
images collected after a polishing process. By inspection of
results, it is possible to conclude that the proposed approach
outperforms isolated classifiers in the same conditions.

However, there are some limitations in this study. For
starters, the proposed solution may not be considered a truly
online monitoring system since tests were performed in a
dataset of images, where ideally, they should be performed
using images collected in real-time during the polishing pro-
cess of stone slabs. Secondly, the dataset considered is limited
to limestone slabs from a specific Portuguese region, which
reduces the flexibility of an automated monitoring approach.
Thirdly, the proposed approach considers only the classifi-
cation of the stone slabs. It is out of scope the automated
classification feedback for self-correction of the polishing
process. Finally, the stone slab classification in this study does
not consider some important parameters used manually for
quality inspection, such as the final destination of the stone
manufactured good and the requirements from a specific client
in that product.

As future work, we will deploy and validate the solution
in real polishing equipment for real-time monitoring. Also,
considering all the possible aesthetic requirements related to
the stone manufactured good, we are considering an active
or reinforcement learning approach to be considered in the
ensemble approach.
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