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Foreword

The Second International Conference on Advanced Communications and Computation
[INFOCOMP 2012], held between October 21-26, 2012 - Venice, Italy, continued a series of
events dedicated to advanced communications and computing aspects, covering academic and
industrial achievements and visions.

The diversity of data semantics, context gathering and processing, led to complex
mechanisms for applications requiring special communication and computation support in
terms of volume of data, processing speed, context variety, etc. New computation paradigms
and communications technologies are now driven by the needs for fast processing and
requirements from data-intensive applications and domain-oriented applications (medicine,
geoinformatics, climatology, remote learning, education, large scale digital libraries, social
networks, etc.). Mobility, ubiquity, multicast, multi-access networks, data centers, cloud
computing are now forming the spectrum of approaches in response to the diversity of user
demands and applications. In parallel, measurements control and management (self-
management) of such environments evolved to deal with new complex situations.

We take here the opportunity to warmly thank all the members of the INFOCOMP 2012
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to
INFOCOMP 2012. We truly believe that, thanks to all these efforts, the final conference
program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the INFOCOMP 2012
organizing committee for their help in handling the logistics and for their work to make this
professional meeting a success.

We hope that INFOCOMP 2012 was a successful international forum for the exchange of
ideas and results between academia and industry and for the promotion of progress in
advanced communications and computation.

We are convinced that the participants found the event useful and communications very
open. We also hope the attendees enjoyed the charm of Venice, Italy.
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Performance Computing Center North (HPC2N), Sweden
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On Efficiency of Solutions of Stochastic Optimal
Control Problem with Discrete Time

Igor I. Gasanov
Department of Computational and Information Systems

Computing Centre of Russian Academy of Sciences
40 Vavilov Street, 119991 Moscow GSP-1, Russia

E-mail: gasanov@ccas.ru

Iouldouz S. Raguimov
Department of Mathematics and Statistics

York University
4700 Keele Street, Toronto, Ontario, Canada, M3J 1P3

E-mail: raguimov@mathstat.yorku.ca

Abstract—For stochastic optimal control problem with dis-
crete time, the efficiency of solutions corresponding to the
parameters of a stochastic process determined by the method
of optimization on time series is analyzed in comparison to
the solutions related to the parameters obtained using a com-
mon statistical method of estimation. Parametric optimization
problems for continuous and discrete stochastic optimization
problems are introduced and the corresponding problems of
optimization on time series are formulated. When a sample
size is increasing, the asymptotic properties of solutions to
the considered problems are investigated. Theorems on the
convergence of the optimal objective value of discrete problem
of parametric optimization on time series to the optimal
objective value of the related discrete stochastic optimization
problem have been formulated and proved.

Keywords-Markov decision process; stochastic optimization;
parametric optimization; optimization on time series.

I. I NTRODUCTION

The challenges of dealing with uncertainty is a common
problem in the management of economic and engineering
systems. When uncertainty is modeled probabilistically with
random variables, it is usually required to be described as
a multidimensional stochastic process for which neither a
structure nor parameters are known. Particular challenges
related to the estimation of the characteristics of random
variables of a process as well as to determining of their
interrelationships appear to be very important for this type
of problems. At the same time, as a rule, operations research
analyst is experiencing a data insufficiency in determining
the structure and/or calibrating parameters of a stochastic
process. Even in the case, when the model of a stochastic
process has been formulated, we obtain an optimization
problem that is usually too complicated to solve analytically.

As examples, a decision-making problem with uncertainty
related to the natural factors as well as problems of func-
tioning and interaction of financial and economic institutions
including a financial portfolio management problem can
be referred. To the problems of this type also belongs
the equipment replacement problem, which arises when a

company has to determine how long a machine should be
utilized before being traded in for a new one.

In situations when it is neither possible, nor affordable to
obtain an optimal solution analytically, so-called method of
optimization on time series [3] is often used to determine
the best approximate solution to the problem. Relying on
information about realizations of uncontrollable uncertain
parameters, it is determined a control for a considered object
that would be optimal once were used in the past. Here, it is
assumed implicitly that since the uncertainty has a regular
character, then a control, which would have been optimal
during some sufficiently prolonged period of time in the
past, will also be optimal in the future.

The abovementioned idea appears to be rational, es-
pecially since the necessity of making decisions in such
systems arises frequently, and the authors do not know an
efficient alternative approach to solving this type of decision-
making problems. On the other hand, this technique raises
certain questions and doubts. Particularly, since optimal
control is determined and estimated on the same set of
realizations of a stochastic parameter, while constructing
an optimal control on time series, to what extend are we
exploiting systematic properties of the stochastic process,
and to what – just are making adjustments by utilizing only
some insignificant for the future properties of the stochastic
process?

The analysis of this problem seems to be interesting and
represents an actual challenge. In Section II of the paper,
a parametric optimal control problem with discrete time is
introduced. In Section III, the corresponding problem of
parametric optimization on time series is constructed and
theorem on convergence of its optimal objective value to
the optimal objective value of the parametric optimal control
problem with discrete time is formulated. In Section IV,
optimization of parameters of stochastic process on time
series is analyzed and the corresponding control problem
with modified stochastic process is introduced. Theorem on
convergence of its optimal objective value to the optimal
objective value of the corresponding optimal control problem

1Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-226-4
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with discrete time is formulated.

II. PARAMETRIC OPTIMAL CONTROL PROBLEM WITH

DISCRETETIME

Consider one of the possible formalizations of a stochastic
optimal control problem, namely, the mathematical model of
a discrete-time Markov decision process [7]. Suppose that
at any timet, t = 1, 2, · · · , ∞, the state of a system is
given by the characteristic vectorAt ∈ Â ⊂ Rn. Once the
control ut has been chosen at the stage (time period)t and
the valueξ̃t of the stochastic parameterξ is realized, the
system moves on from the stateAt to the state

At+1 = ϕ(At, ξ̃t, ut),

where the parameterξ ∈ Ξ ⊂ Rm is a stationary Markov
process with the transition probability functionΦ(ξt | ξt−1).
So, every ordered pairSt = (At, ξ̃t) of arguments of a
function ϕ determines a state of the system at staget + 1.
It is assumed that the initial probability distribution, i.e., the
probability distributionF 1(S1) on the set of initial states
of the system is known, and at each stateS the control
u ∈ U(S) ⊂ Û ⊂ Rk. Here Â and Û are bounded sets.

Suppose that every staget of the process is associated
with a certain payoff function (expected reward)ht =
ht(St, ut) and assume a decision-maker is interested in
maximization of the average reward earned per period, i.e.,
is solving the following maximization problem

Q = lim
n→∞

1
n
E(Σni=1ht(St, ut)) =⇒ max

u
(1)

Generally speaking, the decision maker wants to maximize
function (1) with respect tout = u(St), where u is a
mapping Â× Ξ→ Û (it is assumed that at staget to the
moment of choosingut the realizationξ̃t of ξ is known).

It is clear that for the existence of the expected value
in (1), the functions involved in the model should satisfy
certain conditions. Analysis of these conditions is out of the
scope of this paper. Related existence problems have been
solved in [1], [2].

In [5], discrete models of the stochastic optimization
problems are studied and the corresponding discrete prob-
lems of optimization on time series are introduced. The
convergence of optimal solutions of the discrete problems
of optimization on time series to an optimal solution of the
discrete stochastic optimization problem has been proved.
Properties of optimal solutions of discrete problems of
optimization on time series are analyzed and estimates for
the optimal objective values are obtained.

It worth noting, that the considered formulation covers
a wide range of stochastic control problems. Particularly,
it includes the case when it is assumed that at different
stage of a process, realizations of a stochastic parameter are

independent. A decision-making problem for static models
with infinite horizon has been solved in [6].

According to Gasanov and Raguimov [5], the method of
optimization on time series is usually applied to parametric
optimization problem where a certain parametric class of
control functions is considered and a problem is formulated
as a problem of choosing optimal values for parameters of
a function from the considered class.

Let us consider the problem of maximization of (1) on the
set of control functionsÛα with α ∈ A, whereÛα is a class
of the functionsu(S;α), such that there exists a one-to-one
correspondence between̂Uα andA. Therefore, the original
problem is reduced to a problem of finding a value ofα,
such that

Q = lim
n→∞

1
n
E(Σnt=1ht(St, u(St;α))) =⇒ max

α
(2)

Denote the formulated problem as Problem 1and compare
it with its discrete analogue – Problem 1D, of maximization
of function (2) on ÛDα , the parametric class of discrete
functions. Here,ÛDα is the set of discrete analogues of
u(S;α) ∈ Ûα. It is supposed that the state space, the set of
values of the stochastic parameter and the decision set are
finite sets, and consequently, the state vectors of the system,
the stochastic parameter and controls take the values on a
finite grid, i.e. At ∈ {Ai}Ii=1 = ÂD ⊂ Â, ξ ∈ {ξj}Jj=1 =
ΞD ⊂ Ξ and u ∈ {us}Ss=1 ⊂ ÛDα . Functionsϕ andΦ are
modified correspondingly.

Consider the case when there exists a solution to Problem
1 and assume that these two problems are such that when
an appropriate (small) mesh for the grid is chosen, solutions
to Problem 1D closely approximate solutions to Problem 1.
Therefore, the determining of a solution of Problem 1D is
assumed to be the same as the finding of an approximate
solution to Problem 1. Certainly, this assumption can be
investigated in order ot obtain important analytical results.
However, the authors believe that the assumption is valid
for a wide range of practical problems and consequently,
plausible from the point of view of applications.

III. PROBLEM OF PARAMETRIC OPTIMIZATION ON TIME

SERIES

Suppose, the sequence of realizations{ξ̃1, ξ̃2, · · · , ξ̃T } ⊂
ΞD of stochastic parameterξ and the initial stateÃ1 ∈
ÂD of the system are given. Consider the following discrete
optimization problem.

Problem 1R.Maximize the function

Q̃T =
1
T

ΣTt=1ht(At, ξ̃t, u(At, ξ̃;α)) (3)

on the set of control functionsut = u(At, ξ̃t), subject to the
constraintA1 = Ã1.
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The control functionu is said to beeverywhere optimal,
if it is optimal for every initial distributionF 1(S1).

The following theorem is proved.
Theorem 1. If there exists an everywhere optimal control

for Problem 1D, then the optimal objective value of Problem
1R converges almost everywhere to the optimal objective
value of Problem 1D, provided that the size of the sam-
ple {ξ̃1, ξ̃2, · · · , ξ̃T } ⊂ ΞD increases unboundedly, i.e.,T
approaches infinity.

Therefore, under the abovementioned assumptions an op-
timal solution of Problem 1R represents a well-grounded
estimate for an optimal solution of Problem 1D. At the
same time, it is clear that a substantial limitation of decision
set will affect the optimal value. It is difficult to measure
this effect, unless Problem 1 and the original maximization
problem (1) both are solved.

Also, as it was mentioned above, an optimal control for
Problem 1R is determined and estimated on the same sample
of the realizations, which may result in a displacement
(particularly, in an overstatement) of the estimates. The
possible range of this displacement for considered series of
realizations ofξ is not considered in this paper.

IV. OPTIMIZATION OF PARAMETERS OFSTOCHASTIC

PROCESS ONTIME SERIES

Often, when either a given data does not allow to construct
a reliable model of a stochastic process or Problem 1 is
overly complicated to be solved in the original form, the
considered stochastic process is replaced with a simple one,
which according to the opinion of an operations research an-
alyst reflects essential characteristics of the original process.
The parametersβ ∈ Rn of this auxiliary process are cali-
brated on the given series of realizationsξ̃1, ξ̃2, · · · , ξ̃T and
the problem with the accordingly modified stochastic process
is considered. Denote the obtained problem as Problem 1M.
Let Q(u) be the objective value of Problem 1 correspond-
ing to the controlu and consider the parametric class of
optimization problems of the type 1M, where as parameters
the calibrated coefficients of the modified stochastic process
are considered. Supposeuβ is a solution to Problem 1M,
which corresponds to fixed values of the coefficientsβ and
Q(uβ) is the corresponding objective value. Consider the
problem of maximization ofQ(uβ) on the set of calibrated
parametersβ and denote it as Problem 1A.

Let us also estimate the parameters of the stochastic
process using one of the commonly used statistical methods,
namely, using Monte-Carlo method, and consider the prob-
lem corresponding to the determined parameters. Denote the
obtained problem as Problem 1S. As before, discrete ana-
logues of the problems 1M, 1A and 1S can be formulated.
Denote these problems as Problem 1MD, Problem 1ADand
Problem 1SD, respectively.

The efficiency of a control function obtained by solving
Problem 1MD can be estimated on the sampleξ̃1, ξ̃2, · · · , ξ̃T

by calculating the value of objective function (3). Now,
formulate Problem 1MRas a problem of finding the values
of the parameters of the stochastic model that maximize the
value of objective function (3).

Let u1SD(ξ̃1, ξ̃2, · · · , ξ̃T ) and u1MR(ξ̃1, ξ̃2, · · · , ξ̃T ) be
optimal control functions for Problem 1SD and Problem
1MR, correspondingly.

Using Theorem 1, the following theorem has been proved.
Theorem 2. If there exists an everywhere optimal control

functionu1AD for Problem 1AD, then the optimal objective
valueQ(u1MR(ξ̃1, ξ̃2, · · · , ξ̃T )) of Problem 1MR converges
almost everywhere to the optimal objective valueQ(u1AD),
asT approaches infinity.
Moreover, for every sequence of realizations
{ξ̃1, ξ̃2, · · · , ξ̃T },

Q(u1SD(ξ̃1, ξ̃2, · · · , ξ̃T )) ≤ Q(u1AD).

Since the stochastic model of Problem 1S is, at most, one
of the elements of an heuristic procedure, it would be un-
founded to assume that the valuesQ(u1SD(ξ̃1, ξ̃2, · · · , ξ̃T ))
will converge to the value ofQ(u1AD), as T approaches
infinity. Therefore, the following conclusion can be deduced.
Provided that the size of a samplẽξ1, ξ̃2, · · · , ξ̃T increases,
the solving Problem 1MR is, generally speaking, a more
efficient method to solve Problem 1 than the solving Problem
1M with the parameters of stochastic model estimated on
the same sample using any of the commonly used statistical
methods. In other words, the solving Problem 1MR as a
method of solving Problem 1 is asymptotically preferred to
the solving Problem 1M with the parameters estimated by
any other statistical method.

We understand that the asymptotic preference of one
method to another does not provide formal grounds to con-
sider the first method as more efficient in solving practical
problems where data samples are always limited and mostly
not large enough. For applied problems with a stochastic
process of a non-established structure, the theoretical eval-
uation of the method based on solving of Problem 1MR
appears to be difficult. Therefore, to estimate the presented
method from the practical point of view it is necessary to
carry out series of computational experiments.

In [4], mathematical models of a controlled system
containing a model of a stochastic process in the form of
Markov process are implemented where the Markov process
is modeling a financial market. Using the Markov process,
data imitating series of observations is generated. Then, from
the point of view of an operations research analyst who
does not know the structure of the stochastic process but
knows only the series of observations, various problems of
optimization on time series have been investigated. Com-
putational experiments are implemented for different size
of data imitating the series of realizations and different
behavior of the operations research analyst. The results, that
is, the obtained optimal controls and their estimates on the
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given series of realizations can be compared with their “real”
efficiency, i.e., with the efficiency on the original Markov
process.

Certainly, such experiments cannot be considered as a
formal proof of efficiency of the presented method. Nev-
ertheless, from the point of view of their further utilization,
the results of the experiments seem to be essential.

V. CONCLUSIONS ANDFUTURE WORK

For the stochastic optimal control problem with discrete
time, the efficiency of solutions has been analyzed. Solutions
related to the values of the parameters of a stochastic
process determined by the method of optimization on time
series has been compared with the solutions related to the
parameters obtained using a common statistical method of
estimation. Parametric optimization problems for the cor-
responding continuous and discrete stochastic optimization
problems have been introduced and the related problems of
optimization on time series have been formulated. When a
sample size increases, the asymptotic properties of solutions
to the considered problems have been analyzed. Theorems
on the convergence of the optimal objective value of a
discrete problem of parametric optimization on time series
to the optimal objective value of the discrete stochastic
optimization problem have been formulated and proved.
The authors are intending to extend the obtained results
to stochastic decision-making problems for hidden Markov
processes.
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Abstract—We propose FlashTKV, a high-performance trans-
actional key-value store optimized for flash-based solid state
drives. Transactional key-value stores process large numbers
of concurrent reads and writes of key-value pairs, and maintain
transactional consistency. As such systems are I/O dominant,
flash SSDs are a promising storage alternative to improve the
system performance. Catering the asymmetry in the read and
write performance of flash SSDs, FlashTKV uses a purely
sequential storage format where all data and transactional
information are log records. Furthermore, this sequential
storage format supports multi-version concurrency control
(MVCC) efficiently. We evaluate FlashTKV on enterprise
SSDs as well as on magnetic disks. While on magnetic disks
FlashTKV performs similarly to systems with MVCC on page-
based storage or locking on sequential storage under TPC-C
workloads, it improves the transaction throughput by 70% over
the competitors on flashSSDs.

Keywords-KV-store; Flash SSD; Log-structured; MVCC .

I. INTRODUCTION

Flash Solid State Drives (SSDs) are emerging as a com-
petitive storage alternative for laptops, desktops, as well as
servers, due to their outstanding I/O performance, shock
resistance, and energy efficiency. Table I shows the per-
formance comparison between a representative enterprise
flash SSD and a high-end magnetic disk. While both disks
achieve an almost identical throughput on sequential writes,
the sequential read throughput of the flash SSD is 1.5 times
of that on the hard disk. A striking difference between
the two disks across access patterns, is that, the read and
write performance is symmetric on the magnetic disk but
is not on the flash SSD. In particular, on the SSD the
sequential read throughput is 1.5 times of the sequential
write, and the random read throughput is over 10 times
of the random write. Finally, the performance gap between
random and sequential patterns is reduced from a factor
of 200 on the hard disk to around 2 for reads and 15 for
writes on the flash SSD. While these numbers confirm the
superb performance of flash SSDs, they also suggest that
performance optimization strategies for the flash may be

Acknowledgement: This work was supported in part by grant HUAW28-
15L05211/12PN from Huawei Technologies.

Table I: Performance Comparison between An Intel X25-E
Flash SSD and A SAS 15kRPM Magnetic Disk

Device Flash SSD Magnetic disk
Seq. Read Throughput 248MB/s 164MB/s
Seq. Write Throughput 167MB/s 166MB/s
Ran. 4KB Read IOPS 33,569 192

(Calculated Throughput) (127.2MB/s) (0.75MB/s)
Ran. 4KB Write IOPS 2,940 192

(Calculated Throughput) (11.5MB/s) (0.75MB/s)
Read Latency 75µs 5200µs
Write Latency 85µs 5200µs

different from those for the hard disk due to the read-write
asymmetry.

Recently there have been studies on optimizing the I/O
performance of a database management system component,
such as query processing [1], buffer management [2], [3],
indexing [4], [5], [6], [7] and storage management [8] for
flash SSDs. There has also been work on using flash SSDs
for key-value stores (KV-stores), such as FlashStore [9] and
SkimpyStash [10]. In comparison, we focus on transactional
key-value stores, which is an important type of workload in
practice yet is challenging for flash SSDs due to the large
number of random writes.

A transactional KV-store, such as the Oracle BerkeleyDB
[11], supports read and write operations on key-value pairs,
and guarantees transactional consistency of these read and
write operations. As a result, there are large numbers of
random I/O for key-value pair reads and writes as well
as a large amount of transaction log writes. Considering
the characteristics of flashSSDs, we propose FlashTKV, a
transactional KV-store for flash SSDs. FlashTKV has the
following three distinguishing features:

• It has a purely sequential storage format where all the
data are stored as log records (log as data).

• All transactional information are also written as log
records into the sequential storage.

• The sequential storage supports the multiversion con-
currency control protocol (MVCC) for transactional
consistency.
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The main technical challenges in FlashTKV are how
to support (1) reads and (2) MVCC efficiently on the
sequential storage. Specifically, log-structured approaches
[12] optimize writes by converting random data writes into
sequential log writes, but slow down reads as up-to-date
data pages must be constructed by applying change logs
to the original data pages. Also, MVCC has two main
drawbacks: (1) the overhead of writing multiple versions of
each data item; and (2) wasted processing due to transaction
rollbacks. The first drawback is less costly on flash SSDs
than on hard disks as writes to flash memory will be to
new pages anyway and random reads are fast on flash.
The second drawback remains on flash SSDs; nevertheless
it is outweighed by the fast reads on flash SSDs, as we
will see in the experiments. Furthermore, existing MVCC
algorithms and implementations all assume a page-based
data storage format and a separate, write-ahead logging
(WAL) transaction log. It is unclear how a sequential storage
format without a page-based data storage or a separate
transaction log can support MVCC correctly and efficiently.

To support reads efficiently, our sequential storage with a
uniform set of logs replaces separated sets of data pages and
change logs. Consequently, there is no merging operation
between data pages and change logs. Instead, we only need
to retrieve a suitable log record for a given key on a
read request. To speed up exact-match as well as range
searches, we further maintain a B+-tree to index the KV-
pairs and use an in-memory node buffer pool to keep
recently accessed B+-tree nodes. To support MVCC on our
sequential storage format, we keep necessary transactional
information in log records and retrieve a suitable log record
for each transactional read based on timestamp information.

We have implemented FlashTKV and evaluated it in
comparison with the Oracle Berkeley DB (BDB), a lead-
ing industrial-strength transactional key-value store on an
enterprise-grade flash SSD. Our results show that (1) the
estimated read I/O time in FlashKTV was almost identical to
that in BDB and the estimated write time in FlashKTV was
only 30% of that in BDB; (2) the measured performance of
FlashKTV under different degrees of read-write contention
was up to 40% faster than that of BDB; (3) under TPC-
C workloads, FlashKTV improves the throughput by up to
70% over BDB. This paper is organised as follows: Section
II discusses the background and related work of our paper,
Section III describes the detailed design and implementation
of FlashTKV, Section IV compares the I/O operations in
the traditional page storage and the sequential storage used
in FlashTKV, Section V shows the experimental setup and
results and Section VI concludes the paper.

II. BACKGROUND AND RELATED WORK

In this section, we first discuss the read-write asym-
metry of flash SSDs. Then we review related work on
optimization techniques that addressed this issue, especially

log-structured approaches. Finally we compare FlashKTV
with other key-value stores, especially the Oracle Berkeley
DB Java Edition (BDBJE), which also adopts a sequential
storage format.

Flash SSDs use the NAND flash memory as the storage
media which does not support in-place update, but instead
requires an erase operation before a write. The erase oper-
ation can only be performed at the granularity of an erase
block (typically 64 flash pages). The FTL (Flash Translation
Layer) inside an SSD alleviates this problem by directing
writes to clean pages; however, it also causes garbage
collection to run more frequently. As a result, random writes
continue to be the worst-performing access pattern on flash
SSDs.

To address the random write problem on flash SSDs, a
few new file systems [13], [14] have been proposed. They
are similar to the log-structured file system [12], which
maintains a mapping between logical and physical addresses
of pages and transforms write requests to sequential append
operations to the storage device. This log-structured ap-
proach avoids random writes to the storage device, but slows
down read operations due to the use of the mapping table to
locate the current page. Furthermore, garbage collection in
these file systems needs to run frequently and degrades the
performance severely, especially on flash SSDs of a large
capacity.

There has been a flurry of work on optimizing DBMS
components such as query processing [1], buffer manage-
ment [2], [3], indexing [4], [5], [6], [7] and storage man-
agement [8] for flash SSDs. As transactional workloads such
as OLTP (Online Transactional Processing) generate a large
number of random writes on traditional database systems,
they are the most challenging to optimize on flash SSDs.
There has also been work on using flash SSDs for light-
weight database systems such as the Key-Value Stores (KV-
stores), e.g., FlashStore [9] and SkimpyStash [10]. These
systems focus on minimizing the metadata size per key-value
pair (KV-pair) in the RAM so that they can provide fast
access and insertion to large datasets without introducing
a significant maintenance cost for the metadata (index) of
the KV-pairs. Nevertheless, these systems do not support
user-defined database transactions and thus are unsuitable
for OLTP applications.

Traditional two-phase locking has been the protocol of
choice for concurrency control. With the read-write per-
formance asymmetry of flash SSDs, there has been initial
work exploring alternative concurrency control protocols
on flash disks. In particular, Lee et al. [15] experimented
with storing the MVCC rollback segments in a commercial
database server on flash SSDs. Nevertheless, there has not
been work on studying a full MVCC transactional system
with sequential storage on flash SSDs. Our work is most
related to the Berkeley DB Java Edition [16] (BDBJE), a
well-known sequential storage engine. As it is Java-based,
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BDBJE relies on JAVA NIO and has no explicit control on
the underlying storage device. Furthermore, only locking,
not MVCC, is supported for concurrency control in BDBJE.

A drawback of log-structured approaches, which are often
adopted for flash-optimized techniques, is an essential and
expensive operation, known as merge. The merge opera-
tion is necessary because the original data and the logged
changes are separate entities, and these two need to be
integrated from time to time to bring the data up-to-date. In
comparison, our FlashTKV adopts a sequential storage for-
mat where all data and their changes are recorded uniformly
as logs in time order. As a result, there is no merge operation
needed. To speed up the random reads, we maintain an in-
memory buffer pool for log nodes and organize these nodes
into an in-memory B+-tree for exact match as well as range
searches on the keys.

III. DESIGN AND IMPLEMENTATION

In this section, we present the design and implementation
of FlashTKV.
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Figure 1: FlashTKV Storage

A. System Overview

Figure 1 illustrates the storage design in FlashTKV. On
disk, we store all KV-pairs in data logs in the order of time
when an insertion/deletion/update happens. For efficiency,
we use an in-memory ring buffer as the log write buffer to
batch up the tail of the data logs and write them to disk
when the buffer is full or when transactions commit.

Since data logs are written in time order to the disk
whereas KV-pair operations are based on keys, we use
an in-memory buffer to cache frequently accessed KV-
pairs. Furthermore, to support lookups and range searches
efficiently, we maintain a B+-tree index for each set of
KV-pairs. Specifically, we store the keys in LNs (Leaf
Nodes) and the values in VNs (Value Nodes), and create

INs (Internal Nodes) to form a tree. We separate keys and
values in memory because the sizes of values may vary
greatly. Since the nodes are variable-sized, multiple nodes
may reside on a single buffer page, and large nodes may
span over multiple pages. A retrieval on a B+-tree in this
node buffer pool will start from the root, find the node ID
of the child by the search key, use the node buffer mapping
table to find the buffer page that contains the child node,
and go down the tree iteratively until it finds the value node
in the buffer or on disk or reports the non-existence of such
a key in the database.
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Figure 2: FlashTKV System Architecture

FlashTKV consists of five main components as shown
in Figure 2. All the changes of the KV-pairs are stored
in data logs and appended to the disk through the Data
Log Manager. To support search on the KV-pairs, the
B+-tree Manager builds B+-trees for all the KV-pairs
using their keys. Frequently visited KV-pairs are kept in
the RAM in the form of nodes in the node buffer pool
maintained by the Node Buffer Manager. The Transaction
Manager manages transactions of KV-pair operations. It
utilizes MVCC to provide SI (Snapshot Isolation) for all
transactions. By introducing a few more types of data logs
in the Data Log Manager for storing all the information
of transactions, data logs can be used to not only store KV-
pairs but also provide transaction support. All the available
functions in FlashTKV are provided by Transactional KV
Interface. We discuss the five components in the following
sections.

B. Transactional KV Interface

The transactional KV interface provides the interface of
KV-store functions (create, open or close the KV-stores),
KV-pair functions (transactional retrieval, insertion, update
and deletion of KV-pairs), transaction control functions
(start, abort and commit a transaction). It calls the B+-tree

7Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-226-4

INFOCOMP 2012 : The Second International Conference on Advanced Communications and Computation

                           18 / 198



manager and the transaction manager to implement all the
functions. The Database in FlashTKV is a directory in the
file system. Each set of KV-pairs of the same schema are
stored in a TupleStore. A database may contain multiple
TupleStores.

C. B+-tree Manager

The KV-pairs in one TupleStore are stored in one B+-tree.
The B+-tree in FlashTKV has three types of nodes, IN, LN
and VN. As shown in Figure 3, all keys are stored in the
LNs, all values are stored in the VNs. One LN contains
multiple keys whereas one VN contains only one value.
The B+-tree manager relies on the node buffer manager to
maintain the memory space used by all nodes.
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Figure 3: The B+-tree Structure and Node Buffer Pool
Layout for Sequential Storage in FlashTKV

To support the sequential storage and MVCC, the B+-
tree in FlashTKV has a few unique features compared to the
standard B+-tree. The standard B+-tree uses one identifier,
the node ID, which is the same as the page ID in the page-
based storage, as the persistent pointer to locate a node in
memory and on disk. However, such identifier is not enough
to locate the node on disk in the sequential storage because
writing an updated node to the disk is to append a new log
to the disk, which means the physical position of the node
on disk is changed. Therefore, the B+-tree for the sequential
storage uses the LSN of the node on disk as the persistent
pointer. Moreover, the node size is flexible because all the
data of the nodes are stored in data logs. Considering the
maintenance cost and the efficiency of the memory access,
we set the size of the IN/LN/VN to the size of a node buffer
in the node buffer pool. We discuss the details of the memory
allocation in Section III-D. Lock coupling [17] is used to
provide high concurrency in INs while LNs and VNs can be
accessed by multiple transactions. Furthermore, we perform
opportunistic split: we split all full nodes on the search path

for the insertion. Thus, latches can be obtained strictly from
top down so that deadlocks can be avoided.

The biggest drawback of such design is the update effi-
ciency. More specifically, when a VN is inserted or updated,
its parent LN also needs to be updated because one of
the LN’s children LSNs changes and such updates will
propagate up all the way to the root. We call this the update
propagation problem. To overcome this problem, we write
the log for the new VN and update the corresponding child
LSN in the LN but only mark the status of the slot for
the new VN in the LN dirty without writing logs for the
updated LN immediately so that the update propagation is
prevented. The logs for the updated IN/LN are written only
when the IN/LN is evicted from memory. This treatment
does not lose any change in data because the logs for the
VNs already contain the whole KV-pair.

D. Node Buffer Manager

The node buffer manager is responsible for maintaining
the memory space used by the nodes in the B+-tree and
returning the memory address of the requested IN/LN or VN.
As shown in Figure 3, the node buffer pool is a large chunk
of memory, with each unit called a node buffer. Compared
to a buffer manager for the page-based storage, it has some
unique features.

The node buffer manager allocates exactly one node
buffer for each IN/LN but multiple VNs can be stored in
a single node buffer. This different treatment is because (1)
the numbers of INs/LNs are much fewer than VNs in the
memory because of the tree structure; (2) the size of each
VN varies. The maximum size of the VN is limited to the
size of a node buffer, and we put multiple VNs into a single
node buffer to save memory space.

When the node buffer pool is full, we use an LRU
algorithm to choose a node buffer for eviction. Such LRU
may choose a node buffer for IN to swap out while some of
the node’s children are still in the buffer pool and marked
dirty. Since we must guarantee its latest version is written
on disk when a node is evicted from the node buffer pool,
we must write all its dirty children to disk to get their latest
LSNs before writing the parent node. This process happens
recursively until all the dirty nodes in the subtree rooted
at the victim IN are written to disk. As a result, we can
free all the node buffers for all the INs/LNs in this subtree.
Note that the node buffers for the VNs in this subtree are
not evicted because they may contain frequently visited VNs
from other LNs. The node buffers for VNs are evicted only
when the replacement algorithm chooses them as victims,
which indicates all of VNs in this buffer are not recently
used.

E. Data Log Manager

The data log manager is responsible for (1) transforming
B+-tree nodes into data logs and writing them onto the disk,
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and (2) reading data logs from the disk and transforming
them to B+-tree nodes. Figure 4 shows all types of data logs
in FlashTKV. The data log manager maintains a global log
write buffer. The data logs to be written to disk are appended
in the buffer and the buffer is flushed to disk when (1) the
size of the existing data logs that have not been flushed
exceeds the size of a flash erase block or (2) a transaction
commits. The size of the buffer is an integral multiple of
the flash erase block size. We organize the buffer as a ring
buffer which further saves read I/O cost in the retrieval of
the last committed version of a KV-pair in SI transactions.
In addition, we implement the group commit algorithm to
further increase the write I/O efficiency.

EntryType EntrySize PrevOffsetLogEntryHeader

LOG_VN StoreID PrevVerLSN NodeID KeyLen ValueLen Key Value

LOG_LN StoreID ObsoleteLSN NodeID nEntries KeyLen[1] Key[1] LSN[1] KeyLen[n] Key[n] LSN[n]...

LOG_IN StoreID ObsoleteLSN NodeID nEntries KeyLen[0] Key[0] LSN[0] KeyLen[n] Key[n] LSN[n]...

LOG_LN_DELTA StoreID LastFullLSN nDeltas KeyLen[1] Key[1] LSN[1]

KeyLen[n] Key[n] LSN[n]

...Status[1]

Status[n]

LOG_TXN_COMMIT TxnID CommitTime LastLSN

LOG_TXN_ABORT TxnID AbortTime LastLSN

LOG_CKPT_START StartTime CheckpointID

LOG_CKPT_END EndTime CKPTStartLSN FirstActiveLSNCheckpointID LastStoreID LastTxnID

ObsoleteLSN

LOG_VN_TXN StoreID PrevVerLSN TxnID LastLoggedLSN NodeID KeyLen ValueLen Key ValueLastCommittedLSN

LOG_TS_MAP numTS

LastNodeID TSMapLSN

TSid[1] TSname[1] TSrootLSN[1] TSid[numTS] TSname[numTS] TSrootLSN[numTS]...

Figure 4: The Format of All Types of Data Logs

1) Data Logs for B+-tree Nodes: We have five types
of data logs to store three kinds of B+-tree nodes. Both
LOG_VN and LOG_VN_TXN are for the VNs. The dif-
ference between them is that LOG_VN_TXN is for the
VNs inserted or updated by user-defined transactions. The
PrevVerLSN in LOG_VN and LOG_VN_TXN is the LSN of
the data log for the previous version of the VN. LOG_LN,
and LOG_IN are for LNs and INs, respectively. The Ob-
soleteLSN is the LSN of the previous version of the corre-
sponding LN or IN. The difference between LOG_IN and
LOG_LN is that the IN has nEntries + 1 children (IN or
LN) but the LN has nEntries children VNs.

We further optimize the data logs for LNs because we
found it is inefficient to log the entire dirty LN every time
it is evicted from the buffer pool because only a few slots
of the LSN array or the children ID array are dirty. We
introduce a LOG_LN_DELTA log which contains only the
updated part of the LN since its last LOG_LN log on disk.
We use a simple I/O cost estimation to decide which type
of log for LNs to use. Table II shows the total I/O time of
writing either type of the logs and reading the LN back based
on the number of the dirty entries to be written in a delta

log. If Wdelta +Rdelta < WLN +RLN , LOG_LN_DELTA
is chosen; otherwise, LOG_LN is chosen.

Table II: Total I/O Time Estimation for Deciding Which Log
to Use

Write I/O Time Read I/O Time

DELTA Wdelta =

(
NdirtySLN

NLNSfp

)
TSW Rdelta = 2TRR

FULL WLN =

(
SLN
Sfp

)
TSW RLN = TRR

Sdelta: the size of the delta log
SLN : the size of the log of the full version LN
Sfp : the flash page size of the flash SSD in use
Ndirty : the number of the dirty entries since last full
version of the LN
NLN : the total number of entries of LN
TSW : I/O time of write a flash page sequentially
TRR : I/O time of read a flash page randomly

When the LN is later reconstructed from a
LOG_LN_DELTA, the dirty entries in it are still marked
dirty in the LN. This marking is necessary because later
if we decide to log the LOG_LN_DELTA again, we
still need to log the previous dirty slots. An LN can be
reconstructed either directly from (1) an LOG_LN or (2) an
LOG_LN_DELTA and the LOG_LN. We need at most two
random read I/Os to reconstruct an LN. Considering disk
space cost, we set the maximum number of consecutive
LOG_LN_DELTA logs for each LN as a configurable
parameter.

2) Snapshot Isolation (SI) Support: To support SI trans-
actions, we log the KV-pairs updated or created by SI
transactions as LOG_VN_TXN. It has a similar format to
LOG_VN except it contains some transactional information
of the VN. More specifically, LastLoggedLSN is the LSN of
the previous data log that belongs to the same transaction
as the current log. LastCommittedLSN in LOG_VN_TXN
is the key field to provide MVCC support in the sequential
storage: it is the LSN of the last committed version of the
VN before the transaction which generates this log starts.
We discuss how this field helps implement SI in transaction
processing in Section III-F.

F. Transaction Manager
One of the most important features of FlashTKV is its

efficient support of Snapshot Isolation (SI).The SI for a KV-
store means a transaction T never sees the modifications of
KV-pairs done by other transactions that start later than T .
Since the LSN used by the entire system is monotonically
increasing, we use it as the timestamp to decide the order of
transactions. More specifically, when a transaction starts, we
use its first LSN as the start timestamp of the transaction.

1) KV-pair Operations in SI Transactions: Because
all the KV-pairs in FlashTKV are contained in
LOG_VN/LOG_VN_TXN logs, the transactional KV-
pair operations only affect the access of LNs and VNs. For
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the KV-pair retrieval, the correct version of the KV-pair
is located by following the PrevVerLSN in the logs.
For the KV-pair insertion/update/deletion, the VN with
new value is logged using LOG_VN_TXN. It contains
LastCommittedLSN, the LSN of the last committed version
of this VN to be seen by this SI transaction, TxnID, and
LastLoggedLSN. These fields are used later to (1) check
whether the transaction can commit or not and (2) undo the
aborted transaction.

2) Transaction Commit: We adopt the First-Committer-
Wins rule[18] to decide whether a transaction can be com-
mitted or not. In FlashTKV, the rule requires that an SI
transaction T can commit only if all the KV-pairs it wrote are
not written by any other committed transactions that started
later than T . More specifically, when an SI transaction wants
to commit, for each LOG_VN_TXN it generates, we check
the corresponding VN to see if the LastCommittedLSN is
the same as that in the data log. If all of them are the
same, the SI transaction can commit, otherwise, FlashTKV
automatically aborts it. If a transaction commits, we write a
LOG_TXN_COMMIT log to the log write buffer and flush
it.

3) Transaction Abort: To abort an SI transaction, we must
undo all the changes the transaction made. Before the undo,
we add a LOG_TXN_ABORT log and flush it to make
sure the transaction will be aborted even if a crash happens
during the undo. More specifically, for each LOG_VN_TXN
it generates, if the current LSN of the corresponding VN is
the same as the LSN of the data log, we set its LSN to the
PrevVerLSN in the data log.

G. Checkpoint and Recovery

The recovery of FlashTKV is quite different from those
storage systems that contain data pages: It involves rebuild-
ing the B+-tree with all KV-pairs updated or inserted by
committed transactions. Similar to the traditional DBMSs,
we do checkpointing to help reduce the recovery time.

The checkpointing in FlashTKV flushes the following
data logs to disk: (1) the LOG_CKPT_START log, (2) the
LOG_LN log for a dirty LN, and the LOG_IN logs for the
INs that are ancestors of a dirty LN, (3) the LOG_TS_MAP
log, and (4) the LOG_CKPT_END log.

The recovery in FlashTKV starts by a backward scan of
the data logs. The scan stops immediately after find the
most recent checkpoint. Then, starting from the end of the
checkpoint, we scan the data logs forward to replay all the
data logs for INs/LNs to reconstruct them. Finally, we start
from the FirstActiveLSN in the LOG_CKPT_END log to
undo (redo) all the VN logs from uncommitted (committed)
transactions.

H. Garbage Collection

In FlashTKV, the data logs for INs/LNs/VNs may become
obsolete when the corresponding nodes are updated. To

recycle the disk space used by those obsolete data logs,
we perform garbage collection (GC) on those log files in
which most of the data logs are obsolete (default is 70% in
FlashTKV). BDBJE proposed a solution to recycle a data
log file in the sequential storage scheme: the system copies
the non-obsolete data logs in the file to a new place before
erasing the entire file. However, this requires the exclusive
locks on those data logs which violates the design principle
of FlashTKV that reads are never blocked. In addition, we
cannot block all the SI transactions during the GC because
FlashTKV is designed for OLTP workloads that usually have
response time requirement (such as TPC-C). Therefore, there
are two main challenges for doing GC in FlashTKV: (1) how
to determine whether a data log is recyclable when there
are some active SI transactions and (2) how to recycle a file
without exclusive locks.

We propose a novel approach to do GC in FlashTKV.
For the first challenge, we observe that if the up-to-date
version of the data is already visible to the oldest active
transaction, all the previous versions of the data are safe to
be recycled. Therefore, we use an array, called GC-array,
to keep track of all committed updates (old and new LSNs).
The old versions of the data are marked obsolete only when
the up-to-date versions of the data are visible to the current
oldest active transaction. For the second challenge, we treat
the copying of unrecyclable data logs as the update of the
corresponding INs/LNs/VNs with the some content, and
group those updates into a normal SI transaction, called GC-
transaction. As long as GC-transaction commits, the log file
can be erased. GC-transaction always restarts automatically
when it aborts because of other SI transactions. Note that
the abortion may not only happen to the GC-transaction,
but also the user transactions due to the commit of the GC-
transaction under First-Committer-Win rule. However, our
experiments show that the number of transaction abortion
caused by GC-transaction (<0.04%) is neglectable compared
to the normal abortion rate for TPC-C (≈0.5%). Details can
be found in Section V-E.

IV. I/O COST COMPARISON

We compare the time cost of all the I/O operations in tra-
ditional page storage scheme and sequential storage scheme
in Table III. We only discuss the I/O operations during
the normal execution. In other words, the I/O during the
recovery, checkpoint, and garbage collection is not included
because these operations are not frequently executed. The
comparison is based on the workloads that do not involve
any scan and all queries can be processed through indices,
e.g. TPC-C.

In a traditional storage scheme, data pages contain all
the data and transaction logs are stored separately. Under a
transactional read-write workload, the database system using
the traditional storage scheme may produce physical I/Os in
three ways during the normal execution: (1) Page read due to
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Table III: Comparison of I/O Operations in Page Storage
and Sequential Storage

Storage Scheme I/O Operation I/O Time
Page Storage Dirty Page Flush TRW

Txn Log Flush TSW

Page Read TRR

Sequential Storage Data Log Flush TSW

Data Log Read TRR

TSW : I/O time of writing a flash page sequentially
TRR : I/O time of reading a flash page randomly
TRW : I/O time of writing a flash page randomly

page buffer miss (random read), (2) dirty page flush (random
write) and (3) transaction logs flush (sequential write). In
our sequential storage scheme, however, there are no data
pages, instead, data is encapsulated in the data logs. As a
result, there are only two ways to produce physical I/Os: (1)
Data logs read due to node buffer miss (random read) and (2)
data logs flush (sequential write). Note that the random write
I/Os generated by flushing dirty pages in the page storage
scheme no longer exist in the sequential storage. This is
because all the updates are transformed into data logs which
are appended to the log write buffer sequentially.

V. EXPERIMENT

In this section, we first compare the performance of the
sequential storage scheme and the traditional page-based
storage scheme on synthetic workloads with different read-
write ratios. Then we quantify the performance impact of
the locking-based concurrency control on the flash SSDs
under workloads with different degrees of read-write lock
contentions. Finally, we compare the overall performance
of our FlashTKV with two well-known KV-stores, Berkeley
DB (which uses the page-based storage) and Berkeley DB
Java Edition (which uses the sequential storage).

A. Experimental Settings

1) Hardware: All of our experiments run on a Dell
R410 server with a 2.7GHz Intel Xeon E5520 CPU and
8GB RAM. In the server, we have a 150GB 15000RPM
magnetic disk connected with the SAS interface, and a
64GB Intel X25-E flash SSD [19] connected through the
SATA interface. The hardware specification and detailed I/O
performance of the storage devices are listed in Table I.

2) Software: The operating system is CentOS 5.2 Final
(kernel version 2.6.18-92.el5). We use Ext3 of Linux as the
default file system and the file system cache is disabled
to stress the I/O performance. GLib 2.30 is used in the
FlashTKV library. For comparison, we use BerkeleyDB
(BDB) 5.0.32 and BerkeleyDB Java Edition (BDBJE) 4.0.71
as the representatives of the page storage and sequential
storage accordingly. We modify an existing TPC-C [20] im-
plementation [21] to work for FlashTKV, BDB and BDBJE.

Table IV: Workloads for I/O Time Comparison of The Page-
based Storage and The Sequential Storage

Workload No. of Retrievals No. of Updates
A1 10,000 0
A2 7,500 2,500
A3 5,000 5,000
A4 2,500 7,500
A5 0 10,000

Table V: Workloads for Comparing MVCC and Locking On
Flash SSDs

Workload Key Range For Retrieval
B1 1 - 8000
B2 1 - 4000
B3 1 - 1000

3) Workloads: The workloads used for comparing the
page storage and sequential storage are listed in Table IV.
The synthetic workloads are generated in a database with
100 million key-value pairs (around 10GB in size). The
benchmark is a single-threaded program that generates a
sequence of KV-pair retrieval/update (read/write) operations
with random keys in BDB or FlashTKV with every 10
operations forming a transaction. We modify the source
code of BDB and FlashTKV so that it can count the total
number of each kind of operations listed in Table III and we
observe almost no performance degradation caused by the
modification compared with the original system. Both BDB
and FlashTKV have a 2GB memory buffer (page buffer/node
buffer) and a 30 minutes warm-up time before counting the
operations. The counting lasts for 10,000 KV-pair operations
for all the workloads.

The workloads used for comparing MVCC and locking on
flash SSDs are listed in Table V. The workload is generated
in a database with 10,000 key-value pairs (around 1MB
in size). The workload consists of the writer threads and
the reader threads. Each writer thread is responsible for
repeatedly updating a subset of KV-pairs. The key range
of the KV-pairs each writer thread updates is equal to the
number of KV-pairs divided by the number of the writer
threads so that we can guarantee there are no write-write
conflicts. In our case, every writer thread updates 100 KV-
pairs. Each reader thread continuously picks one KV-pair
with a random key to retrieve and each retrieval operation
forms a read-only transaction. In our experiments, we change
the key range of the retrieval operation to get different
degrees of read-write conflicts. Note that we use a 100MB
buffer which is much larger than the data size (1MB) so
that there are no other write I/Os than the transaction logs
flush. The big buffer also guarantees that there is always
enough space in the buffer to hold the old versions for
MVCC. Furthermore, we bring all the KV-pairs into the
buffer before measuring the total time of the workloads so
that we can eliminate the impact of the read I/O caused by
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Figure 5: Page-based Storage v.s Sequential Storage

the buffer miss in the locking-based system and focus on
the lock waiting time and the I/O time of the transaction
log flushes.

Table VI: TPC-C Workload Settings

Workload Scale Database Size Buffer Size
C1 100W 12GB 512MB
C2 100W 12GB 2GB
C3 100W 12GB 4GB
D1 100W 12GB 4GB
D2 200W 24GB 4GB
D3 300W 37GB 4GB

The workloads used to measure the overall performance
are described in Table VI. TPC-C workloads have a large
number of concurrent random read/write operations. There
are three types (C1, C2, C3) of TPC-C workloads with
a fixed database size and different buffer sizes. There are
another three types (D1, D2, D3) of TPC-C workloads with
a fixed buffer size and different database sizes. Note that by
default, FlashTKV uses MVCC for transaction processing,
therefore we show the performance of the locking-based
FlashTKV only to quantify the impact of the programming
language of the storage systems when comparing with
BDBJE.

B. Comparison of The Page-based Storage and The Sequen-
tial Storage

To quantify the benefit of using the sequential storage
instead of the page-based storage on flash SSDs, we count
the total number of each operation listed in Table III under
synthetic workloads with different read-write ratios. Figure
5a shows the total number of each kind of operations listed
in Table III under the synthetic workloads described in Table
IV. Under the synthetic workloads, both BDB and FlashTKV
have a similar buffer miss rate since they use the same buffer
replacement policy, LRU. Because the read-only workload
does not generate any LN delta logs, the numbers of the
page read I/O and the node read I/O number are almost

the same. This indicates even FlashTKV uses an entirely
different storage scheme from BDB, the node-based buffer
strategy can achieve a similar performance to the traditional
page-based buffer strategy. As the workload becomes more
write-intensive, the dirty page flush in the BDB increases but
the transaction log flush remains the same because we only
flush the transaction logs when the transaction commits and
the number of transactions for each workload is the same. In
FlashTKV, the number of data log reads for buffer miss also
increases when the workload becomes write-intensive. This
increase is because LN delta logs may incur one to two data
log reads for each LN retrieval. However, this increase is
moderate because LNs are likely to be hold in the memory.
Different from BDB where the number of transaction log
flushes remains almost the same, the number of data log
flushes in FlashTKV increases slightly because LNs may
also be flushed to the data log.

Based on the I/O performance of the flash SSD we use, we
can derive the three hardware-related parameters in Table III
by taking the read/write latency into account, in the worst
case, TRR = 103µs, TRW = 388µs, TSW = 108µs. We
then calculate the total I/O time of the workloads shown in
Figure 5a according to Table III. As shown in Figure 5b, by
avoiding the random writes, the most expensive operations in
the flash SSD, FlashTKV can achieve a higher performance
than BDB under read-write workloads on the flash SSD.
More specifically, the more write-intensive the workload
is, the more performance speedup FlashTKV gains over
BDB, e.g., about 3x speedup for the write-only workload.
We compare the estimated I/O time and the execution time
of BDB and FlashTKV on all the workloads in Figure
5c. The difference between the estimated I/O time and the
execution time for each storage engine can be accounted
to the CPU and memory access time. The difference is
small, which indicates that in both FlashTKV and BDB,
the total execution time is dominated by I/O time. In both
engines, our estimated I/O time follows the trend of the total
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execution time.

C. MVCC Versus Locking

To quantify the negative impact of the read-write lock
contention on the flash SSD, we implement a small bench-
mark to compare the performance drop when increasing the
degree of the read-write conflict.
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Figure 7: MVCC v.s Locking

Figures 7a and 7b show the total elapse time of BDB and
FlashTKV running the workloads in Table V on the SSD and
the magnetic disk. Note that in the order of workload B1,
B2, and B3, the degree of the read-write conflict increases.
Under all of these three workloads, with the same storage
engine, locking always outperforms MVCC on the magnetic
disk. This is because the random read performance is much
worse than the sequential write performance on the disk. As
a result, the I/O time spent on the random reads for multiple
versions of data in MVCC is more than the time of waiting
for the log flushes (sequential writes). In contrast, on the
flash SSD, the MVCC version always wins. This is because
on the SSD, the random reads for multiple versions of data
cost much less than waiting for the sequential writes. This
result suggests that on the flash SSD, MVCC is better than
the locking-based concurrency control under workloads with
read-write conflicts.

D. Overall Performance

We compare the overall performance of our FlashTKV
with a sequential storage engine (BDBJE) and a page-
based storage engine (BDB with MVCC) by measuring the
throughput under TPC-C workloads with different database
sizes and buffer sizes. As shown in Figure 6a, on the
flash SSD, MVCC-based FlashTKV always outperforms
other storage engines. However on the disk, MVCC-based
FlashTKV has a similar performance to others, and is even
worse when the buffer gets larger. This is because the extra
read I/Os used to retrieve old versions of KV-pairs cannot
be saved by increasing the buffer size.

Figure 6b compares the performance among the storage
engines with different numbers of warehouses. BDBJE and
locking-based FlashTKV are very similar in both the storage
scheme and concurrency control approach, but there is
about 20% performance difference in D3 workload. This
performance difference is mainly due to the platform (Java
versus C) and implementation. Furthermore, as shown both
in Figure 6a and 6b, the flash SSD substantially helps
increase the overall throughput of the storage engines. Due
to the poor performance of the random read on the magnetic
disk, the performance of the sequential storage engines,
including both BDBJE and FlashTKV, is even worse than
the page-based storage engine BDB on the magnetic disk.
On the SSD, however, FlashTKV outperforms the other
two storage engines, achieving a speedup of 1.68x over
BDB, and 1.54x over BDBJE. We count the numbers of
the I/O operations in FlashTKV under Workload D1 for
five minutes and compare the estimated I/O time with the
execution time in Figure 6c. As one can see, the estimated
I/O time is 73% and 82% of the execution time in locking-
based FlashTKV and MVCC-based one, respectively. This
indicates that the TPC-C workload in FlashTKV is still
I/O dominant. Therefore, the performance improvement is
mainly because the I/O time is reduced in the sequential
storage.
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E. Garbage Collection

Since GC in FlashTKV may introduce more transaction
abortion, we quantify the impact of GC on the overall
performance by counting the total number of transaction
abortion because of the GC-transaction. We run the TPC-C
workload C3 with and without GC for 2 hours.

Table VII: Comparison of The Transaction Abortion under
Workload C3 with And without GC

Without GC With GC
Total # of Transactions 5,181,842 5,166,385

New-Order Abortion 24,974 25,753
GC-transaction Abortion / 504

Other transactions Abortion / 608
Overall Abortion Rate 0.48% 0.52%

As shown in Table VII, without GC, there is a 0.48%
abortion rate for New-Order transactions in TPC-C and no
abortion of other transactions. With GC, the number of New-
Order transaction abortion slightly increased. In addition,
the GC-transaction and some other transactions (such as
Payment or Delivery) also have abortion. However, the total
abortion rate of all the transactions only increased 0.04%
which is neglectable compared to that without GC.

VI. CONCLUSION AND FUTURE WORK

In conclusion, we have presented the design and imple-
mentation of FlashTKV, a transactional KV-store optimized
for flash-based solid state drives. The two main features
of FlashTKV are (i) a sequential storage format that stores
logs as data and also incorporates transactional information;
(ii) Snapshot Isolation transaction support through MVCC
on the sequential storage. We have evaluated FlashTKV in
comparison with both BerkeleyDB C version (BDB), which
has a page-based storage layout, and Java version (BDBJE),
which has a sequential storage layout with locking based
concurrency control. Our results show that, under TPC-C
workloads, while FlashTKV is slightly worse than BDB with
locking on magnetic disks, it outperforms its competitors by
70% in throughput on flash SSDs. Based on these results,
we believe that our sequential storage format with MVCC is
a promising approach for transactional key-value stores on
flash disks.
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Abstract—Many software as well digital hardware automatic
synthesis methods define the set of implementations meeting
the given system specifications with a boolean relationK
(controller). Such relation, given a system states and an action
u, returns 1 iff taking action u in state s leads in the system
goal or at least one step closer to it. In order to determine at
hand if K is a “good” controller, e.g., if it covers a wide enough
portion of the system state space, or to provide an high level
view of the actions enabled byK, it is useful to picture K in
a 2D or 3D diagram. In this paper, starting from a canonical
representation forK, we propose an algorithm to automatically
generate such a picture, relying on available graphing tools.

Keywords-Control Software Visualization; Embedded Systems;
Model Checking

I. I NTRODUCTION

Many Embedded Systemsare indeedSoftware Based
Control Systems(SBCSs). An SBCS consists of two main
subsystems: thecontroller and theplant. Typically, the plant
is a physical system consisting, for example, of mechanical
or electrical devices whereas the controller consists ofcon-
trol software running on a microcontroller. In an endless
loop, the controller readssensoroutputs from the plant and
sends commands to plantactuators in order to guarantee
that theclosed loop system(that is, the system consisting
of both plant and controller) meets givensafetyand liveness
specifications (System Level Formal Specifications).

Software generation from models and formal specifica-
tions forms the core ofModel Based Designof embedded
software [1]. This approach is particularly interesting for
SBCSs since in such a case system level (formal) specifi-
cations are much easier to define than the control software
behavior itself.

The typical control loop skeleton for an SBCS is the
following. Measurex of the system state from plantsensors
goes through ananalog-to-digital(AD) conversion, yielding
a quantizedvalue x̂. A function ctrlRegion checks if x̂
belongs to the region in which the control software works
correctly. If this is not the case, aFault Detection, Isolation
and Recovery(FDIR) procedure is triggered; otherwise a
function ctrlLaw computes a command̂u to be sent to
plant actuators after a digital-to-analog (DA) conversion.
Basically, the control software design problem for SBCSs
consists in designing software implementing functionsctr-
lLaw andctrlRegion.

Figure 1. Control Software Synthesis Flow.

Automatic methods and tools aiming at synthesizing both
functions ctrlLaw and ctrlRegion above have been devel-
oped in the last years, e.g., in [2][3][4][5][6][7]. In this
paper, we will refer to the method described in [7], but
the approach we describe may be applied to the other ones
as well. Figure 1 shows the model based control software
synthesis flow in [7]. A specification consists of a plant
model, given as a Discrete Time Linear Hybrid System
(DTLHS), System Level Formal Specifications that describe
functional requirements of the closed loop system, and
Implementation Specifications that describe non functional
requirements of the control software, such as the number
of bits used in the quantization process, the required worst
case execution time, etc. Given such an input, in step 1 a
suitable finite discrete abstraction (control abstraction[7])
Ĥ of the DTLHS plant modelH is computed;Ĥ depends
on the quantization schema and it is the plant as it can
be seen from the control software after AD conversion.
Then (step 2), given an abstraction̂G of the goal states
G, it is computed a controllerK that starting from any
initial abstract state, driveŝH to Ĝ regardless of possible
nondeterminism. Control abstraction properties ensure that
K is indeed a (quantized representation of a) controller for
the original plantH. Finally (step 3), the finite automaton
K is translated into control software (C code).

In the following, we represent the control software with
a boolean relationK (controller) taking as input (then-bits
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encoding of) astatex of the plant and (ther-bits encoding
of) a proposedaction to be performedu, and returnstrue
(i.e., 1) iff the system specifications are met when perform-
ing actionu in statex. In this approach,K is synthesized so
that a given (initial ) plant states regionI (which is given as
part of the system level formal specifications) is guaranteed
to be covered byK. That is, for all statesx ∈ I, there must
exist at least an actionu s.t. K(x, u) holds. Typically,I is
set to be small in order to increase the likelihood that aK

fulfilling the above given property exists. However, the set
of states covered byK, i.e.,dom(K) = {x | ∃u : K(x, u)}
may result to be much bigger thanI. Therefore, once a
K is built, it is useful to have a tool to graphically depict
dom(K), in order to be able to visualize how big the region
dom(K) is, as well as to have a glimpse of which actions
are turned on byK on given plant states regions.

A. Our Main Contributions

In this paper we present an algorithm that, from an OBDD
(Ordered Binary Decision Diagram[14]) representation of
a controllerK for a DTLHS modeling an SBCS, effectively
generates a 2D picture (namely, an input file for Gnuplot [8])
depicting K. Such picture consists on a cartesian plane
where each point corresponds to a state of the starting
DTLHS, and shows as painted with the same color all
regions of states for which the sameactions setis defined
onK. The color for a state(x, y) depends on which actions
set is enabled byK in the DTLHS state(x, y), i.e., it is
uniquely determined byc(x, y) = {u | K((x, y), u)}. As a
special case, ifc(x, y) = ∅ for some(x, y), i.e.,(x, y) is not
controlled byK, then the color is white. A separated picture
showing the relation between a color and the corresponding
actions set is also automatically generated. In this way,
the state region for which any color is shown depicts the
coverage ofK, whilest the regions colors give a glimpse of
which actions are turned on byK.

In our setting, since we seekK for which a software
implementation is possible, a finite number of bits is used to
encode both the states and the actions of the starting DTLHS.
Suppose now that|u| = r, i.e., if r bits are needed in order
to encode an action of the given DTLHS. Then, there may
be at most22

r

different actions sets, i.e.,|{c(x, y) | (x, y) is
a state}| = 22

r

. That is, withr = 5 we need4×109 colors,
which is more than a typical RGB with 8 bits per color may
achieve. Thus, our method may work only up tor = 4. Note
however that this is not a limitation, since typical DTLHSs
do not need more than 3 bits per action. Moreover, for most
systems|{c(x, y) | (x, y) is a state}| << 22

r

, thus we may
generate the picture even ifr ≥ 5.

We present experimental results showing effectiveness of
the proposed algorithm. As an example, in about 1 hour we
are able to generate the pairs of pictures described above for
a multi-input buck DC/DC converter [9] withr = 4 action
bit variables.

B. Paper outline

This paper is organized as follows. Section III provides
the background needed to understand the results of this
paper. Section IV describes our method to generate a picture
visualizing a controller. Section V provides experimental
results. Finally, Section VI summarizes and concludes the
paper.

II. RELATED WORK

Many papers (e.g., see [7][11][12][13]) tackling the prob-
lem of synthesizing control software (which looks to quan-
tized states) or control laws (which looks at real states) of
hybrid systems show pictures of the type we generate in
this paper (withr = 1, i.e., only one bit for the actions).
However, to the best of our knowledge there are no papers
directly focusing on the method to generate such pictures,
thus no automatic approach to controllers visualization is
described.

Therefore, to the best of our knowledge this is the first
time that an algorithm generating a picture of the coverage
of a controller for a DTLHS is presented.

III. B ASIC DEFINITIONS

To make this paper self-contained, in this section we
briefly summarize previous work on automatic generation
of control software forDiscrete Time Linear Hybrid System
(DTLHS) from System Level Formal Specifications focusing
on basic definitions and mathematical tools that will be
useful in the sequel.

Figure 1 shows the control software synthesis flow that
we consider here [7]. We model the controlled system (i.e.,
the plant) as a DTLHS (Section III-D), that is a discrete
time hybrid system whose dynamics is modeled as alinear
predicate(Section III-A) over a set of continuous as well as
discrete variables. The semantics of a DTLHS is given in
terms of aLabeled Transition Systems(LTS, Section III-C).

Given a plantH modeled as a DTLHS, a set ofgoal
statesG (liveness specifications) and an initial region I,
both represented as linear predicates, we are interested in
finding a restriction K of the behaviourof H such that in
the closed loop systemall paths starting in a state inI lead
to G after a finite number of steps. FindingK is the DTLHS
control problem(Section III-D) that is in turn defined as a
suitable LTS control problem (Section III-C).

Finally, we are interested in controllers that take their
decisions by looking atquantized states, i.e., the values that
the control software reads after an AD conversion. This is
the quantized control problem.

A. Predicates

We denote withX = [x1, . . . , xn] a finite sequence of
variables. Each variablex ranges on a known (bounded or
unbounded) intervalDx either of the reals or of the integers
(discrete variables). We denote withDX the set

∏
x∈X Dx.

Boolean variables are discrete variables ranging on the setB
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= {0, 1}. Unless otherwise stated, we suppose real variables
to range onR and integer variables to range onZ.

A linear expressionover a list of variablesX is a linear
combination of variables inX with rational coefficients.
A linear constraintover X (or simply a constraint) is an
expression of the formL(X) ≤ b, whereL(X) is a linear
expression overX and b is a rational constant. Finally, a
conjunctive predicateis conjunction of constraints.

B. OBDD Representation for Boolean Functions

We will denote boolean functionsf : B
n → B with

boolean expressions on boolean variables involving+ (log-
ical OR), · (logical AND, usually omitted thusxy = x · y),
¯ (logical complementation) and⊕ (logical XOR). We will
also denote vectors of boolean variables in boldface, e.g.,
x = 〈x1, . . . , xn〉. Moreover, we also denote withf |xi=g(x)
the boolean functionf(x1, . . . , xi−1, g(x), xi+1, . . . , xn)
and with ∃xi f(x) the boolean functionf |xi=0(x) +
f |xi=1(x). A truth assignmentµ is a partial map from
a set of boolean variablesV to B. A minterm of µ is
a total extension ofµ, i.e., a total truth assignmentν
s.t. µ(x) 6=⊥→ ν(x) = µ(x) for all x ∈ V. The
value of a minterm (or of a total truth assignment)ν is∑n

i=1 2
i−1ν(xi), beingV = {x1, . . . , xn}.

An OBDD with complemented edges
(COBDD [14][15][16]) is a rooted directed acyclic
graph (DAG) with the following properties. Each nodev is
labeled either with a boolean variablevar(v) (an internal
node) or with1 ∈ B (the unique terminal node1). Each
internal nodev has exactly two children, labeled with
high(v) (representing the case in whichvar(v) is true)
and low(v) (var(v) is false). Moreover,low(v) may be
complemented, depending on a labelflip(v) being true.
Finally, on each path from the root to a terminal node, the
variables labeling each internal node must follow the same
ordering. The semantics of a COBDD internal nodev w.r.t.
a flipping bit b, with var(v) = x, is the boolean function

Jv, bK := xJhigh(v), bK + x̄Jlow(v), b⊕ flip(v)K

C. Most General Optimal Controllers

A Labeled Transition System(LTS) is a tuple S =
(S,A, T ) whereS is a finite set of states,A is a finite set of
actions, andT is the (possibly non-deterministic)transition
relation of S. A controller for an LTS S is a function
K : S×A→ B enabling actions in a given state. We denote
with Dom(K) the set of states for which a control action
is enabled. An LTScontrol problem is a triple P = (S,
I, G), whereS is an LTS andI,G ⊆ S. A controller K
for S is a strong solutionto P iff it drives eachinitial state
s ∈ I in a goal statet ∈ G, notwithstanding nondeterminism
of S. A strong solutionK∗ to P is optimal iff it minimizes
path lengths. An optimal strong solutionK∗ toP is themost
general optimal controller(we call such solution anmgo) iff
in each state it enables all actions enabled by other optimal

controllers. For more formal definitions of such concepts,
see [7]. For efficient algorithms to compute mgos starting
from suitable (nondeterministic) LTSs, i.e., see [17].

D. Discrete Time Linear Hybrid Systems

In this section we introduce the class of discrete time Hy-
brid Systems that we use as plant models, namelyDiscrete
Time Linear Hybrid Systems(DTLHSs for short). For a more
complete introduction, see [10].
Definition 1. A Discrete Time Linear Hybrid Systemis a
tupleH = (X, U, Y, N) where:X is a finite sequence of
present statevariables (we denote withX ′ the sequence
of next statevariables obtained by decorating with′ all
variables inX); U is a finite sequence ofinput variables;Y
is a finite sequence ofauxiliary variables;N(X,U, Y,X ′)
is a conjunctive predicate overX ∪ U ∪ Y ∪ X ′ defining
the transition relation (next state) of the system. Note
that X,U, Y may contain discrete as well as continuous
variables.

DTLHSs may be used to represent many interesting real-
world plants, such as e.g., the buck DC/DC converter with
multi inputs used in Section V [9].

Given a DTLHSH = (X, U , Y , N ), we define LTS(H)
= (DX , DU , Ñ ) where: Ñ : DX × DU × DX → B is
a function s.t.Ñ(x, u, x′) ≡ ∃ y ∈ DY N(x, u, y, x′). A
statex for H is a statex for LTS(H). A DTLHS control
problem P = (H, I, G) is defined as the LTS control
problem (LTS(H), I, G). To accommodate quantization
errors, always present in software based controllers, it is
useful to relax the notion of control solution by tolerating
an (arbitrarily small) errorε on the continuous variables.
Accordingly, we look for controllers that drive the plant to
the goalG with an error at mostε (we call such a controller
a ε-solution to P). Such an error is defined by the given
quantizationfor the DTLHS.

In classical control theory the concept ofquantizationhas
been introduced (e.g., see [18]) in order to manage real val-
ued variables. Quantization is the process of approximating
a continuous interval by a set of integer values. Formally, a
quantization functionγ for a real intervalI = [a, b] is a non-
decreasing functionγ : I 7→ Z s.t.γ(I) is a bounded integer
interval. Finally, aquantizationQ = (A,Γ) for a DTLHS
encloses quantization functionsΓ for all state variables as
well as the bounded (safe)admissible regionA on which the
desired controller is supposed to work. Namely,A bounds
both state variables (subregionAX ) on which the controller
has to keep the system and action variables (subregionAU )
on which the controller works.

A control problem admits aquantizedsolution if control
decisions can be made by just looking at quantized values.
This enables a software implementation for a controller.

Definition 2. Given a quantizationQ, aQ Quantized Feed-
back Control(QFC) solution to a DTLHS control problem
P is a ‖Γ‖ solution K(x, u) to P such thatK(x, u) =
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K̂(Γ(x),Γ(u)), whereK̂ : Γ(AX)× Γ(AU ) → B and‖Γ‖
is the size of the largest interval of values that are mapped
to the same quantized value.

For efficient (non-complete) algorithms to compute QFC
solutions to a DTLHS control problem, e.g., see [7].

IV. A UTOMATIC V ISUALIZATION OF CONTROL

SOFTWARE

In this section, we describe (Algorithms 1 and 2) our
method to automatically generate a 2D picture describing
a Q QFC solutionK to a DTLHS control problemP =
(H, I, G) with a given quantizationQ = (A,Γ).

The picture we generate lies on a 2D cartesian plane,
where each axis is labeled with a state variable ofH and
has a range bounded byA. Then, a point(x, y) in the picture
is colored depending on which actions set is enabled byK

in the DTLHS state(x, y), i.e., on

c(x, y) = {u | K((x, y), u) = 1}

If H hasℓ+2 state variables, then the actions set we consider
is c(x, y) = {u | ∃d1, . . . , dℓK((x, y, d1, . . . , dℓ), u) = 1}.
Note that such a picture is practically useful ifH has
at least two real variables, which is indeed the case in
most real-world SBCSs. Finally, a second picture showing
the correspondence between actions sets and colors is also
generated.

A. Input and Output

The above is performed by our main functionVisualize
(described in Algorithm 1), which takes as input:

• a DTLHS plant modelH = (X, U, Y, N);
• a quantizationQ = (A,Γ) for H;
• a subsetΞ ⊆ X of plant state variables s.t.|Ξ| = 2;

variables inΞ are those to be shown in the axes of the
final 2D picture;

• a Q QFC solutionK to a control problem involving
H. By Definition 2, K is based on a controller̂K
that only looks at integer (quantized) values. Thus, by
considering the boolean encoding of such values (as it
is usual in Model Checking Applications),̂K, and by
abuse of notationK, can be represented as a COBDD
ρ, a nodev of ρ and a flipping bitb s.t. Jv, bK = K.

The output of Visualize is a Gnuplot [8] source files
pair (P,C) describing the pictureP to be generated and
the color legendC. Note however thatVisualize may
be easily adjusted to work with any other graphing tool,
provided that it generates pictures from textual descriptions.
In Algorithm 1, we representP as a list of rectangles in
the plant state space (restricted to variables inΞ). To each
rectangle, we associate the RGB code of the corresponding
color to be displayed. Analogously,C is a list of colored
rectangles with height equal to the height of the picture:
on thex axis the actions set corresponding to each colored
rectangle is shown.

B. Algorithm Details

FunctionVisualizeworks as follows. First of all, in line 2,
state bit variables encoding plant state variables not inΞ
(i.e., thosenot to be displayed in the final picture) are
existentialized out fromK, thus obtaining COBDD nodev′

and flipping bit b′ such thatJv′, b′K = ∃v1, . . . , vℓJv, bK =
∃v1, . . . , vℓK = K̃. As a result, the final picture will show
all values for plant state variables inΞ s.t. there exists at
least a value for all plant state variables inX \ Ξ that is
controlled byK.

The workflow of the remaining lines is as follows. In
order to obtain a better compression, controllers are typically
represented with COBDDs where action bit variables come
first in the variables ordering; this is also the case for [7].
In order to generate the desired picture, we reverse such
order by placing state bit variables before action bit variables
(line 4), thus obtaining a new COBDDρ′. Since there always
exists a COBDD representing a given boolean formula, in
the new COBDDρ′ there will be a nodev′′ s.t.Jv′′, b′K = K̃.
This allows us to perform a depth-first visit (DFS) of the
COBDD representingK̃, by calling (line 5) functionCre-
ateGnuplotBodydescribed in Algorithm 2. Namely, function
CreateGnuplotBodyreturns a listM of (µ, v, b) triples s.t.
µ is a total truth assignment to state bit variables with value
x̂, and for all plant statesx in the quantized statêx (i.e.,
such thatx ∈ Γ−1(x̂)) K enables the set of actionsu s.t.
the boolean encoding ofu satisfiesJv, bK.

In order to achieve this goal, functionCreateGnuplotBody
of Algorithm 2 starts a depth-first visit (DFS) ofρ′ from
node v′′ with flipping bit b′. On each path fromv′′ to 1,
the DFS stops as soon as an action bit variable is found
at nodez (i.e., var(z) is part of plant action variablesU
encoding) with flipping bitc. While exploring such a path,
the corresponding truth assignmentµ is maintained, i.e.,
if the then edge of a nodew has been traversed, then
µ(var(w)) = 1 (lines 5–6); if the else edge has been
traversed, thenµ(var(w)) = 0 (lines 7–9). Moreover, if
a complemented edge is traversed, the flipping bitb is
flipped (line 8). Once, in line 1, a nodez is found s.t.
var(z) is an action bit variable, or directly1 is encountered
(meaning that all actions are enabled byK for the quantized
states corresponding to values of minterms ofµ), the to-be-
returned listM is updated (lines 2–3) by adding all minterms
of the currentµ together with the pair(z, b).

Once functionCreateGnuplotBodyhas finished, the re-
turned listM may be directly translated in a Gnuplot fileP
as follows. For each triple(µ, v, b) in M , the valuex̂ of µ is
translated in a rectangle having as bounds those ofΓ−1(x̂),
i.e., of the cartesian product of the intervals that are mapped
to x̂ (line 10). The RGB color of such a rectangle may be
determined starting from the address (a C language pointer)
of (v, b). However, this has the following drawbacks: i) the
Gnuplot file for the picture may be too big; ii) different runs
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of function Visualize (e.g., with different quantizations, and
thus different boolean encoding, for plant state variables)
may result in different colors for equal actions sets, which
may make difficult an effective comparison between differ-
ent experiments. In order to counteract i),M is compacted,
by collapsing contiguous quantized states with the same
action sets (functionCompactRectangularRegionsin line 7
of Algorithm 1). To avoid ii), we first generate all possible
22

r

colors (line 8, using an approach similar to [19]) and
we use a lexicographical ordering on action sets to pick one
of such colors. Finally, the Gnuplot fileC maintaining the
correspondence between colors and action sets is generated
in lines 11–12, where SatAll returns all satisfying minterms
of the given COBDD (boolean function).

Algorithm 1 Visualizing a controller.
Require: DTLHS H, quantizationQ, state variables setΞ

s.t. |Ξ| = 2, COBDD ρ, nodev, booleanb
Ensure: Visualize(H,Ξ, ρ, v, b):

1: let v1, . . . , vℓ be the state bit variables encoding plant
variables inΞ

2: let v′, b′ be s.t.Jv′, b′K = ∃v1, . . . , vℓJv, bK
3: let w1, . . . , wr, wr+1, . . . , wn+r be the current bit vari-

ables ordering inρ, being r (resp.n) the number of
action (state) bits variables

4: modify the ordering inwr+1, . . . , wn+r, w1, . . . , wr;
call ρ′ the resulting COBDD andv′′ the node ofρ′ s.t.
Jv′′, b′Kρ′ = Jv′, b′Kρ

5: M ←CreateGnuplotBody(ρ′, v′′, b′, w1,⊥,∅)
6: for all i ∈ [|α|] do
7: M ←CompactRectangularRegions(M, i)
8: χ←DifferentColorsRGB(22

r

)
9: for all triples (µ, v, b) ∈M do

10: usingQ, append toP the rectangle corresponding to
µ with color χlexOrder(v,b)

11: for all (v, b) s.t. ∃(µ, v, b) ∈M do
12: append toC a rectangle of colorχlexOrder(v,b) with

label SatAll(ρ′, v, b)
13: return 〈P,C〉

V. EXPERIMENTAL RESULTS

We implemented our picture generation algorithm in
C programming language, using the CUDD package for
OBDD based computations and BLIF files to represent input
OBDDs. We name the resulting tool KPS (Kontroller Picture
Synthesizer). KPS is part of a more general tool named
QKS (Quantized feedback Kontrol Synthesizer[7]). In this
section we present our experiments that aim at evaluating
effectiveness of KPS.

1) Experimental Settings:We present experimental re-
sults obtained by using KPS on given COBDDsρ1, . . . , ρ4
and DTLHSsH1, . . . ,H4 s.t. for all i ∈ [4] ρi represents
the mgo Ki(x,u) for a buck DC/DC converter withi
inputs (see [9] for a description of this system) modeled

Algorithm 2 Visualizing a controller: Gnuplot body.
Require: COBDD ρ, node v, booleanb, first action bit

variable a, truth assignmentµ, (assignment, COBDD
node, flipping bit) triples setM

Ensure: CreateGnuplotBody(ρ, v, b, a, µ,M ):
1: if (v = 1 ∧ ¬b) ∨ (v 6= 1 ∧ var(v) > a) then
2: for all mintermsν of µ do
3: M ←M ∪ (ν, v, b)
4: else if v 6= 1 then
5: µ(var(v))← 1
6: M ←CreateGnuplotBody(ρ, high(v), b, a, µ,M )
7: µ(var(v))← 0
8: if flip(v) then b← ¬b
9: M ←CreateGnuplotBody(ρ, low(v), b, a, µ,M )

10: return M

Table I
KPS PERFORMANCE(CPU TIMES ARE IN SECONDS).

r CPU(P ) CPU(G) |P | |J | |E|

1 9.15e+00 3.25e+02 6.17e+03 2.46e+01 5.19e+03
2 1.00e+01 1.47e+03 1.29e+04 2.91e+01 1.09e+04
3 1.06e+01 2.43e+03 1.67e+04 2.91e+01 1.39e+04
4 1.10e+01 3.58e+03 2.02e+04 3.16e+01 1.68e+04

by Hi, where quantizationQ is s.t. n = |x| = 20 and
ri = |u| = i. Ki is an intermediate output of the QKS
tool described in [7]. For eachρi, we run KPS so as to
computeVisualize(Hi, Q, X, ρi, vi, bi) (see Algorithm 1).
All our experiments have been carried out on a 3.0 GHz Intel
hyperthreaded Quad Core Linux PC with 8 GB of RAM.

2) KPS Performance:In this section we will show the
performance (in terms of computation time and output size)
of the algorithms discussed in Section IV. Table I show our
experimental results. Thei-th row in Table I corresponds to
experiments running KPS so as to computeSynthesize(Hi,

Q, X, ρi, vi, bi). Columns in Table I have the following
meaning. Columnr shows the number of action variables
|u| (note that |x| = 20 on all our experiments). Col-
umn CPU(P ) shows the computation time of KPS, i.e., of
function Visualize of Algorithm 1 (in seconds). Columns
|P |, |J | and |E| show the size in KB of, respectively, the
source Gnuplot file for the 2D picture (i.e., the outputP of
function Visualize of Algorithm 1), the JPEG file generated
by Gnuplot fromP (i.e., with compression), and the EPS file
generated by Gnuplot fromP (i.e., without compression).
Finally, Column CPU(G) shows the computation time of
Gnuplot (in seconds) to generate the JPEG and the EPS
files (computation time and size for fileC are negligible).

From Table I we can see that, in slightly more than 10
seconds we are able to generate the Gnuplot file for the
multi-input buck withr = 4 action variables. Then, Gnuplot
needs about one hour to synthesize the actual picture (either
in JPEG or in EPS).
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Figure 2. KPS+Gnuplot generated picture (P ) for K2.
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Figure 3. KPS+Gnuplot generated picture (C) for K2.

3) KPS Evaluation: In Figures 2 and 3 we show the
pictures generated by the KPS–Gnuplot chain forK2. First
of all, from Figure 3 we note that only7 actions sets out of
22

2

= 16 are indeed enabled inK. Moreover, from Figure 2
we may immediately see thatK indeed covers nearly all the
admissible region of the buck converter. Finally, combining
the two figures, we may see that the actions set{(−, 1)}
(i.e., u2 = 1 andu1 may be either1 or 0) is the most used
one.

VI. CONCLUSIONS

In this paper, we addressed the problem of visualizing a
controllerK for a DTLHS modeling an embedded system
(plant). To this aim, we presented an algorithm and a tool
KPS implementing it, which, from an OBDD representation
of K, effectively generates a 2D picture depictingK. Such
picture consists on a cartesian plane where each point
corresponds to a state of the starting DTLHS, and colors
with the same color all regions of states for which the same
actions set is defined onK. A separated picture showing the
relation between a color and the corresponding actions set
is also automatically generated. In this way, the state region
for which any color is shown depicts the coverage ofK,
whilest the regions colors give a glimpse of which actions
are turned on byK on given plant states regions. We have
shown feasibility of our proposed approach by presenting
experimental results on using it to visualize the controller
for a multi-input buck DC-DC converter.

The proposed approach currently generates a 2D picture,
which forces to focus on just two plant state variables. Thus,
a natural possible future research direction is to investigate
how to generate a 3D picture. Finally, a 3D bar picture may
also be used if there are more than 2 state variables in the
input DTLHS plant, in order to show for each quantized
value of the variables to be shown (i.e., those inΞ) the
percentage of coverage w.r.t. variables not to be shown (i.e.,
not in Ξ).

Acknowledgments:We are grateful to our anonymous
referees for their helpful comments. Our work has been
partially supported by: MIUR project DM24283 (TRAMP)
and by the EC FP7 project GA218815 (ULISSE).

REFERENCES

[1] T. A. Henzinger and J. Sifakis, “The embedded systems
design challenge,” inFM’06, LNCS 4085.

[2] T. Henzinger, P.-H. Ho, and H. Wong-Toi, “Hytech: A model
checker for hybrid systems,”STTT, 1(1), pp. 110–122, 1997.

[3] G. Frehse, “Phaver: algorithmic verification of hybrid systems
past hytech,”STTT, 10(3), pp. 263–279, 2008.

[4] H. Wong-Toi, “The synthesis of controllers for linear hybrid
automata,” inCDC’97, pp. 4607–4612.

[5] C. Tomlin, J. Lygeros, and S. Sastry, “Computing controllers
for nonlinear hybrid systems,” inHSCC’99, LNCS 1569.

[6] M. Mazo, A. Davitian, and P. Tabuada, “Pessoa: A tool for
embedded controller synthesis,” inCAV’10, LNCS 6174.

[7] F. Mari, I. Melatti, I. Salvo, and E. Tronci, “Synthesis of
quantized feedback control software for discrete time linear
hybrid systems,” inCAV’10, LNCS 6174.

[8] “Gnuplot: http://www.gnuplot.info/,” accessed: Jul 31, 2012.
[9] F. Mari, I. Melatti, I. Salvo, and E. Tronci, “On model based

synthesis of embedded control software,” inEMSOFT’12.
[10] F. Mari, I. Melatti, I. Salvo, E. Tronci. Quantized feedback

control software synthesis from system level formal specifi-
cations.CoRR, abs/1107.5638v1, 2011.

[11] A. Girard, “Synthesis using approximately bisimilar abstrac-
tions: time-optimal control problems,” inCDC’10.

[12] M. J. Mazo and P. Tabuada, “Symbolic approximate time-
optimal control,”Systems & Control Letters, 60(4), pp. 256–
263, 2011.

[13] A. Girard, G. Pola, and P. Tabuada, “Approximately bisimilar
symbolic models for incrementally stable switched systems,”
IEEE Trans. on Aut. Contr., 55(1), pp. 116–126, 2010.

[14] K. S. Brace, R. L. Rudell, and R. E. Bryant, “Efficient
implementation of a bdd package,” inDAC’90.

[15] S. Minato, N. Ishiura, and S. Yajima, “Shared binary decision
diagram with attributed edges for efficient boolean function
manipulation,” inDAC’90, pp. 52–57.

[16] F. Mari, I. Melatti, I. Salvo, and E. Tronci, “From boolean
relations to control software,” inICSEA’11.

[17] A. Cimatti, M. Roveri, and P. Traverso, “Strong planning in
non-deterministic domains via model checking,” inAIPS’98.

[18] M. Fu and L. Xie, “The sector bound approach to quantized
feedback control,”IEEE Trans. on Automatic Control, 50(11),
pp. 1698–1711, 2005.

[19] “How to generate random colors programmatically:
http://martin.ankerl.com/2009/12/09/how-to-create-random-
colors-programmatically/,” accessed: Jul 31, 2012.

[20] F. Mari, I. Melatti, I. Salvo, and E. Tronci, “Synthesis of
quantized feedback control software for discrete time linear
hybrid systems,” inCAV’10, LNCS 6174.

20Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-226-4

INFOCOMP 2012 : The Second International Conference on Advanced Communications and Computation

                           31 / 198



Parallel Interference Cancellation in DS-OCDMA System Using Novel Multilevel 
Periodic Codes 

 
 

Besma Hammami 
National Engineering School of 

Tunis, Tunisia 
hammamibesma6@gmail.com 

Habib Fathallah 
King Saud University 
Riyadh, Saudi Arabia 

habib.fathallah@gmail.com 

Houria Rezig 
National Engineering School of 

Tunis, Tunisia 
houria.rezig@enit.rnu.tn 

 
 
 
 

Abstract— In this paper, we introduce the optimization of Bit 
Error Rate (BER) in parallel cancellation of multiple access 
interference (PIC) using a novel periodic optical encoder 
applied to fiber-to-the-X (FTTX) passive optical network 
(PONs) with a direct sequence optical code division multiple 
access (DS-OCDMA) system. The principle of this structure of 
receiver consists to reduce the output error in the data 
received. The performance of our system is analyzed in a 
synchronous network using multilevel periodic codes (ML-PC) 
and the results are compared with those for different receivers. 
 

Keywords- direct-sequence optical code-division 
multipleaccess (DS-OCDMA); fiber-to-the-X (FTTX); passive 
optical network (PONs); multilevel periodic codes (ML-PC); 
parallel interference cancellation (PIC). 

I.  INTRODUCTION  

Direct-sequence code-division multiple access (DS-
CDMA) [1] is currently the subject of much research as it is 
a promising multiple access capability for third and fourth 
generations mobile communication systems.  

In Direct Sequence transmission, the user data signal is 
multiplied by a code sequence. Mostly, binary sequences are 
used. To obtain better performance than those obtained by 
the detection single-user, multiuser detection has been 
investigated for links OCDMA [2][3]. 

Indeed, this type of detection, already used for the radio 
CDMA has proven its efficacy in reducing the impact of 
interference on performance [4].  

The advantage of the multiuser detection over single-
user detection is the knowledge of codes of undesired users 
that evaluates more precisely the interference present in the 
received signal. Consequently, the data are better detected.  

In this paper, we present a parallel cancellation method 
(called PIC) developed for radiofrequency systems, applied 
to the direct sequence optical CDMA system, the spreading 
codes considered here are achieved  with a new periodic 
coding scheme [5], that has been previously proposed for 
FTTX monitoring, and to the best of our knowledge never 
explored for data coding/decoding. The receiver studied 
here is constituted by a limiter optical device placed in front 
of a PIC structure.  

Our study is done when the direction of data 
transmission is the uplink direction, from Optical Network 
Unit (ONU), to Optical Line Termination (OLT). Using the 
DS-OCDMA technique for the upstream, would provide 
necessary bit rate, dispensing of synchronization for this 
track. The bit error rate (BER) performances were reported 
in the case of an optical synchronous incoherent DS-
OCDMA system using multilevel periodic codes (ML-PC) 
when applied to FTTX-PON architecture. 

 
 

 
Figure 1. Direct Sequence OCDMA system

21Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-226-4

INFOCOMP 2012 : The Second International Conference on Advanced Communications and Computation

                           32 / 198



In this paper we compared the efficacy of the receptor 
PIC with the conventional correlation receiver (CCR), and 
then with their amelioration which is the parallel 
interference cancellation with an optical limiter (called 
HL+PIC), we deduce the superiority of HL+PIC structure 
not only in performance but also in regards to feasibility. 

This paper is organized as follows: In the second 
section, we present the description of the DS-OCDMA 
system. In the third section we introduce the principle of the 
parallel interference cancellation structure and their 
improvement. In the fourth section, we evaluate the 
performance of the proposed system through the bit error 
rate (BER).  

II. SYSTEM MODEL  

 
In a DS-OCDMA system, users transmit binary data 

equiprobable and independently in an optical fiber. 
Differentiation of users is done by multiplying the data by a 
code (Figure 1). This code should be specific to each user, 
so that we can extract the data by comparing the received 
signal with the desired user code. 

The codes studied in this paper are the multilevel 
periodic codes (ML-PC) [5], which are determined by the 
length of the silent intervals separating the multilevel pulses, 
i.e, its period. The codes length of the ith customers (lci) is 
related by the silent period between the subpulses and is 
given as: 

                              lci=piwTsc                                        (1) 
 

where c is the speed of light, pi=li/cTs  is an integer number 
that determines the length of the ith encoders ring li, Ts is the 
transmitted pulse duration and w is the weight of the code 
(ci). 

In DS-OCDMA system the data of active users are 
spread by multiplication with the code sequence, and at the 
output of the encoder the kth user signal is obtained as: 
 
                                  Sk(t)=akbk(t)ck(t)                                (2) 
                
ak The power level at the output of encoder and bk is the data 
transmitted by the kth user. In the case of multilevel periodic 
codes (ML-PC), the total power for any code with weight  
[4] is:   
 

                                                                 (3)       
 
ρj is the jth subpulse power level generated by the encoder. 
The first subpulse power level ρ1 is equal to ρ1=s2. . For 
j=2,….,  the level of ρj can be derived as: 

                               ρj=(1-s)2sj-1+(1-s) ρj-1                                         (4) 

 

 
 

Figure 2. Conventional Correlation Receiver for user 1 

 
s is the power coupling ratio which determines the amount 
of power coupled to the ring encoder proposed in [5]. It was 
shown in [5] that the interval of s between 0.5 and 0.6 gives 
good distribution for the power between the subpulses with 
cumulative power that depends on the weight w.  

Finally, at the input of the receiver, the signal S(t) is the 
superposition of signals transmitted by the N users: 

                                        (5) 

A) Principle of  conventional correlation  receiver  

The conventional correlation receiver (CCR) is the 
simplest receiver in a DS-OCDMA system, the principle of 
this receiver is the estimation of the power contained in the 
chips unit code, to compare thereafter to the decision 
threshold. It provides three functions:  

• Multiplying the received signal by the code of the 
desired user. This step, equivalent to the realization of a 
mask between the received signal and the code sequence, 
can retain only the power present in the chip unit code, 
•  Integration of the signal obtained on the bit time: This 
step evaluates the total power present on the signal 
previously obtained during the interval of a bit time. This 
step provides the value of the decision variable.    
• Decision making by comparison to a threshold: 
comparing the decision variable with the decision threshold 
used to obtain the estimated data. 

Assuming that the user # 1 is the desired user, the decoding 
part of the DS-OCDMA system is performed by correlation 
(Figure 2). 

B) Principle of parallel interference cancellation 
receiver  

In a structure with parallel cancellation, all undesired 
users are detected at the same time using the conventional 
receiving systems. 
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  Figure 3. Schematic of the PIC receiver 
  

 
 

Figure 4. Effect of Hard Limiter on an example of received signal 
 

 
The parallel interference cancellation receiver has the 

principle of the reproduction interference from undesired 
users, to remove it from the total received signal (Figure 3). 
The PIC requires several steps: 

 
• The detection of data sent by each undesired user is done 

by the conventional correlation receiver (CCR) with a 
detection threshold “St”, at the output of each receiver, 

we obtain the estimation  of the data sent by the 

undesired user # k,  
• The second step is to reconstruct the signals transmitted 

by undesired users by multiplying the estimated data 

  by the corresponding code , 

• We obtain in the third step, the interference term ri(t) 
which is actually the sum of the reconstructed signals,  
then it is subtracted from the received signal r (t):  

 and as, , 

then:         

                     (6) 
• The last step is the detection of the desired user data # 1 

from the signal "cleaned" from the interference S(t). 
This detection is done through a CCR with a decision 
threshold Sf.  
 

C) Amelioration  

1) Principle of  hard limiter (HL) 
 

The ideal function of the component called "Hard 
Limiter" (HL) is defined by:  

 

                                          (7) 

In practice, this component removes a part of the 
received power to get at the end a signal which each chip 
contains a power equal 0 or 1. For example, in Figure 4, we 
observe that the HL removed a part of the power contained 
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in the first chip, and left unchanged the rest of the signal. 
Indeed, the power contained in the first chip of the received 
signal has a value of 2, while the one in the same chip after 
the action of HL is 1.  

Thus, the HL has eliminated a part of the interference 
contained in the first chip. On the other side, the chips 
containing a power equal to 1 before the HL remain 
unchanged, and those for which the power was zero. As a 
result, levels 0 and 1 will be unchanged, and levels greater 
than 1 will be reduced to one. This limitation of the power 
in each chip reduces the interference, and removes some 
interference patterns leading to an error.  

 
2) HL+PIC 

To improve the performance of the PIC, the detection of 
undesired users can be achieved by a HL + CCR receiver. 
Thanks to the limiters placed before the receivers of the 
undesired users, the data are therefore better estimated so 
the contribution of these users in the received signal is better 
evaluated. 

III. PERFORMANCE EVALUATION 

We will present in this section the algorithm used in our 
simulation and we will analyze the results. 

A) Numerical simulation  

At the transmitter of the DS-OCDMA channel, we begin 
by the generation of periodic codes and then the random 
generation of bits sent by each user and random selection of 
N active users among users of the family, afterwards the 
step of the spreading is done by multiplying the data of the 
desired user by the corresponding code, subsequently the 
spreading of data of the undesired users and adding their 
contribution to the signal of the desired user. Finally, we 
sum the encoded data and transmit over a channel assumed 
to be ideal. 

At the receiver, we will follow the different stages of the 
parallel interference cancellation structure described in 
Section II, and to analyze the performance of this structure 
multi-user, we will compare it with another receiver such as, 
the conventional correlation receiver (CCR), and the CCR 
improved by adding an optical limiter (known as Hard 
Limiter), and then the improved of PIC (HL+PIC). 

B) Analysis of results  

The simulation has been carried out in MATLAB to 
evaluate the BER performance for the parallel interference 
cancellation (PIC) and compared it with other receivers 
(CCR, HL+CCR, HL+PIC).  
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Figure 5.  BER versus decision threshold of the undesired users Sf using 

ML-PC, N=6 Users 
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Figure 7. BER versus the network size N 
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So we must first determine the optimal thresholds (St: 
optimal threshold of the desired user, Sf: optimal threshold 
of the undesired users) of the PIC receiver.  

In Figure 5, we plotted the evolution of the BER of the 
PIC receivers with ML-PC codes with period pi, weight 
w=5, s=0.4 and N=6 users. This performance was evaluated 
as a function of the Sf and varying St between 0.12 and 0.2. 
From this presentation, we can observe that the best 
performance is obtained for a decision threshold Sf = 0.1 
whatever the value of St. 

Now, we will fix the value of Sf at 0.1 and we will 
present in Figure 6, the variation of BER as a function of St 

with the same ML-PC code and N=6 users.  So we can look 
that the best performance is achieved when St = 0.2.  

We can conclude that the two optimal thresholds are: 
• The optimal threshold of the desired user: St=0.2, 
• The optimal threshold of the undesired users: 

Sf=0.1, 

We worked with the two optimal threshold estimated in 
the previous figures, and we plotted the variation of the 
BER as a function of the network size N (Figure 7), with the 
same ML-PC code. First, we can see that the performance of 
the four receivers degrade when the number of users 
increases, but does not exceed 2*10 -2 and that thanks to the 
use of periodic codes. 

Furthermore, we observe that for a given code, the PIC 
allows a number of active users more important than the 
CCR or HL+ CCR. Indeed, for a ML-PC code (with period 
pi, w = 5 and s = 0.4) and BER = 5.5*10-2, the PIC allows 
64 simultaneous users to communicate, while the CCR and 
HL+CCR allow only 20 users at most, to be active on the 
network.  

By comparing the four receivers, one can conclude that 
the best performances are obtained when we work with a 
HL+PIC receiver and here the BER can achieve 3.125*10-5 
for N = 6 users. 

IV. CONCLUSION 

 
In this paper, we investigated the multi-users detection 

with the parallel interference cancellation (PIC) structure by 
comparing it with their amelioration (HL+PIC) and  other 
receivers (CCR and HL+CCR), using a novel coding 
scheme so called multilevel periodic coding (Ml-PC) for 
DS-OCDMA system. We studied the characteristics of these 

codes and investigated their performance in BER. We 
derived the values for an optimum threshold that minimizes 
the bit error rate when we use the PIC receiver. In our 
system, we can achieve almost a BER = 3.125*10-5 for N = 
6 users. 
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Abstract—In recent years, locking caches have appeared as a
solution to ease the schedulability analysis of real-time systems
using cache memories maintaining, at the same time, similar
performance improvements than regular cache memories. New
devices for the embedded market couple a processor and
a programmable logic device designed to enhance system
flexibility and increase the possibilities of customisation in
the field. This arrangement may help to improve the use of
locking caches in real-time systems. This work propose the
use of this embedded programmable logic device to implement
a logic function that provides the locking cache controller the
information it needs in order to determine if a referenced main
memory block has to be loaded and locked into the cache; we
have called this circuit a Locking State Generator.

Keywords-Real-Time Systems; Locking Caches; FPGA.

I. I NTRODUCTION

Cache memories are an important advance in computer
architecture, giving significant performance improvement.
However, in the area of real-time systems, the use of
cache memories introduces serious problems regarding pre-
dictability. The dynamic and adaptive behavior of a cache
memory reduces the average access time to main memory,
but presents a non deterministic fetching time [5]. This way,
estimating execution time of tasks is complicated. Further-
more in preemptive, multi-tasking systems, estimating the
response time of every task in the system becomes a problem
with a solution hard to find due to the interference on the
cache contents produced among the tasks. Thus, schedulabil-
ity analysis requires complicated procedures and/or produces
overestimated results.

In recent years, locking caches have appeared as a solution
to ease the schedulability analysis of real-time systems using
cache memories maintaining, at the same time, similar per-
formance improvements of systems populated with regular
cache memories. Several works has been presented to apply
locking caches in real-time, multi-task, preemptive systems,
both for instructions [1][4][7] and data [8]. In this work, we
focus on instruction caches only, because 75% of accesses
to main memory are to fetch instructions [5].

A locking cache is a cache memory without replacement
of contents, or with contents replacement in a priori and
well known moments. When and how contents are replaced
define different uses of the locking cache memory.

One of the ways to use locking caches in preemptive real-
time systems is called the dynamic use. In this way of using
a locking cache, cache contents change only when a task
starts or resumes its execution. Then, cache contents remain
unchanged until a new task switch happens. The goal is that
every task may use the full size of the cache memory for its
own instructions.

This paper is organized as follows. Section two describes
previous implementation proposals for the dynamic use of
a locking cache in real-time systems, and the pursued goals
of this proposal to improve previous works. Section three
presents a detailed implementation of the Locking State
Generator (LSG), a logic function that signals to the cache
controller whether to load a main memory block in cache.
Section four presents some analysis about the complexity
of the proposal, and Section five outlines some ideas about
how to simplify the circuit complexity. Finally, this paper
ends with the ongoing work and conclusions.

II. STATE OF THE ART

Two ways of implementing dynamic use of locking cache
can be found in the bibliography. First of them, [1], uses
a software solution, without hardware additions and using
processor instructions to explicitly load and lock the cache
contents. This way, every time a task switch happens, the
scheduler runs a loop to read, load and lock the selected set
of main memory blocks into the cache memory for the next
task to run. The list of main memory blocks selected to load
and lock in cache is stored in main memory.

The main drawback of this approach is the long time
needed to execute the loop, which needs several main
memory accesses for each block to be loaded and locked.

In order to improve the performance of the dynamic use
of locking cache, in [4] is introduced the Locking State
Memory (LSM). This is a hardware solution where the
loading of memory blocks in cache is controlled by a one-
bit signal coming from a memory added to the system.
When a task switch happens, the scheduler simply flushes
the cache contents and a new task starts execution, fetching
instructions from main memory. But, not all referenced
blocks are loaded in cache; only those blocks selected to
be loaded and locked are loaded in cache. In order to
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indicate whether a block has to be loaded or not the LSM
stores one bit per main memory block. When the cache
controller fetches a block of instructions from main memory,
the LSM provides the corresponding bit to the locking cache
controller. If the bit is set to 1, indicates that the block has
to be loaded and locked in cache, and the cache controller
stores this block in cache. If the bit is set to 0, indicates that
the block was not selected to be loaded and locked in cache,
so the cache controller will preclude the store of this block
in cache, thus cache contents remain unchanged.

The main advantage of the LSM architecture is the
reduction of the time needed to reload the cache contents
after a preemption compared against the previous, software
solution.

The main drawback of the LSM is its poor scalability. The
size of the LSM is directly proportional to main memory size
and cache-line size (one bit per each main memory block,
where the main memory block size is equal to the cache
line size). This size is irrespective of the size of the tasks,
or the number of memory blocks selected to be loaded and
locked into the cache. This way, if the system has a small
locking cache and a very big main memory, a large LSM will
be necessary to select only a tiny fraction of main memory
blocks.

In this work, a new hardware solution is proposed,
where novel devices found in the market are used. These
devices couples a standard processor with an FPGA (Field-
Programmable Gate Array), a programmable logic device
designed to enhance system flexibility and increase the
possibilities of customisation in the field. A logic func-
tion implemented by means of this FPGA substitutes the
work previously performed by the LSM, however this time
hardware complexity is proportional to the size of system,
both software-size and hardware-size. Not only the circuit
required to dynamically use the locking cache may be
reduced but also those parts of the FPGA not used for the
control of the locking cache may be used for other purposes.
We have called this logic function a Locking State Generator
(LSG) and think our proposal simplifies and adds flexibility
to the implementation of a real-time system with locking
cache.

III. T HE PROPOSAL: LOCKING STATE GENERATOR

Recent devices for the embedded market [3][6] couple a
processor and an FPGA (Field-Programmable Gate Array),
a programmable logic device designed to enhance system
flexibility and increase the possibilities of customisation in
the field. This FPGA is coupled to an embedded processor
in a single package (like the Intel’s Atom E6x5C series [3])
or even in a single die (like the Xilinx’s Zynq-7000 series
[6]) and may help to improve the use of locking caches in
real-time systems.

Deciding whether a main memory block has to be loaded
in cache is the result of a logic function with the memory

Figure 1. The LSG architecture.

address bits as its input.
This work proposes the substitution of the Locking State

Memory by a logic function implemented by means of this
processor-coupled FPGA; we have called this element a
Locking State Generator (LSG).

Two are the main advantages of using a logic function
generator instead of the LSM. First, the LSG may adjust
its complexity and circuit-related size to both the hardware
and software characteristics. While the LSM size depends
only on the main memory size and cache-line size, the
number of circuit elements needed to implement the LSG
depends on the number of tasks and their sizes, possibly
helping to reduce hardware. Second, the LSM needs to add
a new memory and data-bus lines to the computer structure.
Although LSM bits could be added directly to main memory,
voiding the requirement for a separate memory, in a similar
way as extra bits are added to ECC DRAM, the LSM still
requires modifications to Main Memory and its interface
with the processor. In front of that the LSG uses a hardware
that is now included in the processor package/die. Regarding
modifications to the cache controller, both LSM and LSG
present the same requirements.

Figure 1 shows the proposed architecture, similar to the
LSM architecture, with the LSG logic function replacing the
work of the LSM memory.

A. Implementing logic functions with an FPGA

An FPGA implements a logic function combining a
number of small blocks called logic cells. Each logic cell
consists of a Look-up table (LUT) to create combinational
functions, a carry-chain for arithmetic operations and a flip-
flop for storage. The look-up table stores the value for the
implemented logic function for each input combination, and
a multiplexer inside the LUT is used to provide one of these
values; the logic function is implemented simply connecting
its inputs as the selection inputs of this multiplexer. Several
LUTs may be combined to create large logic functions,
functions with input arity larger than the size of a single
LUT.

This is a classical way of implementing logic functions,
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Figure 2. Implementing mini-term 5 of arity 3 (C, B, A are the function
inputs).

but it is not a good option for the LSG: the total number
of bits stored in the set of combined LUTs is the same as
the number of bits stored in the original LSM proposal, just
distributing the storage among the LUTs.

1) Implementing mini-terms: In order to reduce the num-
ber of logic cells required to implement the LSG, instead of
using the LUTs in a conventional way this work proposes
to implement the LSG logic function as the sum of its mini-
terms (the sum of the combinations giving a result of 1).

This strategy is not used for regular logic functions
because the number of logic cells required for the imple-
mentation depends on the logic function itself, and may be
even larger than with the classical implementation. However,
the arity of the LSG is quite large (the number of inputs is
the number of memory address bits) and the number of cases
giving a result of 1 is very small compared with the total
number of cases, so the LSG is a perfect candidate for this
implementation strategy.

A mini-term is the logic conjunction (AND) of the input
variables. As a logic function, this AND may be built using
the LUTs of the FPGA. In this case, the Lookup table will
store a set of zero values and a unique one value. This one
will be stored in the position j in order to implement mini-
term j. Figure 2 shows an example for mini-term 5 for a
function of arity 3, with input variables called C, B and A,
where A is the lowest significant input.

For the following discussion, we will use 6-input LUTs,
as this is the size of the LUTs found in [6]. Combining LUTs
to create a large mini-term is quite easy; an example of a 32-
input mini-term is depicted in Figure 3 using a two-level
associative network of LUTs. Each LUT of the first level
(on the left side) implements a 1/6 part of the mini-term
(as described in the previous section). At the second level
(on the right side), a LUT implements the AND function to
complete the associative property.

2) Sum of mini-terms: For now, we have used 7 LUTs to
implement one mini-term. To implement the LSG function
we have to sum all mini-terms that belong to the function; a
mini-term k belongs to a given logic function if the output
of the function is one for the input casek. In this regard,
two questions arise: first, how many mini-terms belong to
the function, and second, how to obtain the logic sum of all

Figure 3. Implementing a 32-input mini-term using 6-input LUTs.

them.
The first question is related to the software parameters of

the real-time system we are dealing with. If the real-time
system comprises only one task, the maximum number of
main-memory blocks that can be selected to load and lock
in cache is the number of cache lines (L). If the real-time
system is comprised ofN tasks this value isL×N because,
in the dynamic use of a locking cache, each task can use
the whole cache for its own blocks.

A typical L1 instruction cache size in a modern pro-
cessor is 32KB; assuming each cache line contains four
instructions and that each instructions is 4B in size, we get
L = (32KB/4B)/4instructions = 2K lines.

This means that, for every task in the system, the maxi-
mum number of main-memory blocks that can be selected is
around 2000. Supposing a real-time system with ten tasks,
we get a total maximum of 20 000 selectable main memory
blocks. That is, the LSG function will have 20 000 mini-
terms. Summing all these mini-terms by means of a network
of LUTs to implement the logic or function with 20 000
inputs would require around 4000 additional LUTs in an
associative network of 6 levels.

The solution to reduce the complexity of this part of
the LSG is to use the carry chain included in the logic
cells for arithmetic operations. Instead of a logic sum of
the mini-terms, an arithmetic sum is performed: if a binary
number in which each bit position is the result of one of
the mini-terms is added with the maximum possible value
(a binary sequence consisting of ones), the result will be: i)
the maximum possible value and the final carry will be set to
zero (if all mini-terms are zero), or ii) the result will beM−1
and the final carry will be set to one (beingM the number
of mini-terms producing a one for the memory address).
Strictly speaking, mini-terms are mutually exclusive, so one
is the maximum value forM . In the end, the arithmetic
output of the sum is of no use, and the final carry indicates
if the referenced main memory block has to be loaded and
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Figure 4. Implementing the LSG function.

locked in cache. Figure 4 shows a block diagram of this
sum.

Using the carry chain included into the LUTs which are
already used to calculate the LSG function mini-terms pro-
duce a very compact design. However, a carry chain adder
of 20 000 bits (one bit per mini-term) is impractical, both
for performance and routing reasons. In order to maintain a
compact design with a fast response time, a combination of
LUTs and carry-chains are used, as described below.

First, the 20 000 bits adder is split into chunks of reason-
able size; initial experiments carried out indicate this size to
be between 40 and 60 bits in the worst case, resulting into
a set of 500 to 330 chunks. All these chunk calculations are
performed in parallel using the carry chains included into
the same logic cells used to calculate the mini-terms, each
one providing a carry out. These carries have to be logically
or-ed together to obtain the final result. A set of 85 to 55 6-
input LUTs working in parallel combine these carries, whose
outputs are arithmetically added with the maximum value
using the same strategy again, in this case using a single
carry chain. The carry out of this carry chain is the LSG
function result.

IV. EVALUATION OF THE LSG

The use of the LSG with a locking cache memory is a
flexible mechanism to balance performance and predictabil-
ity as it may have different modes of operation. For real-
time systems, where predictability is of utmost importance,
the LSG may work as described here; for those systems with
no temporal restrictions, where performance is premium the
LSG may be forced to generate a fixed one value, obtaining

a system with the same behavior as with a regular cache. It
can even be used in those systems mixing real-time and non
real-time tasks, as the LSG may select the proper memory
blocks for the former in order to make the tasks execution
predictable and provide a fixed one for the latter to improve
performance as with a regular cache memory.

Initial experiments show timing is not a problem for the
LSG as its response time has to be on par with the relatively
slow main memory: the locking information is not needed
before the instructions from main memory. Total depth of the
LSG function is three LUTs and two carry chains; register
elements are included into the LSG design to split across
several clock cycles the calculations in order to increase the
circuit operating frequency and to accommodate the latency
of main memory as the LSG has to provide the locking
information no later the instructions from main memory
arrive. Specifically, the carry out of all carry chains are
registered in order to increase the operating frequency.

Regarding the circuit complexity, the following calcula-
tions apply: although the address bus is 32 bits wide, the
LSG, like the cache memory, works with memory blocks.
Usually a memory block contains four instructions and each
instruction is 32 bits, so main-memory blocks addresses are
28 bits wide.

Generating a mini-term with a number of inputs between
25 to 30 requires 6 LUTs in a two-level network. Supposing
a typical cache memory with 2000 lines, 12 000 LUTs are
required. But if the real-time system has ten tasks, the
number of LUTs needed for the LSG grows up to 120 000.
It is a large number, but more LUTs may be found on
some devices currently available [6]. Calculating the logic
or function of all these mini-terms in a classical way adds
4000 more LUTs to the circuit, but the described strategy
merging LUTs and carry chains reduce this number to no
more than 500 LUTs in the worst case.

V. REDUCING COMPLEXITY

The estimated value of 120 000 LUTs required to build
the LSG function is an upper bound, and there are some
ways this number may be reduced. A real-time system with
five tasks will need just half this value of LUTs. Same if
the cache size is divided by two.

In some cases, not all tasks will use the whole cache,
that is, the number of selected blocks for a given task may
be lower than the cache capacity, reducing the number of
mini-terms in the LSG. In this aspect, the LSG improves
the LSM because it better adapts to hardware and software
characteristics of the system. Finally, as with any logic func-
tion implementation, there are well-known simplification
algorithms that may be applied, reducing both the number of
terms and their size (arity), which in turn reduce the number
of LUTs required for the implementation.

This simplification may be improved by the selection
algorithm. To use a locking cache, no matter the way it is
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used and how locking information is stored or generated, an
off-line algorithm has to select those main memory blocks
that will be loaded and locked in cache [2]. Usually, the
target of these algorithms is to provide predictable execution
times and improve the overall performance of the system and
its schedulability, for example reducing global utilisation or
enlarging the slack of tasks to allow scheduling non-critical
tasks. But, new algorithms may be designed that take into
account not only this main target, but also trying to select
blocks with adjacent addresses, enhancing simplification and
reducing the final LSG circuit. This is more than just wish
or hope: for example, considering a loop with a sequence
of forty machine instructions —10 main-memory blocks—
selecting the five first blocks will give the same performance
than selecting the last five, or selecting alternate blocks.
Previous research show that genetic algorithms applied to
this problem produce different solutions, that is, different
sets of selected main memory blocks but with the same
results regarding performance and predictability.

This is a first approach to a new architecture, and many
experiments are needed to precisely evaluate the complexity
and cost of the LSG implementation, and to state the
scenarios where its use is more suitable than using LSM.
Number of LUTs detailed in this work are for the worst
case, that is, real-time systems with many tasks, large cache
memory and many main memory blocks selected to lock in
cache. Not in all cases the upper bound of LUTs will be
reached.

VI. ONGOING WORK

Next step is the development of a selection algorithm
that simultaneously tries to improve system performance and
reduce the LSG circuit complexity.

What is performance and circuit complexity need to be
carefully defined in order to include both goals in the
selection algorithm. Once the algorithm works, evaluation
of implementation complexity will be accomplished.

Also, some design strategies have to be explored in
detail in order to reduce the number of LUTs required to
implement the LSG. In particular initial experiments from
a design strategy merging LUTs from pairs of mini-terms
show promising results as the number of bits to be added
by the carry chains may be cut in half without a serious
impact on the circuit operating frequency.

VII. C ONCLUSION

This work presented a new way of implementing the
dynamic use of locking cache for preemptive real-time
systems. The proposal benefits from recent devices coupling
a processor with a FPGA, a programmable logic device,
allowing the implementation of a logic function to signal
the cache controller whether to load a main memory block
in cache. This logic function is called a Locking State

Generator (LSG) and replaces the work performed by the
Locking State Memory (LSM) in previous proposals.

As the FPGA is already included in the same die or
package with the processor, no additional hardware is needed
as in the case of the LSM. Also, regarding circuit complexity,
the LSG adapts better to the actual system as its complexity
is related to both hardware and software characteristics of
the system, an advantage in front of the LSM architecture,
where the LSM size depends exclusively on the size of main
memory.

Implementation details described in this work show that it
is possible to build the LSG logic function with commercial
hardware actually found in the market. Moreover, ongoing
research steps about the selection algorithm of main memory
blocks and the LSG hardware implementation are outlined.
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Abstract—The ability to maintain awareness within a field of 
research has been a hallmark of scientific expertise for 
centuries. As diverse scientific information becomes available 
through various Internet sources, not merely conference 
proceedings and journals, maintaining scientific awareness 
becomes a significant challenge. One challenge is how to 
discover sources that may be of interest. A second challenge 
lies in finding significant information over many sources. 
Scanning through hundreds of posts, feeds, and articles a day 
is very time consuming and error prone. Our approach uses a 
set of author published papers as seed documents to 
recommend documents of interest across various Internet 
sources. This enables 1) discovery of new sources that may be 
of interest, and 2) refine the information within a source to 
only the most relevant. 

Keywords-recommender system; text analysis; rss feeds 

I.  INTRODUCTION 
Big data demands the need for intelligent, recommender 

agents that can enhance a person’s situational or domain 
awareness of their environment.  The ability to have a keen 
awareness and availability of relevant information provides a 
critical competitive edge.  Unfortunately, there is simply too 
much data streaming too quickly for a person to manually 
process, analyze, and take action within a reasonable amount 
of time.  This challenge is true in research and academia, as 
well as industry and government, and has remained a 
challenge for quite some time [15].  In an attempt to alleviate 
this challenge, many people subscribe to relevant Internet 
information.  There may be forms of subscriptions with the 
most common being Really Simple Syndication (RSS), 
blogs, even Facebook and Twitter. The concept is simple, 
when new information is posted to the site; a subscriber sees 
a list of this new information. The subscriber then has the 
option of following a link to read more. For researchers, the 
areas to monitor are fairly specific, for example, new 
research, publication opportunities (e.g., conferences and 
journals), funding opportunities, the activities of key people 
in your field, and inspiration for new ideas.  

Traditionally, reading key journals and presenting at key 
conferences and workshops could accomplish this. Now, 
much of the data has moved to the Internet. The subscriber 
model is a very useful and successful model for monitoring 
this data, but it does have some significant drawbacks. In 
practice, the feeds of new information become quite lengthy, 

and contain more information than can be practically read.  
Furthermore, there can be a significant number of items that 
have little interest to the subscriber. A particular researcher 
may be strongly interested in another researcher's technical 
postings, but not interested that researcher's vacation or 
political postings. Another challenge is how to select the 
sources to subscribe to. A common model is to subscribe to 
what your community subscribes to, or to subscribe to the 
most followed sources. In doing so, it is very difficult to 
discover a new and interesting source that is not known by 
another researcher, or known in general. Thus, the ability to 
find new and relevant information proves critical.  

We propose a content-based recommender system was 
designed and developed called Distribute The Highest 
Selected Textual Recommendation (DTHSTR) that 
addresses both of these problems, and is initially developed 
as a support tool for researchers.  However, the flexibility of 
input allows the system to be adaptable to industry and 
government use cases as well.  Recommender systems 
enable the filtering of information based on the relevance to 
or interests of the user.  They are often used for e-commerce 
or entertainment, but rarely, if at all, for the research 
community in a widespread manner.  Our approach attempts 
to fill this gap for the research community.  The following 
sections will discuss related works, the approach, and an 
example use case using the approach described. 

II. RELATED WORKS 
There are many successful approaches to recommending 

research articles to a user.  These approaches are typically 
applied solely against a corpus of research articles, not on 
broader information such as call for papers, call for 
proposals, or science news.  Collaborative filtering analyzes 
information from article reviews of other users as the basis 
for recommending new articles.  There are various machine 
learning methods to recommend articles based on the 
citations of other users.  Text analysis methods have been 
used to compare the full or partial content of a set of 
interesting articles to a set of potential interesting articles 
using methods such as Term Frequency Inverse Document 
Frequency (TF-IDF), Latent Semantic Analysis (LSA), and 
Topic Modeling (TM) [1][6][8][12][13][17][30][31]. 

 
In this work our , corpus is a very large and dynamic 

collection of RSS feed documents, not a research article 
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corpus.  Since there are no reviews and limited citations 
(e.g., blog comments or Facebook Like), we have focused on 
comparing the full content of a user’s articles against the full 
content of the RSS feeds. Given the large volume of 
documents, we are focusing on parallel enhancements to TF-
IDF that we believe will perform faster and with less 
memory requirements than LSA or TM.  

In [14], a recommendation system is described based on 
the similarity to user profiles (i.e., collaborative filtering).  
The system consists of several databases that contain 
documents produced over time from a research laboratory, 
and makes use of the TF-IDF [27][28] term weighting 
scheme. This work focuses on providing long-term and 
short-term components of representing a user profile.  The 
long-term representation is created from natural language 
sentences as a vector space model using the TF-IDF term 
weighting.  The short-term component is based on 
documents recently downloaded by the user.  Profiles are 
then compared for similarity to each other.  The primary 
drawback to this approach is the database of documents as 
input, as opposed to a richer, more current on-line data set. 

In [33], a personalized recommendation system for 
scientific and technical papers is described.  The system 
automatically summarizes the technical papers and then 
performs similarity comparisons to a user’s query.  While the 
authors do not clearly describe the details of their approach, 
the system appears to be dependent on keyword queries 
provided by the user.  Furthermore, another weakness of the 
approach is the use of automated summarization prior to the 
similarity comparison, which is very likely to significantly 
impact the similarity comparison. 

In [19], a multi-agent system for recommending 
scientific documents is presented.  Various agents perform 
different tasks in collaboration with each other via a central 
profiling agent in order to provide a recommendation to the 
user.  This system appears to be completely ubiquitous in 
that it simply monitors the users actions as a means of input 
for recommendations.  Recommendations are based on either 
similarity to other users or similarity to documents that the 
user has either saved or bookmarked as well as other criteria. 

In [6], a recommender system is developed called 
Scienstein.  Like previous works, the system is intended 
specifically for searching academic papers, and uses both 
content-based and collaborative-based techniques.  In 
addition, Scienstein performs citation, author, and source 
analysis as part of its recommendation.  Despite the 
advanced analysis capabilities, there are a few drawbacks.  
The system deploys are user interface as a desktop 
application, although a newer version appears to be web-
based.  In addition, the system is oriented toward academic 
papers only and does not appear to be expandable to other 
sources of data. 

In [34], an ontology based recommendation system for 
scholars is described.  Unlike the works previously 
mentioned, this system makes use of search engines such as 
Google or Yahoo to perform domain specific searches.  
Results are then processed to extract information using an 
ontology database, and further refined with a information 
recommender.  Unfortunately, the major drawback to this 

system is the use of a domain specific ontology.  In their 
work, artificial intelligence ontology was used.  In order to 
apply their system to another domain requires changing the 
ontology, which may be significantly challenging, or non-
existent.  In addition, the use of search engines enables the 
exploration of potentially unknown Internet sources.  
However, it does not guarantee that information will be 
monitored consistently from a particular source, and only as 
regularly as the search engine crawls the source of interest. 

In [16], a content-based recommender system using a 
genetic algorithm is proposed.  In this approach, the genetic 
algorithm is bootstrapped with 20-30 documents that 
represent a single category of interest.  The documents are 
represented with a vector space model [25] using TF-IDF 
[27][28] term weighting scheme and cosine similarity metric.  
The genetic algorithm then evolves to build a classifier for 
recommending documents to the user.  According to the 
authors, one of the main drawbacks is the bootstrapping 
process.  Another drawback is that TF-IDF approach caused 
important terms in the user supplied documents to be lower 
weighted as a result of the documents being very similar to 
each other.  As will be described later, the work described 
here avoids this through the use of a different term weighting 
scheme. 

In [10], an ontology based recommendation system is 
developed for browsing web pages and makes use of long-
term and short-term preferences.  The ontology is built by 
analyzing book web pages from Amazon, while long-term 
and short-term preferences are developed by monitoring the 
web pages viewed by the user.  As with the previous 
ontology-based system, the major drawback is the use of an 
ontology, which must be learned or developed depending on 
the domain.  Furthermore, the preferences are based on web 
browsing alone.  While this approach may work well for 
searching books on Amazon, it is not easily or accurately 
adapted to other domains. 

Furthermore, other work [1][5][20][24][35] has focused 
on developing techniques for filtering RSS feeds.  These 
works focus on RSS feeds in general with a tendency toward 
news feeds only.  Our work uses a manual categorization of 
the feeds in order to identify content as being associated with 
a particular aspect of a researcher's workflow (e.g., funding, 
publications, patents).  In addition, they predominantly rely 
on using some form of supervised learning that requires a 
training set.  Of these works, the work of [35] is the most 
similar to this work.  In [35], a vector space model and TF-
IDF term weighting are used while a Rocchio feedback 
algorithm is used to adapt to the user.  Our work uses a 
different term weighting scheme, and currently, does not 
support a feedback algorithm. 

III. APPROACH 

A. Ingest 
The DTHSTR system requires two primary sources of 

input.  The first source of input is a list of RSS feeds to be 
monitored.  Currently, the system monitors more than 9,500 
feeds from 130 sites.  Table I shows a sample of the different 
sites that are monitored. 

32Copyright (c) The Government of U.S. Department of Energy, 2012. Used by permission to IARIA.     ISBN:  978-1-61208-226-4

INFOCOMP 2012 : The Second International Conference on Advanced Communications and Computation

                           43 / 198



TABLE 1.  SAMPLE RSS FEEDS 

Site Category 
Sciencedaily.com News 
Freshpatents.com Inventions 

Freepatentsonline.com Inventions 
Acm.org Publications 
Ieee.org Publications 

Nejm.org Publications 
Grants.gov Call for Proposals 

Wikicfp.com Call for Papers 
 
Documents from each feed are monitored and collected 

on a regular basis.  For this particular use case, the second 
source of input is a set of recent publications for each 
researcher as a means of representing their research interests.  
Other documents could be used for different use cases.  For 
this particular work, each publication supplied by the 
researcher is used individually to provide a reference point 
for Internet content.  This allows the researcher to know 
which individual publication is most similar to the Internet 
content. 

B. Analysis 
In order to process and analyze the input feeds and 

publications, each document is converted into a collection of 
terms and associated weights using the vector space model 
method.  The vector space model (VSM) is a recognized 
approach to document content representation [25] in which 
the text in a document is characterized as a collection 
(vector) of unique terms/phrases and their corresponding 
normalized significance. 

Developing a VSM is a multi-step process.  The first step 
in the VSM process is to create a list of unique terms and 
phrases.  This involves parsing the text and analyzing each 
term/phrase individually for uniqueness using a term 
weighting scheme. The weight associated with each unique 
term/phrase is the degree of significance that the term or 
phrase has, relative to the other terms/phrases. For example, 
if the term “plan” is common across all or most documents, 
it will have a low significance, or weight value.  Conversely, 
if “strategic” is a fairly unique term across the set of 
documents, it will have a higher weight value.  The VSM for 
any document is the combination of the unique term/phrase 
and its associated weight as defined by a term weighting 
scheme. 

In our approach, the term frequency-inverse corpus 
frequency (TF-ICF) developed in [22] is used as the term 
weighting scheme.  Over the last three decades, numerous 
term weighting schemes have been proposed and compared 
[9][11][26][27].  The primary advantage of using TF-ICF is 
the ability to process documents in O(N) time rather than 
O(N2) like many term weighting schemes, while also 
maintaining a high level of accuracy.  For convenience, the 
TF-ICF equation is provided here: 

 
wij = log( fij ) × log( N / nj)   (1) 

 
In this equation, fij represents the frequency of occurrence 

of a term j in document i.  The variable N represents the total 
number of documents in the static corpus of documents, and 

nj represents the number of documents in which term j 
occurs in that static corpus.  For a given frequency fij, the 
weight, wij, increases as the value of n decreases, and vice 
versa.  Terms with a very high weight will have a high 
frequency fij, and a low value of n. 

For the prototype system described here, a corpus of 
258,231 documents from a TREC data collection [29] was 
used for the ICF table.  In the ICF table, we store N, which is 
the total number of documents in the corpus.  Also, for each 
unique term j, after removing the stop words and applying 
Porter’s Stemming Algorithm [21], we store nj, which is the 
number of documents in the corpus where term j occurred 
one or more times.  As a result, the task of generating a 
weighted document vector for a document in a dynamic data 
stream is as simple as one table lookup.  The computational 
complexity of processing N documents is therefore, O(N).   

By using the TF-ICF term weighting scheme, the system 
avoids the problems with TF-IDF as described in [16].  The 
ICF component of a user’s profile documents (i.e., 
publications supplied to the system) is compared to a static 
corpus of news documents rather to each other.  This 
provides a critical benefit: domain specific terms are 
weighted higher not lower as the TF-IDF scheme would do.  
This causes the system to be sensitive to different domains, 
thus enabling its flexibility and use for various domains. 

Once a vector representation is created for each 
document, similarity comparisons can be made.  In our 
approach, a cosine similarity is used to compare two vectors 
A and B, as shown in (2). 

 
Similarity = (A . B) / (||A|| ||B||)   (2) 

 
Similarity values ranges between 0 and 1, inclusive.  A 

value of 1 means that vectors A and B are identical; while a 
value of 0 means that they are not alike at all.  
Recommendations by the DTHSTR system are the 
documents from each feed that have the highest similarity to 
the researcher’s publications.  The number of documents 
from the feeds can be adjusted either with a threshold setting 
for the similarity values, or specifying a fixed number of the 
most similar documents. 

C. Output 
The DTHSTR system provides the recommendation 

results via RSS feeds according to categories such as:  Call 
for Proposals, Call for Papers, Inventions, and News.  It will 
also provide a feed of all the results combined into one feed.  
By providing the results as an RSS feed, this enables the use 
of any RSS reader program or web component (e.g., as a 
web part in Microsoft SharePoint) to be used.  In addition, 
this enables the output RSS feed to be used as ingest to 
another system for further analysis.  Finally, this also 
supports mobile devices. 

IV. USE CASE 
As an example use case, the authors used one of their 

own publications entitled "Discovering Potential Precursors 
of Mammography Abnormalities based on Textual Features, 
Frequencies, and Sequences" [18].  This publication 
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discusses research related to temporal analysis of 
mammograms using Haar wavelets.  In [18], the Haar 
wavelet was used for pattern recognition of precursors to 
breast cancer or other anomalies.  This single publication 
was used an input to the DTHSTR system running on a 
single desktop system with two 4-core processors.  Example 
results are shown in Tables II through VI.  Table II shows a 
closely related call for funding proposals from the Air Force 
Medical Support Agency with a total program funding level 
of nearly $50 million USD.  Table III shows a call for papers 
for a workshop on data mining healthcare management 
where the topics include pattern recognition in medical 
images and data, clinical data analysis, and medical 
diagnosis.  Table IV shows a patent that describes "a method 
for characterizing signal-vector data using automatic feature 
selection techniques on wavelet-transformed data to enhance 
the use of pattern recognition techniques for classification 
purposes".  Table V shows a recommendation for a breast 
cancer related article from the New England Journal of 
Medicine.  Table VI shows a recommendation for an 
Association for Computing Machinery news article 
discussing how machine learning can be used to improve 
patient diagnosis.  As can be seen, with little to no extra 
effort in their workflow, the authors are now aware of news, 
patents, funding and publication opportunities that are 
directly related to their work.  The feeds are monitored 
automatically and the results immediately pushed to the 
researchers.  The researchers no longer have to manually go 
to each site and perform keyword searches or check each 
site's feed individually. 

TABLE II.  CALL FOR PROPOSALS RECOMMENDATION EXAMPLE 

Title Air Force Medical Support Agency (AFMSA/SG8) 
Modernization Directorate Research / Development and 

Innovations 
Common 

Terms 
Patients, detection, research, diagnosis, performance, 

medical 

TABLE III.  CALL FOR PAPERS RECOMMENDATION EXAMPLE 1 

Title DMHM 2012:  Third Workshop on Data Mining for 
Healthcare Management 

Common 
terms 

Patients, data, patterns, workshop, detection, 
diagnosis, analysis 

TABLE IV.  PATENT RECOMMENDATION EXAMPLE 

Title Method and system for analyzing signal-vector data 
for pattern recognition from first order sensors 

Common 
terms 

Wavelets, coefficient, pre-cursors, haar, patterns, 
detection, temporal, sampling 

TABLE V.  JOURNAL ARTICLE RECOMMENDATION EXAMPLE 

Title Breast-cancer Adjuvant Therapy with Zoledronic 
Acid 

Common 
terms 

Patients, breast cancer, lymph, abnormality, 
diagnosis, analysis 

TABLE VI.  NEWS ARTICLE RECOMMENDATION EXAMPLE 

Title Better Medicine Through Machine Learning 
Common 

terms 
Patients, radiologist, abnormality, diagnostic, patterns, 

radiology 

V. FUTURE WORK 
Even with the success of the initial prototype system, 

there are still areas for improvement.  One area is to provide 
a means for researchers to give feedback to the system on the 
recommendations.  One approach to implementing this is 
with a semi-supervised approach [3] that relies on the graph 
Laplacian from spectral graph theory [4].  In this case, a 
graph is constructed that joins together documents that are 
similar to each other.  The graph can be constructed using a 
nearest neighbor or similar approach based on proximity in 
the original feature space.  This form of learning would 
require significantly fewer examples to learn, thus reducing 
the level of effort by the users to train the system. 

Another area for future work involves the automation of 
finding RSS feeds or other sources of information.  The 
authors manually collected and identified over 130 Internet 
sources (i.e., sites).  Once a site was identified, there was 
some automation to extract the RSS links in order to 
eventually collect over 9,500 RSS feeds.  Unfortunately, this 
process was tedious and time consuming.  A better approach 
would be to leverage commercial search engines such as 
RSS Search Hub [23] to automatically search and collect 
RSS feeds that are producing information that may be of 
interest. 

VI. SUMMARY 
The Internet contains an enormous amount of data that 

streams faster than can be humanly processed and analyzed.  
In order for researchers to leverage this data, a recommender 
system was designed and developed called Distribute The 
Highest Selected Textual Recommendation (DTHSTR).  
This system helps fill a critical gap that exists in current 
technology that can enhance a researcher's awareness in their 
respective field.  The system uses a researcher's recent 
publications to identify relevant information across more 
than 9,500 RSS feeds from 130 sources.  Documents in the 
system are represented with a vector space model using the 
term frequency / inverse corpus frequency (TF-ICF) term 
weighting scheme.  A cosine similarity is used to compare a 
researcher's publications with those document retrieved from 
the RSS feeds.  Most similar documents are presented to the 
researcher via an RSS feed.  The system is currently 
deployed and used at Oak Ridge National Laboratory and 
has been shown to be flexible to various domains as well as 
enable researchers to quickly maintain awareness of relevant 
information to their work. 
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Abstract—This paper presents the results from combin-
ing Integrated Information and Computing System compo-
nents with classification for the purpose of enabling multi-
disciplinary and dynamical use of information systems and
supercomputing resources for Archaeological Information Sys-
tems. The essential base are a flexible collaboration frame-
work, suitable long-term documentation, structuring and clas-
sification of objects, computational algorithms, object rep-
resentations, and workflows as well as portable application
components like Active Source. Case studies of the successful
implementation of integration of archaeology and geosciences
information and facilitation for dynamical use of High End
Computing resources are discussed. The implementation shows
how the goal of integrating information and systems resources
and advanced scientific computing for multi-disciplinary appli-
cations from natural sciences and humanities can be achieved.

Keywords–Integrated Systems; Information Systems; Scien-
tific Supercomputing; Computing Systems; Archaeology; Geo-
sciences; High Performance Computing.

I. INTRODUCTION

In order to overcome many of the complex scientific
impediments in prominent disciplines we do need mighty
information systems but the more they are used for inter-
active use they show up needing capabilities for dynamical
computing. The studies and implementations of Integrated
Information and Computing Systems (IICS) have shown a
number of queuing aspects and challenges [1], [2]. In the
case if archaeological information systems needed for multi-
disciplinary investigation the motivation is the huge potential
of integrative benefits and even more pressing that archives
are needed for multi-disciplinary records of prehistorical
and historical sites while context is often being changed or
destroyed by time and development. Besides the academic,
industrial, and business application scenarios in focus of the
GEXI collaborations [3] in order to integrate the necessary
computing facilities with these systems, on the technical
side the recent implementations for spatial control problems,
e.g., for wildfire control [4], integrating GIS, and parallel
computing are promising candidates for future support.

This paper is organised as follows. Section two introduces
with the complexity of required information and structure.
Section three shows the essential prerequisites for integrated

information and computing. Section four describes the basics
of Archaeological IICS. Section five discusses the imple-
mentation of the components: information sources, structure
and classification, communication and computing. Section
six presents the system implementation in practice, with
various views from the components. Section seven evaluates
for the lessons learned and summarises conclusions and
future work.

II. INFORMATION AND STRUCTURE

It must be emphasised that the complexity of the ecosys-
tem of algorithms and disciplines necessary to achieve an in-
tegration of multi-disciplinary information and components
is by nature very high so besides the system components we
have not only to integrate unstructured but highly structured
data with a very complex information structure.

The overall information is widely distributed and it is
sometimes very difficult and a long lasting challenge even to
get access to a few suitable information sources. The goal for
these ambitions is an integrated knowledge base for archae-
ological geophysics. Example data resources and methods
are [5], [6], [7], [8], [9], [10], [11]. For all components
presented, the main information, data, and algorithms are
provided by the LX Foundation Scientific Resources [12].

Structuring information requires a hierarchical, multi-
lingual and already widely established classification imple-
menting faceted analysis with enumerative scheme features,
allowing to build new classes by using relations and group-
ing. This is synonym to the Universal Decimal Classification
(UDC) [13]. In multi-disciplinary object context a faceted
classification does provide advantages over enumerative
concepts. Composition/decomposition and search strategies
do benefit from faceted analysis. It is comprehensive, and
flexible extendable. A classification like UDC is necessarily
complex but it has proved to be the only means being able
to cope with classifying and referring to any kind of object.

III. INTEGRATED INFORMATION AND COMPUTING

The integration issues of information, communication,
and computing are well understood [1], [14], [15] from the
“collaboration house” (Figure 1) framework.
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Figure 1. Collaboration house framework, integrating information and
scientific computing. Resources (blue), services (red), disciplines (green).

A. Collaboration and multi-disciplinary workflow

Based on the collaboration framework the IICS enables to
collaborate on disciplines, services, and resources and oper-
ational level. It allows disciplines to participate on multi-
disciplinary topics for building Information Systems and
to use scientific supercomputing resources for computing,
processing, and storage, even with interactive and dynamical
components [16]. The screenshot (Figure 2) illustrates some
features, as with Active Source, computed and filtered views,
LX information, and aerial site photographs, e.g., from
Google Maps. Many general aspects of dynamical use of
information systems and scientific computing have been
analysed with the collaboration house case studies.

Figure 2. Dynamical use of information systems and scientific computing.

B. Integrative and synergetic effects

With IICS we do have integrative as well as synergetic
effects from the participating disciplines. For example, the
Roman city of Altinum, next to Venice, Italy, would not have
been discovered without the combination of archaeological
information, aerial photographs, satellite images, and digital
terrain models [17]. Even in unorganised circumstances, like
with this discovery, the multidisciplinary cooperation can

lead to success. The more we need an integrated information
system approach for “disciplines on demand”. On the other
hand we have a synergetic effect with the same scenario of
archaeology and geosciences, too, the research does have
benefits for archaeology and geosciences as the collection
of information from archaeological probing will help to
describe the underground, which is of immense importance
for the future of the area [18] and it’s attractiveness [19].

IV. ARCHAEOLOGICAL INFORMATION SYSTEMS

Anyway there should be a principle solution, considering
the hardware and software if so individually available, with-
out restructuring complex data all the time when migrating to
different architectures or to be prepared for future resources.

A. Archaeology and geosciences

So in case of Archaeological IICS, cultural heritage, and
geoscientific information, and computing systems, there is a
strong need for integration and documentation of different
data and information with advanced scientific computing,
e.g., but not limited to:

• Object, site, artifact, spatial, multi-medial, photographi-
cal, textual, properties, sources, referencial information.

• Landscape and environmental information, spatial, pho-
tographical information.

• Geophysical information, geological information.
• Event information.

Important aspects with all this information are the distribu-
tion analysis and spatial mapping. With dynamical informa-
tion systems for this scenario the components must enable
to weave n-dimensional topics in time, use archaeological
information in education, implement n-dimensional docu-
mentation, integrate sketch mapping, provide support by
multidisciplinary referencing and documentation, discovery
planning, structural analysis, multi-medial referencing.

B. Creating metadata for documentation and computing

It will need a number of metadata types, depending from
the variable type of content, describing all kind of relevant
information regarding the data and the use of this data.
Some important groups are category, source, batch-System,
OS version and implementation, libraries, information on
conversion, virtualisation environment, and automation. Cur-
rently only a few projects in some disciplines have worked
on long-term content issues [20], [21], [22], [23], [24].
Commonly only three categories are relevant to archae-
ological projects, project level metadata (e.g., keywords,
site, dates, project information, geodata), descriptive and
resource level metadata (e.g., comprehensive description,
documents, databases, geo-data), and file level metadata
(software, hardware, accompanying files). As we saw above,
from information science point of view this is by far not
sufficient as there are, e.g., licensing and archiving restric-
tions, precision restrictions, network limitations, context of
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environment, hardware, and software, hardware restrictions,
tools and library limitations and implementation specifics.
The long-term aspects for big heterogeneous data hold
very difficult and complex challenges as big data storage
facilities, for users there are, e.g., free public access and
long-term operational issues, for context provisioning huge
amount of work have to be done, e.g., handling licensing,
archiving, context, hardware availability and many more.

V. IMPLEMENTATION OF COMPONENTS

A. Targets and means

The main target categories and means of information to be
addressed are interdisciplinary, multidisciplinary, intercul-
tural, functional, application, and context information. The
main functional targets with IICS are integrative knowledge,
education, technological glue, linking isolated samples and
knowledge databases, language and transcription databases,
classified Points on Interest (POI), InfoPoints, multime-
dial information. The organisational means are commonly
grouped in disciplines, services, resources and operation.

B. Information sources

All media objects used here with components and views
are provided via the Archaeology Planet and Geoscience
Planet components [12]. The related information, all data,
and algorithm objects presented are copyright the LX
Foundation Scientific Resources [12]. It provides multi-
disciplinary information and data, e.g., for archaeology,
geophysics, geology, environmental sciences, geoscientific
processing, geoprocessing, Information Systems, philology,
informatics, computing, geoinformatics, cartography.

C. Information, structure and classification

The following examples illustrate the retrieved object
information, media, and sources with examples for their
multi-disciplinary relations. The information is retrieved
from the LX Foundation Scientific Resources [12], [1], [25]
and categorised with means like UDC. Listing 1 shows an
excerpt of a LX object entry used with IICS. Listing 2 shows
a classification set of UDC samples used with IICS.

1 Cenote Sagrada [Geology, Spelaeology, Archaeology]:
2 Cenote, Yucatán, México.
3 Holy cenote in the area of Chichén Itzá.
4 ...
5 %%UDC:[55+56+911.2]:[902+903+904]:

[25+930.85]"63"(7+23+24)=84/=88

Listing 1. Structure of object entry (LX Resources, excerpt).

1 UDC:[902+903+904]:[25+930.85]"63"(7)(093)=84/=88
2 UDC:[902+903+904]:[930.85]"63"(23)(7):(4)=84/=88
3 UDC:[55+56+911.2]:[902+903+904]:[25+930.85]"63"

(7+23+24)=84/=88
4 UDC:[25+930.85]:[902]"63"(7)(093)=84/=88
5 UDC:[911.2+55+56]:[57+930.85]:[902+903+904]"63"

(7+23+24)=84/=88
6 UDC:[911.2+55]:[57+930.85]:[902]"63"(7+23+24)=84/=88

Listing 2. Classification set (UDC samples, excerpt).

The classification deployed for documentation [26] must
be able to describe any object with any relation, structure,
and level of detail. Objects include any media, textual
documents, illustrations, photos, maps, videos, sound record-
ings, as well as realia, physical objects such as museum
objects. A suitable background classification is, e.g., the
UDC. The objects use preliminary classifications for multi-
disciplinary content. Standardised operations with UDC are,
e.g., addition (“+”), consecutive extension (“/”), relation
(“:”), subgrouping (“[]”), non-UDC notation (“*”), alpha-
betic extension (“A-Z”), besides place, time, nationality,
language, form, and characteristics.

D. Communication and computing

The central component groups for bringing multi-
disciplinary information systems into practice are IICS and
documentation of objects, structure, and references. Listing 3
shows an example of a dynamical dataset from an Active
Source [16] component provisioning information services.
1 #BCMT--------------------------------------------------
2 ###EN \gisigsnip{Object Data: Country Mexico}
3 #ECMT--------------------------------------------------
4 proc create_country_mexico {} {
5 global w
6 $w create polygon 0.938583i 0.354331i 2.055118i ...
7 ...
8 proc create_country_mexico_autoevents {} {
9 global w

10 $w bind legend_infopoint <Any-Enter> {set killatleave [
exec ./mexico_legend_infopoint_viewall.sh $op_parallel
] }

11 $w bind legend_infopoint <Any-Leave> {exec ./
mexico_legend_infopoint_kaxv.sh }

12 $w bind tulum <Any-Enter> {set killatleave [exec
$appl_image_viewer -geometry +800+400 ./
mexico_site_name_tulum_temple.jpg $op_parallel ] }

13 $w bind tulum <Any-Leave> {exec kill -9 $killatleave }
14 } ...

Listing 3. Dynamical data set of Active Source component.

Batch and interactive features are integrated with Active
Source event management [16], e.g., allowing structure and
UDC based filtering. Taking a look onto different batch and
scheduling environments one can see large differences in
capabilities, handling environments and architectures. In the
last years experiences have been gained in simple features
for different environments for High Throughput Computing
like Condor, workload schedulers like LoadLeveler and Grid
Engine, and batch environments like Moab / Torque.

VI. RESULTING IMPLEMENTATION IN PRACTICE

A. Scientific documentation

Scientific documentation is an essential part of a Uni-
versal IICS (UIICS), revealing associations and relations
and gaining new insight. Handling the available information
does provide transparent how puzzle pieces of a scientific
context do fit, e.g., not only that terms like Bronze Age, Ice
Age, Stone Age are only regional but in quantity and quality
how the transitions and distributions in space and time are.
Information on objects, archiving, analysis, documentation,
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sources and so on will be provided as available with the
dimension space. Besides the dynamical features the objects
carry information, e.g., references, links, tags, and activities.

B. Dimension space

The information matrix spans a multi-dimensional space
(Table I). It illustrates the multi-faceted topic dimension
containing important cognitive information for disciplines
and applications. Examples of multi-disciplinary information
in archaeological context are stony and mineral composition,
e.g., of dead freight or ballast in ship wrecks, mineral
material in teeth, fingerprints of metals used in artifacts, and
genetic material of biological remains. Further there exists
a “vertical” multi-dimensional space to this information
matrix, carrying complementary information, e.g., color,
pattern, material, form, sound, letters, characters, writing,
and so on. The documentation can handle the holistic multi-
dimensional space, so we can flatten the views with available
interfaces to three or four dimensional representations.

Table I
DIMENSIONS OF THE INFORMATION MATRIX (EXCERPT).

Dimension Meaning, Examples

Time Chronology
Topic Disciplines

Purpose (tools, pottery, weapons, technology, architecture,
inscriptions, sculpture, jewellery)

Culture (civilisation, ethnology, groups, etymology)
Infrastructure (streets, pathways, routes)
Environment (land, sea, geology, volcanology, speleology,

hydrogeology, astronomy, physics, climatology)
Genealogy (historical, mythological documentation)
Genetics (relationship, migration, human, plants)
Biology (plants, agriculture, microorganisms)
Trade (mobility, cultural contacts, travel)

Depth Underground, subterranean
Site Areal distribution, region
. . . . . .
Data Resources level, virtualisation

The dimensions are not layers in any way so it would
contradict to percept their documentation with integrated
systems in data or software layers. With these IICS we are
facing a multi-dimensional volume, like a multi-dimensional
“potato shapes”. Layer concepts are often used with car-
tographic or mapping applications but these products are
infeasible for handling complex cognitive context.

C. IICS dimension view

As with the structure the communication and compute
processes are getting resource intensive, the available storage
and compute resources are used with the IICS. The following
small example shows an excerpt of a tabulated dimension
view (Table II). The last column shows if an object is de-
posited on site (O) or distributed (D) and if additional media
is available and referenced. The table shows if a storage or
and additional compute request has been necessary for the
resulting object or media. Information is given if primarily
a storage request (S) for persistant media or a compute

request (C) deploying High End Computing resources is
dynamically used for creating the appropriate information.

Table II
DIMENSION VIEW WITH ARCHAEOLOGICAL IICS (EXCERPT).

Topic Purpose / Environment / Infrastructure Ref.

Egypt Architecture

Rome Architecture

Catalonia Architecture
Monument de Colom, Port, Barcelona, Spain OC

Maya Architecture
Kukulkán Pyramid, Chichén Itzá, Yucatán, México OC
Nohoch Mul Pyramid, Cobá, Yucatán, México OC
El Meco Pyramid, Yucatán, México OC
El Rey Pyramid, Cancún, Yucatán, México OC
Pelote area, Cobá, Yucatán, México OS
Pok ta Pok, Cancún, Yucatán, México OS
Templo del Alacran, Cancún, Yucatán, México OS
Port, Tulúm, Yucatán, México OC

Infrastructure
Sacbé, Chichén Itzá, Yucatán, México OS

Sculpture
Diving God & T. Pinturas, Tulúm, Yucatán, México OC
Diving God, Cobá, Yucatán, México OC

Precolombian Architecture

Caribbean Environment (volcanology, geology, hydrogeology)
La Soufriére Volcano, Guadeloupe, F.W.I. OC
Mt. Scenery Volcano, Saba, D.W.I. OC
Cenote Sagrado, Chichén Itzá, Yucatán, México OC
Ik Kil Cenote, Yucatán, México OC

Arawak Architecture

Prehistory Architecture

Topic: architecture mythology environment infrastructure

Entity: Object Location: O On site, D Distributed; Object Media: C Compute, S Storage.

Compute: CONNECT REFERTO-TOPIC REFERTO-SPATIAL VIEW-TO VIEW-FROM

The following examples explain views from disciplines
and topics (Figure 2) as computed and filtered with the IICS,
using photo media samples. It must be emphasised that the
applications can provide any type of objects, high resolution
media, and detailed information. The first view (Figure 3) is
a simple example from the above table for an excerpt of the
computed class of regional pyramid object representations
(Yucatán Peninsula, provinces Yucatán and Quintana Roo).

Figure 3. Object SAMPLE – regional Pyramid of Maya, Yucatán, México.

Figure 4 illustrates the computed objects for the above
REFERTO-TOPIC and REFERTO-SPACE chain classifica-
tion, e.g., here via UDC “(7):(4)” relation.

Figure 4. Cross-purpose REFERTO – Diving god, Tulúm, Colom.
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Besides that, viewing directions can be referred, e.g.,
“view to”, “view from”, “detail” as shown with a VIEW
example (Figure 5) for the above selection with UDC
“(23)”, “(24)”.

Figure 5. In-purpose: VIEW-TO VIEW-FROM – Volcanoes and Cenotes.

D. Topic view and object representation

The following sample excerpt tabulates a topic view
(Table III) and shows the computed object representation
(Figure 6) for an in-topic CONNECT example. From the
eight samples of Chichén Itzá shown, the Sacbé pathway
connects the Kukulkán Pyramid with the Cenote Sagrado.
The table shows a sample of referred (Geo) information.

Table III
TOPIC VIEW WITH ARCHAEOLOGICAL IICS (EXAMPLE, CHICHÉN ITZÁ).

Site Topic / Purpose Selected: Geo Ref

Chichén Itzá
Kukulkán Pyramid, El Castillo Limestone OC
Sacbé Limestone OC
Cenote Sagrado Doline, hydrology OC
Jaguar temple OS
Tzompantli OS
Temple of the warriors OS
Caracol OS
Chac temple OS

Figure 6. In-topic CONNECT – Kukulkán, Cenote, connected by Sacbé.

E. Object space grouping

The objects are linked by relations in the n-dimensional
object space. The slices with a selected number of di-
mensions carry the common information, e.g., “Stone Age
flint arrow heads” in a specific area. It is essential not to
sort objects into layers within a database-like structure. So
vectors and relations can help to represent their nature in
a more natural way. The views, even traditional layered

ones, are created from these by appropriate components.
The following figures illustrate structure and references for
collections, context, and integration of multi-disciplinary
information: museum topical collection (Figure 7), context
of amphores (Figure 8), and geology information (Figure 9).

Figure 7. Sample COLLECTION – Precolombian Museum.

Figure 8. Sample CONTEXT – Pottery (amphores).

Figure 9. Sample DISCIPLINE – Geology (Caribbean limestone and tuff).

VII. CONCLUSION AND FUTURE WORK

Structuring and classification with LX and UDC support
have provided efficient and economic means for using Infor-
mation System components and supercomputing resources.
With these the solution scales, e.g., regarding references,
resolution, and view arrangements. The concept can be
transferred to numerous applications in a very flexible way.

The successful integration of IICS components and ad-
vanced scientific computing based on structured informa-
tion and faceted classification of objects has provided a
very flexible and extensible solution for the implementa-
tion of Archaeological Information Systems. It has been
demonstrated with the case studies that Archaeological
IICS can provide advanced multi-disciplinary information
as from archaeology and geosciences by means of High
End Computing resources. The basic architecture has been
created using the collaboration house framework, long-
term documentation and classification of objects, flexible
algorithms, workflows and Active Source components. For
future applications a kind of “tooth system” for long-term
documentation and algorithms for use with IICS and the
exploitation of supercomputing resources will be developed.
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access to the sites of Chichén Itzá, Cobá, Tulúm, El Meco,
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Abstract—For investigating the nonlinear character at the 
confusion and cluster process of cryptography, the nonlinear 
transformation’s impact factor has been introduced. 
According to sorting result by different years, the amount of 
online cryptography is accounted. And then the nonlinear 
indexes, which are related to the outcome of amount reflecting 
the nonlinear character directly, are researched at the 
confusion process and the cluster process respectively. The 
nonlinear transformation’s impact factor which includes both 
the private-key cryptography and public-key cryptography is 
studied with known nonlinear index at naïve Bayesian model, 
which combines with the networks environment fused in 
protocol whenever confusion or cluster process. To any 
networks environment, higher the nonlinear transformation’s 
impact factor is, more popular the used cryptography is 
because more amounts of kinds of level users requiring 
stronger secure cryptography. So, the impact factor of the 
nonlinear transformation is a kind of cryptography’s label 
indicating the suitable to application environment by suitable 
crowd. Contrarily, the extent of secure can measure up the 
nonlinear character of cryptography precisely.  

Keywords-nonlinear transformation; confusion and cluster; 
impact factor; Bayesian model 

I.  INTRODUCTION  
Nonlinear transformation (NT) [1][2][3][4][5], which 

exists at any kinds of secure communication systems, is an 
important part of cryptographic study. The cryptography 
includes private key and public key cryptography. The 
private key cryptography is a secure process which uses one 
secret key to confuse and recover the information, and the 
private key process system is depend on a pseudorandom 
number generator, such as HASH [6][7][8], the block 

cipher[9][10][11][12], the stream cipher[13][14][15]. The 
public key cryptography is a process which is used two keys 
to ensure the information, and it is based on a mathematic 
problem, such as integer factorization and Elliptic curve 
[16][17][18][19]. Whether private or public key, the NT is 
evolved [20][21][22] from value tables supported by 
development of the information technology[23]. Since the 
Future Internet [24][25][26][27][28], wireless sensor[29][30], 
RFID[31][32] and quantum communication [33][34][35] are 
developed, the application of block cipher, stream cipher and 
HASH[36] is prevalence to ensure the communication’s 
secure. The RSA [37], ECC[38] are used at mini-information 
secure condition, such as digital signature, key exchange 
schemes. The Lattice-based cryptosystem is simply 
introduced at the paper. The NT Impact factor (IF) of 
cryptography is a simple and popular way to value the NT 
influence at Bayesian model [39][40][41]. 

This paper focuses on the nonlinear transformation 
impact factor of cryptography, which is clustering with the 
different time, different scales of nonlinear transformation 
and different application environment. The rest of the paper 
is organized as follows. Section 2 contains the two inversed 
study directions which are confusion process and cluster 
process at cryptography. The nonlinear indexes and NT IF 
according to Bayesian model are described in section 3. 
Section 4 includes conclusion about the effect of NT IF.  

II. CONFUSION AND CLUSTER PROCESS AT CRYPTO 
The confusion and cluster process are the certain parts of 

encipher and decipher of information at cryptography. The 
whole cryptographic system is a nonlinear process because 
of the sharing of NT or nonlinear mathematic problem. The 
confusion process is the nonlinear part besides the key 
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addition and linear diffusion process at secret key condition, 
and it is the whole operation process at the public key 
condition. Meanwhile the cluster process is the first step 
which is a simple differential sort process at whenever the 
secret key cryptographic system’s condition of white box, 
gray box or black box, and is the exponent of the public key 
cryptographic. It shows the sort of online cryptography 
according to the change of time at figure 1. The published 
online cryptography amount has a jump as figure 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  The sort of cryptography online according to time  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  Online Cryptography Amount by Years  

A. Confusion and Cluster Process Precisely Depicted  
The confusion processes and cluster processes of 

cryptography sort out to 5 categories, which are confusion of 
block cipher, of stream cipher, of HASH, of RSA and of 
ECC in this paper. The confusion process of block cipher has 
a NT, which is from N bits to M bits. At the beginning of the 
published block cipher, the confusion process is constructed 
by 6 bites to 4 bits NT, which is activated 4 to 8 times and 
repeated 16 rounds, such as DES in 1976. IDEA is also an 
old block cipher which is 16 bits to 16 bites NT repeated 8.5 
rounds in 1991. Updated block cipher is constructed by 8 bits 
to 8 bits NT activated 8 to 16 times and repeated 10, 12 or 14 
rounds, such as AES in 1998. Camellia is a new block cipher 
which is the same nonlinear part similar as AES repeated 18 
rounds in 2000. The stream cipher has none any nonlinear 
part at first, such as A5 used in the GSM cellular telephone 
standard. From November 2004 to April 2008, the project 

founded by EU ECRYPT network founded, eSTREAM, 
identify new stream ciphers suitable for widespread adoption. 
Salsa20, which is based on software, is one of the winners. 
The NT of Salsa20 is 128 bits to 128 bits repeated 20 rounds. 
Trivium based on hardware is one of the winners. Its NT is 
228 bits to 228 bits at 4th rounds. Those are some nonlinear 
emblematical transformations. 

The old HASH SHA1 is published at 1995, which is 96 
bits to 96 bits NT repeated 80 rounds. SHA2 has a NT which 
is 96 bits to 96 bits activated 2 or 4 times repeated 64 or 80 
rounds. A new SHA3 competition is an open competition 
from October 31, 2008 to the end of 2012, and the final 
round candidates have occurred on December 10, 2010. 
Keccak of finalists has a NT, which is 192 bits of 64 bit 
memory to 64 bits repeated 24 rounds. Skein of finalist has a 
NT, the designers call it MIX, which is 128 bits to 128 bits 
repeated 72 rounds or 256 bits to 256 bits repeated 80 rounds. 

RSA and ECC are another typical type of cryptography 
comparing to block cipher, stream cipher and HASH, being 
called the public key cryptography. While the RSA patent 
expired in 2000, the NT of RSA is the naïve bit amount of 
prime number at ANSI X9.31 in 1998, which is 1024 bits. 
Meanwhile, the NT of ECC is the 192, 224, 256, 384, and 
521 bits according to FIPS 186-3 in 2009. The Lattice based 
cryptography is a new mathematic problem appears with the 
post-quantum cryptography. The "ideal lattice" designed by 
Craig Gentry, which is announced by IBM at 6.2009, NL is 
depicted by the Lattice problem in n-dimensional Euclidean 
space Rn with a strong periodicity property. 

B. Nonlinear Transformations at a Confusion process  
The confusion process is to confuse the information to 

pseudo-random data which cannot be reversed at the useful-
life time of the information. The different cryptography uses 
different nonlinear transformation to obtain the random. The 
block ciphers, being the popularity from public game AES, 
have active or non-active model at NT. If the box or the 
value table implement at NT part, the active number of box 
affects the nonlinear complexity and speed directly. More 
active boxes, more complexity the NT is. The mathematic 
problem NT depends on the exponent of the nonlinear 
function. There are some distinctions, which are the speed 
and secure influences, between all boxes activated and part 
of boxes activated at confusion process. There are some 
useful nonlinear factors at sub-key rolling in process. The 
information block and nonlinear complexity of sub-key are 
covered up by NT because they are far lower exponent than 
NT’s. And then, the effect of NT is diffused with a linear 
array. By the way, a block cipher is constituted by iterative 
rounds which include information block, sub-key addition, 
NT and diffusion. The stream ciphers have a high speed 
character, which is usually suitable to the secure of wireless 
communication and a high-capacity bandwidth environment. 
The stream ciphers usually constitute by linear feedback shift 
register (LFSR) or nonlinear feedback shift register (NFSR) 
fusing by NT. If the NFSR is the part of a stream cipher, the 
resilience function, which has both better balance and better 
anti-differential analysis, is a better choice than bent function. 
The NT part of stream cipher can be just similar to a whole 
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rounds or mini rounds of block cipher. And more and more 
simple NT fused directly to LFSR or NFSR is appearing, 
such as Trivium, Grain, or NUSH. Information is confused 
by a simple NT of stream cipher has lower secure but higher 
speed. HASH is a stream cipher or a block cipher adding 
kinds of digest function. The digest function is considered as 
a linear part so that the NT of HASH process refers to the 
stream or block cipher. So the NT of HASH is the same as 
the stream or block cipher. 

The confusion process of public key cryptography is to 
ensure the mini-scale communication key’s security. The 
mathematic confusion process is nonlinear because exponent 
is more than 1. The NT of RSA is up to 210 in 2010. Then 
the successor ECC has a popular confusion process at the 
equation y2 = x3+ax+b. So the NT of ECC is considered as 32. 
Until now, the idea model of the Lattice based confusion 
process is a no known bounds iteration of vectors at least 2 
equivalence dimensions. The NT of lattice based confusion 
process is (number at least 2)n, the n is unknown. 

C. Nonlinear Transformations at a Recovery Process  
A recovery process is to unveil the cipher step by step at 

the condition of White-box, grey-box and black-box. If the 
confusion process is totally published, the recovery process 
is at a white-box situation. If there only are confusion date or 
some parts of confusion process, the recovery process is at a 
black-box or a grey-box situation. The NT at a recovery 
process based on a white-box has to operate carefully rounds 
by rounds, or just operates the reversed process of the 
mathematic problem. At this situation, the NT is strictly 
equal to the reverse of NT at confusion process. According 
the grey-box and black-box conditions, the cluster process is 
necessary to congregate the confusion date. By the NT of 
cluster process, the data is sorted by some factors, such as 
the linear index, the nonlinear index, characters of Pseudo-
Randomness or avalanche, including by other mathematic 
ways and means. Then those sorts are the results of first 
glimpse of the recovery process, in which the grey-box is 
covered to the white-box and the black-box to grey-box. The 
black-box is equivalent to several grey-boxes which also are 
considered as the scale of white-box based on the results. 
When the cluster data has a certain sameness with a certain 
white-box, the grey-box can be equal to the white-box at the 
scale. In conclusion, the black boxes mix with white boxes 
according to results of NF cluster at recovery process can be 
converted to grey boxes, which are prepared to be white. 

So, the cluster process of NT can recovery white-box 
completely and converse the deep color box to undertone 
box in basis of confusion date clustering. 

III. NONLINEAR INDEXES BASED ON BAYESIAN MODEL  
Bayesian inference is a rational engine for solving such 

problems within a probabilistic framework, and consequently 
is the heart of most probabilistic models of nonlinear indexes 
the cryptography. The nonlinear indexes, which include the 
private-key cryptography and public-key cryptography are 
sorted at naïve Bayesian model, whenever it’s confusion or 
cluster process. The simple NT index reflect the nonlinear 

character itself meanwhile the NT IF combine the networks 
or cryptography protocols into NT index. 

A. Nonlinear transformations index at cryptography  
The nonlinear transformations index at cryptography is a 

kind of rough description about the strength of cryptography. 
The NT index of block cipher is the product of the active 
boxes number of a block and exponent of nonlinear function. 
For example, the NT index of standard AES which has 16 
actives s-boxes at each of 10 rounds is that product of 8 and 
160. The NT index of stream cipher is the sum of each part 
of nonlinear functions’ exponent. The stream cipher Grain 
has a NT index which is the product of 3 and 6. The NT 
index of HASH evolved from the certain cipher, which is 
block cipher or stream cipher, is the same count method as 
the certain cipher. The NT index of public-key cryptography, 
such as RSA or ECC, is that 1024 or 9 referring to the 
standard. The ECC has the homothetic nonlinear character as 
private-key cryptography. 

If only consider the NT index, the block cipher is equal 
to many times of stream cipher, such as NT index of AES is 
about 72 times of Grain. Meanwhile, RSA is almost equal to 
120 times of ECC. Thus, standard AES can be secure the 72 
times bandwidth data the same as Grain. The signature with 
RSA is equal to 72 signatures of ECC. The figure3 shows the 
NT IF by years at different networks environment. 

 

 
Figure 3.  NT IF at different environments according to time  

B. The Nonlinear Transformations Impact Factor Based 
on Naïve Bayesian Model  
The NT impact factor is related to NT index according to 

the application of cryptography at the naïve Bayesian model. 
The NT index reflects the nonlinear character directly and 
NT IF combines with the networks environment fused in 
protocol. So T0 is the NT index which is the cryptography’s 
nonlinear measure and the T1 is that is the different networks. 
Naive Bayesian networks are identified with theories at the 
lowest, most concrete level of the abstraction hierarchy, level 
T0. The categorization grammars are typically identified with 
the T1-level theories that define hypothesis spaces of T0-level 
structures and assign prior probabilities to those hypotheses, 
thereby guiding inferences about the naive network structure 
T0 mostly likely to have given rise to some observed dataset 
d. A Bayesian learner evaluates a naive network hypothesis 
T0 based on its posterior probability: 
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P (T0|d,T1) =（P(d|T0)P(T0|T1)）/P(d|T1)     (1)  

where the denominator is 

P (d|T1) =    P(d|T0)P(T0|T1)    (2) 

The naive grammar T1 specifies a probabilistic process 
for generating naive-network hypotheses. With such a 
Bayesian model, the NT IF of cryptography is discussed in a 
causal way which is considered as naive condition. NT IF is 
the iteration of Bayesian model result and the amount of the 
cryptography. There is one kind of NT based on ciphers’ 
application among different networks which occurs between 
private-key cryptography and public-key cryptography. So 
the NT IF is identical as the cryptography amount online. 
The table1 is the NT IF result considered the impact by the 
frequency of same networks environment. 

TABLE I.  NT IF OF CRYPTOGRAPHY AT DIFFERENT ENVIRONMENT 
IN 2011 ACCORDING TO BAYESIAN MODEL  

 

IV. CONCLUSION 
The nonlinear character of both private-key cryptography 

and public-key cryptography is expressed by the nonlinear 
transformation’s impact factor simply. At confusion process, 
the NT IF is a complexity of nonlinear character. At cluster 
process, the NT IF is the appearance color of nonlinear box 
or the known degree of a cryptography algorithm. At any 
networks, higher the NT IF is, the more popularity the 
cryptography is used. The reason is that more amounts of 
users require stronger secure level. Furthermore, the NT’s IF 
of cryptography at confusion and cluster process based on 
Bayesian model, which is an advanced description of the 
nonlinear character according to the different application 
environments, demonstrates that higher NT IF is a suitable 
wider width-band data communication. The NT IF can be a 
label of a cryptography system indicating the suitable crowd 
and suitable application environment. Contrarily, the extent 
of cryptography’s secure can be measure up the NT impact 
factor’s precision deeply.  
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Abstract—Focusing on business systems we discuss that self-

organizing, increasing operations’ complexity is escaping from 

capabilities of modeling. This urges to decouple modeling from 

emergent domain complexity as well as management to 

eventually overcome control illusions inherent to conventional 

approaches. In a first step; we show that, on some conditions, 

agent-based modeling and multi-agent architectures are able of 

solving the problem. Conditions include aspects of service-

based modeling, of semantic modeling and of freedom-based 

agent’s behavior. The concepts are relevant for design, 
management and computing of highly complex operations.  

Keywords-complexity of modeling; agent-based modeling; 

freedom-to-act architecture; service-oriented architecture; 

semantic modeling.  

 I.  INTRODUCTION TO THE PROBLEM 

Models reduce complexity of a real-world domain with 
regard to a particular purpose of control. Concepts in this 
paper are based on experience in highly complex envi-
ronments, where struggling modeling complexity is part of 
daily business in strategic, tactical or real-time management. 
The development of operations complexity shows that im-
provements of modeling techniques did not ease this job be-
cause both, the complexity of operations and of modeling are 
coupled self-organizing developments.  

From experiment, we learned that agent-based modeling 
(ABM) [37] and multi-agent technology (MAT) [29] [30] 
offer options of decoupling modeling from domain complex-
ity. We argue that it is necessary if control about complex 
systems is to be maintained. ABM or MAT are well known. 
In spite of their advantages in handling complexity, they 
failed joining the mainstream of Information and Communi-
cation Technologies.  

The reason is that managements and software developers 
consider emergent behavior to be an intimate enemy of the 
control of systems. In contrary, we argue that emergent be-
havior is the last resort of control of complex systems. 
Namely, we suggest changing the view at the control of 
complex systems which by principle cannot be reduced to 
models. The term control illusion [33] illustrates the differ-
ence between the views.  

The following examples from aviation industry provide 
insight into the complexity operations’ systems:  

Airlines plan the service of aircrafts as sequences of 
flights executed in a period of time. The cost-efficiency of 
these ‘rotations’ and the service quality they deliver to custo-
mers depend on a manifold of interacting factors spanning 
air- and ground operations and involving thousands of air-
crafts and flights of hundreds of airlines or numerous suppor-
ting services. Well established international proceedings, 
synchronize flight plans global networks. Before a flight this 
abstract plan is to be particularized and confirmed.  

But in execution, plans are troubled by a constant floor of 
interference which easily can get out of control [1]. The chal-
lenge lies in the continuous process of adapting to reality by 
correcting, mitigating or recovering active plans. In large 
cases ten thousands of autonomous actors and legacy sys-
tems are to be re-synchronized in almost real-time – repeat-
edly because the solution of the next problem may affect the 
solution of previous ones.  

The ‘time-to-volume’ of industrial series production 
begins with the start of development of products and produc-
tion processes and ends with reaching stable output as plan-
ned for amortization of invest. But, there are trade-offs, e.g., 
more engineering time drives costs and postpones the pro-
duct launch, while less effort drives quality risk emerging 
from butterfly effects (non-linear behavior) or from black 
swans (long-tail risks).  

In the cases of B787 or A380 such effects delayed ramp-
up and planned volumes for years [2] [3]. For ramp-up, Boe-
ing implemented a virtual ramp-up system (VRS, a simulator 
and planner) covering major stakeholders and components in 
the supply-chain – except the fasteners for carbon-fiber 
parts. Apparently, these tiny parts were ignored to limit 
model complexity. The supplier failed and fasteners became 
a problem. As example of black swans [5] the uncontained 
engine failure of a Trent 900 engine in Quantas A380, flight 
QF32, November 4th 2010 [4], may serve.  

In airliner as in airframer business problems increase: 
Air traffic, thus the number of aircrafts and flights, is expec-
ted to more than double by 2020 while in America or Europe 
air- and ground infrastructures are lacking behind [34]. Air-
lines’ competition gets harder and new competitors of Boe-
ing and Airbus appear in emerging markets. Solutions are 
asked to increase service capabilities, reduce costs or CO2 
footprints, and get to volume faster. These examples suggest 
that architectures need to support, respectively, adapt to  
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 the pace of change, driven by competition that defines 
opportunity windows to adapt to change or affects 
trade-offs between costs and quality of modeling.  

 the need of catching up with ignored or not captured 
aspects in terms of butterflies or black swans.  

 the fact that more and more details matter (resolution 
of object) and become source or target of events (res-
olution of time: more events per unit of time) [6].  

These aspects refer to the law of requisite variety saying 
that control fails if controllers’ complexity does not match 
the complexity of the system to be controlled [15]. In result 
of developments sketched above models tend to fail deliver-
ing their core service that is reducing complexity with regard 
to a particular purpose. In consequence complexity of model-
ing is to be decoupled from complexity of domains.  

This paper is organized as follows: Section two shows 
how mainstream architectures relate to complexity and its 
increase. In Section three, basic principles of the alternative 
freedom-to-act architecture are analyzed. After a summary, 
Section fife sketches selected aspects of further work.  

 II.  COMPLEXITY IN FUNCTION-, PROCESS-, AND SERVICE-

ORIENTED MODELING ARCHITECTURES 

In the mainstream, different regimes of operations man-
agement and modeling developed: function-, process-, and 
service-orientation (with internet-based automation). Coming 
from its history in knowledge management also semantic 
modeling is about to enter the mainstream.  

 A. Encapsulating Complexity in Organizational Silos:  

The Function-oriented Regime  

Modeling as effort and tool of operations management is 
initially bound to the work of Taylor [7] and operations strat-
egies of Ford [8]. This thinking uses functional specialization 
to grow expertise of engineers or administrators (knowledge 
workers) and to compensate the lack of educated workers for 
the assembly lines by extreme simplification.  

 

Figure 1. The Value Chain.  

Figure 1 depicts a model of the ‘value chain’, a later con-
cept introduced by Porter [9]. It shows that value is produced 
by specialized departments differentiated in those directly 
contributing to the creation of value (lower group) and sup-
porting ones related to a firm’s infrastructures (facilities…, 
later also IT) or administration (upper group).  

The picture also has a financial interpretation: its expanse 
represents the financial flow passing the organization. Read-
ing the grey block as costs spent for direct and indirect oper-
ations, hopefully a positive difference to revenue is left, a 

profit: the spike of the arrow. In this light function-orienta-
tion obviously creates self-referential silo-behavior: if re-
sources are to be distributed (more staff) or costs to be cut 
(the contrary) routinely competition appears: Who is more 
important, who to be blamed for failure? Also, careers are 
built on affiliation to silos. Accordingly, the value creating 
process is marked by silo-driven discontinuity turning into 
high coordination effort and long processing-times.  

 B. Tackling the Complexity of Interactions  

The Process-oriented Regime  

In functional models, business processes are implicit. In 
order to overcome disadvantages they had to be made explic-
it. The motivation was induced by competition, again start-
ing from car industry: When Taiichi Ohno, CTO of Toyota, 
visited Ford, he learned that silos or radical simplification of 
assembly jobs produce problems rather than solutions: High 
simplification turns into a waste of talent and silos into self-
inflicted complexity [10]. Particularly, they obstruct the view 
at real challenges: effectiveness (value delivered) and effi-
ciency (costs) of operations.  

 

Figure 2. Business Process Modeling Notation.  

Instead, Ohno invented strategies avoiding redundancy 
(muda) like Just in Time delivery replacing inventories or 
continuous improvement (kaizen) exploiting knowledge at 
all workplaces. Later these ideas were united as Lean Mana-
gement. They aim at unobstructed flows of orders, material, 
or information as well as purposeful collaboration across 
fields of tasks and networks of suppliers. Workers, formerly 
just repeating simple jobs, became autonomous and creative 
partakers in implementing and improving operations. Know-
ledge and intelligence became strategic resources.  

An MIT study [10], uncovering advantages of Lean 
Management, became a wake-up call to established car mak-
ers. Finally, the new strategy changed the rules of competi-
tion and formed a new fitness landscape [27]. Initially, man-
agers in the USA or Europe misunderstood the call to be-
come lean as a call for cutting cost. But, in fact, it was a call 
to change minds towards integrative thinking and modeling. 
Rather than optimizing functionality in the silos, the new 
heading geared towards the efficiency of functions linked 
across business processes and improving value propositions 
– a far more complex job than managing silos.  

Organizations had to learn how to create new value from 
this. Self-inflicted complexity was to be exchanged by value-
driven (money-making) complexity. It asked taking care for 
interdependencies beyond boxes and to enrich responsibility 
of knowledge- and of assembly-line workers: Managerial ex-
cellence is marked by capabilities of model-literacy and self-
management on all hierarchical levels [11].  
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So, models of functions and processes became represen-
tations of complex interdependent activity. In parallel, ICT 
became a driver of model complexity since automation asked 
elaborating models with high precision and detail. Figure 2 
depicts a diagram accordingly to the BPMN (Business Pro-
cess Modeling Notation) [35], an advanced standard, captur-
ing organizational structures in horizontal lanes (remains of 
the silos) as well as structures and rules of proceedings and 
interaction (connectors or auxiliary information).  

It answers the question: Who does what (why), where, 
when, how and with what and whom? Functions now are 
embedded as physical or intellectual resources [12]. With 
growing vertical (along managerial hierarchy) and horizontal 
(same level of activity) integration of automation current ICT 
covers the value chain depicted in Figure 1, while process- 
cost accounting [13] enabled new strategies of controlling 
economics of managing operations complexity.  

But, scale and complexity of models grew (consider the 
complexity of operations landscapes drafted in the introduc-
tion) and in accordance to Ashby’s Law of requisite variety 
[14], richness and heterogeneity of detail or the manifold of 
interfaces did not turn into economies of scale but became 
drivers of costs and risks to run out of budgets. Complexity 
started escaping from modeling capabilities.  

 C. Modularizing and Encapsulating Functionality  

The Regime of Services  

There are solutions to this problem: modularization and 
virtualization. Modules with standardized interfaces reduce 
variety and hide details of the functionality they provide. So, 
challenged by faster change and increasing demandingness 
in markets as well as by increasing costs, automotive indus-
try introduced platforms that decouple the variety of car-
models from the variety of parts they are built from.  

 

Figure 3. SOA-based Application Architecture.  

This concept of functionality provided by a module also 
was adopted by ICT in service-oriented architectures (SOA) 
for services collaborating via the Internet (Figure 3). Promis-
es reach from risk reduction or portability and re-usability in 
software development to integrated, intelligent operations 
like in the vision of the Internet of Things and Services [15] 
[16]. And, as we shall see later, in a general view, everything 
can be seen as provider or demander of service.  

Based on service description standards [17], web services 
are capable of autonomously composing complex dynamic 
networks involving things (in the simplest case via radio 
tags, in future also enabled by embedded multi-core compu-
ting capacity), legacy systems as well as human users in the 
roles of operations’ supervisors or IT operators.  

However, due to latency times or high customization, 
legacy IT is hard to be integrated into service landscapes or 
to be decomposed into sub-services [18]. The competition of 
big players (IBM, Oracle, SAP, etc.) in direction will frag-
ment web-standards. Or, the vulnerability of Internet-based 
services and dependencies on intermediaries raise security 
concerns. Yet, in spite of achievements, also SOA does not 
sustainably reduce the complexity of models [19] [20].  

To not get lost in variety Volkswagen implemented a 
new platform, the Modular Transverse Matrix. It reduces the 
number of modules by up to 90 % across 10 brands (Seat, 
VW … Audi, Porsche, Bentley) [21]. However, it is hard to 
believe that this is applicable to examples in aviation indus-
try. And, by and by, markets also will coerce VW to accept 
and accommodate new variety. Accordingly, complexity will 
reconquer modularized operations and related models or 
applications’ architectures [22] [23].  

 D. Introducing Meaning  

The Regime of Semantic Modeling and Ontologies  

Adopting Internet-based communication and cooperation 
semantic models became relevant: Languages are sets of 
tools to create meaning of signs or symbols in communities. 
So far, however, technology only can interpret sequences of 
signs obeying syntactic rules, e.g., as command to delete a 
text. There is no understanding of meaning.  

 

Figure 4. The Semantic Layer in the W3 Architecture [24]. 

The idea of the semantic web [25] is to encode semantic 
information into web-pages. In the W3-architecture of Bern-
ers-Lee (Figure 4) [24] ontologies provide the vocabulary, 
more generally, the knowledge enabling to recognise and as-
sociate services. The common vocabulary enables modelling 
relations to other objects and properties relevant to relations.  

Reading meaning, a sequence of signs would not only be 
just a code for deterministic execution of commands, but for 
understanding know-why and context, i.e., the content of the 
service it provides: Which idea is leading the search? What is 
a function about? Does it fit into a particular scene? What is 
the meaning of or responses to events in contradictive con-
text (costs, quality, security, operations’ footprints)?  

Ontologies, among others, enable capturing local know-
ledge about objects related to operations like orders or re-
sources. Given that these local models are globally consistent 
(non contradictive), complete (no relevant aspects missing) 
and clear they conceptually and practically support integrat-
ing large and massively distributed operations’ systems [26] 
and a designer of a web service can describe a service with-
out knowing other services.  
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On the other side, semantic interoperability needs a non-
trivial degree of accuracy of the model. It is obvious that this 
problem increases with the complexity to be captured. Alt-
hough semantic modeling is a great step for itself, it does not 
decouple from complexity.  

 III. IMPLICIT ASPECTS OF DECOUPLING:  
TOWARDS FREEDOM-TO-ACT-ARCHITECTURES 

 A. Decoupling Modeling from Domain Complexity  

The example of Boeing’s or Airbus ramp-ups shows that 
the approach of modeling domain complexity forces a trade-
off between simplification and risk that butterflies, long-tail 
risks can materialize (black swans) or open events may affect 
operations (openness to environments) each speedily grow to 
a 7-, 8-, or even 9-digit € problem. In a complex domain 
simplification is evidence that this complexity is out of con-
trol of modeling and management. It is a bad bet. Decoup-
ling by agent-based modeling (ABM) [37] is the alternative.  

A first step is realizing that complexity is a property of 
dynamic systems [29] [30]. It emerges from degrees of free-
dom of interacting elements (or agents) the system consists 
of. These agents may act autonomously (executing individu-
al decisions for achieving individual objectives with individ-
ual resources like humans or things that think) or not (simple 
things just connected by sensing technology).  

Decoupling relies on a division of labor amid ABM and 
Multi-agent Systems (MAS). Instead of modeling operati-
ons’ complexity, ABM focuses on the behavior of agents and 
the framework of interaction complexity emerges from. The 
knowledge required is in the relationships and properties of 
objects or in target functions, rules and protocols of agents’ 
communication. It can be captured in ontologies as local 
knowledge from or also directly modeled by the people wor-
king in the domain. Software-agents can read ontologies and 
MAS organize interaction. Thus, complexity is not in the 
model, but emerges in the MAS. Since ABM is scalable to 
resolution of objects [5] or open to any new object, it also 
enables capturing butterfly effects or black swans.  

Occasionally, as shown by the sequence of paradigms 
discussed in Section II, there also is a revolutionary and irre-
versible change of sets and settings of agents and of patterns 
of interaction. So, the success of the Lean Regime does not 
allow returning to Ford’s strategies. This evolutionary aspect 
of operations’ systems is explained by the theory of fitness 
landscapes [27] as discriminating change of control require-
ments and capacities of self-reproducing (autopoietic) sys-
tems [28]. But, although it may require a thoroughly review 
of models, it still can be handled by principles of ABM.  

 B. The Definition of Freedom-to-Act (FTA) Architectures  

Dynamics of systems formed by agents can be described 
as the change of states of agents. These states are results of 
previous activity and, at the same time, resources of subse-
quent action; they imply degrees of freedom future states 
emerge from. This view we consider to be relevant for effec-
tively modeling and managing complex dynamic systems.  

Since the behavior of complex systems hardly is reduci-
ble to models and to be predicted, they ask to adapt to unex-

pected, thus unplanned change. Therefore, FTA are the most 
decisive resource or control parameter of managing complex 
systems and the viability of any solution depends on the 
physical (feasibility of the solution) and the legal (legitima-
cy) availability or exploitability of FTA.  

For example, agents representing ‘busy’ service trucks in 
airport operations will not respond to another order, except 
there are FTA allowing to shift current jobs in time or to 
transfer them to other agents. Agents representing parts to be 
supplied to an assembly line may have the state ‘delayed’ 
and ask for mitigating action, i.e., other agents to take action 
in reach of their FTA. Or, due to a satisfying crash-test of 
new material, agents representing the respective objects in 
engineering may release contingency budget by reducing the 
value of the event risk “readiness for manufacturing delayed” 
and by this release the FTA of other agents.  

 C. Lean Modeling, Service-orientation and Semantic mod-

esty  

In agent-based modeling, ontologies do not only serve as 
dictionaries but primarily as frameworks of agents’ behavior. 
They need capturing dimensions of acting like space (aircraft 
negotiate new routes) or organizational affiliation of staff 
(experts may be sent for supporting suppliers).  

Models also need support sensitivity to events (aircraft 
passed control-point; CF-component is ready for manufac-
turing) as well to context in terms of domains of operations 
(engineering or administration) or to possibly contradicting 
objectives (reducing costs versus reducing environmental 
footprints). Also, connectivity to sensors or other sources is 
required. 

 Undisputedly, semantic models can be very complex and 
under conditions of fast change the challenge is keeping on-
tologies complete and consistent in order to enable MAS of 
continuously providing viable solutions in spite of frequent 
updates. One problem may be the manifold of relationships 
between objects, another one the sophistication of semantics. 
To prevent complexity from returning through backdoors, 
we therefore, suggest two principles of modeling: service-
orientation and semantic modesty.  

As discussed, service-oriented architectures support mo-
dularization and encapsulation of functionality. Mainly they 
are used for modeling web-services. The same strategy can 
be applied in ontologies by organizing models of agents’ be-
havior in a service-oriented way. On that base, agents form 
dynamic networks by offering and consuming services on 
virtual markets which allow controlling activity by cost, 
price, or margins [30].  

Service-oriented modeling can significantly contribute to 
the clarity of ontologies since any relation may be modeled 
as a service-relationship, since FTA can be understood as ca-
pabilities or needs to provide or consume a service and since 
any property of agents can be arranged accordingly. For ex-
ample, a truck may offer transport services and demand ser-
vices of gas stations – both substantiated by FTA in terms of 
maximum payload or level of fuel. Drilling deeper, payload 
is a service offered by structural components of the truck …  

This concept also works in less usual cases. So, the rela-
tion table “has” legs (leg “is part of” table) translates into: 
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“Legs provide the service of keeping distance from ground 
by 72 cm” and into sequences like: “user agent asks for table 
of heights of 72 cm”  “table agent asks …“. This example 
from ergonomics and logistics of modularized office furni-
ture system in a large organization may look strange, but it 
works and provides clarity.  

Semantic sophistication is about risks of modeling com-
plexity into ontologies. Certainly, there are applications that 
cannot avoid this problem like a semantic search engine that 
may have to discern the meaning of “time” in philosophical, 
physical, economical, or sociological contexts. The problem 
increases with distance from models in natural sciences, en-
gineering or direct business operations. In the latter ‘time’ is 
the clock-time planned or elapsed between events. Already 
in more abstract economic contexts like time to volume 
(achieving the crestline of production) and time to amortiza-
tion (progress of effective sales) the meaning complicates. 
New managerial regimes introduce new concepts of time, 
like ‘synchronization’ which is highly relevant to lean mana-
gement but far less for Henry Ford’s functional silos.  

Consequently, by limiting the variety of relations and be-
ing modest in terms of semantic complexity the global con-
sistency of local modeling is significantly easier to validate. 
Like in Lean Management, it abandons self-inflicted com-
plexity and compares to the VW Matrix which at least for the 
time being abandoned 90% of variance.  

Semantic, service-oriented agent-based modeling also is 
scalable to increasing resolution of object and time [5]. If 
another ‘butterfly’ or ‘black swan’ is identified to affect the 
behavior of the system it can be added as another agent pro-
viding and consuming services as well as owning the proper-
ties related to these services. And subsequently the MAS will 
process the model.  

 D. Processing Freedom-to-Act Architectures and the  

Example of Ontology-based Multi-Agent Systems  

Why don’t wheeled animals exist? Because wheels do 
not provide animals with FTA required sustaining in their 
environments. Life is the machine producing survival or ex-
tinction by processing real animals’ FTA. Alike, the leanness 
of firms is processed by markets returning profit or loss.  

In real-time business operations, FTA are explicitly pro-
cessed in a mode inofficially called improvisation. Experi-
enced, focused and observing dispatchers or operators at any 
time know the FTA of “their” resources. If one fails in a tight 
situation they know alternatives that can serve for mitigation 
or remedy (compare idle slots in Figure 5). The same works 
in MAS: FTA-awareness of dispatchers is replaced by col-
laborating agents, each by definition knowing its FTA and 
the proceeding of exploiting them at the best.  

Multi-agent systems are the model of software for pro-
cessing FTA, whether they are formed by software agents 
acting in the local memory of a server or across a grid of ser-
vers, by agents acting in the Internet (web-services, things 
like aircraft2aircraft [34] or car2car communication in future 
traffic management scenarios [36]) or in collaboration with 
human analysts, planners or deciders.  

In MAS, agents process semantic models of relations, 
properties or other aspects of the framework like objectives, 

metrics, negotiation or reporting protocols that shape agents’ 
behavior. With some simplification, relations between agents 
compare to relations between actors playing a role and on-
tologies compare to the role scripts. Performance’s quality 
relies on both, the quality of scripts and the talent of actors 
comparing to the quality of code and properties of agents.  

Instead of fighting complexity, the peer2peer architecture 
of MAS take advantage of it by exploiting FTA, i.e., dispos-
able capacity. If the behavior of the system at least is statisti-
cally predictable, an optimal, e.g. cost minimizing plan can 
be delivered that, except in terms of contingency buffers, 
avoids idleness of resources (muda). Disposable capacity is 
avoided and no exploitable FTA are left.  

 

Figure 5. Gantt Diagram with Jobs and Idle Time. 

The Gantt Diagram shown in Figure 5 displays the allo-
cation of resources to jobs as well as idle slots which an op-
timal plan tries to avoid. But, in another view, these idle slots 
also represent a part of the relevant spectrum of FTA: dispo-
sable time, a major resource of adapting to unplanned events. 
Again, there are counter-intuitive aspects:  

 On one hand, objectives of optimization are incom-
patible with the unpredictability of complex systems 
since the validity and viability of any optimum relies 
on the reliability of underlying assumptions.  

 On the other hand, muda to be avoided accordingly to 
principles of optimization is the major resource of 
adaptiveness to unexpected events. Thus, principles 
of optimization may detract resources required to 
adapt to unexpected events.  

These problems significantly increase with complexity: 
As in reality, FTA (agent’s disposability) are floating in a 
non predictable way. And the more complex, thus uncertain 
the scene the more likely there is a need for redundancy that 
may serve as resource to a solution.  

 IV. SUMMARY  

In the light of Ashby’s Law [14] ‘competing’ can be con-
ceived as effort to achieve, maintain or increase control in a 
competitive environment, i.e., to dispose of freedoms to act 
competitors cannot control. Therefore, competition in direc-
tion drives complexity. That way Ford’s mass-production 
system (standing for all car-makers of this type) with its al-
most strict decomposition of work exceeded complexity of 
car-by-car garage production.  

Then, overcoming self-inflicted complexity of silos, 
Toyota invented lean manufacturing systems, again more 
complex than the regime they attacked. Consider demands of 
strategies like Kaizen or Just-in-Time (JIT) for process-
spanning thinking, model literacy or continuous learning on 
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all hierarchical levels: Lean management needs, employs and 
develops organizational and collaborative intelligence.  

Since competition does not stop driving complexity, plat-
form strategies answered in operations as in modeling (SOA) 
or ICT, among others for automation of operations (web ser-
vices). The Internet of things and services or the semantic 
web are next steps.  

Modeling architectures are running after this still acceler-
ating development. To maintain chances of effective model-
ing it becomes paramount decoupling them from domain 
complexity by agent-based as well as lean concepts. Multi-
agent systems are able of processing these models and ex-
ploiting FTA in response to unexpected events.  

 V. SELECTED TOPICS OF FUTURE WORK  

The view at FTA should serve as bridge between traditio-
nal and future handling of complexity. Among others, MAS, 
the reference used here, likely failed joining the mainstream 
because of a lack of such bridges in the thinking of users and 
developers [31]. In the following, selected aspects of further 
proceeding will be sketched.  

 A. The Acceptance Problem: Trust in a Black-Box? 

There are serious technical problems and security con-
cerns which finally may find acceptable solutions. But, the 
most fundamental problem is not about technology or auto-
mation but about organizational integration.  

In business environments, conceiving and tackling com-
plexity as a resource commonly interferes with conventional 
concepts of governance and management: Still the ideas of 
calculability and optimizability (full control) prevails and not 
principles of continuous and potentially experimental adapta-
tion and approximation. Redundancy is not considered to be 
a resource.  

With major EU industry, we currently are developing 
strategies on integrated risk management across large-scale 
operations landscapes. The approach is driven by competi-
tion and complexity that reduces time windows to be passed 
for amortization of capital-intensive projects and hardly leav-
ing alternatives to new, ABM- and FTA-related strategies.   

 B. Improving Modeling and Auto-code Technology  

There are ontology editors and debugging tools available 
and the strategy of reducing semantic complexity has the 
potential of substantially simplify the development of ontolo-
gies. But, there is still a long way from ontology to effective 
code. As an example, let us take the fasteners neglected in 
Boeing’s Virtual Ramp-up System. Including such aspects at 
a later point of time, may need implementing new classes of 
objects providing respectively asking new services.  

On their own resources, users may easily implement new 
classes of objects and services into ontologies. Implementing 
it into a multi-agent system requires software developers. 
Therefore, strategies, architectures and tools have to be elab-
orated enabling users (more) directly, at the best without 
developer support, implementing new classes objects into 
processing systems (e.g., MAS).  

We call this objective “WYKIWYG” – what you know is 
what you get. It may have an impact in terms of model driv-

en software engineering or possible automated code genera-
tion and with this increase acceptance of users.  

 C. Criticality Management, an Application Example  

Criticality is a control parameter of complex system de-
fined as the scale-free point of a phase transition, e.g., from 
liquid to solid, from stable to unstable (a pile of sand) or 
from able to unable of response to unexpected events, dis-
posing or not of respective FTA. To effectively manage criti-
cality it is to be estimated.  

As a parameter of complexity, also criticality emerges in 
operations, and is to be modeled as global property (like the 
temperature of a solid object). Air traffic or manufacturing 
systems are dynamic networks formed by large numbers of 
agents. In simulation or real operations’ control respective 
FTA can be logged. Stochastic models could be explored to 
estimate criticality and working it up for management. These 
aspects are very closely related to research on risk manage-
ment mentioned.  

 D. Convergence with HPC-Problems  

There is serious indication that modeling and computing 
of business operations’ on one and domains and issues of 
High Performance or High End Computing (HPC, HEC) on 
the other side converge. Operations’ models may be smaller 
as, e.g., climate models.  

But, in terms of distribution and non-linearity these ap-
plications compare to typical HPC applications. In terms of 
the variety of agents (including autonomous ones) and the 
manifold of parameters they may even be more complex. In 
both domains, FTA are a relevant concept. Reversely, HPC 
addresses real-time collaboration and learning in a way com-
parable to a project on intelligent manufacturing ramp-up, 
we shall start end of 2012 [32] [5].  

REFERENCES 

[1] Inden, U., Tieck, St., and Rückemann, C.-P. (2011). Rotati-

on-oriented Collaborative Air Traffic Management. In: C.-P. 
Rückemann, W. Christmann, S. Saini, & M. Pankowska, 
(Eds.), Proceedings of The First International Conference on 
Advanced Communications and Computation, INFOCOMP, 
October 23-29 2011.  Pp. 25-30, ISBN: 978-1-61208-161-8. 

[2] Aero International (2009). Boeing 787 – Der schwierige Weg 
zum Erstflug. Aero International 2009, Vol.  4. Pp. 40-43.   

[3] Kinsley-Jones, M. (2010). Giant steps – Has the latest Airbus 

A380 production ramp worked. Flightglobal, July 12th 2010, 
Retr. Feb. 13th 2011. http://www.flightglobal.com/news/arti 
cles/farnborough-giant-steps-has-the-latest-airbus-a380-
production-revamp-343814/. 

[4] Ostrower, J. (2010). A380 fleet grounded following Trent 
900 failure. Flightglobal Blog, Nov. 4th 2010. Retr. May 1st 
2012, http://www.flightglobal.com/blogs/flightblogger/2010/ 
11/qantas-a380-fleet-grounded.html. 

[5] Taleb, N. N. (2007). Black Swans and the Domains of Statis-

tic. The American Statistician Association, Vol. 61, Issue 3, 
2007. DOI: 10.1198/000313007X219996. Pp. 1-3. 

[6] Müller-Stewens, und G., Fleisch, E. (2008). High-Resolu-
tion-Management: Konsequenzen des Internet der Dinge auf 
die Unternehmensführung. Führung & Organisation 77 (5), 
Pp. 272-281.   

52Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-226-4

INFOCOMP 2012 : The Second International Conference on Advanced Communications and Computation

                           63 / 198



[7] Taylor, F. W. (1911). Principles of Scientific Management. 
New York and London, Harper & brothers. 

[8] Hughes, T. P. (2004). American Genesis: A Century of In-
vention and Technological Enthusiasm, 1870-1970. The Uni-
versity of Chicago Press. IBN: 0-226-35927-1. 

[9] Porter, M. E. (1985). Competitive Advantage: Creating and 
Sustaining superior Performance. The Free Press, New York 
(1998). ISBN 0-684-84146-0. 

[10] Womack, J., Jones, D., and Roos, D.: The Machine that 
changed the World – The Story of Lean Production. Harper 
Collins, New York 1990, ISBN 978-0-06-097417-6. 

[11] Ohno, Taiichi (1995), Toyota Production System: Beyond 
Large-scale Production, Productivity Press Inc., ISBN 0-

915299-14-3. 
[12] BPMN standard: http://www.bpmn.org/. Retr. Mai 12th 2012 
[13] Mayer, R. (1998). Kapazitätskostenrechnung: Prozesskosten-

rechnung, Lösungsansatz für indirekte Leistungsbereiche, 
Vahlen, München. ISBN 3-8006-2366-8.  

[14] Ashby W.R. (1956). An Introduction to Cybernetics. Lon-
don, U.K.: Chapman & Hall Ltd. Pp. 206–212.  

[15] Ten Hompel, M. et al. (2008). Künstliche Intelligenz im In-

ternet der Dinge: Die Zukunft der Materialflusssteuerung mit 
autonomen Agenten. Jahrbuch der Logistik 2008. Pp. 24-29. 

[16] Karnouskos, S., Savio, D., Spiess, P., Guinard D., and Trifa 
V., Baecker O. (2010). Real-world Service Interaction with 
Enterprise Systems in Dynamic Manufacturing Environ-
ments. In: Artificial Intelligence Techniques for Networked 
Manufacturing Enterprises Management. ISBN 978-1-
84996-118-9, Springer, Pp. 423–457. Retr. Sept. 22nd 11.  

[17] UDDI standard: https://www.oasis-open.org/committees/tc_ 
home.php? wg_abbrev=uddi-spec. Retrieved May 12th 2012  

[18] Weiss, O. (2001). ERP-Systeme müssen flexibler werden. 
Computerwelt Sept. 9th 2011. Retr. October 17th 2011. http// 
www.computerwelt.at/?id=251&tx_ttnews[tt_news]=45815.  

[19] den Haan, J. (2007). Model-Driven SOA. Sept. 13th 2007. 
http://www.theenterprisearchitect.eu/archive/2007/09/13/mo
del-driven-soa. Retr. Jan. 8th 2012. 

[20] de Groot, R. (2008). Top 10 SOA Pitfalls: SOA does not 

solve complexity automatically. May 19th 2008. http://blog. 
xebia.com/2008/05/19/top-10-soa-pitfalls-6-soa-does-not-
solve-complexity-automatically/. Retr. Jan. 8th 2012. 

[21] VW (2012). Volkswagen introduces Modular Transverse 
Matrix. Retr. Feb. 12th 2012. http://www.volkswagenag.com/ 
content/vwcorp/info_center/en/themes/2012/02/MQB.html.  

[22] Muhammad, S.S., Myers, D., and Sanchez C.O. (2011). 
Complexity Analysis at Design Stages of Service Oriented 

Architectures as a Measure of Reliability Risks. In: Milano-
vic N., Engineering Reliable Service Oriented Architecture: 
IG Global. ISBN13: 9781609604936. Pp. 292-314.  

[23] Tran, H., Zdun, U., and Dustdar, S. (2007) View-based and 
Model-driven Approach for Reducing the Development 
Complexity in Process-Driven SOA. International Con-

ference on Business Process and Services Computing, vol-
ume 116 - Lecture Notes in Informatics. P. 105—124.  

[24] Berners-Lee, T. (2000). Presentation. Semantic Web on 
XML. XML 2000. Slide 10. Retr. Jan. 24th 2007 http:// 
www.w3.org/2000/Talks/1206-xml2k-tbl/slide10-0.html   

[25] Berners-Lee, T., Hendler J., and Lassila O. (2011). The Se-
mantic Web, A new form of Web content that is meaningful 
to computers will unleash a revolution of new possibilities. 
Scientific American Feature Article: The Semantic Web.  

[26] Stuckenschmidt, H. (2009). Debugging OWL Ontologies – A 
Reality Check. In Petrie Ch.: Semantic Web Service Chal-
lenge: Proceedings of the 2008 Workshops. Stanford Logic 
Group, Computer Science Department. Stanford University. 

Retr. Dec. 12th 2010. http://logic.stanford.edu/reports/LG-
2009-01.pdf.  

[27] Kauffman, St. (1995). At Home in the Universe. Oxford 
University Press, New York. P. 200 ff. 

[28] Maturana, H., and Varela, F. (1992). The tree of knowledge: 
biological roots of human understanding (1984). Boston, 
MA: Shambhala Publications, Inc. 

[29] Skobelev, P. (2011). Bio-Inspired Multi-Agent Technology 

for Industrial Applications. In: Alkhatheb F., Al Maghayreh 
E., Doush A.: Multi-Agent Systems – Modeling, Control, 
Programming, Simulations and Applications. Pp. 495-522. 
InTech, ISBN 978-953-307-174-9.   

[30] Rzevski, G. (2011). A practical Methodology for Managing 
Complexity. Emergence: Complexity & Organization.13 (1-
2), Pp. 38-56. 

[31] Vrba, P., Kadera, P., Jirkovsky, V. Obitko, M., and Marik, 

V. (2011). New Trends of Visualization in Smart Production 
Control. In: Marik V. et al.: Holonic and Multi-Agent Sys-
tems for Manufacturing, HoloMAS 2011. Springer, Berlin 
ISBN 978-3-642-23180-3. Pp. 72-83.  

[32] ARUM – Adaptive Ramp-up Management. European Re-
search Framework Program, Project 312056. Planned Start: 
Sept 1st 2012. Project Management: EADS.  

[33] Sloman, St. A., and Fernbach, P.M. (2011). Human represen-
tation and reasoning about complex causal systems. Journal 

Information, Knowledge, Systems Management. IOS Ser-
vice. Volume 10, Number 1-4 / 2011, Chapter 5. Pp. 85-99. 

[34] SESAR, Single European Sky ATM Research: http://www. 
eurocontrol.int/sesar/public/standard_page/overview.html. 
Retr. Nov. 14th 2009  

[35] On Business Process Model and Notation (BPMN). 
http://www.omg.org/spec/BPMN/1.2/. Retr. Jan. 19th 2012  

[36] Car-to-Car Communication Consortium. http://www.car-to-

car.org/. Retrieved May 12th 2012   
[37] Allan, R.J. (2009). Survey of Agent Based Modeling and 

Simulation Tools. Retr. June 21st 2012.  
http://epubs.cclrc.ac.uk/work-details?w=50398.  

 

 

53Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-226-4

INFOCOMP 2012 : The Second International Conference on Advanced Communications and Computation

                           64 / 198



A Neural Network Ultrasonic Sensor Simulator for Evolutionary Robotics

Christiaan J. Pretorius∗, Mathys C. du Plessis†, Charmain B. Cilliers†
∗Department of Mathematics and Applied Mathematics

†Department of Computing Sciences
Nelson Mandela Metropolitan University

Port Elizabeth, South Africa
emails:{cpretorius, mc.duplessis, charmain.cilliers}@nmmu.ac.za

Abstract—Evolutionary Robotics is concerned with using
simulated biological evolution to automatically create con-
trollers for robots. Simulation, which reduces the amount of
real-world testing, is typically used to accelerate the evolution
process. However, the creation of robotic simulators is a
difficult and time-consuming process which requires expert
knowledge. As an alternative to manual simulator creation,this
paper describes the use of Neural Networks to act as simulators
for an ultrasonic distance sensor in the Evolutionary Robotics
process. The creation of the simulator Neural Networks is
discussed and motivated. The simulators are evaluated by
means of a comparison with test data. Finally, the simulators
are validated by evolving a controller for an obstacle avoiding
robot using the simulator Neural Networks. The experimental
results show that Neural Networks can indeed be used to
simulate an ultrasonic sensor in the Evolutionary Robotics
process.

Keywords-Robotics; Genetic Algorithms; Neural Networks;
Simulators.

I. I NTRODUCTION

Great advances have been made in recent years in the
field of robotics. Robots are becoming cheaper, with more
hardware capabilities and faster onboard computing [1]. A
robot’s behaviour is determined by acontroller. The con-
troller continuously receives input from the robot’s sensors
and gives output in the form of commands, for example
motor speeds [2]. The underlying implementation of a
controller depends on the application domain of the robot.

The manual creation of a controller by human experts
is a time-consuming and complicated task, which may be
infeasible due to the complexity of the robotic task [3].
The unstructured, noisy and dynamic nature of the real
world environments in which robots are required to function,
adds to the difficulty of creating controllers [4]. The cost
of creating controllers, which currently constitutes up toa
third of total expenses [5], will increase in future as robotic
hardware continues to advance and the tasks required from
the robots become more complex [6].

Evolutionary Robotics (ER) is a field that aims to simplify
the creation of controllers by means of the principles of
biological evolution [7]. Engineers can use ER to create
complex controllers with minimum human input. The ER
process is an extension of the theory behind Evolutionary

Algorithms (EAs) to the realm of robotic controllers. A
population of candidate controllers compete for the ability
to produce offspring, based on the effectiveness of each
controller.

Simulation has been used extensively in the ER process
to avoid having to evaluate the performance of candidate
controllers in the real world. The creation of these simulators
may in itself be extremely time-consuming or infeasibly
complex. This paper consequently reports on a different
technique of creating robot simulators, based on Neural Net-
works (NNs). NNs have previously been used as controllers
[8], but are not commonly used as simulators in the ER
process. Previous research by the current authors have shown
that NNs can be used as simulators in the ER process for
motion simulation [9], and for modeling various sensors
[10][11].

The focus of this paper is on NN simulators for an
ultrasonic distance sensor. The ultrasonic sensor used in
the study differs from previously modeled sensors in that
it is less reliable and that its functioning is intermittent.
These deficiencies require a slightly different treatment when
simulating this sensor.

The remainder of this paper is structured as follows:
Section II details the ER process and describes the role of
simulation in the ER process. Section III provides related
work on using NNs as simulators. Section IV gives a brief
overview of robotic controllers. The experimental robot that
was used in this study is described in Section V. Section
VI describes the NN simulators that were used in this study
along with the data acquisition approach. The training of
the NNs is discussed in Section VII. An analysis into the
accuracy of the trained NNs is given in Section VIII. The
NN simulators are validated in Section IX by their use in the
ER process to evolve a controller. Conclusions are drawn in
Section X.

II. ER AND SIMULATION

The ER process, in the context of this study, is a technique
that can be used to automatically create controllers for robots
by means of artificial intelligence. The basic procedure is as
follows:
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1) Randomly create a set (referred to as a population) of
controllers for the robot.

2) Evaluate the effectiveness of each controller (known
as the fitness of each controller). Stop the process if
an adequate controller has been found.

3) Create offspring from the current population, giving
preference to the more fit controllers by means of:

• Mutations (Small random changes to each con-
troller)

• Crossovers (Combinations of subcomponents of
parent controllers)

4) Replace the current population with the offspring
population.

5) Return to Step 2.

Step 2 is typically the most time-consuming of the ER
process as it requires the candidate controllers to be trans-
ferred to a real-world robot to evaluate their performance.
The evaluation of controllers in the real world may not
be possible, as a large number of controllers have to be
repeatedly evaluated [1][7][12]. Furthermore, certain con-
trollers could lead to erratic robotic movements which may
potentially damage the robot hardware [1]. Evolution in
simulation has been used by several researchers to avoid the
time-consuming task of real-world evaluation [12][13][14].

The computational complexity of simulators must al-
low for relatively fast evaluation of controllers [15],
while still approximating the real robotic environment
[16]. Simulators have been created by several researchers
[6][12][13][17][18][19][20] and can be categorised in three
classes [11]:

• Physics-based simulatorsmathematically model the
physical behaviour of robotic components. This type of
simulation is typically accurate [21], although physics
simulators use complex physics models [22] and their
construction requires a considerable amount of human
input [23]. Furthermore, physics models often contain
simplifications or approximations of the real world,
which could lead to factors like friction and inertia
being overlooked [14].

• Empirical models make use of data collected from the
real world [2][12][14]. This approach has the advantage
of capturing the fuzzy characteristics of the robotic
components [12]. A disadvantage of empirical models
is that elementary data analysis techniques are often
used in their construction, for example, basic interpo-
lation (although more advanced techniques have been
investigated [19][20]).

• Hybrid models combine physics and empirical mod-
els by utilising experimental data to optimise the pa-
rameters of the physics model [13]. A disadvantage
of this modeling technique is that assumptions from
the physics model are inevitably incorporated into the
simulator.

The challenges in existing robotic simulators is the moti-
vation for an alternative simulation scheme, namely simula-
tors implemented using NNs.

III. N EURAL NETWORK SIMULATORS

Artificial Neural Networks are used to model the bi-
ological brain in software and consequently harness the
computing power of the biological neurons by training the
network to perform certain tasks. This research involves the
use of NNs as robotic simulators in the ER process.

NNs are well suited for use as robotic simulators because
of their noise tolerance and generalisation ability. The en-
vironment that is to be modeled is typically employed to
create training data used in the construction of the NNs.
Large amounts noise is inevitably present in the training
data due to inaccuracies in the acquisition process [13]. NNs
are known to be noise tolerant [24][25], which makes their
application to this domain appropriate.

Training data inherently contains only a sample of the
set of all states of the environment. Movements of a robot
through its environment can only be sampled at discrete
intervals. The number of samples are also constrained by the
amount of time that is available to create training data. The
ability to generalise over training data [26] makes it possible
for NNs to interpolate to unseen environmental states.

NNs have been used as simulators in non-ER fields, for
example, to produce realistic graphic animations [27], to
animate a robotic arm [28], and to model the environmental
interaction of a sonar sensor of an experimental robot [29].

To the best of the authors’ knowledge, however, no
previous investigations have been conducted into the usage
of NNs as simulators in the ER process, apart from previous
works by the authors. The current authors have previously
demonstrated the use of NN simulators in the ER process
for motion simulation [9] and modeling of several sensors,
including: light sensors [10], touch sensors, tilt sensors
and gyroscopic sensors [11]. This study demonstrates that
Simulator Neural Networks (SNNs) can also be used for
ultrasonic sensors.

IV. ROBOTIC CONTROLLERS

This study is focused on a controller to perform obstacle
avoidance. The goal of such a controller is to move a robot
through a scene to a destination point as fast as possible
without colliding with any obstacles [8][13][30][31]. A
NN controller has previously been evolved to perform the
obstacle avoidance task [8].

The controllers that were evolved in the current study
were evaluated in the real world on an experimental robot
which was created to perform the obstacle avoidance task.

V. EXPERIMENTAL ROBOT

The LegoR© Mindstorms NXT [32] robotic components
were used in this study to construct the experimental robot.
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The components that were used in this study include the
central micro-computer, an ultrasonic sensorand servo
motors.

An Obstacle Avoidance Robot (OAR)was constructed
from the NXT components. Two motors connected to wheels
and two castor wheels were used to create the differential
steering of the OAR. The orientation of the robot was
obtained from a compass sensor during training, while the
ultrasonic sensor was used to determine the distance between
the robot and obstacles in the scene. SNNs were constructed
to model the OAR’s motion and sensor functioning.

VI. SNN PARAMETERS AND DATA ACQUISITION

Empirically obtained training data was used to construct
the SNNs for motion and ultrasonic sensor simulation.
The ultrasonic sensor’s readings were recorded as random
commands were sent to the robot. This information was later
extracted to create training data for the SNNs. The training
data for the motion SNNs were obtained through motion
tracking. Discretised time steps of 400ms were used as the
time frame in which simulation was performed.

A. Motion Simulation

The SNNs for the motion simulation of the robot were
described in [10][11] and are consequently only briefly
mentioned here. The robot operated on a horizontal slip-
resistant surface in a coordinate system that moves and
rotates with the robot. Three separate SNNs were created
to simulate changes in the x and y coordinates, and the
orientation angle (∆x, ∆y and∆θ, respectively).

The current and previous motor speeds of the motors were
given as inputs to each SNN. The inertia of the robot was
thus taken into consideration by including previous motor
speeds. Frames from a camera mounted on the ceiling were
analysed to track the position of the robot. The tracking data
concerning the orientation change angle was supplemented
using the compass sensor to obtain averaged values. The
state changes in response to random commands, in terms of
orientation angle and position, were used to generate a set
of training data for the motion SNNs.

B. Ultrasonic Sensor Simulation

To simplify the construction of the SNNs for the ultrasonic
sensor, the assumption was made that all obstacles in the
robot’s environment have straight and perpendicular edges
and that any obstacle could thus be represented simply by its
bounding rectangle. The parameters used in the ultrasonic
sensor SNNs are indicated in Figure 1. The distance,D,
between the ultrasonic sensor and the relevant obstacle was
taken into account, as well as the orientation angle,α,
between the pulse emitted from the sensor and the normal
to the relevant edge of the obstacle in question.

The ultrasonic sensor sometimes does not return a reading
at all if the emitted pulse does not find its way back to the

Figure 1. Parameters used in ultrasonic sensor models

receiver on the sensor. Testing suggests that the ultrasonic
sensor only successfully produces a value roughly 80% of
the time when it is at random positions and orientations
relative to obstacles. In order to model the functioning of the
ultrasonic sensor realistically, it was thus deemed necessary
to model the probability of the ultrasonic sensor returninga
value. The assumption was made that the probability of the
ultrasonic sensor successfully producing a reading depended
on D andα (Figure 1).

Two different SNNs were thus employed to model the
operation of the ultrasonic sensor. The mapping expected
from each of these SNNs is shown in equations (1) and (2).

SNNultra prob : {D, α} → {ultraprob} (1)

SNNultra value : {D, α} → {ultravalue} (2)

The first of the two ultrasonic sensor SNNs was used to
predict the probability of the ultrasonic sensor producing
a value (ultraprob), given as inputs the distance and ori-
entation angle to a relevant obstacle. This probability was
expressed in the range [0, 1]. In the event of the ultrasonic
sensor producing a reading, the second SNN would then be
used to predict the actual reading produced by the ultrasonic
sensor (ultravalue), again given as inputs the distance and
orientation angle.

The random movement commands given during the mo-
tion tracking phase were used to move the robot through
a scene containing various solid, straight-edged obstacles.
By making use of the known position and orientation of the
robot at any given point in time as well as the ultrasonic sen-
sor values recorded to onboard memory, data could be parsed
relating the probability of the sensor producing a value and
this value itself to various distances from and orientations
relative to obstacles. This would provide training data for
the ultrasonic SNNs.

The sources of errors in the training data, i.e., human
errors, inconsistencies in the motor control and noisy func-
tioning of the ultrasonic sensor, were reduced as much as
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possible, for example, by repeating all physical measure-
ments twice. Nonetheless, a considerable amount of noise
remained which could potentially make the effective training
of the SNNs challenging.

VII. N ETWORK TRAINING

The SNNs were trained using a Genetic Algorithm (GA),
although other optimisation techniques may also have been
used. Each individual in the GA encoded potential weight
values for a candidate SNN directly. A population of 100
randomly initialized chromosomes were used. A tournament
among 33 individuals were used to select offspring. Simu-
lated Binary Crossover [33] occurred with a probability of
80%, while mutations (normally distributed random values
were added to each component) occurred with a probability
of 5%. Training was halted when an improvement of less
than 0.1% was found in the inverse of the mean-squared
error of the fittest individual in the population over a period
of 300 generations of the GA.

A Feed-Forward Neural Network (FFNN) with a single
hidden layer was used as topology for the SNNs. Appropri-
ate values for the number on neurons in each hidden layer
were experimentally determined [34]. Each hidden layer
contained an equal number of summation and product units,
while output layers contained only summation units. Table I
lists the activation functions used by each SNN, along with
the number of hidden neurons that were employed.

Table I
DETAILS OF EACH SNN

Activation Function
SNN Hidden

Layer
Output
Layer

Number
Hidden

Orientation Angle Linear Linear 4
X-coordinate Linear Linear 20
Y-coordinate Linear Linear 20
Ultrasonic Probability Linear Ramp 10
Ultrasonic Value Linear Linear 40

VIII. SNN T RAINING ACCURACY

The training accuracy of the ultrasonic SNNs is illustrated
in Figure 2. Each graph gives the output of the SNN plotted
against empirically obtained values from the real world. The
empirically obtained values used to perform this analysis
were not used during the network training phase and were
thus previously unseen by the SNNs. Each graph contains a
trendline with its associated equation andR2-value.

Figure 3 gives three-dimensional plots of the SNN outputs
based on the distance and orientation of the sensor with
respect to the obstacle. Two views of each surface are shown
from different viewing angles. The plots also contain data
from the test set for comparison.

Figures 2 and 3 illustrate that the SNNs generally trained
relatively well (although theR2-values are relatively low).
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Figure 2. Comparison of expected and SNN predicted values for ultrasonic
sensor SNNs of the OAR

The noise in the ultrasonic sensor value SNN test data
can easily be seen in Figure 3(b) (see discussion on this
figure later in this section). Visible in Figure 2(b) is a
vertical line where the expected value is roughly 20cm. This
can be attributed to the fact that the ultrasonic sensor was
sometimes seen to produce an erroneous value of roughly
20cm regardless of the actual distance of the sensor from
an obstacle. Taking the noise levels present in training data
for the ultrasonic sensor SNNs into account, the accuracy
obtained by these SNNs is reasonable.

The three-dimensional plots shown in Figure 3(a) indicate
that a relatively good fit was obtained for the ultrasonic
probability SNN. The general trend predicted by this SNN
is as would be expected: The probability of the ultrasonic
sensor firing successfully (that is, the emitted pulse returning
to the receiver of the ultrasonic sensor) is highest when the
sensor is close to an obstacle and facing it head-on (that is,it
has a small orientation angle). This probability decreasesas
the obstacle gets further away and the relative angle between
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Figure 3. Outputs for the SNNs for various values of distanceand orientation (test data included)

the robot and the obstacle becomes bigger, since the emitted
pulse would have a low probability of reaching the receiver
of the ultrasonic sensor under these circumstances due to it
being scattered.

High levels of noise can be seen in the test data for the
ultrasonic sensor value SNN in Figure 3(b). These noise
levels were almost certainly also present in the training
data for this SNN, and are probably caused by inaccuracies
in the sensor itself. The surface produced by the SNN
does not match the test data very accurately, but this is
probably due to the erroneous test data. A trend can clearly
be seen in the noise level present in the test data. When
the orientation angle is small (that is, the ultrasonic sensor
faces the obstacle almost head-on) the noise levels are low
and the value produced by the ultrasonic sensor is roughly
equal to the real-world distance between the sensor and
the obstacle as determined through motion tracking. As this
orientation angle increases, however, more noise is gradually
introduced in the test data with the value produced by the
ultrasonic sensor diverging more and more from the distance
determined by motion tracking. These large levels of noise
from the training data of the ultrasonic value SNN almost
certainly impacted negatively on the training accuracy of

said SNN.

IX. CONTROLLER EVOLUTION

The actual effectiveness of the SNNs in the ER pro-
cess could, however, only be demonstrated by evolving a
controller in simulation using the SNNs and consequently
successfully transferring the controller to the real world.
A simple array-based obstacle avoidance controller was
consequently evolved in simulation using the SNNs. Four
different obstacle avoidance tasks where set by choosing four
different initial positions and orientations for the OAR ina
scene containing four stationary obstacles (refer to Figure
4). The goal of each of the four evolved controllers was to
guide the OAR through the scene to a predetermined target
point by using inputs from the ultrasonic sensor.

The obstacle avoidance task was previously solved using
an open-loop time-based controller which did not take any
sensory inputs into account [11]. However, in the current
study the controller was not allowed to transition to new
motor speeds based on time and was thus forced to use
input from the ultrasonic sensor. Ultimately, the effectiveness
of the evolved controller would be entirely dependent on
the accuracy of the real-world sensor and of the developed
SNNs.
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A command set containing 4-tuples of the form (mot1,
mot2, bigorsmall, ultval) was evolved. A given pair of
motor speeds (mot1 and mot2) was maintained until the
ultrasonic sensor produced a value (the sensor would some-
times not produce a value at all) and this value was larger
than or smaller than (as determined by a boolean value
bigorsmall) a threshold value (ultval). The next pair of
motor speeds in the next tuple would then be executed. This
process was continued until the end of the command set was
reached. Each controller contained six of these 4-tuples.

A. Evolution Procedure

A total of four controllers were evolved to guide the robot
to the target position from each of the four positions from
which the robot was started. These controllers were evolved
entirely in simulation, using the motion and ultrasonic sensor
SNNs. The different tuples of the controllers were directly
encoded as individuals in the algorithm. Identical parameters
were employed in the ER process as was used in the GA
described in Section VII.

The fitness function (Fobs), used to quantify the quality
of each potential solution, is given in Equation (3) [11].

Fobs =

{

0.5
distcrash

if the robot crashed
1

distfinal
otherwise

(3)

The valuedistfinal is calculated as the Euclidean distance
from target point to the robot’s final position. The value
distcrash, which is used only when the robot crashed into
an obstacle, is the Euclidean distance from the target point
to the impact point.

The fitness function thus assigned high fitness values
when the robot stopped close to the target position without
colliding with obstacles. Controllers that caused collisions
close to the target position were favoured over those that
caused collisions far from the target position.

The SNNs were used to produce a simulated path for
each controller in the ER population. Each controller was
assigned a fitness based on the simulated path, using equa-
tion (3). Evolution was terminated after 1000 generations.

Randomness was incorporated into the ultrasonic sensor
SNNs in that the ultrasonic probability SNN predicts the
probability of the ultrasonic sensor producing a value. As
a result of the randomness present in the ultrasonic sensor
simulation, any given controller in the ER population would
thus produce different behaviours in simulation when run
multiple times. In order to thus produce a robust controller
which would take into account the firing and non-firing of
the ultrasonic sensor, the fitness of each controller in the
ER population was determined by running each controller
five times in simulation and summing the fitnesses produced
in each of these five runs. The task to be performed by a
controller evolved in this way would thus be not only to

reach the target position as accurately as possible, but also to
do this in spite of the noise present in the ultrasonic sensor.

B. Results and Discussion

The quality of the evolved controllers were investigated
by executing the controllers on the real-world robot. The
successful execution of the obstacle avoidance task in the
real world is of paramount importance, as this determines
whether SNNs can be successfully used in the ER process.

Figure 4 compares the paths followed by the simulated
robot and the real-world robot for each of the four starting
points considered. Three paths are illustrated in each case.
Motion tracking was used to determine the real-world paths
of the robot (indicated by solid lines in Figure 4).

Results obtained for the ultrasonic sensor-based con-
trollers show a relatively good correspondence between the
simulated and real-world behaviours, although some discrep-
ancies are evident. Notably, the simulated paths shown in
Figure 4(a) can be seen to differ considerably from the real-
world paths. This resulted from the robot crashing into an
obstacle. In this case the SNNs thus failed to accurately
model the robot’s behaviour, although more accurate results
were seen for the remaining three starting points.

Large amounts of noise present in the functioning of
the ultrasonic sensor could have contributed to the differ-
ences between simulation and the real world. The fact that
relatively consistent paths were observed for the evolved
controllers in the real world from each starting position
(roughly the same path was taken in all three real-world
runs) indicates that the ER process succeeded in evolving
controllers which could perform their task adequately. This
is in spite of the ultrasonic sensor sometimes not producing
a value and readings from this sensor generally containing
large amounts of noise. The results thus indicate that the
ultrasonic sensor SNNs (especially the ultrasonic probability
SNN) represented the functioning of the ultrasonic sensor
with reasonable accuracy.

X. CONCLUSION AND FUTURE WORK

The main goal of this study was to determine whether
SNNs can be successfully used to simulate an ultrasonic
sensor in the ER process. The results of this study indicate
that this could indeed be achieved, and provide evidence that
the basic technique proposed in [9][10][11] can be extended
to create simulators for more complex sensors.

Controllers were successfully evolved using the created
SNNs. This suggests that, despite the limited and noisy
training data, the SNNs managed to generalise. Readings
from sensors will inevitably contain noise which results
in unpredictable real-world behaviour. This is evident, for
example, in the operation of the ultrasonic sensor. By
creating the ultrasonic sensor probability SNN, a simple
method has thus been suggested to model such unreliable
sensors. Reasonable results were obtained using this method,
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Figure 4. SNN predicted and real-world paths for the ultrasonic sensor-based controllers

in that controllers evolved in simulation using the ultrasonic
probability SNN performed reasonably when executed on
the real-world OAR. SNNs thus provide a method for
modeling unreliable sensors.

A benefit of using SNNs as simulators is that their use
do not require an in-depth analysis and understanding of the
environment to be modeled and the underlying mechanics.
This is a considerable advantage of the applied approach
in comparison to more traditional approaches. Furthermore,
the investigated approach has the advantage of implicitly
incorporating the flaws and imperfections of the robotic
hardware. It is not certain how well the applied approach
will scale to other more complex robot systems. Future
investigations can therefore explore the potential usage of
SNNs to model other robotic sensors with large quantities
of noise in their readings, or robots which need to function
in highly dynamic environments.
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Abstract—In this paper, we propose a selective attention
algorithm which increases the reliability of biometrics security
system based on fingerprint recognition. We compare the
existing fingerprint recognition algorithms and test our own
algorithm on fingerprints database which changes in the
structure as a result of physical damage. We propose new
selective attention algorithms, which help to detect the most
sensitive to damage areas, and add it as step of fingerprint
analyses for the fingerprint recognition procedures. We also
propose a new algorithm, which does not require complex
hardware systems, so it can be applied in new smart mobile
devices, which restrict unauthorized access to sensitive data
or other user resources. The main goal of this work is to
demonstrate the applicability of the developed algorithm in
mobile devices.

Keywords-biometric; fingerprint; minutia group; selective at-
tention algorithms.

I. INTRODUCTION

Nowadays, mobile phones, tablet PCs and other mobile
devices are an excellent source of data about users. They are
used as a remote office, a tool for bank account management,
email management, as well as entertainment like social
media, real time social games, etc. The only applicable
security method is a four-digit pin, which is usually easy
to guess or break. Computational capabilities of current
devices are not as limited as two years before [17]. Today,
mobile phones have the computational capabilities similar to
personal computers which could be bought one or two years
ago; so, why should they not use better security systems,
such as biometrics systems. The accuracy of a fingerprint
verification system is critical in a wide variety of civilian,
forensic and commercial applications such as access control
systems, credit cards, phone usage, etc. The main problem,
from an economic point of view, can be the size of the
used system hardware and its cost, and therefore it cannot
be too extensive and advanced. Fingerprints are the most
widely used biometric feature for personal identification and
verification in the field of biometric identification [11][19].
Most important for designing the system is the effective-
ness of fingerprint recognition algorithms, which depends
mainly on the quality of digital fingerprint images input and

fingerprint’s physical damage [9]. Current mobile devices
typically use as collateral for a four digit pin code or face
recognition system, which doesnt work when is too darker.
Most fingerprint recognition algorithms are not immune to
damage, so they are not use in mobile devices. The main
problem, which we would like to solv,e is the stability of
the recognition systems with respect to the capability to deal
with fingers damage, will make the system more useful to
the user.

In Section II, we explain the basic parameters and and
measures for the safety and usability of biometric systems. In
Section III, we briefly analyze existing algorithms and how
they work. In Sections IV and V, we present preprocessing
and method for comparing fingerprints by our algorithm. In
the section The quality of the algorithms, we present first test
of our algorithm on public fingerprints database. In the next
section, we explain how we represent data for our algorithm.
The most important section of this paper is The experiment,
in which we present results of tests, which are done on real
mobile devices.

II. QUALITY ASSESSMENT OF BIOMETRIC ALGORITHMS

There are two most important performance metrics for
biometric systems [17]: False Accept Rate (FAR), also called
False Match Rate (FMR), is the probability that the system
incorrectly matches the input pattern to a non-matching
template from the database. It measures the percent of
invalid inputs which are incorrectly accepted. False Reject
Rate (FRR), also called False Non-Match Rate (FNMR),
is the probability that the system fails to detect a match
between the input pattern and a matching template from the
database. It measures the percent of valid inputs which are
incorrectly rejected. They can be presented mathematically
as:

FAR(T ) =

∫ 1

Th

pi(x)dx (1)

FRR(T ) =

∫ Th

0

pi(x)dx (2)
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where Th is the value of a threshold used in the the
algorithm. Both FAR and FRR are functions of a threshold
T . When T decreases, the system has more tolerance to
intraclass variations and noise; however, FAR increases.
Similarly, if t is lower, the system is more secure and FRR
decreases.

III. HISTORY AND EXISTING SOLUTIONS

First mobile phone with fingerprint recognition system
was developed by Siemens in 1998 [19]. Since that time,
more than 100 phone models had such a protection [15].
Unfortunately, the biggest problem of those systems was
usability. Every day, people are exposed to cuts, wounds
and burns; therefore, it is important that the algorithms are
resistant to this type of damage. The current fingerprint
recognition systems for mobile devices usually use one of
the algorithms: Minutiae Adjacency Graph (MAG), Elastic
minutiae matching (EMM), Delaunay Triangulation (DT),
Pattern-Based Templates (PBT) [10]. The most popular al-
gorithms are based on local and global structures represented
by graphs like in MAG [16]. In this type of algorithms,
local structures to find corresponding points to align feature
vector are used first, then global structures are matched
[4][5]. This type of algorithm was used by He and Ou
[6], Ross et al. [16]. They also use thin-plate spline (TPS)
model to build an average deformation model from multiple
impressions of the same finger. Owing to iteratively aligning
minutiae between input and template impressions, a risk of
forcing an alignment between impressions originating from
two different fingers arises and leads to a higher false accept
rate. Typically, a minutia matching has two steps:
• Registration aligns fingerprints, which could be

matched, as well as possible.
• Evaluation calculates matching scores using a tolerance

box between every possibly matched point (minutiae)
pairs.

The EMM algorithm typically uses only global matching
where each point (minutia) which has a type, like end
point or bifurcation, needs to be matched to a related
point in the second fingerprint image. Based on elastic
deformations which are used to tolerate minutiae pairs that
are further apart because of plastic disrotations, and therefore
to decrease the False Rejection Rate, so in most popular
algorithms authors increase the size of bounding boxes [13]
to reduce this problem, but as side effect they got higher
False Acceptation Rate (FAR). In this type of algorithms,
for elastic match, TSP [1] also can be used, which provides
better performance than only one parameter of deformation.

The DT algorithm [2][14] is the most popular version of
MAG, so it was tested as separate algorithm. Its structure
based on triangulation connects neighboring minutiae to
create triangles, such that no point (minutia) in P is inside
the circumcircle of any triangle in DT(P ). DT algorithm
analyzes the structure of points identically as minutiae

Figure 1. Typical damages on fingerprint

adjacency graph algorithm, so it also is not resistant to
typical injury of physical fingerprint (see Figure 1).

The Pattern based algorithms [3] compare the basic
fingerprint patterns (like arch, whorl, and loop between
a previously stored template and a candidate fingerprint.
This algorithm requires that the images be aligned in the
same orientation and in the same scale. To do this, the
algorithm finds a central point in the fingerprint image and
centers on it, and after that, scales to the same size of the
fingerprints ridge. In a pattern-based algorithm, the template
contains the type, size and orientation of patterns within the
aligned fingerprint image. The candidate fingerprint image
is graphically compared with the template to determine the
degree to which they match. Due to the storage of the
original picture for the algorithm there is a high risk that
this image can be read from the memory card reader or
fingerprints database.

IV. FINGERPRINT RECOGNITION ALGORITHM BASED ON
MINUTIA’ GROUPS

The proposed solutions, in contrast to other algorithms,
are more resistant to damage.

A. Fingerprint recognition algorithm based on minutes
groups

For older low-resolution readers it is required to detect
the areas of correct scanning of the fingerprint. First step of
image analysis is the search for the imprint area including
the exclusion of areas containing significant damage [18].
Fingerprint image is represented by a gray scale image that
defines the area of forced application fingerprint for the
reader (see Figure 2).

Ifp(i, j) =< 1, 255 > (3)

The operation that converts a grayscale image into a
binary image is known as binarization. We carried out the
binarization process using adaptive thresholding. Each pixel
is assigned a new value (1 or 0) according to intensity mean
in a local area and the parameter tg which excludes poorly
read fingerprint areas from the analysis (see Figure 3).

Bfp(i, j) =

{
1forIfp(i, j) > tg
0forIfp(i, j) < tg

(4)

The last step is creating the fingerprint mask based on
the binarized image. The Mask for the area of a square
(X,Y ), which size is 2.5 wide edges, is determined by two
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Figure 2. Original image (Source: own work)

Figure 3. Image after binarization (Source: own work)

parameters plo, which is a limitation that excludes areas with
an insufficient number of pixels describing the image, and
phi excludes blurred areas, such as moist (see Figure 4).

Ffp(X,Y ) =

{
Ifp(X,Y )forFimg > plo ∧ Fimg 6 phi

0 otherwise
(5)

Where Fimg is

Fimg =
∑
i∈X

∑
j∈Y

Bfp(i, j) (6)

Created mask is used for finding the most damaged area
in the fingerprint image.

Figure 4. Mask for fingerprint with detecting damage (Source: own work)

B. Detecting features and leveling of the damage in segmen-
tations

Standard leveling of damage is carried out by calculat-
ing the variance of points and the analysis of brightness.
Based on these two parameters, the frequency of furrows
is calculated, which is used for each fingerprint image.
After applying Gabor filter [12] to highlight the pits and
valleys, it uses segmentation in accordance with its size,
2.5 width of segment furrow, the image is redrawn. After
that process fingerprints are continuous and lint. In contrast
to the literature, the algorithm does not require additional
transformations to find the minutiae, such as converting the
width of 1px furrows. It does not require information about
the orientation of minutiae; it only requires the data about its
position. Therefore, the resulting image is used to find the
edge - the minutiae are located at the intersection of the edge
of the furrows. The problem of fingerprint recognition is a
complex process, even in laboratory conditions; therefore, if
used as a system to control access to the mobile devices, it
should be insensitive to certain natural changes or damages
in physical structure of fingerprints, which can include:
incomplete fingerprint, fingerprint parts which can be injured
or burned, blurred, partly unreadable or rotation. In order to
detect the most sensitive to damage areas, we use neural
network with selective attention technique [7]. This type of
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Figure 5. Mask of fingerprint’s areas vulnerable to damage. (Source: own
work)

neural network is more like an analysis done by a human
[8]. This allows us to create a mask of areas vulnerable to
damage (see Figure 5).

We created 15 different masks, broken down by the type
of fingerprints core also known as fingerprint patterns (arch,
whorl and loop) and the type of finger (thumb, index finger,
middle finger, ring finger, small finger). Basing on this mask
we created a filter, which we use to compare fingerprints
where specific minutiae are weighted in the decision process
and their score is based on the location on the fingerprints.

V. COMPARISON OF FINGERPRINTS

Minutiae image is divided into segments, each segment is
corresponding minutiaes group is described by parameters
(x, y, nom), where x and y are the coordinates, and nom de-
termines the number of minutiae in the group. Additionally,
one implementation uses an additional parameter specifying
the probabilities of damage in a given segment, which is
estimated by a neural network, based on the distribution of
areas rejected by the mask described by the formula. Current
algorithm implementation searches small groups of minutiae
that that contain up to 5 minutiae (see Figure 6). Then, based
on the neighboring groups (max 4) creates a new large group
(see Figure 7). For each, the orientation parameters and the
number of characteristic points are recalculated. The last
step is to create a matrix of Euclidean distances between
the largest groups.

When comparing the use of two parameters: dx - the
distance defining the difference between groups in the pat-
tern and tested fingerprint, px - the threshold of damage
occurrence probability (determined by whether the group
is under consideration in the analysis), we decide which
groups should be compered and we set the priority for
them. After that we do the comparison of the groups, which
are divided according to the priority, that is defined by the
number of minutiae in the group and selective attention (SA)
algorithms, which are based on probabilities of damage in a

Figure 6. Fingerprint devided into segments. (Source: own work)

Table I
THE RESULT OF EXPERIMENT USING FVC2004 DATABASE

FAR FRR

MAG 0.82% 0.65%
EMM 1.23% 1.15%
PBTA 0.15% 1.73%

MGM64 6.60% 0.54%
MGM32 3.23% 0.32%

MGM32 SA 0.38% 0.09%

group segment. This provides quick verification of whether
the analyzed fingerprint is consistent with the pattern.

VI. THE QUALITY OF THE ALGORITHMS

First test was done using FVC2004 [12] fingerprint
databases. For each of four databases, a total of 120
fingers and 12 impressions per finger (1440 impressions)
were gathered. Unfortunately, most of the publicly available
databases of fingerprints do not include the problem of
physical damage, so additionally small damage such as cuts
and burns has been generated on each sample. In most cases
artificially applied damages cover 5-20% of the fingerprint.
For 10% of the samples they cover approximately 50% of
the area to simulate severe damage.

Most algorithms cannot process fingerprints with severe
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Figure 7. Detecting relations between minutiaes groups. (Source: own
work)

physical damage correctly. Also, the proposed one has
proven to have a very dangerous level of False Accepta-
tion Rate. After applying the selective attention algorithm,
fingerprint recognition algorithm improved its performance
and reliability. The proposed algorithm has been developed
in such a way, that it uses the property of a damage map,
so its results have improved the most.

VII. CLASSIFICATION AND DATA MANAGMENT USED IN
THE ALGORITHM

The developed algorithm is based on minutiae groups,
where each group is basically represented by the coordinates
- x, y and the number of minutiae - nom contained in the
group. Group covers an area equal to 2.5 the width of the
furrow and its coordinates are in the middle of the square
which is boundaring this area. Number of minutiae in the
group describes its priority. Additionally, a stored parameter
defines the probability of damage - pd in the area represented
by the group. In conclusion the group is defined as follows:

Mgroup : {x, y, nom, pd} (7)

Based on these data, a matrix of Euclidean distances
between the groups is created. Data on the characteristic

Table II
THE RESULT OF EXPERIMENT ON SAMSUNG GALAXY SII

FAR FRR Average time to decision in ms

MAG 0.80% 0.63% 138
EMM 1.15% 1.20% 127
PBTA 0.25% 1.70% 130

MGM64 6.75% 0.55% 127
MGM32 3.43% 0.42% 128

MGM32 SA 0.43% 0.18% 132

Table III
THE RESULT OF EXPERIMENT ON HTC WIDEFIRE S

FAR FRR Average time to decision in ms

MAG 0.80% 0.63% 225
EMM 1.15% 1.20% 220
PBTA 0.25% 1.70% 232

MGM64 6.75% 0.55% 215
MGM32 3.43% 0.42% 228

MGM32 SA 0.43% 0.18% 225

point is limited to its weight (nom) and the probability of
damage pd. Finally we obtain:

Mgroup(I) : {nomI , (pd)I)} (8)

Mgroup(I, J) : dist(Mgroup(I),Mgroup(J)) (9)

where dist(Mgroup(I),Mgroup(J)) is Euclidean dis-
tances between the group I and J. Data stored for analysis
to prevent reproduction of the original fingerprint image.
Additional storage parameters to estimate the damage allow
us to better match fingerprints in the event of damage.

VIII. THE EXPERIMENT

The tests were conducted on two devices: Samsung
Galaxy SII (see Table II) and HTC Widefire S (see Table
III). For test authors used real fingerprints. Due to the
nature of work, we use real fingerprints. Each user was
exposed to frequent damage of fingerprints, like cuts and
burns presented on Figure 1. All algorithms were compared
using 112 different fingerprints and each had 10 samples.

In the test, we use not optimal algorithm, because first
implementation was done in Android SDK, not in NDK,
which allow developer to use more code optimizations, but
need much more time to implement it for specific devices.
The implementation in Android NDK is planned in future
work. This implementation should also allow us to create
a dynamic mask of the damaged sectors and the most
vulnerable to damage area of the fingerprint for a specific
user and not only use a general mask, which is hardcoded
in our current implementation to reduce memory usage.
Our algorithm can be used on mobile devices because its
decision time is very similar to other algorithms; however,
other parameters are much better.
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IX. CONCLUSION

In this paper, we proposed a new step for fingerprint-
matching approach, which is based on selective attention.
Inserted mask can be hardcoded in the algorithm or gener-
ated in real time by neural network, but it required devices
with better performance. With a hardcoded mask we can
provide significant improvement in algorithms we with a
low performance cost. The proposed solution can be used
by everyone who is exposed to damage of fingerprints. The
system can also be applied to protect access to important
data or premises, which are very important for mobile device
users.
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Abstract—Traumas resulting from falls have been reported as 

the second most common cause of death. For this reason, 

computer vision tools can be exploited for detecting humans’ 

fall incidents. In this paper, we propose a fast, real-time 

computer vision algorithm capable to detect humans’ falls in 

complex dynamically changing conditions, by exploiting the 

motion information in the scene and 3D space’s measures. This 

algorithm is using a single monocular low cost camera and it 

requires minimal computational cost and minimal memory 

requirements that make it suitable for large scale 

implementations in clinical institutes and home environments. 

The proposed scheme was tested in complex and dynamically 

changing visual conditions and as proved by the experiments it 

has the capability to detect over 92% of fall incidents.  

 

Keywords-machine vision; image motion analysis; features 

extraction; subtraction techniques 

I.  INTRODUCTION 

Life expectancy in developed countries is increasing and 

population is aging. However, the quality of life, especially 

for elderly, is associated with their ability to live 

independently and with dignity, without having the need to 

be attached to any person in order to live a normal life and 

fulfill daily living. According to medical records, falls are 

the leading cause of injury-related visits to emergency 
departments and the primary etiology of accidental deaths in 

persons over the age of 65 years. The mortality rate for falls 

increases dramatically with age in both sexes and in all 

racial and ethnic groups, making this one of the most 

important problems that hinders these people’s ability to 

have such an independent life, making necessary the 

presence and monitoring of their daily activities by care-

givers. 

For this reason, a major research effort has been 

conducted in the recent years for automatically detecting 

persons’ falls. One common way is through the use of 
specialized sensors, such as accelerometers, floor vibration 

sensors, barometric pressure sensors, gyroscope sensors, or 

combination/fusion of them [1][2][3][4][5]. However, most 

of the previous techniques require the use of specialized 

wearable devices that should be attached to human body and 

thus their efficiency relies on the person’s ability and 

willingness to wear them. On the other hand, a more 

research challenging alternative is the use of visual cameras, 

which is however, a prime research issue due to the 

complexity of visual content (illumination variations, 

background changes and clutter) and the fact that a fall 

should be discriminated than other ordinary humans’ 

activities, like sitting and bending. Vision-based systems 

present several advantages as they are less intrusive, 
installed on building (not worn by users), they are able to 

detect multiple events simultaneously and the recorded 

video can be used for post verification analysis. Towards 

this direction, some works exploit 2D image data like for 

instance [6][7][8][9]. These works exploit foreground 

object’s shape as well as its vertical motion velocity in order 

to detect a fall incident. H. Qian et al. [10] are based on 

human anatomy according which each part of the human 

body occupies an almost fixed percentage in length relative 

to body height, in order to train a classifier capable six 

indoor human activities, including fall incidents. However, 
none of these works exploit 3D information to increase 

system robustness. A 3D active vision system based on 

Time of Flight (ToF) cameras is proposed in [11]. Although, 

this work doesn’t take into account the orientation of motion 

of the moving blob, and the measures that are provided by 

the camera could be affected by reflectivity objects 

properties and aliasing effects when the camera-target 

distance overcomes the non-ambiguity range. Multi-camera 

systems have been also proposed in [12], to exploit stereo 

vision. 3D processing, though more robust than a 2D image 

analysis in terms of fall detection and discrimination of a 

fall than other daily humans’ activities; require high 
computational cost making these systems unsuitable for 

real-time large scale implementations. 

In this paper, a new innovative approach is presented that 

exploits, on the one hand, monocular cameras to detect in 

real-time fall incidents in complex dynamically changing 

visual conditions and, on the other, it is capable to exploit 

actual 3D physical space’s measures, through camera 

calibration and inverse perspective mapping, to increase 

system robustness. Due to its minimum computational cost 

and minimum memory requirements, it is suitable for large 

scale implementations, let alone its low financial cost since 
simple ordinary low-resolution cameras are used, making it 
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affordable for a large scale. In contrast to other 2D fall 

detection methods [6][7][8], our system is very robust for 

wider range of camera positions and mountings, as is proven 

by the experiments. 

The rest of this paper is organized as follows: in Section 

2 problem formulation is presented. Section 3 presents 2D 
and 3D measures for features extraction. In Section 4 

experimental results along with the fall detection algorithm 

are presented, and, finally, Section 5 concludes this work.  
 

II. APPROACH OVERVIEW 

Humans’ fall incidents can be characterized by motion 

features that are very discriminative in the fall detection 
context and in humans’ posture. Information about humans’ 

posture can be derived by the actual width-height ratio, and 

it is valid that in a 3D space this ratio is bigger in value 

when a fall event occurs than the same ratio with humans in 

standing position. The most commonly used feature to 

detect a fall is that of vertical motion velocity, which, 

besides fall incidents discrimination, is also able to provide 

useful information about fall intensity and thus possible 

injuries. Vertical motion velocity V, during a sequence of 

frames, can be expressed by (1). 

 

 

                

 

     

 (1) 

 

where       stands for the actual height of a human in 3D 

space at the     image frame (time). Vertical motion 

velocity is calculated over a time window of length   to 

estimate the speed of the motion which is also an evident of 

how severe would be a fall. Index   denotes the current 

frame for processing. We choose to use actual humans’ 

height, measured in physical world units (e.g., cm, inches), 

and not their projected height being measured in pixel units, 

since this yields a more robust performance not be affected 

by cases where the human is far away or very close to the 

camera. To measure the actual height, however, we need to 
exploit 3D information. In addition, actual height can 

provide information about the moving object, in a way that 

the system becomes capable to discriminate if the moving 

object might be a human or something else, like a pet. 

 

 
Figure 1:  Object in camera’s plane and 3D space 

Width-height ratio computation requires, firstly 

foreground extraction (Section III.A), to extract the 

foreground object, which initially is unknown and secondly 

information about its left-most, right-most, top-most and 

bottom-most points, to calculate its projected height and 

projected width, as explained in Section III.B. 

Vertical motion velocity,   , computation requires 
knowledge of the actual height of foreground object in 3D 

space. Representation of an object in camera’s plane is 

presented in Figure 1. From Figure 1, it appears that the 

actual height of foreground object can be given through (2), 

if camera’s focal length  , distance   between the camera 

and foreground object and foreground object’s projected 

height    are known. 

 
 

    
  

 
 (2) 

 

The projected height can be obtained by the use of a 

foreground detection algorithm (Section III.B), the focal 

length can be obtained through camera calibration, as this 

process provides information about camera’s geometry, and 

the distance between the camera and the foreground object 

can be obtained through the construction of a reference 

plane that is the orthographic view of the floor, as explained 
in Section III.C. 

 

III. 3D MEASURES FOR FALL DETECTION 

This Section presents 2D and 3D measures used for 

features extraction, as well as, the fall detection algorithm. 

A. Foreground Extraction 

For foreground extraction we use the iterative scene 

learning algorithm described in [8]. This algorithm, unlike 

the classic background subtraction techniques, which fail in 

large scale implementations because of their computational 

cost and memory requirements, is computationally efficient 

and has the ability to operate properly in real-time and in 

complex, dynamic in terms of background visual content, 

and unexpected environments. 

It exploits the intensity of motion vectors along with 

their directions to identify humans’ movements. For motion 

vectors estimation, the “pyramidal” Lucas-Kanade 
algorithm [13] was used, which has the ability to catch large 

motions by using an image pyramid. Motion vectors 

estimation is followed by the creation of a binary mask in 

order to indicate areas of high motion information. 

 

Figure 2:  (a) original frame, (b) extracted foreground, (c) minimum 
bounding box 

   
(a) (b) (c) 
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This information is used as a computationally efficient 

background/foreground updating mechanism that updates 

the background at every frame instance by using the 

intensity of motion vectors within an area. If motion 

vectors’ intensity is greater than a threshold then this area is 

denoted as foreground, otherwise it is denoted as 
background. 

B. 2D Foreground Object Width-Height Ratio 

Width-height ratio estimation requires information about 

the projected width and projected height of foreground 

object. In order to estimate the projected width and 

projected height of foreground object a minimum bounding 
box that includes the foreground object was created. Figure 

2 shows foreground extraction and minimum bounding box 

for a captured frame. By using the four corners of the 

bounding box the left-most, right-most, top-most and 

bottom-most points of foreground object can be estimated 

and width-height ratio can be expressed by (3). 

 

   
  

  

 
       

       

 (3) 

 

where    and    are projected width and projected height 

and    ,    ,    ,     are the left-most, right-most, top-

most and bottom-most points of foreground object 

respectively. 

C. Estimation of 3D Measures for Detecting Falls 

As mentioned before, vertical motion velocity 

computation requires camera calibration as this process 

relates camera measurements with measurements in the real, 

three dimensional, world according to (4). This relation is a 

critical component in any attempt to find the dimensions of 

an object in a three dimensional scene. 

 

           
 
 
 
     

     

     

   

     
 
 
 

  (4) 

 

where   is a point on camera’s plane,   is the same point in 

three dimensional world and   is camera’s intrinsic matrix. 

The two parameters,    and   , have to be introduced to 

model a possible displacement between the principle point 

and the center of the imager, while two different focal 

lengths are used because the individual pixels on a typical 

low-cost imager are rectangular rather than square. Our 

approach to camera calibration is derived from [14], which 
tries to determine optimal values for intrinsic parameters 

based on image observations of a known target. 

Besides camera calibration, vertical motion velocity 

computation requires the construction of a reference plane 

that is the orthographic view of the floor. This construction 

is a perspective transformation, which can be though as a 

specific case of projective homographies. As described in 

[15], an affine space    is transformed to a projective space 

   by the following mapping: 

 
            

                       
                

  

 

and the inverse mapping, from the projective space    to 

the affine space   , is given as: 

 
   

   
 
      

   
 
    

              
    

 

  
   

     
 

   
     

   
   

     
   

 

where        . 

For a projective space   , a projective homography is 

defined as a nonsingular matrix              . A point   is 

projectively transformed to    as follows: 

  

                      (5) 

 

where   denotes pixel coordinates in the homogeneous 

coordinates and    is a new position of a pixel in the 

wrapped output image.  

By using perspective transformations, any parallelogram 
can be transformed to any trapezoid, and vice versa. In our 

case, we want to transform the camera's plane to a reference 

plane that represents the orthographic view from above of 

the camera's plane. Then according to the inverse 

perspective mapping algorithm described in [16],    and   

can be expressed by the following relations: 

 

                         (6) 

 

where            represent Cartesian coordinates on image 
plane and reference plane respectively, homography  matrix 

       can be normalized so to have       and through 

(6) equation (5) is expressed as: 
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This equation that represents a perspective transform 
requires at least four non-collinear points in order to be 

solved. By using observations of a known target, a larger set 

of points can be found and this equation can be solved in a 

least square sense. The quality of the transformation is 

measured by the Back Projection Error [16], associated 

with  (8). 
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(a) (b) 

Figure 3: (a) camera’s plane, (b) reference plane 

Figure 3 shows both camera’s and reference planes, while 

Figure 4 shows input images along with their inverse 

perspective transformation output images. To approximate 
the distance Z between foreground object and camera, we 

use the bottom-most point of foreground object,    . As 

shown in Figure 3(b), on the reference plane the relation 

between camera’s natural units (pixels) and the units of the 

physical world (cm) is linear and thus distance   is 

straightforwardly calculated. 

This results in a simple model and a single solution in 

which a point in the physical world         with actual 

height    is projected on the image plane with projected 

height    in accordance with (9). However, the appearance 

of errors during perspective transformations affects the 

actual height estimation, as it depends on distance 

estimation on created reference plane. 

 

 
    

       

  
 (9) 

 

 

 
Figure 4:   Input images and their inverse perspective transformation 

mappings 

 

In order to use (1), actual height has to be approximated 

for every captured frame. Because of the motion of 

foreground object, errors in the calculation of its height may 

occur. Let us denote as       this approximate height of the 

foreground object at the current frame of analysis  . In our 

approach, to reduce accumulation of the approximation 
errors to the following frames to process we use a heuristic 

iterative methodology, which updates the foreground height 

taking into account previous height information and the 

current one, yielding to a robust approximate solution, 

denoted as     , which is computed by (10). This iterative 

procedure requires an initial value of       which in our case 

is set to average height for adult males, e.g., 175cm. 

 

                         (10) 

 

where   is a parameter that regulates the importance of       
to the iterative procedure. For our experiments,   is set to 

0.8, since this value yields the more reliable performance. 

By using this form for every captured frame,      
converges to the actual height of foreground object. In order 

to reduce wrong estimations when a fall event occurs and 

height is significantly decreases, height      is being 

updated only if       is bigger and smaller than a threshold 

(in our case ±20 cm). Figure 5 shows the approximation of 

foreground object’s actual height. The gray line represents 

the approximation of foreground object’s actual height for 

the first 1,000 frames of system operation, while the 
horizontal line represents its actual height. 

  

 
Figure 5: Actual height approximation 

 

IV. EXPERIMENTAL RESULTS 

The application was developed on a PC with 4GB RAM 
and a dual-core Intel processor at 2.1GHz. The camera that 

was used was a simple USB webcam with 640x480 pixels 

resolution. The code was written in C by using OpenCV 

library. By using this hardware, this algorithm operates in 

real time at 14fps. In quad-core computers, the time can be 

reached up to 17fps.  
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Figure 6:  Workflow diagram of presented fall detection scheme 

 

The workflow of the system is presented in Figure 6. For 

every captured frame, initially, the background subtraction 

algorithm takes place. The output of this algorithm leads to 

the extraction of the foreground, and thus, the features that 

are used by the fall detection algorithm (vertical motion 

velocity and width-height ratio). The fall detection 
algorithm, firstly checks if the width height ratio suggests a 

fall. If this feature suggests a fall, then the vertical motion 

velocity is calculated and compared with a threshold relative 

to the real height of the foreground object measured in cm. 

If this feature suggests a fall too, then a fall alarm occurs. 

By measuring vertical motion velocity in cm, the 

performance of the system is not affected by cases where 

the foreground object is far away or close to the camera.   

 

 

  

  
(a) (b) 

Figure 7:  (a) Falls in every direction according to the camera position, (b) 
normal everyday activities that look like a fall, like bending and lying down 

During the experimentation process one person simulated 

falls, in every direction according to the camera position and 

normal every day activities, that may look like falls; but, 

they are not real falls; see Figure 7. Because of the nature of 

the algorithm two different variables affect its performance; 

the width-height ratio of foreground object and its vertical 
shifting during a sequence of frames. Figure 8 and Figure 9 

describe the performance of the system, concerning on 

successful fall detection, when the camera was placed at the 

height of 260cm. In the diagram in Figure 8, we keep 

constant the value of vertical motion velocity threshold, 

while in the Figure 9 we keep constant the value of width-

height ratio threshold.  

 

 

 
Figure 8:     Performance in regard to width-height ratio when camera 

placed at 260cm 

 

 

 
Figure 9:  Performance in regard to vertical shifting when camera placed 

at 260cm 

 
TABLE I: PERFORMANCE WHEN CAMERA PLACED AT DIFFERENT 

HEIGHTS 

Camera’s 

height 
 

Proposed 

system 
System of [8] 

40cm 
Falls detected 92.8% 92.8% 

Wrong detections 4 4 

220cm 
Falls detected 92% 72% 

Wrong detections 6 6 

260cm 
Falls detected 96% 73% 

Wrong detections 2 2 
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Table I summarizes its performance and compares it with 

system performance proposed in [8]. As this system is an 

expansion of [8], it was expected to perform better. 

Performance of system proposed in [8] was affected by the 

camera’s position, in contrast, this system performs well for 

a much wider range of placements that permits a camera 
mounted in a higher position, favoring fall detection process 

by providing better coverage with less obstacles inserted 

into its field of view. This comparison was performed by 

using the same demo video as input into both fall detection 

systems. 
 

V. CONCLUSION AND FUTURE WORK 

This paper presented a fall detection scheme that exploits 

3D measures by using a single monocular camera. The 

proposed scheme has the capability to operate in real-time 

and to detect over 92% of fall incidents in complex and 

dynamically changing visual conditions, while it presents 

low false positive rate. Its minimal computational cost and 

memory requirements, let alone its low financial cost since 

simple ordinary low resolution cameras are used, making it 

affordable for a large scale. 
This algorithm makes the assumption that only one 

person is present in the scene; so, primary priority in to-do 

list is its evolution in a way that it will operate properly 

when more than one person are present in the scene and 

even in crowded conditions. 

Through our proposed scheme, besides the contribution 

to humans’ fall problem, significant measures of a 3D scene 

can be calculated that can reveal much more information 

which might be useful in different kind of applications. 
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Abstract—In this paper, we propose a new scheduling method 

for FlexRay static segment tasks, on the node level. This 

method handles the periodic communicating tasks transmitted 

on the static segment of the bus and takes into account the 

effect of the disruptive tasks, such as interruptions, on the 

response time. In this context, our scheduling method is based 

on the full model that we evaluate the performance by 

calculating the response time of the communicating tasks 
using as application model the SAE benchmark.  

Keywords-Scheduling; FlexRay Bus; Periodic Tasks; Full 

Model; Worst Case Response Time. 

I. INTRODUCTION  

FlexRay [1] is a new communication system that offers 

reliable and real-time capable high-speed data transmission 

between electrical and mechatronic components to map 
current and future innovative functions into distributed 

systems within automotive context. Thanks to its several 

features, this communication protocol is meeting safety 

critical applications performance requirements (flexibility, 

fault-tolerance, determinism, high-speed, etc.). Therefore, 

FlexRay is emerging as a predominant protocol for in-

vehicle x-by-wire applications (i.e., drive-by-wire, steer-by-

wire, brake-by-wire, etc.). As a result, there has been a lot 

of recent interest in timing analysis techniques in order to 

provide bounds for the message communication times on 

FlexRay. The real-time Data Distribution Service (DDS) 
based on the subscription-publication paradigm offers a 

clear distinction between the communicating tasks by 

classifying them into DataReaders and DataWriters and that 

helps insuring the delivery of the right data on the right 

time. One of the most interesting combinations would be 

the use of DDS on top FlexRay networks; but the challenge 

remains in the scheduling of the DataWriter provided by the 

applications and according to DDS specification, to meet 

the DataReaders Deadlines.  

In this paper, we provide a scheduling method for 

periodic tasks on the static segment, based on the full model 
taking into account all the disruptive events and their effect 

on the response time of the Writers evaluated by the 

WCRT. 

In the first section, we present the related work dealing 

with scheduling in the FlexRay bus; in the second section, 

an overview of the FlexRay network and its features is 

given; the third section is dedicated to scheduling 

parameters in the bus and in the static section; the fourth 

section presents the response time calculation using the full 

model; in the fifth section we present the application model 

on which we have performed our tests, and, in the last 

section, we present the results of our tests. 

II. RELATED WORK 

Tasks in real-time networks such as FlexRay [1] or 

CAN [14] are scheduled according to a static or a dynamic 
scheduling method. A static scheduler is a time triggered 

scheduling based on the Time Division Multiple Access 

(TDMA) [14], where each participant is granted a specific 

fixed interval in a repetitive time window. TDMA 

scheduling guarantees a deterministic transfer of messages, 

but has the disadvantage that the bandwidth is not used 

efficiently. A dynamic scheduling is an event triggered 

scheduling where participants can only send information if 

an event occurs, such as new data is ready for transmission. 

Our previous researches [2] were interested in 

scheduling for the Data Distribution Service (DDS) 

architecture over CAN. We have developed in each node a 
local scheduling component, the Earliest Deadline First 

(EDF) scheduler. The latter, sends scheduling parameters of 

tasks to the global scheduling system. Then information is 

sent to a distributed information collection service called 

the System Information Repository (SIR). In [3], we have 

presented how DDS API is implemented on top of FlexRay 

Driver. In [4], we have presented a combined scheduling 

method that can be applied for both static and dynamic 

scheduling in FlexRay. 

Related studies to this research include time triggered, 

event triggered and automobile protocols. 
First studies [5] illustrate how a window-based analysis 

technique can be used to find Worst-Case Response time of 

a task. It considers bursty sporadic activities, where tasks 

arrive sporadically but then execute periodically for some 

bounded time.    

Hagiescu et al. [6] proposes an analytical framework for 

compositional performance analysis of a network of 

Electronic Controller Unit (ECU) that communicates via a 

FlexRay bus. The main contribution was a formal model of 

the protocol governing the static segment of FlexRay. 

 

In this paper, we focus our interest on the static segment 
of FlexRay and propose a new scheduling method that 

handles all the disruptive tasks and their effects on the 

response time, to evaluate the deadline of the 

communicating tasks. 

III. FLEXRAY NETWORKS 

FlexRay has been developed by the FlexRay consortium 
since 2000 for safety related applications in the automotive 

industry [1]. It is today applied in real-time application and 

as a replacement of CAN when higher data rates are 

required. 
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FlexRay has been developed to support x-by-wire 

applications such as steer-by-wire or brake-by-wire. These 

are replacements of the traditional mechanical and 

hydraulic control systems through electronic control 

systems. 

FlexRay features two communication channels, each 

with a data rate of 10 Mbits/s, and payloads of frames up to 

254 Bytes. Furthermore, the communication is time 

triggered in contrast to the event triggered CAN protocol. 
This is why FlexRay guarantees fixed communication 

latencies and a global synchronous time basis for all 

participating electronic control units. 

 

A. Topologies 

A FlexRay cluster consists of several nodes and two 

communication channels, channel A and channel B. In 

order to provide reliable communication, a node must be 

connected to both communication channels. To reduce cost 

using only one channel can be sufficient. 

FlexRay supports both bus and star topologies. To 

increase the communication distance between two nodes 

they have to be connected via star couplers [7]. 

B. Hierarchical Network Timing 

The communication scheme of a FlexRay cluster is built 

up of communication cycles that are repeated over again 

from startup of the network until it is shutdown. A 

communication cycle consists of the network 

communication time and the network idle time. 

The communication time includes a mandatory static 

segment, an optional dynamic segment, and the symbol 

window. 
In the static segment, deterministic communication 

ensures constant latency. FlexRay adheres to a time 

division multiple access method (TDMA), which means 

that there are equally sized slots and that the point of time is 

fixed when a frame is transmitted on the channel. 

In the dynamic segment event driven communication 

takes place. This is usually used for low priority data, for 

example for the transmission of diagnosis information [8]. 

C. Electronic Control Unit (ECU) 

The software application is executed on a host processor 

which is connected to a dedicated communication controller 

that executes the FlexRay protocol. The transmission from 

digital signals of the communication controller to analog 

signals on the bus is accomplished by the bus driver. 

 

 
Figure 1.  FlexRay Node (ECU) 

IV. SCHEDULING PARAMETERS IN FLEXRAY NETWORKS 

A. FlexRay Bus 

FlexRay is a real time communication bus [1] designed 
to operate at speeds of up to 10 Mbits/s. He was developed 
by a consortium that includes automobile builders. It offers 
time-triggered and an event triggered architecture. Data is 
transmitted in payload segment containing between 0 and 
254 bytes of data, 5 bytes for the Header segment and 3 
bytes for the trailer segment. The topology may be linear 
bus, star or hybrid. This bus contains two channels; each 
node could be connected to either one or both channels. 

 FlexRay bus contains a static segment for time triggered 
messages and a dynamic segment for event triggered 
messages. In time triggered networks, nodes only obtain 
network access at specific time periods, also called time 
slots. In event triggered networks nodes may obtain network 
access at any time instant.  The static (ST) segment and the 
dynamic (DYN) segment lengths can differ, but are fixed 
over the cycles. Both the ST and DYN segments are 
composed of several slots. The first two bytes of the payload 
segment are called message ID, this is used only in dynamic 
segment. The message ID can be used as a filterable data. 

In this paper, we will study the transmission parameters 
of DDS nodes on a FlexRay bus. During any slot, only one 
node is allowed to send on the bus, and that is the node 
which holds the message with the frame identifier (Frame 
ID) equal to the current value of the slot counter. There are 
two slot counters, corresponding to the ST and DYN 
segments, respectively. The assignment of frame identifiers 
to nodes is static and decided offline, during the design 
phase. Each node that sends messages has one or more ST 
and /or DYN slots associated to it. The bus conflicts are 
solved by allocating offline one slot to at most one node, 
thus making possible for two nodes to send during the same 
ST and DYN slot. FlexRay allows the sharing of the bus 
among event driven (ET) and time driven (TT) messages. 

For a distributed system based on FlexRay, task 
scheduling can be SCS (Static Cyclic Scheduling) or FPS 
(Fixed Priority Scheduling). For the SCS tasks and ST 
messages, the schedule table could be built. For FPS tasks 
and DYN messages, the worst-case response times had to be 

determined. 

B. Communication Cycle 

The FlexRay protocol organizes time into 
communication cycles, every cycle is organized into four 
parts, segments of configurable duration: The static segment 
is used to send critical, real-time data, and is divided into 
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static slots, in which the electronic control units (ECUs) can 
send a frame on the bus. These frames consist of a header, 
payload and trailer and are assigned to the slots according to 
a static, TDMA-based schedule. Channel idle time is 
enforced between frames to prevent overlapping consecutive 
frames. The dynamic segment enables event-triggered 
communication. The lengths of the mini slots in the dynamic 
segment depend on whether or not an ECU sends data. The 
symbol window is used to transmit special symbols, for 
example to start up the FlexRay cluster. The network idle 
time interval is used by the nodes to allow them to correct 
their local time bases in order to stay synchronized to each 
other. 

The length of an ST slot is specified by the FlexRay 
global configuration parameter gdStaticSlot. The length of 
the DYN segment is specified in number of mini-slots 
gNumberOfMinislots.  

C. Static segment parameters 

In a general communication process, response time can be 

divided in four pieces, as shown in Fig. 1: generation delay, 

queuing delay, transmission delay and reception delay [9]. 

Generation delay is started when the transmitting node 

received the request of sending from a frame until the data is 

written into the buffer and ready for being sent. Queuing 

delay is started when generation delay ended until the frame 

acquires the occupation of the bus and begins to be sent. 

Transmission delay is the time during which the frame is 

being transmitted on the bus. Reception delay is started 

when the frame gets off the bus and goes into the receiving 
node until the frame accomplishes its task. 

 

Figure 1.  Communication Model between DataReader and DataWriter 

Note that the generation delay and reception delay are not 

related to the FlexRay network characteristics, but related to 

the given MCU performance. Therefore, these two parts of 

delay should not be taken into account. In FlexRay protocol 
the average response time Rm of a given frame is the sum of 

queuing delay average (tm) and transmission delay average 

(Cm): 

             (1) 

Since the static segment is transmitting at fixed time points 

in each FlexRay communication cycle without any queuing 

delays, the response time can be approximated by Cm. 

        (2) 

Transmission delay Cm refers to the time interval between 

being on the bus and completion of sending process. It 

depends on the frame itself as well as bus parameters. 

                     (        )  
(     )                                       (3) 

TSS is the Transmission Start Sequence (3~15 bits). FSS 

is the Frame Start Sequence (1 bit). FES is the Frame End 

Sequence (2 bits). td is the delay related to sending and 

receiving nodes, which is around 2~3 bits. Sm represents the 

data field length (number of bytes) of the data frames. In 
addition, two BSS (Bit Start Sequence) are added before 

each byte. The constant “8” added to the data field length 

Sm refers to the sum of the FlexRay Header Segment (HS: 

5) and Trailer Segment (TS: 3) lengths (number of bytes). 

Finally,     refers to the one bit transmission delay. 

V. RESPONSE TIME CALCULATION 

The full model is inspired from the FPS (First Priority 

Scheduling) approach [10], which is the most widely used 

approach in the computing world. In this case, each task has 

a fixed static priority, which is ECU pre-run-time. The 

runnable tasks are executed in the order determined by their 
priority, knowing that in real-time systems, the “priority” of 

a task is derived from its temporal requirements, not its 

importance to the correct functioning of the system or its 

integrity. 

The full model was conceived to be used in an industrial 

context [10], the temporal overheads of implementing the 

system must be taken into account such as:  

 Context switches (one per job) 

 Interrupts (one per sporadic task release) 

 Real-time clock overheads 

In this case, the Response time equation is rather than: 

       ∑ ⌈
  

  
⌉       ( )  (4) 

where hp(i) is the set of tasks with priority higher than 

task i,    is the worst case computation time of the task i 

and    is the minimum time between task releases, jobs or 

task period. 

The new equation is:  

              ∑ ⌈
  

  
⌉    ( ) (          )

 (5) 

 

where the new terms     and    are the cost of 
switching to the task, and the cost of switching away from 

it. And the term    is the cost of the task worst case 

blocking time. 

The cost of handling interrupts is: 

∑ ⌈
  

  
⌉    
                               (6) 

 

where    is the set of sporadic tasks and IH is the cost of a 

single interrupt (which occurs at maximum priority level). 
There is also a cost per clock interrupt, a cost for moving 

one task from delay to run queue and a (reduced) cost of 

moving groups of tasks 

 

Reception 

delay 
DR 

Queuing 

delay 

Transmission delay 

DW 
Generation 

delay 
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Let     be the cost of a single clock interrupt,   be the set 

of periodic tasks, and     be the cost of moving one task. 

The following equation can be derived  

             ∑ ⌈
  

  
⌉    ( ) (          )  

∑ ⌈
  

  
⌉     ⌈

  

    
⌉     ∑ ⌈

  

  
⌉            

       (7) 

 
Within the static segment a static time division multiple 

access scheme is applied to coordinate transmissions. In the 
static segment all communication slots are of identical, 
statically configured duration and all frames are of identical, 
statically configured length. In order to schedule 
transmissions each node maintains a slot counter state 
variable vSlotCounter for channel A and a slot counter state 
variable vSlotCounter for channel B. Both slot counters are 
initialized with 1 at the start of each communication cycle 
and incremented at the end boundary of each slot. 

In the Implementations of the FlexRay bus, the periodic 

and safety-critical data is scheduled on the static time-

triggered segment so the tasks in the static segment are 
periodic tasks that have the same priority per 

communication cycle. 

Considering these facts the equation (7) applied on the static 

segment context becomes: 

              ∑ ⌈
  

  
⌉     ⌈

  

    
⌉         

∑ ⌈
  

  
⌉        

    (8) 

VI. APPLICATION MODEL 

To illustrate the utility of our Comprehensive 

Scheduling Strategy, we have chosen to work within a 

platform of a vehicular network based on the SAE standard. 

In this system, a set of network processors subsystems 

produces routing data. This data must be distributed along 
the vehicular network.  

In fact, we will apply the studied approaches on a new 
vehicle benchmark developed in [11] and based on the SAE 
Benchmark [15]. We added to the original benchmark a 
number of nodes and messages to better represent the 
complexity of today’s vehicles and to model some added 
options responsible for improving vehicle safety, reliability, 
cost, and luxury.  

However, this Benchmark was designed to best fit the 
CAN network and it needs major modifications to be 
adapted to the FlexRay protocol. Hence, later in this paper, 
we will explain how to introduce adjustments to that model 
and we will apply our scheduling algorithm and present our 
results for the new model. The resulting architecture is 
composed of 15 nodes connected by the FlexRay bus. 
According to the FlexRay specification, each node consists 
of a host (CPU) that processes incoming messages and 
generates outgoing messages, a communication controller 
(CC) that independently implements the FlexRay protocol 
services, and a two-way controller-host interface (CHI) that 
serves as a buffer between the host and the CC.  

The main goal of the proposed architecture is to insure 

better performance of the vehicular network and to 

guarantee the arrival of the right data on the right time by 
meeting the tasks deadline. The framework architecture is a 

set of nodes connected via FlexRay Real-Time Transport 

protocol. In each node is embedded a Real-Time Operating 

System μCOSII and a publish/subscribe middleware. 

VII. RESULTS AND COMMENTS 

In this section, we propose an algorithm to calculate the 

response time of the DataWariters tasks. 

The equation (8) gives us the needed parameters to 

determine the response time for both static and dynamic 

segments tasks: 

    the computing time is equivalent to the 

transmission delay      and     , because the execution of 

a message relative to a writing task is the fact to transmit 

data on the bus. 

 The worst blocking time Bi is defined as follows: 

 

   
                

                     
  (9) 

 

This equation is true for the CAN case; but. in the FlexRay 

case:  

     

     is the cost of switching to the task. This 
parameter is given by the used real-time operating system 

µCOSIII [12]. 

              
     is the cost of switching away from the task, 

this parameter is also given by the used real-time operating 

system µCOSIII [12]. 

              
    is the cost of executing an interrupt service 

routine. This interrupt is supposed to be at the maximum 

priority level. The number of STATUS registers present in 

the system determines the time taken by the handler to 

execute the interrupt routine. The FlexRay driver interrupt 
routine takes more time in response to the status of 

receiving communications data. For our study we 

approximate this parameter as follow: 

          

     is the cost of a single clock interrupt for the 
microcontroller MB91F465X we have approximated its 

value: 

     
 

  
     

     is the cost of moving one task, which is 
equivalent to switching a task. 

        

      is the clock period calculated for a given core 
frequency. 

The response time calculation process is described by the 

following algorithm: 

 

Algorithm   Worst Case Response Time Computing 

for i in 1..N loop  

  n := 0 

  loop  

    Calculate Ci for periodic tasks  

    Calculate Ci for sporadic tasks 

    n := n + 1  

  end loop 
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end loop 

for i in 1..N loop  

  n := 0 

  
n

i iW C  

  loop  

    calculate new 
1n

iw 
 

    if 
1n n

i iw w    then 
n

i iR w  

      exit value found 

    end if  

    if 
1n

i iw T    then  

      exit value not found 

    end if  

    n := n + 1 

  end loop  

end loop  

 

For the simulation, we consider a set of FlexRay nodes 

the sending 36 messages on the FlexRay bus. Since each 

node in the system that generates static messages needs at 

least one static slot, the minimum number of static slots is 
the number of nodes (nodesST) sending static messages [1].  

 

In the extended benchmark [11], there are 15 nodes 

sending 36 messages; among them, 30 are periodic 

messages that need to be scheduled on the FlexRay static 

segment. We will regroup these nodes into 6 for the 

simulations.  

 

The period of the bus cycle (gdCycle) must be lower than 

the maximum cycle length cdCycleMax equal to 16 ms and 

has to be, also, an integer divisor of the period of the global 

static segment. In addition, each node has a counter 

vCycleCounter in the interval 0…63. Thus, during a period 

of the global static schedule there can be at most 64 bus 

cycles. Observing our message set, we have noticed that 

almost all of the message periods are multipliers of 5 ms. 

So we can fix the period of the bus cycle to 5 ms and adjust 

some message periods, especially the messages introduced 

by Ben Gaid, M-M in [13] and others introduced by M. 

Utayba in [11].  
All messages with period equal to 8 ms will have a new 

period of 5 ms, and the messages with period equal to 12 

ms will have a period of 10 ms. This will not affect our 

system efficiency since it will make it faster and more 

reactive.  

There is another problem with messages having a 1000 

ms period; they cannot be scheduled with a bus cycle of 

5ms and 64 cycles. In fact, even if we consider the longest 

period of the global static schedule (64 bus cycles), we 

wouldn’t manage to reach the 1000 ms. Thus, we have to 

decrease this period to 64*5=320 ms.  
We have also replaced the original bus priorities designed 

for an event triggered bus (CAN) by a local priority able to 

order transmission of messages having the same Frame 

Identifier on different slots assigned to their source node. 
Applying the previous algorithm with a bus speeds of 10 

Mbit/s for one channel transmission scheme, and a core 
frequency of 12 Mhz. The results obtained are summarized 
in Table I. 

TABLE I.  BODY CONTROL MODULE RESULTS 

Vehicle Module 
Message 

ID 

Size 

(Bytes) 

Deadline 

[ms] 
T [ms] 

Task 

Priority 

Worst 

Case 

Response 

Time R 

(ms) 
 

BODY Control Module 

3 1 5 5 1 0.1397 

13 1 5 5 1 0.1397 

31 4 100 100 1 0.1487 

34 3 320 320 1 0.1457 

Engine Controller Module 

4 2 5 5 1 0.1424 

6 2 5 5 1 0.1424 

20 2 10 10 1 0.1424 

35 1 320 320 1 0.1394 

Active Suspension Unit 27 2 10 10 1 0.2229 

Active Frame Steering 22 2 10 10 1 0.2229 

Electronic Brake Control 

Module 
14 4 5 5 1 0.2289 

Traction Control Unit 
8 1 5 5 1 0.2199 

15 4 5 5 1 0.2289 

ESP/ROM 
16 4 5 5 1 0.2289 

28 5 10 10 1 0.2319 
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We notice, on this table of results, that the entire tasks 

deadline is matched. For the worst case response time using 

the worst case Core frequency which is 12 Mhz, we have 

noticed that the deadline has been met and the equation 

below is verified. 

    
Thanks to FlexRay bus speed, we can assume that the 

DDS Deadline QoS Policy can always be reached. 

VIII. CONCLUSION AND FUTURE WORK 

In this paper, we have proposed to use DDS on top of the 

real-time network FlexRay to take advantage of its high 

speed and to profit of the DDS QoS management in an 

automotive context. We have proposed a scheduling model 

based full FPS scheduling to first calculate the worst case 

response time for our vehicular system and evaluate its 

performance on a benchmark application, an extended SAE 

benchmark. After the simulations, results have shown that 

the applications deadline requirements have been met. One 

promising research direction would be the evaluation of the  
real-time QoS parameters offered by DDS on the same 

system configuration. 
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Abstract—The energy consumption of data centers has been
increasing rapidly over the past decade. In some cases, data
centers may be physically limited by the amount of power
available for consumption. Both the rising cost and physical
limitations of available power are increasing the need for
energy efficient computing. Data centers must be able to
lower their energy consumption while maintaining a high
level of performance. Minimizing energy consumption while
maximizing performance can be modeled as a bi-objective
optimization problem. In this paper, we develop a method to
create different resource allocations that illustrate the trade-
offs between minimizing energy consumed and minimizing the
makespan of a system. By adapting a popular multi-objective
genetic algorithm we are able to construct Pareto fronts (via
simulation) consisting of Pareto-efficient resource allocations.
We analyze different solutions from within the fronts to further
understand the relationships between energy consumption and
makespan. This information can allow system managers to
make intelligent scheduling decisions based on the energy and
performance needs of their system.

Keywords- bi-objective optimization; energy-aware; makespan;
heterogeneous computing; resource allocation.

I. INTRODUCTION

Over the past decade, the need for energy efficient
computing has become increasingly important. As the per-
formance of high performance computing (HPC) systems,
such as servers and datacenters, have increased, so has the
amount of energy needed to run these systems. According
to the Environmental Protection Agency (EPA) [1], it was
estimated that between the years 2000 and 2006 the amount
of power consumed by HPC systems more than doubled. An
estimated 61 billion kWh was consumed by servers and data
centers in 2006, approximately equal to 1.5% of the total
U.S. electricity consumption for that year. This is equivalent
to the electricity consumption of 5.8 million average U.S.
households, and amounts to $4.5 billion in electricity costs
[1].

In addition to the rising costs of using so much energy,
some data centers are now unable to increase their comput-
ing performance due to physical limitations on the availabil-
ity of energy. A survey conducted in 2008 showed that 31%

of the data centers surveyed identified energy availability as
a key factor limiting new server deployment [2]. Another
example to emphasize this point: Morgan Stanley, a global
financial services firm based in New York, is physically
unable to draw the energy needed to run a new data center
in Manhattan [3].

To battle the rising costs of energy consumption, it is es-
sential for HPC systems to be energy-efficient. This focus on
energy-efficiency must have as little impact to performance
as possible. Unfortunately, the goals of saving energy and
achieving high performance often conflict with each other.
To understand and illustrate the trade-offs between energy
consumption and computing performance, we model this
dilemma as a bi-objective optimization problem. When a
problem has multiple objectives, it is often the case that there
is not just one single optimal solution, but rather a set of
optimal solutions. With our research, we provide a method
for developing a set of “Pareto”optimal solutions that not
only illustrate the trade-offs between energy consumption
and performance for a specific computing system, but also
allows the system manager to select a solution that fits the
system needs and goals.

In this research, we study how different ways of allocat-
ing resources to tasks impact the performance and energy
consumption of a computing system. We are modeling a
data center consisting of a set of heterogeneous machines
that must execute a batch of independent tasks. By hetero-
geneous, we mean that tasks may have different execution
and power consumption characteristics when executed on
different machines. All the tasks in a given batch are known
a priori and are all available for scheduling at the beginning
of the simulation, making this a static resource allocation
problem. We define a resource allocation to be a complete
scheduling of tasks to machines. We perform this research
in a static and offline environment, so that, we can evaluate
the resource allocations and analyze the trade-offs between
the two objectives. The knowledge gained from studies such
as these for a particular system can be used to set the
parameters needed for designing dynamic, online, allocation

81Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-226-4

INFOCOMP 2012 : The Second International Conference on Advanced Communications and Computation

                           92 / 198



heuristics.
To measure the performance of the system, we examine

the makespan of a batch of tasks for a given resource
allocation. Makespan is the total amount of time it takes
for all the tasks in the batch to finish executing across all
the machines. Energy is measured in the number of joules
consumed by that same batch of tasks for a given resource
allocation. An optimal resource allocation would be one
that minimizes both makespan and energy consumed. By
adapting the Nondominated Sorting Genetic Algorithm II
(NSGA-II) [4] to handle scheduling problems, we are able
to create resource allocations that have different makespan
and energy consumption values. This set of solutions will
then be one basis to analyze the energy and performance
trade-offs of the system.

To summarize, in this paper, we make the following
contributions:

1) Address the concern of energy efficient computing
by modeling the resource allocation problem as a
bi-objective optimization problem between minimiz-
ing energy consumption and maximizing performance
(minimizing makespan).

2) Adapt a well-known multi-objective genetic algorithm
to the domain of data center task scheduling.

3) Show that by using different resource allocations,
one can greatly affect the energy consumption and
performance of a heterogeneous computing system.

4) Construct a set of “Pareto”[5] optimal solutions that
can be used to illustrate the trade-offs between sys-
tem performance and energy consumption, as well as
allowing data center managers to select appropriate
resource allocations to meet the needs of the specific
system.

The remainder of the paper is set up as follows. We dis-
cuss the related work in Section II. Section III will describe
how we define our bi-objective optimization problem using
the NSGA-II. In Section IV, we explain our system model.
Our simulation setup is detailed within Section V. Section VI
contains our simulation results. Finally, Section VII contains
our conclusions and future work for this research.

II. RELATED WORK

In Dongarra et al. [6] and Jeannot et al. [7], a heteroge-
neous task scheduling problem is modeled as a bi-objective
optimization problem between makespan and reliability. This
differs from our research because they are not minimizing
energy consumption.

The study in Abbasi et al. [8] models a resource-
constrained project scheduling problem as a bi-objective
problem between makespan and robustness. Abbasi et al.
solve this problem using a weighted sum simulated anneal-
ing heuristic to generate a single solution. They then adjust
the weights to produce different solutions. This is different

from our work in that we evaluate our two objective func-
tions independently and generate a Pareto front composed
of many different solutions in one run of our algorithm.

A Pareto-ant colony optimization approach is presented in
Pasia et al. [9] to solve the bi-objective flowshop scheduling
problem. Pasia et al. are minimizing makespan and total
tardiness. This differs from our work because they are not
considering minimizing energy nor are they using a genetic
algorithm to create the solutions.

He et al. [10] develop a bi-objective model for job-
shop scheduling to minimize both makespan and energy
consumption. There are a couple of differences from our
work. The first one is that He et al. model a homogeneous
set of machines instead of a heterogeneous set of machines.
Second, the algorithm used in He et al. produces a single
solution while our algorithm produces a set of solutions.

The goal of minimizing makespan with solutions that
are robust against errors in computation time estimates is
investigated in Sugavanam et al. [11]. This differs from our
work in that we do not consider uncertainties in computation
time. Also, Sugavanam et al. are not concerned with energy
consumption.

Resource to task matching in an energy constrained het-
erogeneous computing environment is studied in Kim et al.
[12]. The problem is to create robust resource allocations
that map tasks onto devices limited by battery capacity
(energy constrained) in an ad hoc wireless grid. This dif-
fers from our paper because our machines are not energy
constrained nor are they in an ad hoc wireless environment.
Also the heuristics used in this study only create a single
resource allocation, whereas ours creates a set of solutions.

The work in Apodaca et al. [13] studies static resource al-
location for energy minimization while meeting a makespan
robustness constraint. In contrast to our paper, Apodaca et al.
only find a single solution, and we do not place constraints
on either objective function.

An energy constrained dynamic resource allocation prob-
lem is studied in Young et al. [14]. In this work, the
resource allocation must try to finish as many tasks as it can
while staying within the energy budget of the system. Our
work differs because we are modeling a static environment
and have no constraints on how much energy our resource
allocations can use.

In Pineau et al. [15], the authors are trying to minimize
energy consumption while maximizing throughput. Pineau
et al. are modeling a heterogeneous system that executes a
single bag-of-tasks application where each task is the same
size. To solve the problem, Pineau et al. place a constraint on
the throughput objective, and then try to minimize energy
while meeting the throughput constraint. While similar to
our approach, it differs because we are optimizing for
makespan, we model tasks that can differ greatly in size,
and we do not constrain either of our objectives.

Mapping tasks to computing resources is also an issue in
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hardware/software co-design, Teich et al. [16]. This problem
domain differs from ours however, because it typically
considers the hardware design of a single chip. Our work
assumes a given collection of heterogeneous machines.

III. BI-OBJECTIVE OPTIMIZATION USING GENETIC
ALGORITHMS

A. Overview

It is common for many real-world problems to contain
multiple goals or objectives. Often, these objectives work
against each other, as optimizing for one objective can
negatively impact another objective. This is the case in our
research, because it is important for HPC systems to be
concerned with both lowering energy consumption as well as
increasing overall system performance. In general, resource
allocations using more energy will allow one to achieve
greater performance, while resource allocations trying to
conserve energy will cause the system to have slower
performance. In Section III-B, we describe how to determine
which solutions should be considered when trying to solve
a bi-objective optimization problem. We then briefly discuss
the genetic algorithm we have adapted to solve our specific
problem in Section III-C.

B. Determining Solutions to a Bi-Objective Optimization
Problem

When multiple objectives are present within a problem,
it is often the case that there does not exist a single global
optimal solution, but rather a set of optimal solutions. There
is no guarantee one can find the exact solutions within this
optimal set, so instead we try to find a set of solutions that
are as close to the optimal set as possible. We will call this
set of solutions the set of Pareto optimal solutions [5]. This
set of Pareto optimal solutions can be used to construct a
Pareto front that illustrates the trade-offs between the two
objectives.

To understand what it means for a solution to be part of
the Pareto optimal set, we illustrate the notion of solution
dominance. Dominance is defined as one solution being
better than another solution in at least one objective, and
better than or equal to in the other objective. To help
explain what it means for one solution to dominate another,
please refer to Figure 1. Figure 1 shows three potential
solutions. The objectives are to minimize energy (along
the x-axis), and to minimize makespan (along the y-axis).
Let us first examine the relationship between solutions A
and B. From the figure we can see that solution B is
dominated by A because A uses less energy and has a
smaller makespan. Likewise, any solution residing within the
upper right (green) shaded region would also be dominated
by A. Next, consider solutions A and C. We cannot claim
either solution dominates the other because A uses less
energy than C, but C has a smaller makespan than A. Thus,
for this example, both A and C are solutions in the Pareto

energy consumed 

makespan A B 

C 

solutions 
that 

dominate A 

solutions that 
are dominated 

by A 

Figure 1. Illustration of solution dominance for three solutions: A, B,
and C. Solution A dominates solution B because A has lower energy
consumption as well as a lower makespan. Neither solution A nor C
dominate each other because A uses less energy, while C has a lower
makespan.

optimal set and form the Pareto front. Finally, solution A
would be dominated by any solution residing within the
lower left (red) shaded area.

C. Nondominated Sorting Genetic Algorithm II Adapted For
Resource Allocation

To solve our bi-objective optimization problem, we chose
to implement a popular genetic algorithm from the literature,
the Nondominated Sorting Genetic Algorithm II (NSGA II)
[4]. We will briefly describe the algorithm and how we have
adapted it for our use.

The NSGA II is a multi-objective genetic algorithm that
uses the idea of solution dominance to create offspring
populations, where for our problem domain a population is a
set of possible resource allocations. For a given population,
the algorithm performs the nondominated sorting algorithm
that ranks the solutions within the population based on how
many solutions dominate a given solution. Any solution that
is not dominated by any other solution is given a rank of
one and is part of the current Pareto optimal set. The basic
algorithm is outlined in Algorithm 1.

To create the child population in step three, we start with
a parent population of size N . From this parent population
N crossover operations are performed to create a child
population of also of size N . The mutation operation is then
performed with a given probability on each chromosome
in the child population. If a chromosome is selected for
mutation, only the mutated version is kept in the population.

It is important to note the NSGA II is an elitist algorithm
as it combined the offspring and parent populations in
step six. Elitism means that the algorithm keeps the best
chromosomes from the previous generation in consideration
for the current generation.
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Algorithm 1 NSGA II algorithm
1: create initial population of N chromosomes
2: while termination criterion is not met do
3: create offspring population of size N
4: perform crossover operation
5: perform mutation operation
6: combine offspring and parent populations

into a single meta-population of size 2N
7: sort solutions in meta-population using

nondominated sorting algorithm
8: take all of the rank 1, rank 2, etc. solutions until

we have at least N solutions to be used in the parent
population for the next generation

9: if more than N solutions then
10: take a subset of solutions from the

highest rank number used based on
crowding distance [4]

11: end if
12: end while
13: the final population is the Pareto front used to show the

trade-offs between the two objectives

To further explain how the next parent population is
created in steps eight and nine, assume we have a parent pop-
ulation with 100 chromosomes and a child population with
100 chromosomes for a total of 200 chromosomes. We want
to create a new parent population for the next generation that
only has 100 chromosomes. Let us assume, that after step
seven (where we have ranked the current populations), there
are 60 chromosomes of rank one, 30 chromosomes of rank
two, 20 chromosomes of rank three, and 90 chromosomes
that have a rank higher than three. First, we will place all
the rank one chromosomes into the new population, this will
leave room for 40 more chromosomes. Next, we place all
the rank two chromosomes into the population, leaving room
for ten more chromosomes. Since there are 20 rank three
chromosomes, but only room left in the new population for
ten chromosomes we must select a subset of the rank three
chromosomes to place in the population. These ten solutions
will be based on the crowding distance [4] and we will have
our full 100 chromosome population.

To use the NSGA II, we needed to encode the algo-
rithm so that it could be used to solve resource allocation
problems. This meant we needed to create our own genes,
chromosomes, crossover operator, and mutation operator.
Genes are the basic data structure of the genetic algorithm,
and for our problem each gene represents a task. Within
each gene there is a single integer number representing
the machine on which the task will execute. Chromosomes
represent complete solutions, i.e., resource allocations. Each
chromosome is comprised of T genes, where T is the
number of tasks the system must execute. The ith gene in a

chromosome represents the same task in every chromosome.
Each chromosome is individually evaluated with respect
to makespan and energy consumption, allowing dominance
relationships to be found amongst all the chromosomes
within a population.

To allow chromosomes and populations to evolve from
generation to generation, we implemented the following
crossover and mutation operations. For crossover, two chro-
mosomes are selected randomly from the population. Next,
the indices of two genes within the chromosomes are se-
lected randomly. We then swap the genes between these two
indices from one chromosome to the other. This operation
switches the machines on which the tasks will execute. This
potentially allows chromosomes making good scheduling
decisions to pass on the useful traits to other chromosomes.
For mutation we randomly select a chromosome from the
population and randomly select a gene within that chromo-
some. We then randomly select a machine for that task to
execute on.

IV. SYSTEM MODEL

A. Machines

Our computing system is modeled as a suite of M
heterogeneous machines where each node belongs to a
specific machine type µ. Machines are assumed to be
dedicated, meaning only one task can be executing on the
machine at a time, such as the ISTeC Cray located at
Colorado State University [17]. Once a task starts executing
it runs until it is finished. Machines of the same machine
type are identical to one another. Machine types exhibit
heterogeneous performance (i.e., machine type A may be
faster than machine type B for some tasks, but slower for
others) [18]. Machine types are also heterogeneous with
respect to energy consumption (i.e., machine type A may
use less energy than machine type B for some tasks, but
more energy for others). We implement a heterogeneous
behavior for both performance and energy consumption to
model a computing system that contains a variety of different
resources. Real world systems may be highly heterogeneous
due to having machines of different ages, varying micro-
architectures, subsets of machines that have accelerators, and
the inclusion of special purpose machines. Differences in
machine components such as memory modules, hard disks,
and power supplies also cause systems to be heterogeneous.

B. Workload

We assume we have a static collection of T tasks. Each
task t is a member of a given task type. Each task type has
unique performance and energy consumption characteristics
for executing on each of the machine types. To model the
performance of the task types, we assume that the estimated
time to compute (ETC) a task of type τ on a machine
of type µ, ETC(τ ,µ), is given. Entries in the ETC matrix
represent the estimated amount of time a task type takes
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to execute on a given machine type. Research in resource
allocation often assumes the availability of ETC information
(e.g., [19, 20, 21, 22]). We have provided the analysis
framework for system administrators to use ETC information
from data collected on their specific systems. This allows for
systems of varying size and heterogeneity to be analyzed.
For our simulation studies, we have constructed synthetic
ETC values modeling real-world systems, but these values
can also be taken from various sources of historical data
(e.g., [21, 20]).

Similar to the ETC values used for determining compute
times, we also assume we have estimated power consump-
tion (EPC) values that tell us the average power a task type
consumes while executing on a specific machine type. The
EPC values represent the power consumption of a machine
as a whole, not just the CPU. Again, we have constructed
synthetic EPC values for our simulations, but historical
power consumption data could also be used to populate the
matrix.

Finally, to obtain the estimated energy consumed (EEC)
of a task of type τ on a machine µ we take the product of
the execution time and the estimated power consumption, as
shown below.

EEC[τ, µ] = ETC[τ, µ]× EPC[τ, µ] (1)

C. Objective Functions

1) Makespan: One objective we are trying to optimize is
makespan, which is the total amount of time it takes for all
the tasks in the batch to finish executing across all machines.
When optimizing for makespan the goal is to minimize the
makespan. For a given resource allocation, calculating the
makespan of the system requires that we first determine the
finishing time of each machine.

To calculate the finishing time of a machine we let the
set Tm represent all the tasks in T that were allocated to
machine m, where tm ∈ Tm. Let the function Υ(tm) return
the task type that task tm belongs to, and let the function
Ω(m) return the machine type to which machine m belongs.
We then calculate the expected finishing time of machine m
denoted as Fm, with the following equation

Fm =
∑

∀tm∈Tm

ETC(Υ(tm),Ω(m)). (2)

The makespan for a given resource allocation, denoted ρ,
can be found from the machine with the maximum finishing
time, and is given as

ρ = max
∀m∈M

Fm. (3)

2) Energy Consumption: The other objective we will
optimize for is energy consumption. For a given resource
allocation, the total energy consumed is the sum of the
energy consumed by each task to finish executing. Recall
that the amount of energy consumed by a task is dependent

upon the machine on which that task is executing. Therefore,
the total energy consumed for a resource allocation, denoted
E, can be found as

E =
∑

∀tm∈Tm,∀m∈M

EEC[Υ(tm),Ω(m)]. (4)

V. SIMULATION SETUP

A. Simulation Environment Parameters

To construct a Pareto front and illustrate the trade-offs
between makespan and energy consumption, we conducted
numerous simulation trials. For each trial, the number of
tasks to execute was set to 1000, with 50 different task types.
The number of machines used throughout the simulations
was set to 50, with 10 different machine types. The number
of tasks per task type and number of compute nodes per
compute node type were randomly assigned, and could
change from trial to trial.

The ETC values were obtained using the Coefficient of
Variation (COV) method from [18], which allows us to
model a heterogeneous set of machine types and task types.
For our simulations, the mean execution time for the tasks
was 10 seconds, and the variance amongst the tasks was
0.1, while the variance amongst the machines was 0.25.
These parameters allowed us to model a heterogeneous set
of compute nodes.

The EPC values were constructed in a similar manner as
the ETC values. Specifically, the mean power consumption
for the tasks was 200 watts, and the variation amongst tasks
was 0.1, while the variance amongst the machines was 0.2.

For each trial, the genetic algorithm consisted of 100 chro-
mosomes. In the initial population, we used 98 randomly
generated chromosomes, and two chromosomes generated
using two heuristics based on approaches taken from litera-
ture, as discussed below.

B. Seeding Heuristics

The goal of the seeding heuristics are to provide the ge-
netic algorithm with initial solutions that try to optimize the
objectives. These seeds can help guide the genetic algorithm
towards better solutions faster than an all-random initial
population. We chose to implement two greedy heuristics,
min energy and min-min completion time, based on concepts
found in [23, 24, 25]. The execution times of the greedy
heuristics are negligible compared to the NSGA II. Utilizing
these seeds in the initial population does not negatively affect
the computation time of the NSGA II.

1) Min Energy: Min energy is a single stage greedy
heuristic that maps tasks to machines to minimize energy
consumption. The heuristic selects a task from the batch
and places that task on to the machine that has the smallest
energy consumption. For this heuristic, the order in which
tasks are mapped to machines does not matter. This heuristic
creates a solution that will have the minimum possible
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Figure 2. Pareto fronts showing the trade-offs between energy consumption and makespan. Shows the evolution of the solutions through number of
iterations completed

energy consumption. For a solution to be more efficient,
it must have a smaller makespan.

2) Min-Min Completion Time: Min-min completion time
is a two-stage greedy heuristic that maps tasks to machines
to minimize the makespan of the system. During each
iteration of the heuristic, one task gets mapped to the
machine that provides the minimum completion time. One
iteration consists of two stages. In the first stage, every
unmapped task finds the machine that minimizes completion
time. In the second stage, the heuristic selects the task and
machine pair from the first stage that has the smallest overall
completion time and assigns that task to that machine. This
continues until there are no more tasks to map. There
is no guarantee that the solution created by this heuristic
represents the absolute lowest makespan of the system, so
better solutions can potentially improve in both makespan
and energy consumption.

VI. RESULTS

Throughout this section, we will only be discussing the
results from one simulation trial. We have confirmed that
the findings and trends for this trial hold for the other trials
we ran. In Figure 2, we show the evolution of the solutions
through the number of NSGA-II iterations completed. It is
important to note for genetic algorithms, as we increase the
number of iterations, the genetic algorithm will in general
find new and better solutions; some solutions may remain a
member of the Pareto front as we increase the iterations.
Each point in Figure 2 represents a complete resource
allocation. The set of points corresponding to a given number
of iterations form the Pareto front. These points are obtained
from the genetic algorithm running through that number of
iterations. We see that as the genetic algorithm runs for

more iterations, the Pareto fronts are converging towards
the lower-left corner. This makes sense because we are
minimizing makespan as well as energy consumption. We
can also see that for this size problem there is very little
improvement to the Pareto front after 30,000 iterations. The
size of the problem as well as using the two seeds help the
solutions converge in a relatively short number of iterations.
Also, observe that both of the seeds provide good starting
solutions for the genetic algorithm to evolve from relative
to the rest of the initial population.

Although it is useful to see how the solutions evolve over
time, the most important information to take away from
Figure 2 are the trade-offs between makespan and energy
consumed. Figure 3 shows a blown-up plot of the final Pareto
front from Figure 2. There are a number of points we can
learn from the final Pareto front shown in Figure 3. One
such point is circled in red. We can see that around this
point there is a definite and visible “knee” in the front. To
the left of the knee, small increases in energy consumption
result in large decreases in makespan. To the right of the
knee we see the opposite, small decreases in makespan result
in large increases in energy. Given the information provided
in this Pareto front, it is then up to the system manager to
select which region of the curve to operate in based on the
individual system needs.

To further understand how solutions in the Pareto front
differ from one another, we analyzed the individual finishing
times and energy consumptions for the 50 machines at five
points along the final Pareto front. The five points were the
two endpoints of the front, the middle point, and the two
points between the middle point and each endpoint, as shown
in Figure 4 and Figure 5. The results for machine finishing
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Figure 4. Finishing time of the 50 machines in descending order of finishing time for five solutions from the Pareto front. The y-axis contains different
ranges of machine finishing times from plot to plot (to show each plot in greater detail). Subfigure “a” is the same as Figure 3 and has different axis labels
from the other subplots. Each subplot b-f has a different ordering of the machines along the x-axis.
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Figure 5. Energy consumption of the 50 machines in descending order of energy consumed for five solutions from the Pareto front. The y-axis contains
different ranges of machine energy consumption from plot to plot (to show each plot in greater detail). Subfigure “a” is the same as Figure 3 and has
different axis labels from the other subplots.Each subplot b-f has a different ordering of the machines along the x-axis.
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Figure 3. The final Pareto front after 100,000 iterations showing the trade-
offs between energy consumed and makespan.

times are shown in Figure 4, while the results for machine
energy consumption are shown in Figure 5.

First, we consider Figure 4, which focuses on the finishing
times of each machine. Each of the five subplots (b-f) in
the figure represents a solution from the Pareto front. On
the x-axis of the plots we have the machines sorted by
finishing time in descending order, this ordering is different
from subplot to subplot. On the y-axis we have the actual
finishing time of each machine. Note that each figure (b-
f) has different values along the y-axis. In Figure 4.f, we
have the solution that provides the lowest makespan. As we
can see, the finishing times for all the machines are evenly
balanced; this allows the makespan to be small since no one
machine is doing a lot more work than the others. As we
move left along the Pareto front selected points in Figure 4.a
(minimizing energy) we see that the solutions become more
and more unbalanced with respect to machine finishing times
going from Figure 4.f to Figure 4.e to Figure 4.d, etc. This is
because each task type has an affinity for a specific machine
type that minimizes that task type’s energy consumption.

If we now consider the plots of machine energy con-
sumption in Figure 5 which focus on energy consumption,
we see similar trends as before, but in reverse order. This
time the machines are ordered in descending order based on
energy consumption. Figures 5.b and 5.c are more balanced
in terms of energy consumption amongst the machines. This
is because this area of the Pareto front focuses on trying to
minimize energy and thus makespan is compromised; as we
saw in the corresponding makespan plots from Figure 4. By
similar reasoning, this is why Figure 5.f is unbalanced. In
this region of the Pareto front, makespan is being optimized
so tasks are going to have to run on machines that use more
energy to lower system makespan.

With the information provided by the Pareto fronts as
well as the plots showing the completion time and energy

consumption of individual machines, a system manager will
be able to analyze the trade-offs between energy consump-
tion and makespan. The system manager can then make a
scheduling decision based on the needs of the computing
system.

VII. CONCLUSION AND FUTURE WORK

As high performance computing systems continue to
become more powerful, the energy required to power these
systems also increases. In this paper we have developed a
bi-objective optimization model that can be used to illustrate
the trade-offs between the makespan and energy consump-
tion of a system. Having adapted the nondominated sorting
genetic algorithm for use within our domain, we successfully
ran simulations that provided us well defined Pareto fronts.
We then analyzed five different solutions from the final
Pareto front and discussed the differences in their makespan
and energy consumption. Given this information a system
administrator would be able to pick a specific resource
allocation from the Pareto front that meets the energy and
performance needs of the system.

There are many possible directions for future work. We
would like to enhance our energy consumption model by
considering machines that utilize dynamic voltage and fre-
quency scaling techniques to save more energy. We do not
currently consider communications within our environment,
but the analysis framework we present here could be ex-
tended to do this. We would like to try and increase the
execution rate and performance of the genetic algorithm
by trying numerous parallel techniques. To more accurately
model real-world systems, we would like to use probability
density functions to model both task execution times and
task energy consumption characteristics.
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Abstract—Hadoop is a open-source software framework for the 
distributed processing of large-scale data analysis across 
computer clusters using a MapReduce programming model. It 
is becoming more popular to scientific communities including 
bioinformatics, astronomy and high-energy physics due to its 
strength of reliable, scalable data processing. Hadoop 
InputFormat describes the input-specification for a 
MapReduce job and defines how to read data from a file into 
the Mapper instance. Hadoop comes with several 
implementations of InputFormat. However, it is basically line-
oriented and not suitable for context-oriented scientific data 
processing. In this paper, we have designed and implemented  
CxtHadoopInputFormat, context-aware Hadoop InputFormat 
for large-scale scientific dataset. Scientific dataset consists of  
numbers of variable-length data compartmented by user-
defined context. CxtHadoopInputFormat is aware of the 
context in the scientific dataset and enables Hadoop to be used 
for distributed processing of context-oriented scientific data. 

Keywords-Data-intensive computing; Hadoop; MapReduce; 
Context-aware InputFormat 

I.  INTRODUCTION 

 
Data-intensive computing [1] is one of the evolving 

scientific area which needs large-scale data analysis. Typical 
application areas are including bioinformatics, astronomy 
and high-energy physics. These scientific communities are 
dealing with high volume of experimental data and need 
reliable and scalable data management. 

Hadoop [2] is a open-source software framework for the 
distributed processing of large-scale data analysis across 
computer clusters using a MapReduce programming model. 
Hadoop is becoming more popular to data-intensive 
computing application due to its strength of reliable, scalable 
data processing. However, it has the limitations of data 
processing, depending on the characteristics of scientific 
dataset because its default implementation is based on line-
oriented and not appropriate for context-based scientific data 
processing. 

In this paper, we have implemented 
CxtHadoopInputFormat, context-aware Hadoop InputFormat 
for large-scale scientific dataset. Scientific dataset consists of 
numbers of variable-length data compartmented by user-
defined context. CxtHadoopInputFormat is aware of context 

information within scientific dataset and enables Hadoop to 
be used for distributed processing of large-scale scientific 
dataset. 

The rest of this paper is as follows. We introduce Hadoop 
in Section 2. Then, we examine Hadoop InputFormat in 
Section 3, what it is and how it works. Section 4 describes 
the limitation of default Hadoop InputFormat 
implementation and the necessity of developing context-
aware Hadoop InputFormat for scientific data processing. In 
Section 5, we describe the implementation details of context-
aware Hadoop InputFormat implementation for large-scale 
scientific dataset. Finally, we give conclusion and future 
work in Section 6. 

 

II. HADOOP OVERVIEW 

 
Hadoop is the Apache project to develop open-source 

software for reliable, scalable and distributed computing. 
Basically, it is a framework that allows for the distributed 
processing of large data sets across computer clusters using a 
simple programming model. It can be scaled up to thousands 
of machines, each offering local computation and storage 
and delivering a highly-available service on top of that. 

Hadoop consists of HDFS (Hadoop Distributed 
FileSystem) and MapReduce. HDFS is a distributed file 
system, which is highly fault-tolerant and provides high 
throughput access to application data.  

Figure 1 shows HDFS architecture. HDFS cluster 
consists of a single NameNode and a number of DataNodes. 

 

 
Figure 1.  HDFS Architecture 
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A File in HDFS is split into one or more blocks and these 

blocks are stored and replicated in a set of DataNodes. 
NameNode executes file system namespace operations like 
opening, closing, and renaming files and directories and 
determines the mapping of block to DataNodes. DataNode is 
responsible for serving read and write request requests from 
the file system’s clients and performs block creation, 
deletion, and replication under the NameNode’s instruction. 

MapReduce is a simple programming model for 
processing and generating large data sets. It consists of Map 
and Reduce functions, respectively.  

 
Map( key1, value1 )  list<key2, value2> 
Reduce( key2, list<value2> )  list<value3> 
 
Figure 2 shows MapReduce dataflow. A map function 

transforms input data row of key and value to an 
intermediate output key/value. A reduce function take all 
values for a specific key, and generate a new list of the final 
output. 

 

 
Figure 2.  MapReduce Dataflow 

 
The key advantage of the MapReduce is that every Map 

and Reduce is independent of all other ongoing Maps and 
Reduces, then the operation can be run in parallel on 
different keys and lists of data. If you write an application in 
the MapReduce form, scaling the application to run over 
hundreds of machines in a cluster is merely a configuration 
change. Furthermore, Hadoop runs the Map functions on 
compute nodes where the data lives, rather than copy the 
data over the network to the program. The output list can 
then be saved to HDFS and the Reduce functions run to 
merge the results. 

Hadoop is suitable for applications which have large data 
sets due to HDFS block size (64MB by default) and in-
memory representation of the filesystem metadata.  
Applications that run on HDFS need streaming access to 
their data sets and write-once-read-many (WORM) access 
model for files. As a result, Hadoop is suitable for 
applications which need high-throughput access of large-
sized data. 

 

III. HADOOP INPUTFORMAT IMPLEMENTATION 

 
The InputFormat describes the input specification for a 

MapReduce job and defines how to read data from a file into 

the Mapper instances. MapReduce relies on the InputFormat 
of the job to: 

 
1. Validate the input-specification of the job 
2. Split-up the input files into logical InputSplits, each 

of which is then assigned to an individual Mapper. 
3. Provide the RecordReader implementation to be 

used to glean input records from the logical 
InputSplit for processing by the Mapper. 

 
Main goal of the InputFormat is to divide the input data 

into fragments that make up the inputs to individual map 
tasks. These fragments are called “splits” and are 
encapsulated in instances of the InputSplit interface. Most 
files are split up on the boundaries of HDFS block size, and 
are represented by instances of the FileInputSplit class. 
RecordReader ensures that the splits do not necessarily 
correspond neatly to line-ending boundaries and do not miss 
records that span InputSplit boundaries. 

Hadoop comes with several implementations of 
InputFormat. TextInputFormat is the default InputFormat 
that  each record is a line of input. Within TextInputFormat, 
the key is the byte offset within the file of the beginning of 
the line and the value is the contents of the line. 
NLineInputFormat receives a fixed number of lines of input. 
Like TextInputFormat, the keys are the byte offsets within 
the file and the values are the lines themselves. 

 

IV. IMPLEMENTATION OF CONTEXT-AWARE HADOOP 

INPUTFORMAT 

 
Hadoop InputFormat handles input data formats, how it 

handles the way input data is split into parts for processing 
by the map tasks, and how it handles the extraction of atomic 
data from the split data. Figure 3 describes default 
InputFormat implementation.  

 

 
Figure 3.  Default Hadoop InputFormat Implementation 
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In default InputFormat implementation, the atomic data 

is mostly a line of text (bold yellow line) in a file separated 
by carriage returns. Hadoop normally processes a very large 
data file containing a long sequence of atomic data that each 
can be processed independently. The file is split 
automatically, normally along HDFS block boundaries 
(dotted red line) and each split data  (dotted green line) is 
passed to the separate map task for processing. 

However, the situation in the scientific data processing 
could be different in two aspects at least. First, atomic data  
could be not only a line, but also a multi-line block, the rows 
of a DB table or a file in the folder. Second, the split data 
should be made on the boundary of atomic data. It could be 
not only end of line, but also end of multi-line block, end of 
row records or end of a file. These aspects are depending on 
the characteristics of scientific data processing application. 

Default InputFormat implementation has some 
limitations to accommodate this situation and could result in 
a incorrect data processing. Figure 4 describes a broken 
context in default InputFormat implementation. In this 
example, multi-line block (yellow box) should be processed 
atomically by the map task. However, default InputFormat 
implementation does not know about this and try to split the 
data in the middle of atomic data, which is on the boundary 
of HDFS block. As a result, the data context in the file could 
be broken. 

 

 
Figure 4.  Broken context in default Hadoop InputFormat Implementation 

 
To overcome this situation from scientific data 

processing on Hadoop, we have implemented context-aware 
Hadoop InputFormat. Section 5 describes the 
implementation details about this. 

 

V. IMPLEMENTATION OF CONTEXT-AWARE HADOOP 

INPUTFORMAT 

 
Scientific dataset, especially from large-scale 

experiment-oriented science such as high-energy physics, 

astronomy and bioinformatics mostly consists of 
unstructured data. For example, high-energy physics uses 
distributed Monte-Carlo simulation and outputs data files 
what you got from the experiment. Astronomy deals with 
observation data files which is extracted from the 
observation instruments. 

Hadoop is suitable for large-sized data processing. 
Scientific dataset could be merged depending on scientific 
data processing framework. Typical data structure comes 
with numbers of variable-length data compartmented by 
user-defined context, depending on the  data structure from 
the field of science application. As mentioned in Section 2, 
though Hadoop can be used for reliable, scalable and 
distributed processing of large-scale scientific dataset, 
default InputFormat implementations are line-oriented, not 
context-oriented. MapReduce framework reads data from 
computed input splits and assigned to the Mapper. However, 
input split is calculated by the formula of file size and HDFS 
block size, not taking into account the data context in the file. 
This is likely that file can be split at the wrong position and 
then cause the incorrect result. 

We have implemented CxtHadoopInputFormat, context-
aware Hadoop InputFormat. Figure 5 shows 
CxtHadoopInputFormat implementation. 

 

 
Figure 5.  Context-aware Hadoop InputFormat Implementation 

 
We assume that scientific dataset has the so-called 

“context delimiter” that compartmentalized into input 
records on per-context basis. Our implementation is aware of 
context delimiter and ensures that input data are split up on 
the boundaries of the context delimiter, not on the boundaries 
of HDFS block size. 

Figure 6 shows CxtHadoopRecordReader class which 
implements RecordReader interface. We reuses 
LineRecordReader class which is the RecordReader 
implementation used by TextInputFormat. We wrapped the 
LineRecordReader with our own implementation which 
converts the value to the expected types.  
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The next method is called repeatedly to populate the key 
and value objects. It reads input split in lines and add them to 
value object until line is about to start by context delimiter. 
The next method returns value object which contains input 
records that have the same data context. 

 

 
Figure 6.  CxtHadoopRecordReader class 

 
Figure 7 shows CxtHadoopInputFormat class that 

extends FileInputFormat class. We need to define a factory 
method for RecordReader implementations to return new 
instance of CxtHadoopRecordReader class. 

 

 
Figure 7.  CxtHadoopInputFormat class 

 
The getSplits method gets the desired number of map 

tasks as the numSplits argument. This number is treated as a 
hint and a different number of input splits can be made. In 

our implementation, The getSplits method reads input file 
from HDFS and calculates input splits on the boundaries of 
context delimiter if the size of input split is larger than user-
defined splitSize. 

 

VI. CONCLUSION AND FUTURE WORK 

 
Hadoop is one of the emerging technologies for large-

scale data analysis. However, it has some limitations to deal 
with context-oriented scientific dataset. In this paper, we 
have  implemented context-aware Hadoop InputFormat for 
processing context-oriented scientific dataset using the 
Hadoop. CxtHadoopInputFormat is aware of the context  in 
the scientific dataset and enables Hadoop to be used for 
distributed processing of context-oriented scientific data by 
spliting up the input data on the boundaries of the context in 
the scientific dataset correctly. 

We have a plan to apply CxtHadoopInputFormat to the 
representative scientific data processing. We are working 
with astronomy scientists who want to process data files 
from SuperWASP project, which is the UK’s leading extra-
solar planet detection program. They have quite many data 
files extracted from the observation cameras and are willing 
to processs them on Hadoop framework to know how it can 
help large-scale scientific data processing from the field of 
astronomy. CxtHadoopInputFormat will be helpful to deal 
with SuperWASP dataset on Hadoop framework. 

 

REFERENCES 

 
[1] Ian Gorton, Paul Greenfield, Alex Szalay, and Roy Williams, 

Data-Intensive Computing in the 21st Century, Computer, vol. 
41, Apr. 2008, pp. 30-32, doi:10.1109/MC.2008.122. 

[2] Apache Hadoop Project, http://hadoop.apache.org 
[3] Yahoo! Hadoop Tutorial, 

http://developer.yahoo.com/hadoop/tutorial/ 
[4] Tom White, Hadoop: The Definitive Guide (2nd Ed), Oreilly, 

2011. 
[5] Chuck Lam, Hadoop in action, Manning, 2010. 
[6] Jason Venner, Pro Hadoop, Apress, 2009. 
[7] Hadoop 0.20.2 API, 

http://hadoop.apache.org/common/docs/r0.20.2/api/ 
[8] Sanjay Ghemawat, Howard Gobioff, and Shun-Tak Leung, 

“The Google file system,” Proceedings of the nineteenth 
ACM symposium on  Operating systems principles 
(SOSP’03), Oct. 19-22, 2003. 

[9] Jeffrey Dean and Sanjay Ghemawat, “MapReduce: simplified 
data processing on large clusters,” Proceedings of the 6th 
conference on Symposium on Operating Systems Design & 
Implementation (OSDI’04), pp. 10-10, Dec. 06-08, 2004. 

[10] Hadoop Performance Tuning, Impetus White Paper, 
http://www.impetus.com 

[11] Milind Bhandarkar, Suhas Gogate, and Viraj Bhat, Hadoop 
Performance Tuning A case study, http://cloud.citris-
uc.org/system/files/private/BerkeleyPerformanceTuning.pdf. 

 

public class CxtHadoopInputFormat extends 
FileInputFormat<LongWritable, Text> implements 
JobConfigurable { 

… 
public RecordReader<LongWritable, Text> 

getRecordReader(InputSplit genericSplit, JobConf 
job, Reporter reporter) throws IOException { 

reporter.setStatus(genericSplit.toString()); 
return new CxtHadoopRecordReader(job, 

(FileSplit) genericSplit); 
} 
… 
Public InputSplit[] getSplits(JobConf job, int 

numSplits) throws IOException { 
// identify hostname, offset and size of data 
// read file in lines 
// generate new input split if line is started by 

context delimiter and larger than user-defined 
splitSize 

 
} 

} 

public class CxtHadoopRecordReader implements 
RecordReader<LongWritable, Text> { 

… 
public synchronized Boolean next(LongWritable 

key, Text value) throws IOException { 
// read input split in lines 
// add line to value object until line is about 

to start by context delimiter 
} 

} 
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Abstract—Supercomputers can reach an unprecedented degree 

of scale and miniaturization reaches the quantum level of 

manufacturing. Non-regarding this progress, however, 

computing capabilities are and will remain insufficient to meet 

the demands of many compute intensive scenarios. The major 

obstacle thereby consists in the non-deterministic polynomial 

(NP) nature of these problems. Recent research and 

development seems to have almost forgotten about this 

intrinsic problem. With this paper we want to remind of the 

relevance of NP for supercomputing by exploring its impact on 

future computing development and discuss potential 

approaches to relieving (not solving) this issue. 

Keywords- high performance computing, NP, scalability, 

non-determinism, parallel computing 

I.  INTRODUCTION 

The number of computational units that are available to a 
user increased constantly over the recent years: super-
computing clusters integrate thousands of processors with 
high speed interconnects that allow the user to execute large 
scaling applications. Multicore processors bring parallelism 
to the common desktop PC and even though scale still ranges 
in the area of 4 to 8 cores, manufacturers already plan on 
processors integrating 100s of compute units, so that today’s 
cluster scale will be available for desktop machines in 10 to 
15 years’ time. In addition, the resources available over the 
internet and thus principally available for grid, cloud and 
P2P computing have reached several millions by now [1]. 

Even though the effective global computational power is 
high, there still remains a large set of problems that cannot 
be solved – this includes accurate (long-term) weather 
forecasting, simulation of the human being, astrophysics etc. 
All approaches so far provide approximations rather than 
accurate results – mostly this is due to the size of the 
respective system, which in the case of weather forecasting 
and astrophysics is “open”, meaning that a potentially 
infinite number of parameters impact on the computation - 
classically, this is referred to as dealing with “LaPlace’s 
demon” [2]. It is obvious that “open world” problems are 
unsolvable due to the physical limitations of the resources – 
however, most of these problems can be reduced to a 
subspace in which parameters have only minimal impact 
(e.g. the gravitational forces across large distances) and thus 
can be subsumed to a simpler factor or even neglected.  

As we will show, the actual main computational problem 
however consists in the non-determinism of the respective 

systems, i.e. their “chaotic” nature. Non-regarding the 
wording, this does not imply that the computation is not 
causal, but that there is no functional representation of the 
results for any time t - instead g(t+n) can only be generated 
by (n) stepwise iterations from g(t). Computation of g 
typically involves multiple iterations for approximation, 
which means that the complexity for calculation quickly 
increases beyond the capacities of existing infrastructures 
and, in fact, will always exceed these restrictions (chapter II). 

All current development concentrates on increasing the 
number of computational resources by exploiting parallelism 
– be that on the level of the instructions or on the level of the 
full processing unit, or on increasing the execution speed by 
employing specialized accelerators. In all cases, the 
capabilities effectively increase polynomial whilst the 
requirement growth remains exponential. In chapter III we 
will elaborate why such development is insufficient. 

This restriction is due to the fact that modern computing 
still builds on Turing’s model, which is strictly sequential in 
nature. In order to cope with the NP class of problems, a new 
computing model is required which can deal with the non-
deterministic nature of these tasks. In chapter IV, we will 
discuss what such a model could look like. 

We conclude the paper with a discussion on the obstacles 
towards realizing such a computing model. 

II. NP APPLICATIONS / NON-DETERMINISM 

Simulating real world behavior is essential for both 
academia and industry: not only to understand the mechanics 
of the system examined, but in particular to be able to 
modify or replicate it. Thus enabling for example the 
evaluation of a design prior to its production and to estimate 
(and contain) impact on the environment, such as oil leakage, 
air poisoning etc. This equally affects all disciplines, ranging 
from engineering over natural sciences to social studies. 

These disciplines typically investigate different levels of 
the system, from subatomic (quantum physics) over living 
creatures (biology, sociology etc.) to galaxies and beyond 
(astrophysics). And even though the range seems well 
defined for most disciplines, such as medicine, ranging from 
individual cells to living beings, there is nonetheless an 
important reciprocation between most of these levels. This 
interdependency sometimes leads to the emergence of new, 
merged disciplines, such as biochemistry, and in other cases 
one of the major concerns consists in eliminating all 
influence from other systems, such as in quantum physics. It 
becomes more and more apparent that effectively all levels 
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have to be considered for accurate predictions and 
simulation. For example the virtual physiological human 
(VPH) community aims at simulating the whole human body 
on all levels (i.e. from cell systems down to molecules) in 
order to predict e.g. the spread of medicine in the body.  

The interest in such research is due to the cross-impact of 
other domains unto calculations of the respective system. It 
is a specific aspect of natural systems that they are essen-
tially chaotic, meaning that miniscule changes in parameters 
lead to completely different results. In other words, minor 
errors in the data can lead to completely wrong results. Since 
natural systems are also mostly “open”, there is an infinite 
number of impact factors. For example, in order to measure 
an exact kilogram, already the gravity shift due the planetary 
constellation plays a crucial role. The impact of the 
combined two factors – openness and chaotic – is also well 
known as the so-called “butterfly effect” [3]. 

There is no direct determinism in the underlying 
functionality, that allows calculation of f(t) for any t directly. 
This is simply due to this large degree of interactions 
between all parameters, leaving a potentially infinite number 
of equations to be solved in each iteration step. Whilst the 
scope can be reduced according to the number of particles 
considered in the subspace and according to the strength of 
coupling, it still leaves the system essentially unsolvable 
without approximation and optimization. 

A. The Impact Of NP: An Example Application 

Let us examine this in a simple example of particle 
collision in an isolated subspace, where each particle can be 
simulated as (ideal) snooker balls: even though each 
trajectory can be represented as a vector, collisions need to 
be checked with all other particles (leaving mechanisms for 
reducing the search space aside). In the most straight forward 
approach, we would therefore advance the position of each 
particle per time step by a safe distance thereby checking 
with all other particles whether a collision would occur in the 
respective time step, and reflect it accordingly. 

Since at any time a collision may occur (or even several 
at once), the outcome at any time t depends on the 
constellation at t-1. In other words fn(t+1) = g(fn(t)), whereas 
fn(0) is the initial constellation and g(x) is the combined 
collision test and movement over n particles. This means that 
there are n! equations to be solved in g(x) for one time step. 

If each test could be performed by an individual 
computer in order to achieve maximum performance, adding 
only one particle more would require n*n! more resources. 
This can be simply shown: if the complexity for calculating 
fn(t) is n!, then the complexity of fn+1(t) is (n+1)!. Therefore:  

 (n+1)! = n!*(n+1). (1) 

To be more concrete: for 1.000.000 (10
6
) particles, 

8,26*10
5.565.708

 resources would be required. Just adding one 
particle to this would lead to additional(!) 8,26*10

5.565.708+6
 

resources. In one cubic meter of air alone there are more than 
10

25
 molecules and hence particles to be calculated. There 

are multiple methods to reduce the number of calculations, 
such as neighborhood restrictions etc. The main point of this 

example is not so much to show the complexity of the 
calculation itself, but the enormous growth of requirements 
with only slight increments in the problem or data space.  

The usual approach to dealing with this amount of 
equations consists in approximation and result estimation. 
Chaotic non-deterministic systems can however lead to 
enormous result deviation if just a single value is changed 
minimally. In the example of the particle system, we can see 
how errors can sum up over time, assuming that just a single 
particle shows a vector deviation (speed or angle) of ε 
between simulation and real world. We can calculate the 
average time tcol for a collision between two particles to be 

 tcol = V / (ND
2
v) (2) 

with V being the volume of the subspace, N the amount of 
particles within V, D the diameter of the particles and v the 
velocity. For the sake of simplicity, we assume that all par-
ticles have a diameter of 1 angstrom (nitrogen has 1.5 ang-
strom, oxygen 3.6). With a density of 10

25
 molecules/m

3
 and 

the average velocity per particle of 500 m/s (air has roughly 
463 m/s at 20° C), this leads to roughly 157*10

6
 collisions 

per particle and second (for air, this is roughly 5*10
9
).  

Ideal elastic collisions preserve the energy of both 
particles – i.e. given initial vectors v 1o and v 2o of two 
particles, the new vectors v 1n and v 2n sum up to the same 
combined vector. Without going into full detail, one can 
show that an initial error ε of  ust one particle, i.e. v 1real 
 ε v 1simulated is maintained across all collisions and even 
transplanted onto all colliding particles [4]. Due to the 
exponential nature of the collisions, the total (maximum) 
error after one second is ε*2

157*10*6
 ≈ ε*5*10

2835 - for reasons 
of simplification, we ignore the cancellation of two errors, so 
that the total error will be slightly lower. 

Notably, this does not hold equally true for all problem 
fields (see section V). Since the calculations themselves are 
just approximations the effective error is essentially higher. 
Accordingly, one of the major efforts consists in keeping ε 
as small as possible. However, limitation of resources and 
exponential growth of complexity is compensated on cost of 
precision, thus leading to higher, rather than lower ε and thus 
to less precise results. 

B. Dealing With NP Applications 

There are multiple ways to address problems with 
exponential complexity – typically these consist in restricting 
the problem space, subsuming multiple equations under one, 
reducing the precision, using approximation calculations etc. 
Given the potential error introduced through these methods, 
the major interest is obviously to employ means that are 
more precise, thus reducing the risk of an increasing error.  

Much effort is vested into finding a representation of the 
according task in the polynomial problem space, in other 
words to reduce the specific element of NP to a respective 
representation in P which would reduce the resource need 
and complexity by an exponential factor. HPC programmers 
spend much effort into finding such a reduction, yet that 
effort is exponential in itself. Even though there is a set of 
problems which can clearly not be reduced to P, how much 
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of the NP space is identical to P is unsolved as yet [5]. 
Ideally, the set of NP problems equals the set of P, in which 
case all major mathematical problems could be calculated in 
polynomial time. 

In addition to “ordinary” NP problems, there is a set of 
problems which cannot be reduced to P, generally referred to 
as “NP-hard”. Any problem belonging to this space will 
exponentially grow in complexity with the degree of desired 
granularity, respectively data size. In these cases, desired 
accuracy must be weighed against computational effort. 
Higher accuracy and larger data set are nonetheless urgent 
demands from industrial and academic research. 

III. THE DEFICIENCIES OF CURRENT DEVELOPMENT 

The classical approach to increasing the performance of a 
processing unit consists in increasing its execution clock 
rate, e.g. by higher settling rates or extended instruction level 
parallelism allowing for execution of more operations at 
once [6]. However, these approaches face multiple problems 
and effectively do not really improve performance any more 
[7]. Much optimization is nowadays handled by the 
compiler, rather than the hardware, even though specialized 
processing units that offer application specific optimization 
capabilities are growing in interest (see below). 

Current manufacturers extend parallelism on a higher 
level by exploiting principles that have long been employed 
in high performance computing: parallel processing units. As 
opposed to ILP, parallelization on this level implies 
effectively complete replication of the whole processor, 
including the logical unit, cache and I/O. Modern multicore 
processors are thus exactly that: multiple full units within a 
confined space, though the architecture of interconnects etc. 
has slightly changed in order to maximize performance. 

A. The Limitations of Scale (or Why Multicores Are Not 

The New Messiah) 

Multicores thereby face the same issues as cluster 
computing: applications simply do not scale to the amount of 
available resources. In other words, we already have access 
to more compute units than most programs can effectively 
use. This is due to two major constraining factors: Amdahl’s 
law and messaging overhead.  

Amdahl’s law generally states that the speedup of parallel 
program execution is limited by its sequential aspects, or in 
other words: there are functions and code segments in any 
program that simply cannot be parallelized. This statement 
was later turned into a general formula for speedup: 

 speedup = 1 / (rs + rp/n) (3) 

whereas rs denotes the sequential and rp the parallel 
portion of a program and n the number of parallel processes, 
i.e. compute units. Plotting this function clearly reveals how 
the speedup gained by parallelization saturates with a 
specific number of compute units (cf. Figure 1. ) 

It is notable that only applications with a very high 
degree of scalability (> 90%) can actually make use of the 
number of processing units offered in large scale clusters and 
even there, the actual gain is comparatively low. This 

calculation however does not even consider the impact of 
messaging overhead or the sequential properties of the 
individual processes themselves, let alone the ratio between 
messaging and workload of the processes. 

 
Figure 1.  Speedup of an application according to Amdahl’s law 

Messaging Overhead thereby is the major problem for all 
parallel programs – this includes data exchange between 
processes as much as access to (remote) resources, such as 
memory or hard drive. Whilst access to memory is 
specifically defined by the limitations of cache per 
processing unit, the impact of data exchange between 
processes is particularly dependent on the distribution of 
tasks and / or data across processing units: 

Let us assume that a given task consists of n iterations 
(per value) on a dataset with m values. In a straightforward 
algorithm this means that n*m iterations have to be 
processed. Assuming that a single processor would take texec 
seconds to execute this task, ptotal processors would take 
texec/ptotal seconds without overhead for distribution and 
synchronization. In the ideal case, we have n*m resources 
available, each thus only processing one iteration for one 
datum. Leaving aside the fact that data needs to be passed 
between iterations, this distribution is only sensible if the 
time for gathering the results tmsg is higher than the time for 
execution of one iteration texec/(n*m). Otherwise, 
pideal=[(n*m)*tmsg]/texec defines the number of iterations per 
processing unit that should at least be executed in order to 
not reduce performance through messaging – just for result 
gathering, i.e. for embarrassingly parallel tasks. 

 
Figure 2.  Speedup of program parallelization in relationship to the 

overhead produced by messaging for synchronization purposes 

In real cases, the degree of messaging is obviously 
defined by the dependency between and across iterations, i.e. 
which data is required for a single iteration and which is 
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carried across. Typically, a kind of synchronization step is 
required at least once per iteration. Therefore if the execution 
of a single iteration becomes too small, messaging produces 
more load than process execution itself.  

Without specifying a concrete unit, as this depends on the 
respective use case, we can therefore say that performance 
increases with parallelization up to the point where the 
messaging overhead exceeds the optimal ratio of workload to 
messaging of an individual processor. This leads to a 
effective speedup figure as depicted in Figure 2.  

In fact few applications scale well over a few dozen 
processing units and the best scaling applications are denoted 
by very little communication. This is particularly true for 
embarrassingly parallel jobs, such as rendering. 

B. Not Enough Resources? 

Performance of parallel applications and hence 
usefulness of large scale supercomputer is naturally limited, 
basing on the type of calculation to be performed. But it is 
exactly this type of highly dependent calculations that need 
to be executed with higher accuracy and over larger datasets 
in order to satisfy industrial and academic needs. By 
increasing the workload per processor, by improving the 
interconnect and by reducing the sequential portion of the 
program, this saturation point can be pushed to higher 
scalability numbers - however, an even more common 
approach consists in combining different levels of process 
interdependency by linking simulations of different scale [8]. 
This is in principle identical to segmenting the problem 
space into sub spaces, thus improving data correctness on a 
large scale, i.e. across the individual simulations’ boundaries, 
but not within the given segment. 

Even if manufacturers could reduce the interconnect 
problem and the sequential workload, problems with 
exponential complexity growth would still exceed the 
number of available resources. As noted, current manufac-
turers all aim at increasing the number of resources rather 
than increasing the performance of the individual processing 
unit – however, the effective gain of this approach decreases 
with the number of resources, as the amount of data that can 
be processed in a given timeframe is in direct relationship to 
the performance of the system. One can interpret Figure 2. 
also as the process-able size of the dataset over the amount 
of cores: it can be clearly seen that an increase in the amount 
of cores in small scale processing systems leads to a stronger 
increase than in larger scaled ones (gray boxes in the figure).  

As opposed to this, increase in clock rate leads to a 
uniform increment in data-size that can be processed by 
factor n. More concretely, an increment of the clock rate by 
factor c also increases the amount of process-able data by c. 
However, due to the power wall issue, manufacturers must 
decrease the clock rate when integrating more compute units 
into a single processor [9] – the main problem for 
manufacturers is therefore to find the best relationship 
between amount of cores and clock rate of the individual 
units. As this relationship is strongly application dependent, 
there is no clear solution as yet. 

Leaving aside the effect of messaging overhead, jitter, 
limitations of scale etc. and assuming an ideal scalability 

performance, i.e. where the combined performance is 
defined over the sum of all processing units’ clock-rates: 

 pcomb = npn (4) 

(with n being the number of processing units and pn the 
respective performance / clockrate), we can easily show that 
the effective (combined) performance in current systems 
does not grow according to Moore’s law anymore. Instead 
the growth has effectively decreased from exponential to 
linear. Mapping this to the complexity to size ratio (Figure 3. 
), it is obvious that as we advance the performance of 
computing systems basically linear (following classical 
mechanisms), the complexity these systems can handle 
grows linear too. Implicitly, the size of the according 
problem space grows only logarithmically. 

To summarize: 

 the number of necessary resources grows 
exponentially to the complexity in NP problems 

 the performance increase through current large scale 
systems is naturally limited 

 most applications do not meet the scaling 
capabilities of the underlying hardware 

IV. NP PROCESSING 

As the interest in more accurate processing of larger data 
sets increases, so does the pressure on computer 
manufacturers and application developers to deal with large 
scale. However, as can be clearly seen from the discussion 
above, the growth of resources needed exceeds the 
capabilities exponentially over time – in other words, whilst 
manufacturers and developers try to push the degree of 
scalability further up the scale, the need for scale and 
efficient usage thereof grows faster than manufacturers and 
developers can achieve. As all the major improvement steps 
have been taken, the impact of all the minor adjustments that 
can still be taken in order to increase scalability constantly 
decreases and becomes more and more use case dependent.  

One reason for this deficiency is caused by the 
limitations of current processors in terms of dealing with 
non-deterministic problems. More specifically, the strict 
“sequentiality” and determinism of the Turing machine 
prevents current computer models to deal with NP problems 
and the implicit communication. Given the effort to replace a 
current, well-established computing model with a potentially 
non-interoperable alternative model, the major question to 
pose is: what would be the benefit of having machine that 
can deal (better) with NP? 

A. The Impact of Reducing NP to P 

As noted above, the hard task for HPC developers 
consists in finding a representation of the NP problem in the 
polynomial time space, or at least an approximation. One 
principle thereby consists in subsuming multiple equations 
into more global, general equations that, even though they 
disrespect e.g. interactions between particles in the subspace, 
still deliver results accurate enough for the purposes of the 
task. The actual error may be quite substantial in such an 
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environment, where not only the individual deviations sum 
up, but also the additional error for aggregation and 
approximation of multiple equations contribute to the overall 
deviation. In other words the result becomes inaccurate by 
the factor of potential deviation as calculated above. 

If, however, an accurate representation of the respective 
problem in P space can be found, the error (and hence 
accuracy) of the result is maintained, i.e. not increased 
further by the according subsumation and approximation. 
Since many problems in NP actually belong to the P space, 
this is frequently possible, though very difficult to achieve. 
There is furthermore no proof whether all NP problems can 
thus be represented as P tasks. 

Nonetheless, the gain achieved by this complexity 
reduction is obvious. Figure 3. depicts the complexity 
reduction and hence the decrease in time to complete the 
task. It can be noted that for small n (and small c), the 
complexity of NP problems is actually lower than that of 
polynomial tasks – this however is quickly surpassed (note 
the logarithmic scale) with growing n. 

 
Figure 3.  The complexity of nc versus cn. The striped area denotes the 

overhead of NP over P. In the left area, P exceeds NP in complexity 

In our particle collision example, the complexity of the 
original function is n!. Reducing this to a set of equations of 
complexity n

c
 would reduce the complexity by factor 

 n! / n
c
 = (n-1)! / n

c-1
 (5) 

Whereby we must assume that c is comparatively high, 
so that an improvement is notable only for large datasets (cf. 
Figure 3. ). However, as noted, it is not always possible, let 
alone easy to find a P representation for an NP problem, so 
that ideally, the task is approached the other way round: 

B. Classical Approaches to NP Computing 

Essentially, if the processing unit itself can process non-
deterministic tasks, an NP task on top of it will essentially be 
executed in order of complexity P. Obviously, this is easier 
said than done, as otherwise NP processors would have long 
since emerged on the market. Nonetheless it needs to be 
stressed again, that the according industrial interest has 
simply not arisen so far – instead primary focus rested on 
advancing existing computing types, i.e. Turing machines. 

Back in the seventies and eighties, some attempts have 
been made to instigate “unconventional” processors and in 
particular to examine the capabilities for NP processing via 

other means, such as biochemical computing etc. The 
lacking success is thereby less due to the lack of quality of 
the results, but rather again for the lacking interest from 
industrial side: switching from the successful Turing model 
to an architecture that has neither proven successful nor can 
be easily applied to common problems would imply too 
many manufacturing costs and risks.  

Many of the according approaches based on the increased 
scalability of the system rather than the respective 
capabilities to deal with non-determinism. Reduction in size 
in comparison to electronic PCs often provokes the mis-
conception that the according capability to deal with NP 
problems is higher. This builds on the same mis-
understanding as the assumption that multicore processors 
and large scale systems can solve the resource need of the 
NP space – as has been shown, this is not the case though. 

On a similar basis, it is often assumed that quantum 
computing (QC) would essentially enable non-deterministic 
computing, and thus solve the NP issue. However, QCs like 
normal desktop PCs are purely deterministic and sequential 
in their processing. Even though quantum processes are non-
deterministic in nature, the according effects are not 
exploited in QCs. Miniaturisation and interconnectivity 
reaches a peak in QC, thus allowing for enormous scale and 
in theory, quantum processers could perform calculations 
over full real time numbers as opposed to pure bitwise 
operations on PCs – however, this faces the same obstacles 
as analog computing did during the 60ies and 70ies, and is 
unlikely to be successful due to the same issues [10]. It must 
be expected though that quantum computers (if ever 
realized) represents one of the upmost boundaries of 
scalability or rather of miniaturization. 

C. Alternative Paths to Computing 

The main reason for this failure to cope with NP consists 
in our restricted way of thinking in terms of computation, 
which is still essentially Turing in nature. Processes in nature 
are therefore examined for how they can be converted into 
Turing machines, not how they functionally behave. In other 
words, the processes are interpreted deterministically, 
without actually exploiting their non-deterministic nature.  

Alternative paths to computing must therefore focus on 
exactly this rather than forcing determinism onto these 
processes. Instead of exploiting particle collision for message 
transaction, it can instead be considered as a segment in a 
chain of non-deterministic events that can be expressed as 
particle collisions. In the simplest case, a well-defined sub 
space of particles can simulate the overall behavior of 
aerodynamics in a larger space etc. Only few approaches try 
to address the computational nature, in the sense of the 
underlying processing logic: 

A spin-off of MIT for example investigates into pro-
cessors that replace the underlying binary logic with a 
probabilistic logic [11]. This does not address non-
determinism in the actual processing, yet it allows for more 
efficient computation of all probabilistic problems, as 
involved in most NP tasks.  

Some natural systems are not only non-deterministic, but 
are capable of dealing with it. These involve swarms, neural 
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networks and other self-organising systems which are 
capable of solving problems, such as finding shortest routes 
towards a food source etc., which belong to NP and lead to 
high complexity when simulated. Such systems effectively 
employ mechanisms of dealing with imprecision and fast 
adaptation in order to approximate a locally optimal solution. 
A certain degree of scale allows improving optimality further 
through redundancy, where by it must be noted that the scale 
is essentially polynomial to the complexity. 

Also, the principles of molecular computing are capable 
of dealing with bounded NP problems in a polynomial 
number of steps and a limited size of scale [12]. 

In such systems the problem (and hence the goal) is 
either implicitly encoded, such as finding the food source for 
a swarm system, or needs to be painstakingly trained, such as 
for neural networks. In both cases it generally limits the 
system to the specific problem domain. The effort of 
“coding” the problem is hence in most cases NP itself which 
considerably restricts its applicability. 

V. CONCLUSIONS: NEXT COMPUTING MODELS? 

Complexity is a growing problem for computing, that is 
often ignored or considered to be a pure problem of scale, i.e. 
that can be overcome by future large scale computing 
systems. However, this is building on the – generally wrong 
– assumption that problem complexity scales linear (or 
polynomial) with the problem space and that performance 
grows linear and unbounded with the amount of compu-
tational resources. Whilst the NP problem space and its 
implications are actually well known, the actual 
consequences of it are often ignored or simply forgotten.  

The seeming unboundedness of performance through 
scale however only arises from the fact that many 
supercomputing problems still move within the area of a 
positive scale to performance ratio (left gray area in Figure 2. 
) in the last years, but reaching its peak (right gray area). 
Personal computers on the other hand just only have reached 
the beginning of the scale to performance curve, so that still 
considerable improvements can be achieved through 
increasing the amount of computational resources [13]. 

Investing in scale rather than in complete new computing 
systems is also economically more viable and less disruptive 
in the short run. As we reach the peak of performance, such a 
disruptive paradigm switch will become imminent. Current 
approaches to improving the performance over scale, in 
particular by reducing the impact of messaging or exploiting 
more concurrency / asynchronicity, and even quantum 
computing will only help delaying this problem, i.e. 
stretching the scale to performance ratio. The main problem 
can however not be overcome this way, as messaging will 
always create delay in execution with a certain point of scale 
(“speed of light is not fast enough” [14]) and the resource 
need of NP problems grows exponentially and unbounded. 
Nonetheless, first attempts in that direction need to be 
seriously undertaken within the near future in order to 

compensate for the delay in research and development, until 
more long-term results have been achieved. 

That some systems principally can deal better with the 
NP problem space has already been shown through attempts 
already initiated back in the 1970ies and 1980ies which base 
in particular on self-adaptation under uncertain conditions. 
But also stochastic mechanisms, combinatorial optimization, 
elastic scale, bounded non-determinism, dynamic 
segmentation etc. all have introduced principles that 
significantly contribute to the capability of dealing better 
with the complexity of such problems and reducing the 
impact of NP. This however is far from maturity as yet. 
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Abstract—Software-as-a-Service (SaaS) is emerging as a new
model of delivering a software, where users utilize software
over the internet as a hosted service rather than an installable
product. Multi-tenancy is a core concept in SaaS. It is the
principle of running a single instance of the software on a
server to serve multiple companies (tenants). Re-engineering
traditional web applications from scratch into multi-tenancy
requires tremendous efforts in terms of cost, manpower, and
time. Thus, we provide a framework to migrate traditional web
applications into multi-tenant SaaS. The framework provides
a detailed overview of the proposed multi-tenant architecture
that helps software architects and developers to migrate their
applications into multi-tenancy.

Keywords-Multi-tenancy; Migration; Software-as-a-Service;
SaaS.

I. INTRODUCTION: MULTI-TENANCY EVOLUTION

History has shown that advances in technology and com-
puting changes the way software are designed, developed,
and delivered to the end users. These advances yield to the
invention of personal computers (PCs) and graphical user
interfaces (GUIs), which in turn adopted the client/server ar-
chitecture over the old big, super, and expensive mainframes.
Currently, Fibers and fast internet connections, Service-
Oriented Architectures (SOAs), and the high-cost of man-
aging and maintaining on-premises dedicated applications
raised the flag for a new movement in the software industry,
and the result was the introducing of a new delivery model
called Software-as-a-Service (SaaS) [1].

Cloud computing has several definitions, one of those
is ’delivering computation to end-users over the Internet’.
This computation could be software, hardware, or even
information. Users use this computation in a pay-as-you-go
model, this means that they will pay for their usage of this
computation. For instance, renting a server for two hours
or one day, or using a certain financial application for two
weeks, without the need to provision a complete data center
or buy a full license of the software.

SaaS provides major advantages to both service providers
as well as consumers. Service providers can provision a
single set of hardware to host their applications and manage
hundreds of clients (tenants). They can easily install and
maintain their software. As for consumers, they can use
the application anywhere and any time, they are relieved
from maintaining and upgrading the software (on-premises

scenario), and benefit from cost reduction by following the
pay-as-you-go model [2].

Multi-tenancy is a requirement for a SaaS vendor to
be successful (Marc Benioff, CEO, Salesforce) [3]. Multi-
tenancy is the core of SaaS; it is the ability to use a
single-instance of the application hosted by a provider to
serve multiple clients (tenants). Multi-tenancy is different
from multi-instance architecture (Figure 1) where separated
instances of the same software are hosted on different servers
to serve different tenants.

Figure 1. Multi-instance vs. Multi-tenant Architecture.

Software applications had been built for decades into non-
SaaS mode, re-engineering or re-designing such applica-
tions from scratch requires tremendous efforts in terms of
cost, manpower, and time. Therefore, researchers have been
proposing several approaches to migrate such applications
into SaaS mode.

While migrating the non-SaaS applications into SaaS
mode, certain issues need to be considered, such as database
architecture, data partitioning, UI customizations, data-
model extension by tenants, scalability issues, and work-
flow management. This paper introduces a framework that
supports the migration of traditional web applications into
SaaS mode, and discusses certain solutions to the concerns
above, as well as introducing new features that could utilize
the multi-tenancy mode.

The main contribution of the paper is the framework
itself and its components, especially, the business logic
configuration and workflow customization, as well as the
techniques described to implement the framework, which
can be applied in different use cases.

The rest of this paper is organized as the following:
Section II discusses the related work. Section III outlines
the framework and its main components. In Section IV, we
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detailed the configuration and customization layer. Section
V outlines the use case. Section VI discusses the different
database architectural designs. Finally, Section VII con-
cludes the paper and outlines the future work.

II. RELATED WORK

There is much research that has been carried on SaaS
and multi-tenancy; however, to the best of our knowledge,
there are only a few who proposed a complete framework
for migrating traditional web applications into SaaS mode.
Moreover, none of the related work touches critical com-
ponents such as business logic configuration or workflow
customization.

A. SaaS-ization

Cai et al. [6] propose an end-to-end methodology for
SaaS-ization based on identifying isolation points between
tenants, such as UI, constant fields, and configuration files.
Once these points are identified, the development team can
modify these points to be configurable per tenant using
a toolkit which was built for the purpose of their work.
This approach addresses only the look-and-feel and basic
configuration options between tenants, however, business
logic and data-model are not covered.

A new approach based on migrating traditional web
applications into SaaS automatically and without changing
the source code has been proposed by Song et al. [7]. They
adopt several technologies to accomplish this goal, mainly
(1) page template to fulfill configurability, (2) memory in
thread to maintain tenant-info, and (3) JDBC proxy to adopt
the modified database. Additionally, they propose a SaaSify
Flow Language (SFL) which models and implements the
flow of the migration process. Practically, migrating an
application from non-SaaS mode into SaaS without having
or changing the source code is very hard to achieve. For
instance, how the developers are going to handle the session
data, how the database changes would be reflected on the
Data Access Layer (DAL), even the simple UI components,
how it could be managed.

B. Migration into SaaS

Bezemer et al. [8] report on a use case of converting an
industrial, single-tenant application (CRM) for a company
called Exact [9] into a multi-tenant one. They propose
a pattern to migrate the application taking into account
hardware sharing, high degree of configurability, and shared
database instance. They propose three components that need
to be added to accomplish the migration process: (1) Au-
thentication module to map end-users credentials to tenants,
(2) Configuration module to handle tenant-settings, and (3)
database module to adapt insert, modify, and query tenant-
oriented data. It is not possible in this approach to have a
different business logic or workflow for each tenant.

C. Customization and Configuration

Since multi-tenancy is based on sharing the same applica-
tion by more than one tenant, and the business requirements
can vary among those tenants, there is a need to customize
the application to appear as tenant-specific, in terms of the
look-and-feel, workflow, business logic, etc.

Nitu [10] focuses on the configuration of SaaS applica-
tions, basically on user interfaces and access control. They
store the configurations in XML files that are injected into
applications at runtime. Based on a simple case study they
introduce about a university grading system in two Indian
universities, they suggest that a tenant should not expect
all aspects of the software to be customized. If the tenant
needs a complete customized software, then SaaS is not the
right choice. This approach is very simplified, and does not
cover other critical configuration items, such as workflow
and data-model.

Müller et al. [11] identify different categories of cus-
tomization, such as desktop integration and UI customiza-
tion. Additionally, they identify two cornerstones for a
customizable, multi-tenant aware infrastructure, namely, dy-
namic instance composition and abstraction from the per-
sistency layer. However, they focus mainly on back-end
customization by injecting custom business logic at runtime.

D. Database Architecture

Database design is considered as one of the most crit-
ical issues in multi-tenant SaaS, because multiple tenants
are mapped into one physical database. Therefore, non-
traditional concerns are involved, such as data-model ex-
tension, workloads, and database scalability.

Several approaches for designing a database for multi-
tenant applications from different point of views are dis-
cussed by Chong et al. [12], such as completely isolated
databases for each tenant versus shared databases with
different schemas, or shared databases and shared schemas.
Choosing specific approach depends on several factors,
such as cost, security level, tenant requirements, scalability
options and SLA.

W. Tsai et al. [13] propose a new database partitioning
schema to maximize SaaS customization called two-layer
schema. Their approach combines read-optimized column
store and update-oriented writeable operations.

A new technique for mapping logical schema into
physical schema is introduced by Aulbach et al. [14]. They
categorize the tables into two types; conventional and chunk
tables. The most and heavily utilized parts of the database
are placed in conventional tables while the remaining parts
are vertically partitioned into chunks. These chunks are
folded into different multi-tenant physical tables and joined
as needed.

All the aforementioned research proposals strongly con-
tribute to our research; however, in this paper, we tried to
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introduce a complete framework to migrate traditional web
applications into multi-tenancy and introduces new compo-
nents such as, business logic configuration and workflow
customization.

III. THE FRAMEWORK

In this paper, we propose a framework for migrating
traditional web applications into SaaS mode as shown in
Figure 2.

The process flow of the migrated application will be as
follows:

• A user belonging to a certain tenant logs into the system
by entering his username and password.

• A dedicated authentication module is used to map this
user to the tenant he belongs to, to create a token for the
tenant including the Tenant-ID as well as other relevant
information (such as locale settings), and finally to pass
it to the customization layer.

• In the customization and configuration layer, the UI
components, such as logos and colors, the business
logic, and workflow configuration data for this tenant
are restored, and passed to the application server.

• The DB configuration data will be passed to the DB
server for query transformation.

• The application server receives the above specified
data from the upper layer and pass it to the run-time
customization engine, which integrates all components
and lunches the application instance.

• A log service is used to record the application actions
and store them in text files.

• A dedicated monitoring service is used to monitor the
performance and status of the application, and detects
any faults or bad resource usage.

Figure 2. The Architecture of the Proposed Framework

A. The Back-End Layer

The main components of this layer are as follows:

1) The Performance Monitoring Service: Monitoring
means getting feedback from the usage of the current
software, which leads to enhance and improve the current
version of the software.

This service monitors the performance of the software, for
example, which queries respond slowly, what are the most
heavily-used components of the application, which tenant is
overusing the resources, etc.

This collective data will enable the vendor to enhance
(upgrade) the software and better isolate tenants to improve
the performance.

2) The Log Files: Log files are important to several
applications, and more importantly to the multi-tenant ones.
They can be used for many reasons, such as, monitor
the performance of the application, figure out processing
bottlenecks, discover software bugs in the early stages of
the release and fix them immediately.

3) The Language Pack: A multi-tenant application is used
by several tenants, and they might be from different cultures
or having specific language requirements. Therefore, a lan-
guage pack is additional component the tenant may use to
personalize the language settings he needs.

This component is responsible for managing language
files, and provide the settings that correspond to the tenant
preferences to the run-time customization engine. Several
languages could be defined in the language pack, such as
English, Arabic, German, Chinese, etc.

IV. THE CONFIGURATION AND CUSTOMIZATION LAYER

A. User Interface Customization

UI customization means changing the look-and-feel of
the application to be tenant-specific. This includes general
layout, logos, buttons, colors, and locale settings, such as
date and time. To utilize this customization, we propose the
usage of Microsoft’s ASP.NET master page concept [17].

ASP.NET master page allows the developer to create
a consistent look for all pages (group of pages) in the
application; one or more master pages could be created for
each tenant and used in the application. The master page
provides a shared layout and functionality for the pages
of the application, when users request any page, ASP.NET
engine merges the master page that contains the layout with
the requested content-page, and send the merged page to the
user as shown in Figure 3.

The application developers would be able to define a mas-
ter page for each tenant by applying the master page tech-
nique, which contains the required layout, color, buttons, and
other design components. Moreover, several master pages
could be defined for each tenant. Therefore, tenants will have
the chance to get benefit of using dynamic look-and-feel.
It is worth to mention that applying the ASP.NET concept
does not require Microsoft’s technologies or platform, our
approach aims to apply a similar concept regardless of the
technology or the platform.
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Figure 3. ASP.NET Master Page [17]

B. Workflow Customization

The workflow of the application might vary from one
tenant to another, for instance, a recruitment agency (Tenant
A) might wait until they receive a request for a specific
vacancy (from a company looking for employees), then start
looking for applicants, while another agency (Tenant B)
would collect applications, meet applicants, and then short-
list them according to their potential, and have them ready
for any vacancies from companies looking for employees
(Figure 4). Therefore, we assume that customizing the
workflow of the multi-tenant software is important. In order
to achieve this, two steps are required. First, identify the
components of the software that need to be customized,
second, change the design of these components to be loosely
coupled, thus they can be easily replaced by other versions
and integrated with other components, and therefore, each
tenant can have his own version of the same component.

Figure 4. Different Workflow for two recruitment agencies

Changing the design of the entire application into loosely
coupled components is a difficult task, on the other hand,
customizing the complete workflow of the application may
not be necessary since the majority of the application
components are normally common among all tenants.

The second step is crucial to make workflow customiza-
tion successful. The benefit of changing the components
selected in step one into loosely coupled is twofold; first,
it will maximize the utilization of workflow customization,
by allowing the tenant to architect the workflow according
to their needs; second, these services/components will be-

come interoperable, thus they can integrate with each other
as well as with other services or components from other
applications, and even with third party components.

C. Business Logic Configuration

In software engineering, a multi-tier architecture enables
developers to divide the application into different tiers to
maximize the application re-usability and flexibility. One of
the most common implementations of multi-tier is the three-
tier architecture, which divides the application into three-
tiers, namely, the presentation layer (PL), the business logic
layer (BLL), and the data access layer (DAL) (Figure 5).

Figure 5. Multi-tier Architecture

Business rules are part of the business logic layer (BLL),
and these rules varies from one organization to another. For
instance, in a travel agency, if a reseller or a client exceeds
his credit limit, all his upcoming purchases will be rejected,
while another agency, may apply a different rule which state
that if the reseller exceeds his credit limit for three weeks
without any payment, he will be blacklisted.

In order to achieve and maximize multi-tenancy, we pro-
pose that these business rules need to be tenant-specific, this
means that the tenant should have the ability to design, apply,
and re-configure his own rules at the run-time. Therefore,
a tool that offers this feature is needed as a part of the
proposed framework.

D. Database Configuration

Database design is considered as one of the most critical
issues in multi-tenant SaaS because multiple tenants are
mapped into one physical database. Therefore, a robust
database architecture must be modelled and implemented.

Consolidating multiple tenants into one database requires
changes to the design of the tables and the queries as well,
thus, a query transformation is required. For instance, in a
traditional hospital management system, a simple query to
fetch a patient record would be “select * from patient where
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SSN=1234”, while in a multi-tenant system, this will not
work, since the “patient” table would have information for
many tenants (i.e., hospitals). Therefore, the query should
be changed to something similar to “select * from patient
where tenant id=12 and SSN=1234”; in this case, the patient
record that belongs to the tenant 12 (i.e., hospital 12) will be
retrieved. Based on that, the rules for query transformation
should be stored in the database configuration files and
restored by the transformation engine when required. Further
details are discussed in Section VI.

V. THE USE CASE: GTDS

Gießen Tumor Documentation System (GTDS) [18] is
a software developed mainly for hospitals treating cancer.
The project was funded by the federal ministry of health in
Germany. GTDS is a powerful and comprehensive system
for the documentation of cancer data. GTDS is widely
accepted in all over Germany, and it is used in more than 60
hospitals and clinics. From technical point of view, GTDS
was initially implemented with Oracle Forms, and its rela-
tional data model contains about 400 tables [19]. The base
schema for GTDS that we used in the experiments is shown
in Figure 6. There are some efforts to redesign the software
with modern technologies to produce a standard version that
could be used in all hospitals around Germany. Therefore,
we are designing and implementing a new modern multi-
layer architecture for GTDS. This new architecture will
enable us to speed-up the process of migrating GTDS into
multi-tenant one.

Figure 6. GTDS Basic Schema Architecture

VI. DATABASE ARCHITECTURE

There are several database architectures that could be
used for multi-tenancy, such as completely isolated database
for each tenant, shared database with different schemas, or
shared database and shared schemas.

The isolated database design makes it easy to extend the
data model to meet the requirements of individual tenants.
Additionally, it works well in terms of backup and restore,
tenant migration between VMs or hosts, and requires only
minor changes to the software or database layer. However,
it does not reflect the real benefits of multi-tenancy, at least
on the database level, such as consolidating several tenants

into one physical database. Moreover, it is costly since we
need a separate database instance for each tenant, and we
will be limited with the number of databases the server can
support.

Another approach is the shared database with separate
schemas, several tenants will share the same database in-
stance, while everyone is having his own schema. This
approach is relatively easy to implement, tenants can extend
the data model, and a moderate degree of logical isolation
is gained. However, the main limitation of this approach
is maintainability, recovering the data for a single tenant in
case of failure if a complex task. The database administrator
cannot restore the entire database (e.g., from a backup) since
this will overwrite the data for other tenants. Therefore,
additional efforts need to be taken.

The third approach is shared database with shared schema,
where all tenants share the same database with common
schema. Obviously, this approach overcomes most of the
shortcomings of the aforementioned approaches. However,
few questions arise, such as, how to accomplish data isola-
tion between tenants, how to extend the data model since
the extension is different from one tenant to another, etc.

The most simple technique to accomplish data isolation
is adding a tenant-id column to all tables, then change the
queries, functions, and triggers to add the tenant-id filter.
However, other advanced techniques can also be used, such
as extension table layout, pivot tables, and chunk folding.
For more details about these techniques, please refer to [14].

VII. CONCLUSION AND FUTURE WORK

Migrating traditional web applications into multi-tenant
SaaS poses several research challenges in terms of software
customization, database architecture, and isolation between
tenants. In this paper, we presented a complete framework
to facilitate the migration process. We explored the config-
uration and customization of the application from several
layers, such as UI, business logic, workflow, and database
design. Our future work will focus on implementing the
framework on GTDS. A set of tools will be developed to
facilitate the business logic configuration and workflow cus-
tomization. Further, security in terms of isolation between
tenants will be investigated. Furthermore, how to protect the
privacy of tenants will be studied. Finally, several validation
experiments of the framework will be conducted on different
use cases.
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Abstract—For visual analysis of large numerical simulations
on mobile devices, we introduce a remote parallelizable visual-
ization method for low-bandwidth and high-latency networks.
Based on a mathematical model for multi-layered planar
impostor representation of arbitrary complex and unbounded
scenes, we derive optimal impostor placement from a derived
metric. Using stochastic usage models, we prove the optimal
bandwidth consumption order for choosing corresponding
viewport impostor sets, leading to bandwidth-efficient remote
visualization concepts for high performance computing simu-
lation results.

Keywords-Remote Visualization; Mobile Visualization; Optimal
Impostor Placement.

I. INTRODUCTION

Remote visualization is vital wherever local storage, data
transfer rates or graphical capabilities are limited. Even
though the capabilities of modern smartphones are increas-
ing rapidly, many desirable applications are impeded by
limitations of the current hardware [1].

Image-based rendering techniques [2] are widely used to
reduce the geometric complexity of virtual environments by
replacing parts of a scene with a textured representation
approximating the original geometry. Since these so-called
impostors have a significantly simplified geometry, parallax
errors [3] occur when rendering the approximation. An
impostor is generated for an initial viewport (that is, a
position and viewing direction) and is said to be valid as
long as the visual difference to the (hypothetically rendered)
original geometry is below a certain threshold.

In our application, these impostors are rendered remotely
on render servers and streamed to a mobile device where
they are used to approximate the scene. One substantial
advantage of the impostor approach [4] is that the render
time on the device only depends on the number of impostors
and the resolution of the textures, not on the amount of data
they display. As long as servers can generate and transfer the
impostor textures sufficiently fast, every scene can be dis-
played remotely, regardless of its actual complexity. In this
setting, network bandwidth is the bottleneck and a careful
analysis of bandwidth consumption becomes mandatory.

We develop a mathematical model that allows to quantify
the display error and propose an approximation method that
proves to be optimal with respect to the derived error metric.

We can show that our method significantly reduces the total
amount of image data that needs to be transferred. The
key aspects of our method are illustrated in Figure 1: In
this simplified two-dimensional case, a traditional remote
visualization using one layer would need at least 32 images
to provide the same visual accuracy as one layer set of 5
images. This effect is amplified by each additional degree
of freedom of the viewer.

In the following Section II, we discuss related work. Then
we introduce the underlying mathematical model in Sec-
tion III, on which we derive the fundamental error metrics. In
Section IV, this leads us to the optimal impostor placement
and directly corresponding bounds for the visualization error
of one impostor set. The practical outcome of the findings,
using as many impostor sets as needed, is proven and
evaluated in Section V, which is leading us to the conclusions
in Section VI.

II. RELATED WORK

A variety of image-based rendering techniques are re-
viewed in [4] and [2]. The first paper focuses mainly on
techniques using planar impostors but also mentions more
exotic approaches like depth images (planar impostors with
per-pixel depth information) and light fields. These and other
techniques, such as view morphing and view dependent
textures, are examined in more detail in the second paper.

In the majority of cases, planar impostors stacked with
increasing distance to the observer are used (see [3], [5],
[6]), usually to approximate distant parts of the scene or
single objects. In contrast, our approach uses impostors to
represent the full scene.

For large objects, different parts of continuous surfaces
can end up on different impostors which makes them tear
apart when viewed from a shallow angle. Avoiding this
particular problem was one focus of the method developed in
[3]. Another interesting use of planar impostors is [7], which
treats the rendering of volume data on mobile phones.

Several approaches using geometrically more complex
impostors can be found in [6], [8] and [9]. In [4], so-called
billboard clouds are used to approximate the shape of an
object using several intersecting planar impostors. While
the impostor creation process for this approach is quite
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(a) 32 impostor sets with one layer each (b) Four impostor sets with three layers each (c) One impostor set with five layers

Figure 1. An impostor representation is only valid inside a small region around the initial viewport for which it was originally created. For observer
viewports within this validity region (indicated by the dotted line) the display error does not exceed a given maximum value. To faithfully approximate
the scene for all observer viewports inside the shaded area, several impostor sets have to be transmitted.
The validity regions can be enlarged (while keeping the maximum error unaltered) by increasing the number of layers per impostor set. As the number
of required impostor sets decreases faster than the number of layers per set increases, this significantly reduces the total number of layers needed to
approximate the scene to a given accuracy .

costly, the result allows examination from different viewing
directions.

A very current example is Street Slide [10]. Street Slide
sticks photos of front facades of urban environments to
“panorama strips” that can be browsed by sliding sideways.

The need for accurate analysis of bandwidth and accuracy
estimates is discussed in [4], [5], without further specifying
how to choose which viewports to load. A more in-depth
analysis on the subject of pre-fetching is given in [11] and
[12]. The former defines a so-called benefit integral, indicat-
ing which parts of the scene – quality-wise – contribute most
to the final image, the latter deals with rendering an indoor
scene remotely. The task of remote rendering on mobile
devices is addressed in [13] and [14], which mostly focuses
on the technical aspects of the server-client communication.

Usually, depending on the complexity of the approxima-
tion, an impostor is either easy to generate but only valid
inside a small region and thus needs to be updated very
often, or it is valid inside a large domain but complex and
difficult to generate and display [2]. Since the former strains
bandwidth and the latter strains render speed, any image-
based rendering approach is usually a trade-off between
these limiting factors.

III. VISUALIZATION MODEL AND ERROR METRICS

To begin with, a mathematical model describing viewports
and projections thereon needs to be established, with which
the rendering and approximation processes can be described.
This yields an error function describing the maximum paral-
lax error of a scene as a function of the observer movement,
called domain error.

Finally, modelling the observer movement as a probability
distribution, we can describe the expected value of this error.

This interaction error will be the cost function that we intend
to minimize.

A. Perspective projection

Using homogeneous coordinates and projective transfor-
mations [15], we can express perspective projection as a
4× 4 matrix multiplication on the projective space P3:

Definition 1. The perspective projection onto the plane x3 =
d towards the origin is a function

πd :

{
P3\{(0, 0, 0, 1)>} −→

x 7−→
P3

Pdx

with the parameter d > 0 defining the proximity of the
projection plane.

From the intercept theorems, one can easily see that
the perspective projection of a point v = (v1, v2, v3)> ∈
R3, v3 6= 0 onto the plane x3 = d is given by
( dv3 v1,

d
v3
v2, d)> which, using homogeneous coordinates,

equals (v1, v2, v3,
v3
d )>. This yields the projection matrix

Pd :=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 1/d 0

 .

B. Viewports

Any viewport can be described by five values c1, c2, c3 ∈
R, ϑ ∈ [−π/2, π/2], ϕ ∈ [−π, π), defining an affine transfor-
mation χ, which is the combination of a translation by the
vector (c1, c2, c3)> followed by a rotation around the x1-
axis with the angle ϑ and a rotation around the x2-axis with
the angle ϕ (cf. Figure 2). Actually, there is a sixth value
which represents a rotation around the viewing direction.
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Such a rotation, however, does not change the image besides
rotating it. We assume the rotation to be lossless, which is
why we do not need it for our purposes.

Figure 2. The angles ϕ and ϑ of a viewport χ

We condense all five values into a single vector
c := (c1, c2, c3, ϑ, ϕ)>. When describing viewports, we
will use this vector c and the associated transformation
χc interchangeably. In particular, we will identify sets of
viewports with subsets of R5:

Definition 2. The set

X := R3 × [−π/2, π/2]× [−π, π) ⊂ R5

will be called the viewport set. For all practical purposes,
however, we want to restrict to viewports inside a given set
of feasible viewports Λ ⊂ X .

Projective matrix representations of χc and its inverse are

Qc =

 Bϑ,ϕ Bϑ,ϕc

0 1

 and Q−1
c =

 B>ϑ,ϕ −c

0 1


where

Bϑ,ϕ :=

 cosϕ − sinϕ sinϑ − sinϕ cosϑ
0 cosϑ − sinϑ

sinϕ cosϕ sinϑ cosϕ cosϑ

 .

We can now calculate a matrix representation of a projec-
tion onto an arbitrary viewport, by combining the matrices
above with the matrix representations of the default projec-
tion πd.

Definition 3. Let χ be a viewport with an associated matrix
representation Q and let πχ denote a projection onto the
viewport χ. Then, a matrix representation of πχ is given
by Pχ,d = QPdQ

−1, where Pd is the perspective projection
matrix defined in Definition 1.

C. Rendering process

Let renderable objects be located in a domain Ω. We aim
to simplify the scene by dividing Ω into m disjoint parts
Ωi called cells, replacing each with a planar representation
of their contained objects. These so-called impostors will be
created for the same initial viewport(s), that is, for a certain
viewport we will create an impostor set with one impostor
per cell, all for that particular viewport. This will be done

for n initial viewports resulting in n impostor sets with m
impostors each.

As long as the current viewport matches the initial view-
port for which the impostors have been created, the impostor
representation coincides with the image of the actual scene.
Changing the viewport, however, will introduce parallax er-
rors, since depth information is lost in the impostor creation
process.

To determine this error, we will first regard a single cell
Ωi and a single vertex v ∈ Ωi. For a fixed initial viewport χ1

we calculate the impostor representation v of the actual point
v. Then we consider a variable viewport χ and calculate the
screen coordinates v′ of v and v′ of v as functions of the
viewports χ and χ1 (cf. Figure 3).

Figure 3. Rendering process for changed viewport

D. The domain error

If we reiterate the procedure above, we obtain two images
for each point in Ω: one image of itself (v′, depending on
χ) and one of its impostor representation (v̄′, depending on
both χ and χ1). The screen distance of these two, measured
in (sub-)pixels is called the screen space error. As we are
not interested in the error of a single point, but rather in
error functions expressing the error of the entire scene, for
example the mean error or the maximum error, we aggregate
the screen space error over all point in Ω. As the distribution
of vertices inside Ω is supposed to be unknown, we assume
a uniform distribution and integrate the screen space error
over the entire domain Ω. We will be using the maximum
error which replaces the integral with a supremum.

Definition 4. Denote the number of cells with m. For an
initial viewport χ1 we define the domain error

D(χ, χ1) := sup
v∈Ω

∥∥v′(χ)− v̄′(χ, χ1)
∥∥

2

= max
0≤i≤m

{
sup
v∈Ωi

∥∥v′(χ)− v̄′(χ, χ1)
∥∥

2

}
.

This domain error depends on a variable observer view-
port χ and the fixed viewport χ1, for which the displayed
impostor set was initially created. The dependence on χ
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implies that we cannot evaluate our impostor approximation
without knowledge of the observer movement. Clearly, we
want to optimize our setup a priori, and hence we need to
find a way to evaluate it without knowledge of χ.

E. The interaction error

Assume that we have n impostor sets at hand for view-
ports χ1, . . . , χn ∈ Λ ⊂ X . As before, we denote the
observer’s viewport with χ ∈ Λ. Since we can choose
from several impostor sets, we display that set whose initial
viewport χk satisfies

D(χ, χk) = min
1≤j≤n

D(χ, χj ).

For 1 ≤ k ≤ n let Ξk denote that subset of Λ, on which
D(χ, χk) is the smallest of all domain errors:

Ξk :=
{
χ ∈ Λ

∣∣D(χ, χk) = min
1≤j≤n

D(χ, χj )
}
. (1)

Next, we define a probability distribution P with an asso-
ciated probability density function µ on Λ, for instance,
a uniform distribution over Λ or a normal distribution
around the current viewport χ. These distributions represent
the probability for the respective viewport to occur, thus
modeling the expected observer movement. We can then
calculate the expected value of the error by integrating
the domain error D over Λ with respect to the probability
distribution P .

Definition 5. Let n ≥ 1. We define the interaction error
I : Λn → R, where

I(χ1, . . . , χn) :=

∫
Λ

min
1≤j≤n

D(χ, χj ) dP (χ) (2)

=

n∑
j=1

∫
Ξj

D(χ, χj ) dP (χ).

The following Lemma shows that the interaction error will
decrease as we add more viewports.

Lemma 1. Let χ1, . . . , χn ∈ Λ. Then

I(χ1) ≥ I(χ1, χ2) ≥ · · · ≥ I(χ1, . . . , χn).

Proof: For 1 ≤ k ≤ n, it is

I(χ1, . . . , χk) =

∫
Λ

min
1≤j≤k

D(χ, χj ) dP (χ)

≤
∫

Λ

min
1≤j≤k−1

D(χ, χj ) dP (χ)

= I(χ1, . . . , χk−1).

IV. IMPOSTOR PLACEMENT AND ERROR BOUNDS

The efficiency of the proposed method is based on an
optimal choice of initial viewports for the impostor sets, as
well as an optimized cell partition for each set.

Theorem 2. Given renderable objects located in

Ω :=
{

(x1, x2, x3, 1)>∈ P3
∣∣ 0 < a0 < x3 < am+1 ≤ ∞

}
,

the optimal cell boundaries for viewport translations are
given by ai = (1/a0 − iδ)−1, i = 1, . . . ,m for a suitable
δ(m) > 0, and the optimal impostor placement with respect
to the error metric is

di =
2aiai+1

ai + ai+1
.

Note that m is finite even for domains with infinite depth,
that is, when am+1 =∞ for which dm = 2am.

Proof: For viewport translations the minimum of the
domain error D with respect to the projection plane distance
d ∈ [a, b] can be found analytically. For details see [16,
Theorem 3.2].

With this impostor placement, we have the following
asymptotic behaviour of the error with respect to viewport
translations:

Theorem 3. For a fixed maximal screen space error
ε > 0, the radius r of maximal permissible viewport change
is proportional to the number of impostors per set m.

Proof: This property emerges during the proof of The-
orem 2. For details see [16, Remark 3.5].

This Theorem shows that increasing the number of im-
postors per set will strongly decrease the interaction error,
but the number of displayable impostors is bounded by
the graphical capabilities of mobile devices. Due to such
limitations, several impostors sets have to be transmitted.

Denote the number of impostor sets with n. Under certain
assumptions we can show that the inspection error can be
bounded by

C1n
−1/5 ≤ I(χ1, . . . , χn) ≤ C2n

−1/5,

for constants C1/2 = C1/2(Λ,m). Proving these bounds will
be the endeavor of the next section.

V. MODEL EVALUATION

Proposition 1. Using the R5-parametrization of the view-
port space, we can regard the domain error D(χ, χk) as a
continuous function f : R5 × R5 → R which, for moderate
viewport changes, behaves almost linear.

More precisely, we can find positive constants a1, . . . a5

and ā1, . . . , ā5 such that

‖A1(x− y)‖ ≤ f(x, y) ≤ ‖A2(x− y)‖ (3)

where A1 := diag(a1, . . . , a5) and A2 := diag(ā1, . . . , ā5).
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Proposition 2. The matrices A1 and A2 depend on the
number of cells m. For viewport translations they are
proportional to m−1 as a direct consequence of Theorem 3.

Before proceeding, we need the following Lemmata.
Remark 1. In the following A = B+C means that the set A
is the direct sum of the sets B and C, that is, A = B∪C and
B ∩C = ∅. In particular, vol (A+B) = vol (A) + vol (B) .

Similarly, A = B − C means that B = A + C, that is,
C ⊂ B and vol (B − C) = vol (B)− vol (C).

Lemma 4. Let G be a bounded, measurable, d-dimensional
subset of Rd and let B be a d-dimensional ball (with respect
to a norm ‖·‖) of equal volume (cf. Figure 4a). Then∫

G

‖x‖dx ≥
∫
B

‖x‖ dx.

Proof: Denote the radius of B with R. Due to G =
G ∩B +G\B and B = G ∩B +B\G, we can express G
as G = (B −B\G) + G\B. As the volumes of G and B
are equal, this also implies vol (G\B) = vol (B\G).

Moreover, the distance from the origin to all points in
G\B is larger than R while for all points in B\G it is
smaller. Hence,∫

G\B
‖x‖dx ≥

∫
G\B

R dx = R vol (G\B)

and, conversely,∫
B\G
‖x‖dx ≤

∫
B\G

R dx = R vol (B\G) .

This implies∫
G

‖x‖dx =

∫
B

‖x‖dx−
∫
B\G
‖x‖dx+

∫
G\B
‖x‖dx

≥
∫
B

‖x‖dx−R
(
vol (B\G)− vol (G\B)︸ ︷︷ ︸

=0

)
.

(a) Lemma 4. (b) Lemma 5.

Figure 4. Accompanying illustrations for the lemmata.

Lemma 5. Let B and B1, . . . , Bn be d-dimensional balls
(with respect to a norm ‖·‖), such that the volume of B is
the arithmetic mean of the volumes of B1, . . . , Bn. Then

n∑
k=1

∫
Bk

‖x‖ dx ≥ n

∫
B

‖x‖dx.

Proof: We first regard the case n = 2. Without loss of
generality, let R1 ≥ R ≥ R2.

We define G := (B1 − B) + B2. Then, vol (G) =
vol (B1)−vol (B)+vol (B2) = vol (B) and Lemma 4 yields

∫
B

‖x‖ dx ≤
∫
G

‖x‖ dx

=

∫
B1

‖x‖ dx−
∫
B

‖x‖ dx+

∫
B2

‖x‖dx.

From this, the general case follows by induction.

Lemma 6. Let B be a 5-dimensional ball with radius R.
Then ∫

B

‖x‖2 dx =
4

9
π2R6.

Proof: Straightforward calculation using 5-dimensional
polar coordinates.

With these Lemmata, we can prove the following estima-
tion of the inspection error:

Theorem 7. Let Λ be bounded and assume a uniform
distribution of observer viewports. Then, the interaction error
can be bounded from below by

I(χ1, . . . , χn) ≥ C1n
−1/5,

with the constant

C1 :=
5

6

(
15

8π2
det(A1)vol (Λ)

)1/5

,

where A1 := diag(a1, . . . , a5) with constants ai > 0 as in
Proposition 1.

Proof: Let us first recall (1) and (2). Assuming a
uniform distribution µ(χ) = vol (Λ)

−1 we can rewrite (2)
as

I(χ1, . . . , χn) = vol (Λ)
−1

n∑
k=1

∫
Ξk

D(χ, χk) dχ. (4)

On the right-hand side, we have to evaluate n integrals of
the form

∫
G
f(x, y) dx. Using (3) we define a transformation

of coordinates Φ(x) := A1(x − y) (which is the same for
all n integrals) and obtain∫
G

f(x, y) dx ≥
∫
G

‖Φ(x)‖dx =
1

det(A1)

∫
Φ(G)

‖x‖ dx.

Applying this to (4) yields

I(χ1, . . . , χn) ≥ (det(A1)vol (Λ))
−1

n∑
k=1

∫
Φk(Ξk)

‖x‖ dx.

(5)
Using Lemmata 4 and 5 (with d = 5), we obtain

n∑
k=1

∫
Φk(Ξk)

‖x‖ dx ≥
n∑
k=1

∫
Bk

‖x‖ dx ≥ n
∫
B

‖x‖ dx,
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where

vol (B) =
1

n

n∑
k=1

vol (Bk) =
1

n

n∑
k=1

vol (Φk(Ξk))

=
1

n
det(A1)vol (Λ) . (6)

With this, the estimation (5) yields

I(χ1, . . . , χn) ≥ (det(A1)vol (Λ))
−1
n

∫
B

‖x‖ dx (7)

Now, we choose to use the Euclidean norm ‖·‖ = ‖·‖2 for
which a 5-dimensional ball with radius R has the volume
vol (B) = 8

15π
2R5. Then, (6) implies

R =

(
15

8nπ2
det(A1)vol (Λ)

)1/5

.

Hence, using Lemma 6,∫
B

‖x‖dx =
5

6n
det(A1)vol (Λ)

(
15

8nπ2
det(A1)vol (Λ)

)1/5

.

Inserting this into (7) we finally obtain

I(χ1, . . . , χn) ≥ 5

6

(
15

8nπ2
det(A1)vol (Λ)

)1/5

.

This theorem shows, that the efficiency of any choice of
impostor sets cannot be better than the given estimate. The
following theorem constructively proves, that a choice of
impostor sets with the desired asymptotic dependence exists,
that is, that this estimate is actually achievable.

Theorem 8. Let Λ be bounded with a uniform distribution
and let Λ̃ ⊃ Λ be an enclosing cuboid. Then, there is a set of
viewports χ1, . . . χn for which the interaction error satisfies

I(χ1, . . . , χn) ≤ C2n
−1/5,

with the constant

C2 :=
π2

36

(max{ā1, . . . , ā5}diam(Λ̃))6

det(A2)vol (Λ)
,

where A2 := diag(ā1, . . . , ā5) with constants āi > 0 as in
Proposition 1.

Proof: To begin with, we will proof the assertion for
those n which are the fifth power of a whole number, that
is, for n1/5 ∈ N. The general case will be derived from this
case later.

First, a bounded set Λ can be embedded into a cuboid Λ̃.
For an n chosen as above, there is a regular decomposition
of Λ̃ into five-dimensional cuboids Ξk with initial viewports
χk at their respective centers.

Using the estimation f(x, y) ≤ ‖A2(x− y)‖ = ‖Ψ(x)‖
with the same arguments as in the proof of Theorem 7, we
obtain

I(χ1, . . . , χn) ≤ vol (Λ)
−1

n∑
k=1

∫
Ξk

D(χ, χk) dχ

≤ (det(A2)vol (Λ))
−1

n∑
k=1

∫
Ψk(Ξk)

‖x‖ dx

≤ (det(A2)vol (Λ))
−1
n

∫
B

‖x‖ dx, (8)

where we used that all cuboids Ψk(Ξk) are identical and
can be embedded into a ball B in the last step. For this the
radius needs to be at least

R =
1

2
diam(Ψk(Ξk)) ≥ max{ā1, . . . , ā5}

diam(Λ̃)

2n1/5
.

With this and Lemma 6 we finally obtain from (8)

I(χ1, . . . , χn) ≤ π2

72

(max{ā1, . . . , ā5}diam(Λ̃))6

det(A2)vol (Λ)
n−

1/5.

Now, for the general case, we divide Λ̃ into ñ :=
bn1/5c5 ≤ n cubes. This is possible because ñ is the fifth
power of a whole number (ñ1/5 ∈ N). Moreover,

ñ−1/5

n−1/5
=

n1/5⌊
n1/5

⌋ ≤ ⌊n1/5
⌋

+ 1⌊
n1/5

⌋ = 1 +
1⌊
n1/5

⌋ ≤ 2,

that is, ñ−1/5 ≤ 2n−1/5. Hence, by this and Lemma (1)

I(χ1, . . . , χn) ≤ I(χ1, . . . , χñ)

≤ π2

72

(max{ā1, . . . , ā5}diam(Λ̃))6

det(A2)vol (Λ)
ñ−

1/5

≤ π2

36

(max{ā1, . . . , ā5}diam(Λ̃))6

det(A2)vol (Λ)
n−

1/5.

Remark 2. As stated earlier, the matrices A1, A2 depend on
the number of cells m. With the assumptions in Proposi-
tion 2, it follows that I = O(m−1n−1/5).

VI. CONCLUSION

In this paper, we developed a mathematical model which
allows to measure, analyze and optimize the display error
of image-based approximation techniques. The error asymp-
totics derived for our method based on parallelized rendering
shows a clear advantage over traditional remote visualization
concepts like Virtual Network Computing (VNC) which,
under ideal conditions, represent the scene by one image
m = 1. In contrast to this, m = 10 impostors with n = 1
viewport cover the same volume of permissible viewports
as m = 1 impostors for n = 10000 optimally chosen
viewport sets. Considering the bandwidth O(mn) needed for
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transmission of impostors compared with the error contribu-
tion O(m−1n−1/5), the method offers significant decrease of
bandwidth consumption, and low latency rendering for the
user.

The proposed method strongly benefits from graphical
capabilities of clients, such as mobile devices, and will
increase its efficiency for each new generation providing
increased graphical performance. Due to the parallelization
of server-sided image generation, and the proven efficiency
thereof, the method is applicable to large and distributed data
sets for visualization on mobile devices and thin clients, also
including augmented reality applications [17].
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Abstract—The architecture for programmable network-
virtualization platforms, i.e., the VNode architecture, has been 
developed in a project called the Virtualization Node Project. 
This paper introduces a type of physical node called Network 
ACcommodation Equipment (NACE) to the VNode architec-
ture. NACE has dual roles in this architecture. The first role is 
as a network-slice gateway between an external network 
(Ethernet/VLAN) and a slice (virtual network). NACE can 
accommodate a data center or another testbed in a slice with 
high-performance (up to 10 Gbps) data-format conversion. 
The second role is as a special type of virtualization node that 
implements intra-slice virtual switch by using Ethernet 
hardware, which can replace software-based switching using a 
VM or a network processor. These roles are modeled as a node 
sliver (virtual node) with a gateway function and a node sliver 
with a switching function (i.e., a switch node-sliver), and these 
node slivers are specified by using XML. These functions were 
evaluated by using two testbeds, and the evaluation results 
confirm that both functions work correctly and perform well 
in terms of delay and packet loss.  
 

Keywords—network virtualization; virtual network; network 
accommodation; network-slice gateway; virtual switch; intra-
slice switching 

I. INTRODUCTION 

In Japan, several projects targeting new-generation 
networks (NwGN) have been conducted [Aoy 09] 
[AKA 10]. These projects aim to develop new network 
protocols and architectures (i.e., the “clean slate” approach 
[Fel 07]) and to develop various applications that are 
difficult to run on IPs but work well on NwGNs. In one of 
these projects, “Virtualization Node Project” (VNP), Nakao, 
et al. [Nak 10] has developed a virtualization-platform 
architecture [ITU 12] called VNode architecture. 

There have been two issues concerning the original 
implementation of VNode architecture [Nak 12a][Nak 12b]. 
The first issue is that the original implementation does not 
have a high-performance gateway between a slice and an 
external network. This architecture has a type of gateway 
called an access gateway (AGW) to accommodate end 
users’ computers in slices. However, in an AGW, because 
the data rate between a user and an AGW is assumed to be 1 
Gbps or less, and the security of this link should be 
guaranteed by IPSec, the performance of the AGW is not 
sufficient for accommodating a data center or high-
performance testbed in a slice. In addition, because an AGW 
is optimized to accommodate user terminals, it is not the 
best means for accommodating a network with many hosts. 

The second issue is that this implementation does not 

fully utilize the performance of the hardware component of 
a VNode, especially the high-performance Ethernet 
switching function. A VNode implements node slivers 
(virtual nodes) using Linux virtual machines (VMs) or 
network processors (NPs). The node slivers can be freely 
programmed, so any protocol (either IP/Ethernet based or 
non-IP/non-Ethernet based) can be implemented. However, 
the performance of the node slivers is not optimum. 
Although a VNode contains a high-performance L3 switch 
with 10-Gbps Ethernet interfaces and 190-Gbps (or more) 
switching capacity, it has been hard to achieve multi-gigabit 
intra-slice switching speed by using VMs and/or NPs.  

To address these issues, a type of physical node called 
Network ACcommodation Equipment (NACE or NC) has 
been developed. NACE has dual roles. The first role is as a 
high-performance gateway between a slice and an external 
network. By means of this gateway function, NACE can 
accommodate a data center or another testbed in a slice with 
high-performance (up to 10 Gbps) data-format conversion. 
By using NACE, external networks can also provide 
services to slices, and slices can provide services to external 
networks. The second role is as a special type of 
virtualization node that implements an intra-slice switching 
function using Ethernet hardware. This function makes it 
possible to switch not only Ethernet packets but also packets 
of arbitrary format with arbitrary type and size of addresses 
that can be mapped to Ethernet MAC addresses.  

The rest of this paper is organized as follows. Section II 
summarizes the virtualization platform and the slice model 
developed in VNP. Section III outlines NACE. Sections IV 
and V describe two roles of NACE, i.e., network-slice 
gateway and intra-slice switch, respectively. Section VI 
describes potential usage of NACE, including a data-center 
or testbed gateway, an intra-slice Ethernet switch, and an 
intra-domain slice interaction. Section VII evaluates NACE 
by using two slices on test beds, and Section VIII concludes 
this paper. 

II. VIRTUALIZATION PLATFORM AND SLICE MODEL 

This section explains network virtualization, the structure 
of virtualization platform (i.e., physical network), and the 
structure of virtual network. 

A. Network Virtualization 
When many users and systems share a limited amount of 

resources on computers or networks, virtualization technol-
ogy creates an illusion that each user or system owns 
resources of their own. Virtualization technology was 
initially developed as virtualization of computer memory 
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and multiplexed (time-sharing) use of computational 
resources such as CPU time. However, recently, a whole 
computer can be virtualized as a VM. 

Concerning networks, wide-area networks (WANs) are 
virtualized by using virtual private networks (VPNs). When 
VPNs are used, a physical network can be shared by 
multiple organizations, and these organizations can securely 
and conveniently use VPNs in the same way as virtual 
leased lines. Nowadays, networks in data centers are 
virtualized by using VLANs, while servers are virtualized 
by using VMs.  

Many programmable virtualization-network research 
projects have been carried out, and many models, including 
PlanetLab [Tur 07], Virtual Network Infrastructure (VINI) 
[Bav 06], Global Environment for Network Innovations 
(GENI) [GEN 09], and Genesis [Kou 01], have been 
proposed. Slices are created by network virtualization using 
a virtualization platform that operates the slices.  

In VNP, Nakao et al. [Nak 10][Nak 12b] developed 
network-virtualization technology that makes it possible to 
build programmable virtual-network environments in which 
slices are isolated logically, securely, and in terms of 
performance (QoS) from one another [Kan 12b]. In these 
environments, new-generation network protocols can be 
developed without disrupting other slices.  

B. Structure of Virtualization Platform 
A virtualization-platform domain is managed by a 

domain controller (DC) and has two types of nodes 
(Figure 1).  

• VNode (virtualization node) is a physical network node 
that forwards packets on the platform. Each packet in the 
platform contains a virtual packet in a slice (as the 
payload).  

• Gateway, of which access gateway (AGW) is one type, is 
a network node that forwards packets from the platform 
to user terminals (PCs) or another network, or vice versa.  

A domain may contain conventional routers or switches 
that do not have virtualization functions. VNodes are 
connected by tunnels using a protocol such as Generic 
Routing Encapsulation (GRE) [Far 00]. A virtual network 
with free topology, which is not constrained by the topology 
of the physical network and does not depend on the specific 
functions of the nodes in between, can therefore be created. 
A VNode can operate as a router or a switch for platform 
packets, so it can be deployed in conventional networks. 

Each VNode consists of the following three components.  

• Programmer processes packets on the slices. Slice 
developers can inject programs into programmers.  

• Redirector forwards (redirects) packets from another 
VNode to a programmer or from a programmer to another 
VNode.  

• VNode manager (VNM) is a software component that 
manages the VNode according to instructions from the 
DC.  

C. Structure of Virtual Network 
In the virtual-network model developed by VNP, a vir-

tual network (or a collection of resources in a virtual 
network) is called a slice, which consists of the following 
two types of components (Figure 2) [Nak 10][Nak 12b].  

• Node sliver (a virtual-node resource) represents computa-
tional resources that exist in a VNode (in a programmer). 
It is used for node control or protocol processing of 
arbitrary-format packets, and it is generated by slicing 
physical computational resources.  

• Link sliver (a virtual-link resource) represents resources 
of a (layer-2) virtual link that connects two node slivers. 
In the VNode architecture, any IP or non-IP protocols can 
be used on link slivers. A link sliver is mapped on a 
physical link between two VNodes or a VNode and a 
gateway, and it is generated by slicing physical network 
resources such as bandwidth. 

VNode

VNode VNode

IP Router
VNode

GatewayGateway User’s 
PC/VM

User’s 
PC/VM

Node 
sliver 3

Node 
sliver 4

Node 
sliver 2

Node 
sliver 1

Link sliver 1

Link sliver 2

Link sliver 3

Link sliver 4 Link sliver 5

Link sliver 6 Link sliver 7
 

Figure 2. Example of slice design 

The DC of a domain receives a slice design given by an 
XML-based slice definition. It then distributes the slice 
definition to each VNM, which sends necessary sliver 
definitions to the programmer and the redirector: the 
programmer receives information required for node-sliver 
configuration, and the redirector receives the information 
required for configuring link slivers. 

III.  OUTLINE OF NACE 

This section outlines NACE; namely, describes roles, 
requirements, and the structure of NACE. 

A. Roles of NACE 
NACE has two roles. The first role is as a gateway 

between a slice and an external network. NACE can 
accommodate an Ethernet-based network or a bundle of 
VLANs in a slice. Thanks to network-slice gateway 
function, NACE can accommodate a data center or another 
testbed in a slice with high-performance (up to 10 Gbps) 
data-format conversion. This function has been imple-
mented as an extended function of a node sliver.  

The second role is as a special type of VNode that 
implements an intra-slice virtual switching function for 
packets of arbitrary format by using Ethernet hardware. This 
function is intended to make it possible to switch packets of 
arbitrary format. However, in the current version of NACE, 
only the Ethernet protocol can be used in slices. This 
function has been implemented as a special type of node 

AGW User’s 
PC/VM

User’s 
PC/VM

DC

VNode

VNode VNode

IP 
router VNode

DC: Domain controller
AGW: Access gateway
VNode: Virtualization node
VNM: VNode manager
R: Redirector
P: Programmer

VNode
VNM

P R

AGW

 
Figure 1.  Physical structure of virtualization platform 
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sliver called a switch node-sliver.  
These two roles (described in detail in Sections IV and 

V) have been given to the same equipment because both 
require similar hardware and software components, 
including data converter between VLANs and GRE/IPs 
(GRE link sliver) and management software.   

B. Requirements 
As described above, the two roles require gateway and 

switching functions, which share two common require-
ments. One requirement is that methods for modeling and 
specifying these functions must be developed. As parts of 
the VNode architecture, these functions must be modeled as 
a combination of node slivers and link slivers in the slice 
definition and specified by using XML. NACE must 
implement these functions using VLAN functions of an 
Ethernet switch. However, this implementation is out of 
scope of this paper.  

The other requirement is that high-performance data-
conversion functions, which enable 10-Gbps wire-rate 
accommodation and switching, must be developed. The data 
conversion is required because both network-slice gateways 
and intra-slice virtual switches handle two different data 
formats. The former must convert packets from the 
virtualization-platform format (GRE/IP) to the external 
format (VLAN), and vice versa. The latter must convert 
packets that can be switched by the hardware from the 
platform format to a VLAN format, and vice versa. In 
addition, because both functions are modeled using the same 
XML-based language and managed in the same way by the 
management system, the required software functions are 
also similar. Therefore, although the two roles are very 
different, the same components can be used for both roles.  

C. Structure of NACE 
The above requirements are satisfied by NACE. The 

current version of NACE is a remodeled version of the 
VNode (Figure 3). Similar to a normal VNode described in 
Section II, a NACE consists of three components. Two of 
them are almost the same as those in a normal VNode, i.e., a 
redirector and a VNM. However, the other component, a 
programmer, is replaced by a pseudo programmer manager 
(PPM). The redirector in the NACE consists of the three 
components: Ethernet switch, node manager, and service 
module cards.  

• Redirector body (RB) is a layer-3 (L3) switch, i.e., an 
IP/Ethernet node; it has both VLAN and IP-routing 
functions. A carrier-class high-end switch is used to build 
a VNode. To make the NACE physically smaller and 
portable, a 2.5U-size L3 switch is used for the RB, which 
is much smaller than the switch used in a normal VNode. 

• Redirector manager (RM) is a software component in a 
Linux-based server. RM has link-sliver management 
functions; that is, it creates, modifies, and deletes link 
slivers. It also has a range of equipment-management 
functions for the redirector. The RM has an XML-RPC 
[XML 04]-based control API, and the VNode manages 
the redirector using this API.  

• Service module card (SMC) is an add-on card installed in 
the RB. An SMC is programmable because it contains a 
10-Gbps-class network processor. It is used for the 
bidirectional conversion. Similarly to a normal VNode 
[Kan 12c], NACE requires packet-format conversion 
between slice-internal formats and external formats. The 
internal format is GRE-based, and the external format is 
VLAN-based.   

The redirector is connected to the following networks. 
Data plane (D-plane) is a 10-Gbps network for sending and 
receiving data packets between VNodes. IP/Ethernet is used 
in the current implementation as described above. Control 
plane (C-plane) is a network (VLAN) between a VNM and 
a redirector in a VNode and between VNMs. The XML-
RPC-based API between VNMs (and between VNodes) and 
a redirector uses the C-plane. Internal data plane is a closed 
network (VLAN) in a VNode.  

Finally, the PPM is briefly explained. NACE should be 
programmable, but the programmability of NACE should be 
different from that of a normal VNode because NACE 
works as a network gateway or a special type of VNode. To 
reduce the size of NACE, programmer hardware, which is 
not required for the gateway and switching functions, was 
not added to this NACE implementation. Instead, a pseudo 
(software only) programmer for communicating with the 
VNM and RM was implemented in the redirector. 

IV.  NACE AS GATEWAY 

NACE can function as a gateway that connects slices 
with external networks such as the Internet, an Ethernet-
based network, or any other type of network. Slices on a 
virtualization network can be used through the Internet and 
access gateways. If NACE does not exist, slices are 
basically closed; that is, they cannot exchange packets with 
other networks such as the Internet. However, NACE 
enables external networks to provide services to slices and 
enables slices to provide services to external networks. 

In the future, NACE will be able to accommodate slices 
and external networks with non-IP/non-Ethernet protocols. 
Although the VNode architecture supports non-IP/non-
Ethernet protocols, the external networks are almost always 
IP and/or Ethernet networks. Therefore, network accommo-
dation with high-speed data-format conversion between 
these protocols should be implemented. However, currently, 
NACE only supports Ethernet (and IP/Ethernet) networks.  

The gateway function is modeled in the following way. A 
network-slice gateway can accommodate multiple external 
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Figure 3. Structure of NACE 
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networks (i.e., only VLANs in the current version). A 
gateway should provide two types of network accommo-
dation (Figure 4).  

• One-to-one accommodation connects an external network 
(i.e., a VLAN or an Ethernet network) to a slice 
(Figure 4(a)). Node slivers on the slice cannot access non-
virtualized information (i.e., a VLAN tag) on a packet 
that arrives at the external network, but they read an 
untagged packet. Subtypes of one-to-one accommodation 
are explained below.  

• Many-to-one accommodation connects multiple networks 
(i.e., VLANs with different VLAN IDs) to a slice 
(Figure 4(b)). Node slivers on the slice can read and 
handle the network identifier (i.e., the VLAN IDs) on a 
packet as is. The physical and virtual packet formats used 
in the current NACE implementation are also shown.  

One-to-one accommodation can be split into two 
subtypes.  

• Physical accommodation connects an external network 
through a specified physical port of a network interface. 
The port number is specified in the slice definition (as 
part of a special-purpose node-sliver for network 
accommodation). In the current NACE version, the 
packet format of the external network may be tagged 
VLAN or untagged Ethernet. If a tagged format is used, 
the VLAN ID must be specified in the slice definition (in 
the node sliver). If no VLAN ID is specified, the 
untagged format is used.  

• Logical accommodation connects an external network 
through a specified logical network name (i.e., a VLAN 
ID). In accordance with the configuration of the platform, 
the network can be connected to any physical port that is 
available, and packets may be either tagged or untagged. 
The VLAN ID is specified in the slice definition. 

To accommodate an external network in a slice, the slice 
developer must include a node sliver in the XML-based 
slice definition. A node sliver usually contains a link to a 
programmable component such as a VM image. However, 
in this version of NACE, no node sliver can contain a 
programmable component because the NACE just forwards 
packets from the slice to the external network, or vice versa, 
as is, unless packet-header conversion is required for 
virtualization.  

A node sliver with a gateway function is specified using 
an interface specification in the node-sliver definition. An 
example of interface definition is shown below. 

<interfaces> 
   <interface name="ExtIF" type="VLAN"> 
      <params><param key="VLANID" value="100" /> 
         <param key="port" value="1/2" /> 
      </params></interface></interfaces> 

In the interface tag in this definition, the name property 
"ExtIF" specifies the identifier of the accommodation, and 
the type property "VLAN" specifies the type of external 
network. The above interface definition specifies a one-to-
one accommodation, and "1/2" is used for the port number, 
and "100" is used for the VLAN ID. That is, only packets 
with VLAN ID 100 that arrive at port 1/2 are forwarded to 
the slice, VLAN ID 100 is added to packets that arrive at the 
node sliver, and the packets are forwarded to the port 1/2. 
The accommodation type is one-to-one because a specific 
port number is specified, but it is many-to-one if the port 
number is specified as "all". The accommodation subtype 
is physical because a port number is specified.  

These parameters are validated by the redirector and can 
be validated by the DC. However, some malicious access or 
erroneous accommodation is still possible. This problem 
should be solved in the future.  

A node sliver that contains accommodation parameters is 
virtually managed by the PPM in NACE; the DC sends the 
node-sliver definition to the PPM through the XML-RPC 
interface. Because the accommodation function is actually 
implemented by the redirector, the parameters are passed to 
the RM, which configures the physical switch, i.e., the RB. 

V. NACE AS VNODE FOR INTRA-SLICE SWITCHING 

NACE can function as a special type of virtualization 
node that implements an intra-slice virtual switch by using 
Ethernet hardware. This function is intended to enable 
switching of not only Ethernet packets but also packets of 
arbitrary format with arbitrary type and size of addresses 
that can be mapped to Ethernet MAC addresses.  

A slice may implement the Ethernet protocol or any other 
protocol suited for switching. If a packet contains the source 
and destination addresses of any format (with 48-bit (or 
less) effective address space), it can be switched by the 
same switching method as Ethernet switches. In addition, if 
the source and destination addresses can be computed from 
the packet content, content-based switching can be 
implemented by using the same hardware. The address 
converter implemented by using a network processor can be 
used for a wide range of conversions. However, in the 
current NACE version, only the Ethernet protocol can be 
used in slices.  

The switching function is modeled as a special type of 
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Figure 4. NACE accommodation types and packet formats 
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node sliver called a switch node-sliver (Figure 5). In 
contrast to normal node slivers, this node sliver is not 
programmable, but several switch parameters can poten-
tially be specified. The physical-packet formats used in 
these slivers in this version of NACE are also shown in this 
figure. The virtual-packet format always follows the 
Ethernet protocol. 

In Ethernet networks, two types of forwarding functions 
are available: broadcasting (implemented by repeaters) and 
switching. We believe that a link sliver should be used for 
modeling an intra-slice broadcast function because 
broadcasting is non-intelligent. However, in contrast, a node 
sliver should be used for modeling an intra-slice switching 
function because switching is intelligent. Therefore, a node 
sliver specialized for the intra-slice switching function, 
namely, a switch node-sliver, is introduced into the VNode 
architecture.  

A switch node-sliver is connected to other node slivers in 
normal VNodes by link slivers. It is natural to use VLAN-
based link slivers to connect an Ethernet-based virtual 
switch to other virtual node functions; however, the 
virtualization platform currently only has GRE link slivers, 
which are thus used for connecting a switch node-sliver to 
other node slivers. These link slivers, which are specified as 
normal GRE link slivers, are implemented by using a 
specialized conversion program in SMCs. Therefore, 
although these link slivers are specified by using a normal 
XML definition, the switch node-slivers and these GRE link 
slivers are handled as a macro called a switch sliver, which 
is a combination of node and link slivers and functions as an 
Ethernet network (Figure 5). 

A switch node-sliver can be specified using a switch 
instance definition in the node-sliver definition. An example 
of switch node-sliver definition is shown below.   

<nodeSliver name="InSliceSW"> 
   <vports><vport name="p1" /><vport name="p2" /> 
      <vport name="p3" /> 
   </vports> 
   <instance type="switch" /></nodeSliver> 

It has three ports, p1, p2, and p3, for connecting to link 
slivers. Because no data conversion is used (currently not 
available), no other parameters are specified. 

A switch node-sliver is virtually managed by the PPM in 
NACE; that is, the DC sends the node-sliver definition to 
the PPM through the XML-RPC interface. Because the 
switching function is actually implemented by the 
redirector, the parameters in the definition are passed to the 
RM through a control interface between the RM and the 
PPM, and the RM configures the physical interface of the 
RB. 

VI.  APPLICATIONS OF NACE 

This section describes three applications of NACE; 
namely, gateway for data center, network with intra-slice 
switches, and slice interaction. 

A. Gateway for Data Center 
NACE can be used as a gateway for a data center 

(Figure 6). In typical cases, a VLAN used in a data center is 
connected to a NACE by using one-to-one accommodation. 
However, two or more VLANs can be accommodated in a 
slice by using many-to-one accommodation. The NACE can 
be placed either in the data center via a 10-Gbit Ethernet 
link or near another VNode of the platform. The NACE can 
be connected to a virtualization platform through an IP 
network, and the data center can be accommodated by using 
a GRE link sliver. The NACE is managed by the DC. Users 
of the slice can also use the servers in the data center. The 
maximum bandwidth between the slice and the data center 
is 10 Gbps. The platform does not manage the addresses of 
servers and PCs. If IP is used, the addresses are distributed 
in the usual manner by Address Resolution Protocol (ARP).  

Instead of a data center, an external testbed can be 
connected to the platform and accommodated in a slice by 
using the same method. Any protocol can be used between a 
slice and the external testbed, and hardware-based 
OpenFlow [McK 08] can be used between them. The latter 
type of deployment is called “OpenFlow In A Slice” 
(OFIAS) [Du 12][Nak 11]. 

If protocol converters are inserted at the NACE and the 
AGW in Figure 6, respectively, a non-IP and/or non-
Ethernet protocol can be used in the slice. For example, IP-
Ether-Chimera (IPEC) [Kan 12a] can be used here. Each 
VNode in the platform contains an IPEC software switch as 
a node sliver. Usual IP/Ethernet is used both in a data center 
and a user terminal. If both NACE and AGW have a 
protocol-conversion function from IP/Ethernet to IPEC or 
vice versa, the user can use servers in the data center 
through the terminal. However, because NACE and AGW 
currently do not support this protocol conversion, VNodes 
connected to them must have the protocol-conversion 
function instead. 

B. Network with Intra-slice Switches 
Slices with one or more intra-slice Ethernet switches can 

be implemented. Two or more switch node-slivers are 
connected by using link slivers to form a spanning tree. 
Each slice may contain a different tree structure because a 
virtual network topology is not restricted by the physical 
topology. Although the platform packet-format used in 
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NACE is different from that used in an Ethernet switch, it 
only implements the Ethernet switching function, so it is not 
very useful unless it is combined with other node slivers that 
convert the address format in VNodes. However, a future 
version of NACE will implement non-Ethernet switching 
functions customized to each slice. 

C. Slice Interaction 
A well-controlled interaction between slices, called slice 

interaction or slice exchange, may be useful in situations 
such as an extranet that connect multiple enterprise 
intranets. Two or more slices can be connected by using 
NACE. Instead of connecting external networks to the 
slices, two untagged Ethernet ports can be connected by 
using a wire for slice interaction. Although the current 
version of NACE cannot implement filters to control 
communication between the slices, filters will be 
implemented by using node slivers in a future version of 
NACE. 

VII.  EVALUATION  

NACE was evaluated by using two slices on testbeds. 

A. IPEC-Ethernet Protocol-conversion Gateway 
A slice and PC server environments were set up as shown 

in Figure 7 as a testbed for measuring the performance of 
NACE. Unlike Ethernet, IPEC allows redundant paths 
(loops) in the network [Kan 12a]. The user can use features 
of IPEC while using Ethernet packets on this network. This 
slice contains bidirectional IPEC-Ethernet protocol 
conversion function because, as described above, this 
version of NACE does not have protocol conversion 
function. This network consists of three node slivers on 
three VNodes, and three PCs through two NACEs and a 
gateway.  

Performance between the PC servers and the PC client 
was measured by using iperf command. For these 
measurements, 2-Mbps UDP traffic was used, and the 
measurement results show that the packet loss rate is less 
than 0.1%. The performance is better than that in the LAN 
environment. Round-trip time, 2.8 ms on average, was 
measured by using a ping command.  

B. VNode with Intra-slice Switch 
A slice with a distributed key-value storage application 

was set up (Figure 8). In this slice, each node sliver has a 
database server. When a new key-value pair is stored in a 
server, it sends a packet that contains a key to the slice by 

using an advertise message. The intra-slice switch learns the 
key. When a client sends a query message that contains the 
key as the destination MAC address, the server that contains 
the key-value pair receives the message and sends an answer 
message that contains the value. A switch can usually learn 
10k to 100k keys (addresses). If many more key-value pairs 
are stored, broadcast storms may occur. This application 
must also work on a non-virtual Ethernet-based network, but 
it may cause trouble in a network in real use because it is an 
unexpected usage of Ethernet. A virtualization platform 
with NACE is a good environment to test such applications. 

In the evaluation, a client that randomly generates queries 
and three servers (each server for one third of the keys) were 
used. The virtual switch successfully learned and retrieved 
16,384 keys, but it failed to learn 32,768 keys. The servers 
wait for 8 ms to learn a key, so it takes more than two 
minutes to send 16,384 advertise messages. 

VIII.  CONCLUSION 

This paper has introduced a type of physical node, called 
NACE, which has two roles, i.e., a network-slice gateway 
and a VNode with an intra-slice virtual switch, to the 
VNode architecture. These roles are modeled as a node 
sliver with a gateway function and a node sliver with a 
switching function (i.e., a switch node-sliver), and these 
node slivers are specified by using XML. NACE contains an 
SMC with a network processor and enables 10-Gbps wire-
rate accommodation. These functions were evaluated on two 
testbeds, and the evaluation results confirm that both 
functions work correctly and perform well in terms of delay 
and packet loss. 

The most-important focus of future work is to add a high-
performance protocol-conversion function to NACE. This 
function will enable accommodation of external network in 
a non-IP/non-Ethernet slice and intra-slice switching of 
packets of any format. Future work also includes automatic 
configuration of accommodation parameters, such as VLAN 
ID or physical-port number, and federation of virtualization 
networks (including those with our virtualization platform), 
which are connected by NACE. The federation should 
enable creation and management of slices across domains. 
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Abstract—IoT (Internet of Things) applications are deployed in
China with strong market requirements. To research the key
technologies for future large scale IoT deployment, especially the
impacts of IoT traffic to traditional IP network and Data Center,
in this paper, we analyzed IoT traffic patterns and verified them
through evaluation. IoT traffic patterns with layered system
architecture and parameters affecting traffic are discussed. The
evaluation results show that traffic surge generated by
synchronous IoT application traffic cause network congestion for
network and outage of Data Center resources. The transport
protocols and data encapsulation format affect the application
performance. These potential problems should be further
research on.

Keywords-AMI; large scale; traffic pattern; traffic surge.

I. INTRODUCTION

Several types of IoT services are provided to industry and
human life, such as smart metering, point of sale, fleet
management, telemedicine, environment monitoring and
control, home automation, and so on.

Compared to traditional ways of using IP network of
human-centric web applications, IoT services are different. The
services have less randomness. The sessions are triggered by
predefined time or events; the packet series inside a session is
also predefined by the program. Usually, the number of IoT
devices is very large. Parallel data transmission puts extreme
amount of load on individual nodes of networks. The number
of IoT devices is changeable. The data might be transmitted
synchronously or with a random time schedule.

From the session level point of view, there are 3 cases [1]:
The first case is periodical sessions. This is the case in
environments monitoring service; the device reports the
monitoring data every hundreds of seconds. In the second case,
the session initiation times are random. This can be found in a
point of sale service; a session is initiated once when people
come to trigger a new transaction, not at predefined time. In the
third case, the session is usually initiated periodically but may
also be triggered by random events. This is the case in
telemedicine services, when the physical characteristics data
are sent every few minutes and an alarm is sent to the server
once a monitored indicator is over or under threshold.

In the near future, massive IoT devices will be distributed
everywhere with large scale deployment. Different types of
sensors are used for different kinds of applications. IoT service
will converge with human centric web applications. It will
make a great impact on network and Data Center. New IoT
service features generate new IoT traffic features. New IoT
traffic patterns are also emerging.

In this paper, we determine three important IoT traffic
patterns and analyze their potential problems. The following
sections of this paper are organized as follows. In Section II,
we analyze the IoT traffic patterns. Section III describes the
study of IoT traffic surge, and perspective analysis for use case
deployment. Section IV exposes the experimental process and
the results. Finally, Section V gives the conclusion.

II. TRAFFIC PATTERNS ANALYSIS

A. IoT Service Model

Figure 1 shows the typical architecture of IoT system and
the corresponding traffic. Data from sensor/meter is gathered
through IP network, and transported to servers in data center.
The accumulated traffic in data center can reach GB/TB level
for computing, storage and networking process.

Figure 1. Architecture of IoT system and traffic.
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B. IoT Numerical Model

We have several assumptions in the dedicated IoT service:
sensors’ gateways perform data aggregation and processing of
sensor data before forwarding it to remote users. Data delivery
models, event-driven, query-driven and periodic are assumed to
be used by the gateways to transfer data.

We found the IoT traffic gathered in the Data Center server
can be formulated as shown in Figure 2. The assumption is on
base of IoT application parameters [2][3]. F is the frequency of
meter data in sensor/meter. P is the packet sizes of the meter
data. F’(t) is the time schedule of concentrator. S is the
deployment scale level: like building deployment, site
deployment or city level deployment.

Figure 2. IoT Traffic model.

The IoT traffic has a hybrid traffic patterns. The following
three models are selected for further research:

 Traffic pattern 1: Periodical traffic. Frequency: Real-
time/Periodical: 15min, 30min, 45min. And Packet
length: 50-300B/meter, MB/sensor, Use case: control
and automation, transportation, environmental
monitoring for emergency services and healthcare.

 Traffic pattern 2: Sessional traffic surge/burst, event-
driven, query-driven, Frequency: 1h~1d~1M/Packet
length: KB~MB, Use case: emergency report, booting

 Traffic pattern 3: Periodical traffic surge. In large scale
deployment, the traffic load rises to the system
resource capacity (threshold), or even over the system
resource capacity (threshold). The hybrid traffic of
Traffic pattern 1 and Traffic pattern 2 can generate
periodical traffic surge, Use case: interactive,
conversational, streaming.

C. IoT Traffic patterns with Layered Structure

Hybrid IoT traffic gathered in the Data Center, with the
key parameters of: F, P, T, S. The total system has a layered
structure. Layer 1 is the sensor/meter network layer, where
real-time traffic is generated. Most of the traffic from layer 1
will go through GW/concentrator layer for a further time
schedule. Some IoT traffic will go directly to layer 3. Layer 3
is the IP network, connecting large scale geography area. The
hybrid IoT traffic finally reaches servers in Data Center: layer
4.

Figure 3. Layered structure.

Data collection frequency F and system scale S are
parameters affecting total data volume. In a critical scenario, if
the data collection frequency F is high, and the system scale S
increases to a large value, the total data volume will be large.

The collection period (T1) and the collection time (T2) are
parameters affecting the traffic shape. As shown in Figure 4
below, the predefined IoT traffic is periodically reporting data
with T1 slot. The real transmission of the data in T1 slot is in
T2 period. With different ratio of T1 and T2, the IoT traffic
will be deferent.

Figure 4. Collection period T1 and collection time T2.

III. TRAFFIC SURGES ANALYSIS

Periodical load surge from IoT application or special events
(e.g., emergency alerting) will conflict with Data Center
resource capacity, even inducing break down of Data Center
systems.

A. Use Case Study

Mobile data traffic surge is expected to be 40 Exabyte by
2014 [4]. Mobile connections are expanding globally, along
with other mobile connections, due to the growing hardware
and software components for smart meters, business and
consumer surveillance, inventory management, and fleet
management, all of which are designed for operational
excellence. Machine-to-Machine Traffic is expected to increase
40-Fold between 2010 and 2015.

Mobile carriers such as NTT DoCoMo, Verizon met mobile
traffic burst, conflict with system resource. ISP like TAOBAO
met traffic surge also. Its SecKill service, which is a kind of
time-limited sales promotions, one web has requirements of
1billion in 10mins. The first system break down happened in
2009.

Chinese carriers/vendors are considering traffic/flow
control. In carrier network, the real time large traffic is out of
control. A possible solution might be an intelligent pipe:
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broadband rapid respond for bandwidth requirements, resource
allocation, optimization, and so on.

B. Beijng City Perspective AMI deployments

City level deployment of Advanced Metering Infrastructure
(AMI) services is very popular in China. Table 1 shows the
deployments in three cities.

TABLE I. AMI DEPLOYMENT BY 2011

City
L2 devices

(GW/Concentrator)
User
Number

TaCheng,
XINJIANG

36000smart meter, 185
collector

19,200

LuCheng, Wenzhou,
ZHEJIANG

14,485 cellular collector 190,405

HuZhou, ZHEJIANG
487.1 thousand

cellular/microwave collector
HV 12690，
LV 1187,700

Refer to the AMI deployment of HUZHOU in 2011 [5],
with the population result of 2010; we can get the forecast AMI
numbers of BeiJing for city level deployment shown in Table 2.

TABLE II. PREDICTIVE NUMBER FOR BEIJING DEPLOYMENT

BeiJing HuZhou

Population 19.612 million 19,200

People/House density 2.45 2.65

House Users 8,000,000 users 1200,000 users

L2 devices 3,600,000 collector 487,100 collector

Table 3 is the comparison of China railway public ticket
ordering system ‘www.12306.cn’ [6] and AMI service. The
ticketing system met heavy traffic surges especially at spring
festival ticket release time. At 8, 10, 12, 15 everyday the traffic
surges happened. As the deployment reaches a large scale, and
the interactive requirements increase, AMI applications have a
high possibility to have traffic surges periodically as well.

TABLE III. TRAFFIC SURGE POSSIBILITY

12306 AMI

Parallel traffic 1GB < 1GB

Server load 1GB MB level

User number (peak) 5 million, KB/user
5 million,
KB/user

mode interactive Light interactive

The common solution is to increase the system capacity.
But, there are some solutions considering IoT traffic surge
[7][8][9][10]. Like [11], in M2M communication: terminal
self-test and determine communication gap to avoid traffic
congestion. Or, some vendor has a hardware solution of DC
network IF with huge size buffer.

IV. EVALUATION RESULTS

We use AMI as the example for evaluation of IoT traffic
patterns, its impacts and problems. The AMI system will be
deployed in large scale [12]. Thus, the application will generate
massive AMI data [13]. This massive AMI data will be
transported through IP network and processed in the data
center.

A. Platform Implementation

We select AMI Beijing city level deployment as the
application scenario as shown in Figure 5. Sensors’ data is
collected every 15min 60Byte/meter, periodical data delivery
(transmission finished within) in network. Traffic Generator
send IoT traffic: historical AMI data repeating, predicted AMI
data, AMI data through mathematics model. Multiple Traffic
Generators simulated massive IoT traffic to IoT server in Data
Center virtualization platform. Evaluation parameters: traffic
model to Data Center, capacity, jitter, traffic/time model for
different AMI scenarios.

Figure 5. Logical System Structure.

In Figure 6, the Traffic Generator (TG) is used to generate
massive AMI data. Multiple TGs are used to simulate
distributed AMI systems. Data from TG will be transmitted to
IP network, through local or public network. The AMI server
and database are in the data center, with virtualization platform.

Figure 6. Evaluation System structure.

B. Problem Analysis

a) Traffic Paterenss via Evaluation

Traffic patterns are monitored through evaluation.
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Data from sensors, through the public IP network, is
gathered in the AMI server. The traffic is shown in Figure 7
below. It is periodical traffic. In Figure 7(a), it is around 6000
sensor’s metadata, through 24 concentrators, sending data to
servers in data center. The data frequency is set to 5 minutes,
for it is easier to get the test result than 15 minutes used in the
commercial system.

.

(a)

(b)

Figure 7. Layered structure.

In Figure 7(b), we increased the number of the sensors to
18000, through 72 concentrators. The total traffic arriving at
the server in data center is shown in Figure 7(b). Compared to
the result in Figure 7(a), the traffic in one period is affected
with jitters. However, the periodical feature is still not changed.
And the traffic in every period has similar traffic model
features from statistics points.

b) Traffic Impacts to Data Center

Corresponding to the traffic patterns in Figure 7(a) and 7(b),
the CPU and memory utilization in data center servers is
pushed to have the same periodical load model feature.

Potential problems:

(1) Low efficiency: in the time slots between the
transmission periods, IoT dedicated resources like computing,
storage and network are in low efficiency status.

(2) Resource Bottleneck: For large scale massive data
generated traffic surge, during the session, the allocated
resource will be bottleneck to the load.

c) Traffic Impacts to network

Network resource occupation competition:

In the concentrator, there are long packets series transmitted
in a short period; it occupied the network I/O buffer. In the
server, packets from concentrators have competitions for the

network resources. Especially in wireless network, the wireless
buffer and channel resource are limited. Figure 8 shows a delay
burst in the wireless channel while the wireless channel is
rather congested.

Figure 8. Delay in wireless channel competetion.

Potential problem:

(1) Long packets series, with synchronized feature for real-
time applications, will generate network congestion. Then the
application quality will be affected.

d) Traffic Impacts to applications QoS

The traffic model has an impact on application QoS
parameters.

As Figure 9 shows, the TG sends 6000 sensor’s data. These
sensor’s data are encapsulated in XML format and transported
over TCP/IP. In one sending period, one stream, around 4KB,
are divided into packet series to the TCP receiver in the server,
and the server will buffer these packets, until the last packet
comes. Then these 4KB data will decapsulated together. So the
delay of the data in the first packet is increased with the longest
buffering time: the delay of the data in the last packet is the
shortest one. If the number of the packets increases together
with sensor number, this factor will affect the application QoS
more deeply.

Figure 9. TG + Server schedule.

Figure 10 is result of the application QoS. They are sensor
meta data delay average in 20 seconds (a), sensor meta data
delay in 5 minutes (b), and sensor meta data reach ratio(c). In
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Figure 10, 6000 sensor’s data cross fixed public IP network,
has average delay in seconds level.

(a)

(b) (c)

Figure 10. Application QoS Parameters.

Potential problems:

(1) How to decrease the delay in the application layer and
assure the QoS of IoT services for this traffic model?

(2) Transportation protocols and data encapsulation format
(packet length, format) are important parameters of the traffic
model. For TCP transportation, with long packets series,
uniform packets encapsulation, the application QoS will be
decreased.

In the test bed, TCP was the protocol used for assuring
packet transmission. However, depending on the network status,
TCP windows update mechanism will result in delay and even
packet loss. On the other hand, if we use UDP protocol, the
delay of above problem can be solved to some extent. However,
in channel or network congestion, there will definitely be
packet loss of the sensor data.

We use XML format for the meta data in the test bed. This
format is easier for encapsulation and decapsulation. However,
the efficiency for transmission and server processing is not
enough, especially for massive data from sensors. There also
should be an efficient and standard meta data format.

V. CONCLUSION

Large scale IoT deployments generate a new class of
traffic. It is important to know the large scale IoT deployments
impact on Data Center and the network. Potential problems

should be further studied. These include: traffic surge
generated by synchronous IoT application, in which traffic may
cause network congestion and outage of DC resources. In this
report, we discussed the IoT traffic modeling and evaluation in
order to clarify the impact of future large scale IoT server on
network and data center. Through the IoT traffic modeling
analysis and the evaluation work, we found the potential
impacts and problems of IoT massive data to datacenter,
network and application QoS.

Traffic surge generated by synchronous IoT application
traffic may cause network congestion for cellular network and
outage of DC resources. The transport protocols and data
encapsulation format will affect the application processing
performance greatly and should be carefully selected. It is
important to find solutions to these issues.
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Abstract—In this work-in-progress paper, we argue that
most measurement and metrics as they are used in today’s IT
management do not provide a sufficient foundation for qualified
upper level management decisions. By exemplary applying
the state-of-the-art energy efficient metrics to SuperMUC, an
energy-efficient three PetaFlop/s high performance computing
system that has been put into service in June 2012 at the
Leibniz Supercomputing Centre, we show that there are four
major gaps between the information that can be measured
on a technical level and the information that is needed for
management decision making. We then present our vision of a
management cockpit that centralizes measurement and metrics
management in an organization-wide manner. It aggregates,
processes and transforms metrics data into indicators for
management decisions. We present the research questions, our
solution approaches, and preliminary results regarding the
design and implementation of this management cockpit.

Keywords-IT management; measurement; metrics; gover-
nance; decision support.

I. INTRODUCTION

For many cloud computing, high performance computing
(HPC), and other large data centers, raising energy con-
sumption costs are one of the prime motives for an in-
depth examination of energy-efficient technology. Obviously,
energy efficiency must be considered before investing into
new hardware because, for example, CPU frequency scaling
is an important functionality that helps to adjust energy
consumption proportional to the current workload. However,
energy efficiency is not a static property that is only relevant
during purchasing decisions. On the one hand, energy-saving
capabilities must constantly be monitored and controlled to
ensure that they are working as expected and to keep their
parameters optimized for the current workload. On the other
hand, the energy efficiency of, for example, air-conditioning
or hot liquid cooling systems depends on ever-changing
environmental characteristics such as the current outdoor
temperature.

We argue that in order to better support management
decisions – such as how much money to invest into specific
Information Technology (IT) infrastructure improvements –
a more holistic approach to measurements and metrics is
urgently required. As we show in Section II, many energy
efficiency metrics have been created in the past few years.
However, using SuperMUC – our three PetaFlop/s HPC
system [1] that entered the top 10 of the Top 500 Super-
computer Sites list in June 2012 – as an example, without

loss of generality, we demonstrate in Section III that there
are four major gaps that need to be closed before metrics can
directly contribute to a holistic view of IT infrastructures: At
the moment, 1) the information provided by metrics is not
sufficient for decisions on higher abstraction levels, 2) de-
pendencies between metrics are not sufficiently considered,
3) organization-specific requirements cannot be incorporated
adequately, and 4) there is a lack of improvement recommen-
dations that can be deduced from the metrics values.

Our work-in-progress envisions a management cockpit,
which centralizes measurement and metrics management
organization-wide. We present its design in Section IV, using
energy efficiency metrics for SuperMUC as an example
of how low-level metrics can be aggregated to lay the
foundation for upper-level management decisions. While
works for simple metrics compositions with an immediate
practical benefit already, we discuss several research ques-
tions that need to be addressed in Section V. We then outline
our approach, present our preliminary results, and give an
outlook to our next steps.

II. METRICS MANAGEMENT IN RELATED WORK

The related work to our management cockpit vision can
be grouped into the three following categories.

Metric definition – There are a lot of metrics dealing with
different aspects of energy-efficiency, for instance the mea-
surement of the energy consumption of computing servers
and clusters [2], [3], or the energy consumption in optical
IP networks [4]. Further examples are TEEER [5], EPI [6],
ECR, and ECRW [7], [8], [9]. All of them are defined by
providing calculation and interpretation rules, partially in
a very comprehensive way, but nevertheless they all focus
on technical aspects of a single entity on a very low level.
Hence, they do not facilitate a holistic view on the energy
efficiency situation of SuperMUC, which, being a large HPC
system, aggregates many different hardware components in
a complex architecture.

Structuring and comparison – There is literature and
ongoing research in several topics about metrics taxon-
omy [10], [11], classification [12], and comparison [13].
These approaches structure and compare the aforementioned
metrics, but they neither aggregate different metrics to derive
new statements, nor do they consider dependencies and
correlations between metrics. Instead, they focus on a single
specific class of metrics, like equipment-level metrics, and
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Figure 1. The four gaps in today’s situation that hamper a holistic view.

confine themselves to comparison. Therefore, they do not
allow a holistic view either.

Analyzing combined metrics – Besides the sole definition
of metrics (group one) and the classification of those metrics
(group two) there is a third group of related work that deals
with the task of combining and aggregating [14] several
metrics to deduce new statements about the energy efficiency
of an IT infrastructure as a whole. There is no work yet that
focuses on supporting upper-level management decisions.
In the following, we propose our vision of a management
cockpit to address this issue.

III. PROBLEM STATEMENT

The problem description is given with the help of the
following exemplary management question: “Which com-
ponents should be invested into during the next SuperMUC
upgrade in order to save as much money by energy cost
reduction as possible during the next n years?”. By trying to
answer this question, and given the previous outlined contri-
butions of related work, we have identified four gaps, which
are depicted in Figure 1. In the following explanations of the
gaps, we first give a short example concerning SuperMUC
and then a generalization of the problem, respectively.

Gap 1 – The Information Gap In order to answer
the aforementioned management question, we first have to
decide which components have the poorest energy efficiency
in SuperMUC, as their potential for further improvement
during the next system extension is the highest. Beside
a few generally applicable metrics, most metrics can be
applied only in one area, for instance an HPC/CPU metric
like MFlops/Watt cannot be applied to storage, interconnect,
or software components. Hence, there are several different
metrics that have to be considered for SuperMUC as a
complete system.

Generalization: For a holistic view, the (purely) technical
information has only limited expressiveness and must be
enriched by context and comparison information; addition-
ally, all those information have to be aggregated to provide

comprehensive information to support decision making at
high level. Therefore, conversions, e. g., into currencies or
hours of work, may be required.

Gap 2 – The Dependency Gap In the SuperMUC sce-
nario, changing the CPU type to achieve a higher energy effi-
ciency would have (strong) side effects on other components
of SuperMUC. For instance, using CPUs with a smaller L2
cache size might improve the CPU energy efficiency, but at
the same time, SuperMUC’s system interconnect between
the CPUs and the non node-local memory will have higher
workloads and therefore, its energy efficiency is decreased.
This may lead to a decreased overall energy efficiency.

Generalization: There are a lot of dependencies between
metrics that have to be considered in order to include all
relevant information. In most cases it is not adequate to
improve one or only a few metrics, i. e., partial optimizations
do not yield optimum results. Instead, all (involved) metrics
should be improved [16], correlations have to be shown, and
conclusions have to be drawn from these correlations [17].

Gap 3 – The Environment Gap Changes regarding the
CPUs obviously do not only affect the storage, but also the
cooling facilities. In order to assess the changed amount of
energy, which the cooling facilities need for the additional
CPUs, we have to compare numbers to other supercomputing
centers. But we can get only useful statements if we consider
the specific environment, including the location SuperMUC
is deployed in: Bavaria in Germany is a relatively warm
region, whereby Iceland is quite cold, so the demand for
cooling would be lower there.

Generalization: The same measurements and metrics may
not have the same expressiveness and purpose in different
scenarios. Each organization will have to make specific
adoptions to existing metrics, create complementary metrics
for its specific environment, and specify, for example, how
results must be interpreted properly.

Gap 4 – The Activity Gap In the end it may turn out that
despite all reciprocity, using different CPUs than previously
is the best way to optimize energy costs. Now we need
activity recommendations that describe what to do while
considering implications to other metrics and the caused
costs. For instance, changing cache size has a medium
energy saving effect and is quite cheap, but has a high effect
on the interconnect components, whereby changing the clock
speed has a high energy saving effect, is quite cheap as
well, and has a low effect on the interconnect and storage
components.

Generalization: In order to perform the best adoptions
on the analyzed IT infrastructure, activity recommendations
have to be generated out of the holistic view in a (semi-)
automated way. There are a lot of challenges, such as the
calculation of costs associated with each activity recommen-
dation, and selecting the best one for a given scenario based
on a consideration of the mutual reactions of metrics when
changing the infrastructure, e. g., based on the application
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Figure 2. Our vision of a management cockpit that provides high-level,
management-relevant information.

of mathematical optimization algorithms.
Closing these gaps is already a non-trivial task for the

area of energy efficiency, which we use as an example here.
The key challenge of our research is, however, to find a
management solution that works with an arbitrary number
of metrics categories and their interdependence in parallel,
as we outline in the next section.

IV. OUR VISION OF A MANAGEMENT COCKPIT

To close the described four gaps, we envision a manage-
ment cockpit that is built on top of an underlying compre-
hensive and integrated processing layer, which manages all
applied metrics, and a presentation layer; a mock-up of its
GUI is depicted in Figure 2. It provides an holistic view
concerning the energy efficiency of SuperMUC to the top-
level-management and makes all aspects feasible that were
described in Section III.

Besides its main objective to “monitor, visualize and
explore measurement data from different perspectives and
at various levels of detail” [17] in order to characterize,
evaluate, predict, and improve IT infrastructures, there are
some underlying sub-objectives that shape the management
cockpit, which we discuss next.

A. Considering metric dependencies

As described in Section III, metrics are currently used
isolated of each other, and hence reciprocity cannot be
respected. Our management cockpit shall manage all met-
rics that are used by an organization in a holistic way
and thus make integrated statements about the SuperMUC
example feasible. Besides the big advantage of respecting
the reciprocity of metrics, considering metric dependencies
facilitates the uncovering of strategic goal conflicts [18] and
the consideration of trade-offs, for instance between energy
efficiency and performance. Those trade-offs are already
analyzed in some lower-level-approaches (e. g., [12]), but
not yet at upper-level management.

B. Integrating measurement and metrics data

To support the holistic view and root cause analysis
facilities, our solution shall integrate (“selection, embedding,
and handling of the underlying data sources” [19]) and
use as many data sources as required and reasonable. This
leads to the problem of using and consolidating several data

structures and to identify valid data contexts [17]. To be
able to use the management cockpit from the first day and
to avoid the “cold-start–problem” [20], existing and actual
data, metrics, and measurements have to be embedded [17].

C. Using data trees

To achieve provenance for the statements provided to
the management decisions, every statement must provide its
data source tree to facilitate root cause analysis: starting at
the top level, any aggregated metrics value can be broken
down into smaller pieces and it can be explained how
this high-level current value materializes. Figure 2 depicts
an exemplary data tree for SuperMUC: the overall energy
efficiency value is aggregated by interconnect-, storage-, and
CPU-specific values, whereby the CPU value is composed
of Operations/kWh and MFlops/Watt measurements.

D. Warnings and activity recommendations

As described in the aforementioned objectives, our so-
lution shall support decision making and action planning.
Therefore, there are activity recommendations that are pro-
posed by the management cockpit, marked by (2) in Fig-
ure 2. Those recommendations depend on the delta of
oblique and current values. One of the research questions
we have to investigate is the modeling and creation of those
recommendations; we describe this in the next section.

V. RESEARCH QUESTIONS AND PRELIMINARY RESULTS

To achieve our vision of the management cockpit, we have
identified the following research questions, which we will
analyze and answer in our future work.

A. Adequate nomenclature and classification

There are a lot of different terms that are used in the
context of assessing, characterizing, and valuating the energy
efficiency as well as other characteristics of an IT infrastruc-
ture, for instance metric, measurement, quality, benchmark,
or key performance indicator (KPI). Even if there is some
literature about defining those terms (e. g., [21], [13], [22],
[23], [24]) we have to define them by ourselves. Otherwise
there is the risk to compare and aggregate values with
different meanings and intentions, for instance a metric
value and a benchmark value. To achieve this goal, we
look at a metric as mathematical function and hence, it has
four main components: function domain, function image,
dependencies, and meta information. With this perspective,
we concentrate on the characteristics of the image or range
of those functions, for instance the scale, while sorting
existing terms and defining our own terminology.

B. Considering metric dependencies

The area of metric dependencies is twofold: detection of
dependencies, and modeling of dependencies. Both areas
have individual characteristics and challenges, which have
to be analyzed. The detection of dependencies can be done
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analytically or empirically. An analytical detection would
look at existing information about dependencies, for instance
a Configuration Management Database (CMDB) [25], and
derive dependencies from those sources. An empirical de-
tection would collect all available data at different points
in time and compare them, for instance before and after
a reconfiguration. After we have detected the dependencies,
we have to store them in an appropriate way, so a data model
is necessary, which must be capable of all the objectives
that were introduced in the last section. Beside the afore-
mentioned mathematical perspective, our data model divides
dependencies into reciprocity–dependencies and aggrega-
tion–dependencies: the first one models correlations between
metrics – for instance, improving CPU energy efficiency
potentially decreases interconnect energy efficiency. The
second one models the aggregation of metrics to form new
statements (cf. Section IV). Interesting questions in the
context of the data model are, whether there are fields that
all metrics have in common, and if those fields could be
placed into an abstract metrics class. This would lead to a
very efficient and handy data model.

C. Derivation and generation of new statements

In the next step, we have to shape the holistic view
out of the low-level approaches and thereby close gap 1.
Possible solution paths are bottom-up, hypothesis generation
on middle, and top-down. Bottom-up means that we use
existing data from low abstraction levels and try to aggregate
them iteratively until we reach the values that are displayed
in the management cockpit. The most difficult task while
doing a bottom-up generation is the “correct” selection of
attributes/values at the lowest level. Hypothesis generation
means that we formulate hypotheses on an intermediate level
and try to prove or disprove those hypotheses by applying
data from low abstraction levels. Those (dis)proved hypothe-
ses are afterwards used to generate statements for the high-
level management-cockpit. Top-down means that we start at
certain points in the management cockpit and try to create
the data tree beginning at the root by recursively finding
suitable metrics on the next lower level. Our assumption is
that we have to analyze each of those three possible ways
and use a hybrid solution.

D. Target values and comparison

In order to provide “Warnings and activity recommen-
dations” (cf. Section IV-D), target values and interpretation
rules for a delta between those target values and current
values are mandatory. We have to investigate how to define
or rather find those target values. This step is very critical,
because having wrong target values would lead to optimizing
the infrastructure towards wrong values. Additionally, we
have to analyze how to interpret a delta between the current
value and the target value for any given metric. This interpre-
tation has three dimensions: overall meaning, timing aspects

(e. g., “delta implies the necessity to act immediately”, “delta
is just for the annual, paper-based report”), and impact (e. g.,
“the severity of the delta is very high”, “solving the delta is
very costly”).

E. Modelling environment characteristics and their connec-
tions to metrics

The environment of an IT infrastructure can be very
challenging and influences the operation and assessment of
an IT infrastructure heavily. The strong impact is shown
by various empirical studies, for instance [26]. To respect
this fact, we want to model the environment characteristics
and their connections to metrics, respectively, in order to
consider this impact in the statements the management
cockpits produces. The questions that arise in this context
are the selection of environment characteristics that shall
be modeled, the design of the data scheme to store those
characteristics, and on which points those characteristics
shall be connected to metrics.

VI. CONCLUSION AND FUTURE WORK

We have shown that the energy efficiency metrics that are
in use today serve their purpose of benchmarking technical
components quite well, but their individual expressiveness
is insufficient for IT management decisions on higher ab-
straction levels. Using the SuperMUC HPC system as an
example, we demonstrated that the information gap, the
dependency gap, the environment gap, and the activity gap
need to be overcome in order to gain a holistic view on the
energy efficiency of a complex IT infrastructure.

We then presented the core component of our approach,
the management cockpit, which integrates all technical as-
pects of organization-wide measurement and metrics man-
agement. By aggregating, processing, and transforming ex-
isting metrics, which then are visualized for different target
audiences, it is intended to be a central management tool for
monitoring and decision making support. Fully overcoming
the four identified gaps requires addressing several research
questions first. We outlined them along with our solution
approach and our preliminary results.

Our next steps include the specification of a generic met-
rics data model that can be applied to existing metrics and
also captures their interdependence. It will serve as a basis
for a prototype implementation to demonstrate the benefits
of our approach in the SuperMUC real-world example. We
are also working on a generalization of our approach so
that besides energy efficiency, also performance, quality-of-
service, and security metrics can be managed and combined
in an integrated manner.
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Abstract— The Smart Sensor Networks not only collect data, 
but also perform local processing, and may even operate in the 
system, and thereafter, if necessary, carry out the transmission. 
However, in some cases hybrid networks systems, that combine 
wireless with wired structures, may be more appropriate. The 
objective of this work is to develop a system that integrates a 
set of smart sensors and communication systems for use in an 
underground distribution power substation. The underground 
substation of the distribution system chosen belongs to the spot 
network located in Porto Alegre city, Brazil. Among all 
challenges of this work, establish the communication system 
installed inside the substation with the outside world, is 
without doubt the most complex, because, there are no 
commercial solutions for this problem. This paper presents the 
development of a hybrid smart system based on wireless sensor 
network combined with Power Line Communication. This 
system allows real time monitoring of the substation without 
the need to make any significant changes. 

Keywords-Smart Sensors Networks; Monitoring Underground 
Power Substation; Hybrid Networks Systems. 

I.  INTRODUCTION  
The need to manage the processes, combined with 

advances in electronics and wireless communication 
technologies have allowed the design of the Wireless Sensor 
Networks (WSN) [1]. The technology applied to these 
sensors, the data processing and communication networks, 
has allowed the evolution of these systems, which came to be 
called smart sensor networks. The sensors not only collect 
data, but also perform local processing and can act on the 
system and thereafter, when necessary, perform data 
transmission. These intelligent sensor networks enable a 
more effective monitoring and fault detection system, 
improving reliability and network maintenance [2]. 

Among the challenges of design, development and 
installation of smart sensor network can be pointed out 

environments where electromagnetic interference reduces 
performance and can also making it inoperable [3,9]. In these 
cases, hybrid networks that combine wireless systems with 
wired structures may be more appropriate [4]. These hybrid 
architectures still allow better power management of these 
systems, since in some cases the sensor node can be installed 
in difficult access areas. Thus, the physical connection can 
also be used as the redundant system of communication 
system. 

The objective of this work is to develop a system, 
integrating smart sensors and communication systems, for 
use in a power electric underground distribution substation. 
The underground substation of the distribution system 
chosen belongs to the spot network located in Porto Alegre 
city, Brazil. The depth of this substation ranges 4-5 meters, 
under layers of asphalt and concrete. Therefore, another 
challenge of this work was to establish a communication 
system capable of communicating from the inside to the 
outside of the substation, since it is not possible by radio 
communication and there are not available physical 
communication installed for this purpose.  

The rest of this paper is organized as follows. Section II 
presents the Underground Distribution Network. Section III 
presents a description of the monitoring system of substation. 
Section IV describes the partial results obtained from the 
monitoring system, and Section V concludes this work. 

 

II. UNDERGROUND DISTRIBUTION NETWORK 
The underground distribution networks represent an 

advantageous alternative for applications in distribution 
systems in great urban centers, which are characterized by 
high concentrations of charge and require high levels of 
quality, continuity and reliability of electricity supplies. 

There are two common ways of connecting underground 
distribution networks, the radial or network systems. The 
network system, also known as spot network system, is a low 
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voltage distribution system, having a set of transformers 
connected in parallel, to supply electric energy to the load. 
This topology allows that the electricity supply is maintained 
even that one or more transformer get out the service as long 
as the total power of the remaining transformer is equal to, or 
greater than, the power consumed by the load. Moreover, it 
allows improving secondary voltage characteristics [5]. 

The spot network system is installed in Porto Alegre city, 
fed with 13.8 kV primary voltages, and 127/220V secondary 
voltages. It consists of 500kVA transformers, submersible, 
hosted in underground chambers. 

The greatest risks in this type of system are: inundation, 
overheating, fault in protection system, theft, and changes in 
system pressure [10]. Figure 1 shows the analog monitored 
quantities:  (i) the current in the primary; (ii) the voltage and 
current on the secondary; and, (iii) temperature of the 
transformer frame and the environment temperature. The 
other quantities are digital type (on or off), e.g., the states of: 
pumps, fans and transformer operational lights. The system 
must also be able to monitor substation inundation and 
intruders. 

 

 
Figure 1. Monitored data by the system. 

 

III. DESIGNED SYSTEM ARCHITECTURE FOR 
MONITORING 

The designed system (see Figure 2) is based upon the 
concept of intelligent sensors. The Intelligent Sensors 
Modules (ISMs) may acquire up to four magnitudes, i.e., two 
analogs and two digital, communicating by wireless and/or 
physical network. A second module is designed to be used in 
the acquisition of quantities with fast dynamic and need read 
more than four quantities, e.g., secondary voltages and 
currents of the transformer. This device is referred as Remote 
Data Acquisition Unit (RDAU). 

The Gateway establishes the communication with the 
outside. As earlier mentioned, is not possible to carry out 
communication by radio or wired structure, since the 
characteristics of the substations does not allow the 
deployment of these systems. Thus, we used a Power Line 
Communication (PLC) system, allowing data transmission 

from the inside the substation. In the outside of the 
substation, a General Packet Radio Service (GPRS) transmits 
the data in 3rd Generation (3G) cellular communication 
system to a server. 

The monitoring system has essentially the following 
subsystems (see Figure 2): a) Sub-system for data 
acquisition, b) Remote link, and c) Control subsystem. 

A. Intelligent Sensor Module – ISM 
The ISMs are devices capable of performing data 

acquisition functions, data processing and 
transmitting/receiving data. Its architecture (Figure 3) 
consists of a power subsystem, a sensor subsystem and 
communication subsystem. 
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Figure 2. Complete monitoring system. 

 
The subsystems, sensors and communication are 

managed by a PIC18F2580 microcontroller. This was chosen 
because of design requirements and also has the same 
integrated hardware dedicated to CAN (Controller Area 
Network). In addition, supports various peripherals, e.g., 10 
bits Analog-Digital Converter (ADC), four timers, Universal 
Synchronous Asynchronous Receiver Transmitter (USART) 
as serial interface, among others. 

The power subsystem is responsible for powering the 
ISM. The primary source of energy comes from the CAN 
bus and/or battery pack. When necessary, the CAN bus 
system also feeds back into recharging of batteries. This 
system consists of a battery with 900mAh capacity and 7.2 
V. 
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 Figure 3. ISM architecture. 
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The ISM is equipped with four sensing inputs, two digital 
and two analogs. The analog inputs designed to operate with 
signals in the range of 0 to 5V or 4 to 20mA, depending of 
characteristic of the sensor connected. If the sensor attached 
to the ISM need power, it is provided with the signal 
connector. 

The ISM uses the communication subsystem to 
send/receive data in two distinct ways: via wireless network 
or through physical network. The physical network is 
primarily intended for the redundancy, the wireless network 
is the principal communication to exchange information. The 
device used to radio frequency (RF) communication is the 
TRF-24G module, which employs the nRF2401A 
transceiver. This device uses modulation GFSK (Gaussian 
Frequency Shift Keying) [12] for transmitting up to 1 Mbps. 
It features integrated antenna and the transmission power can 
be set from -20 dBm to 0, allowing a range of 250 meters 
(without obstacles). 

The physical bus addresses the standard ISO11898-2, 
designed to international standard CAN communication [6, 
7]. It specifies patterns relating to the physical layer of the 
CAN protocol, one being the use of a transceiver device that 
makes the interface between the sensor and CAN bus node, 
making certain electrical conditions provided in the standard 
are met. Amongst these, conditions include the protection 
against short circuits, voltage levels and others. Therefore, 
ISMs were connected to the bus via the CAN transceiver 
MCP2551, Microchip Technology TM. 

ISM prototype (see Figure 4) was developed to 
experimental validation. Each ISM has an address assigned 
by the Gateway when installing the network, organizing 
themselves autonomously (plug and play). 

 

 
 

Figure 4. Intelligent Sensor Module (ISM). 

 

B. Remote Data Acquisition Unit - RDAU 
Figure 5 shows the diagram of the Remote Data 

Acquisition Unit (RDAU), it can be seen that the RDAU is 
divided into three blocks: Communication Subsystem 
responsible for communication device; Sensor Subsystem 
responsible for acquisition of the voltage and current; and 
Power Subsystem that provides power to the system.  
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 Figure 5. Remote Data Acquisition Unit (RDAU) Diagram. 
 

The RDAU (see Figure 6) can communicate with the 
Remote Server (RS) via RS 232, RS 485, CAN bus or RF. If 
using the RS 485, CAN or RF, is it possible to connect 
multiple RDAUs to each Link Remote. Is controlled by a 
Digital Signal Processor (DSP) family TMS320F2812. The 
ADC is 12 bit and is programmed to 240 samples/cycle 
acquisition. Figure 5 shows the block diagram of RDAUs. 

 

 
Figure 6. Remote Data Acquisition Unit (RDAU). 

 
The RDAUs are connected by CAN bus for 

communication with the RS, but also has an RF 
communication module (model TRF-2.4G) used to perform 
communication with the Gateway and ISM devices. 

C. Gateway 
It has been also developed a Gateway, which is 

responsible for interconnecting the set of sensors (ISMs + 
RDAU) and the PLC transmission system. The essential 
difference from the Gateway to the ISM itself is that there is 
an additional RS232 serial communications port used to 
perform the interconnection with PLC. The Gateway 
physical appearance can be seen in Figure 7. 

 

 
Figure 7. Developed Gateway. 
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The information exchange between Gateway and ISM is 

under MODBUS communication protocol. This is a master-
slave protocol. Defines a structure of communication 
messages used to transfer analog and digital data between 
microprocessor devices, with detection and information of 
the transmission errors. 

The MODBUS protocol is located at 7th level of the OSI 
Reference Model, which corresponds to the application layer 
that provides "client / server" communication between 
devices connected to different types of buses or network 
topologies [8]. The MODBUS also allows easy integration 
with SCADA systems [11], although these are not the main 
focus of this work. 

The management and addressing the ISMs are performed 
by the Gateway, which in turn, updates and constantly 
checks the presence of new ISMs that for luck are connected 
to the bus. 

 

D. Modem PLC 
The PLC system has been installed in Porto Alegre city, 

in the low voltage cabling of underground network. Is a 
PLC, transmitter/receiver pair, developed from a MODEM 
PLC PL-3120, ECHELONTM.  In this model,  a 
microcontroller whose functions are listed below, is 
connected: 

• Transmitter/Receiver PLC installed in the 
transformer; 

• Data acquisition of the environment temperature and 
transformer frame; 

• Generation of data packet to send to the MODEM 
PL-3120 via the serial interface (UART); 

• Management control messages sent through the 
electric grid, supplied by MODEM PL-3120. 
 

Transmitter/Receiver PLC installed outside is responsible 
for: 

 
• Receiving the data packets sent through the electric 

grid, supplied by MODEM PL-3120 
• Checking validity of data received; 
• Configuration of Modem GSM/GPRS; 
• Generation of data packet for sending for the GSM 

MODEM / GPRS via UART serial interface; 
• Control messages management sent via the cellular 

network, delivered by the GSM MODEM / GPRS. 
 

The PLC MODEM PL-3120 NEURON incorporates a 
CPU, 4 Kbytes to application memory and 2 kbytes of RAM. 
The NEURONTM processor executes routines for nodes 
protocols interconnection in a network PLC, Interoperable 
Self Installation (ISI), besides communication protocols, 
with the option to activate or not the CENELEC protocol. 
All these protocols are proprietary and are stored in ROM 
memory on the device. In Figure 8, the blocks diagram can 
be seen, with the constituent parts of a node based on PLC 
PL-3120. 
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Figure 8 PLC node based on PL-3120. 

 
The MODEM PL-3120 can operate in bands A and C 

defined in CENELEC STANDARD, which are selected from 
the crystal used to trigger the MODEM. The selection of the 
CENELEC band also defines the rate of data transmission on 
the network. By selecting the A band, the communication 
will occur at a rate of 3.6 kbps. 

As presented in the block diagram (Figure 8), it is 
necessary for integration, between the PL-3120 and the 
circuit that couples the modulated carrier to the electric 
network, an interface circuit. The interface circuit is 
composed mainly of an amplifier that can be applied to an 
electric network signal at operation carrier frequency of the 
PL-3120, with up to 1A peak-to-peak. Figure 9 shows the 
circuit diagram of the amplifier output, which forms part of 
the interface circuit. It is a transistor discrete circuit in a 
push-pull modified configuration. 

 
 

Figure 9. TX amplifier. 

Figure 10 presents a frequency response analysis of the 
power amplifier for PLC transceiver. There is a practically 
flat response in the frequency range of 1kHz to 20kHz. In the 
frequency range corresponding of the band A, of the 
STANDARD CENELEC, there is a peak in the curve of the 
amplifier gain. The maximum peak occurs at 100kHz, falling 
abruptly after this frequency. 
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Figure 10. TX amplifier frequency response. 

IV. PRATICAL RESULTS 
The tested system was installed in the spot network 

system of the CEEE-D (State Company for Electric Power 
Distribution) in Porto Alegre city. 

The monitoring system (ISMs and RDAU) was installed 
in the northeast spot network system (RNE), box-
manufacturing T-103-7A (code CEEE-D), which has the 
feeder 2RNE as energy supplies. The developed Gateway 
manages the receipt of the data system and is connected to 
the PLC signal transmitter, in the low voltage transformer 
output. The approximate distance from the transmitter to the 
receiver is about 250 meters, Figure 11. There is no direct 
path between them. 

 

 
Figure 11. PLC transmitter and receiver signals location. 

Due to the robustness provided by the adoption of hybrid 
structure for the ISMs and RDAU, packet losses in 
communication did not occur. The most critical data such as 
voltage and current, travel through CAN system when the 
data is not received properly by transceivers. 

The proposed system was tested for 90 days collecting 
data at intervals of 10 seconds. In this period, more than 2 
Gb of information that is stored in a database were 
transmitted, the packet loss rate was less than 1%, which 
proves the robustness of the proposed system. A graphical 
interface able to access this database was developed, which 
can be executed from any desktop or mobile device. More 
details on this interface are presented in sequence of the 
paper. 

 
Figure 12. Backup system test (critical case). 

The battery system of sensors nodes operates as backup 
in cases, which the redundancy occurs. In these cases, the 
worst possible condition occurs when the sensor node is 
continuously processing and transmitting data, where his 
current drawn reaches 57mA peak. Thus, we tested a set of 
batteries in extreme conditions of use, so that could be 
evaluated its durability. Figure 12 shows the results obtained 
in the discharge process. The sampling time is 1 second. 
 

 
Figure 13. Real time interface for WEB. 

Figure 13 presents the WEB application developed to 
access the data collected and stored in the database. Any 
user can to access this application from a computer with 
Internet access. 

 

 
Figure 14. Real time interface for IOS (e.g.,IPAD). 
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Figure 14 shows the application developed specifically 
to run on devices with IOS operating system (e.g, ipad and 
iphones). Finally, Figure 15 shows the application designed 
to run on devices with Android operating system. 

 

 
 

Figure 15. Real time interface for Android. 

V. CONCLUSIONS AND FUTURE WORK 
This paper presented a monitoring system designed to 

monitor an underground substation power distribution. 
Advances in electronic communication systems and 
processing, and the high degree of integration, enabled the 
development of a high performance system for these 
applications. 

Among the challenges of this application may be 
highlighted the communication between indoor and the 
outdoor of the monitored substation. Furthermore, 
considering the difficulty of access to the system, determined 
the use of a hybrid system eliminating the necessity of 
regular maintenance of the batteries. 

The system allows its application in intelligent systems 
and fault detection applications in underground spot network 
system. As future work we intend to investigate different 
modulation types for communication PLC in order to 
improve the transmission rate. 
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Abstract—This paper describes the procedures used to 
automatically generate a complete individual mobility profile 
of users of mobile services, based exclusively on geo-located 
phone usage information and without requiring any customer 
interaction. It also presents the results of applying these 
procedures in a test with real data. The individual mobility 
description includes metrics such as area of activity, diameter 
of influence area, location and meaning of the user’s points of 
interest, and frequent itineraries. 

Keywords— Individual mobility; mobile phone usage; center 
of mass; radius of gyration; points of interest; itineraries 

I.  INTRODUCTION 
The study of human mobility patterns has received 

growing attention over the past few years, especially due to 
the increasing availability of location data coming from both 
global positioning systems (GPS) and mobile telephone 
usage, which leaves geo-located traces on the operators 
networks [1][2][3][4]. 

Understanding how and when human movements take 
place across our towns, cities or countries is of interest in 
many areas, such as traffic management, transport network 
design or diseases spread control [5][6][7]. However, not 
only a global view of population flows, but also individual 
mobility patterns of a user, are of great interest in a number 
of fields [8]. The knowledge of what locations a user 
periodically visits, over what period, with what frequency, 
what days of the week and at what times of the day [9][10] 
can be used for the provision of contextual services, relevant 
advertising, targeted offers to address the particular mobility 
needs of the user, itinerary planning…  In general, knowing 
locations that are relevant for a user can enable the 
personalization of commercial communications or service 
interactions and improve their relevance. 

This paper describes the set of procedures implemented 
to obtain a complete description of the mobility profile for 
mobile phone users. These procedures have been tested over 
several million customers from the same country, treated in 
an anonymous way. Future utilization of these procedures 
will imply customers give their previous authorization to 
treat their unanonymized id so they can be offered 
customized services or applications. 

The paper is structured as follows. Section 2 describes 
the general framework and the kind of geo-located data we 
use to obtain these profiles. In Section 3, we explain how we 
compute certain areas for every customer. Section 4 explains 
how we detect and label the points of interest of each 
customer. Section 5 describes how we detect the frequent 

itineraries of a user. Finally, in Section 6, we present some 
conclusions and ideas for future work. 

II. GENERAL FRAMEWORK 
The method used for computing individual mobility 

profiles works on geo-located events generated by using 
mobile phones. These geo-located events are obtained in a 
non-intrusive way for the users. These events are traces that 
mobile phone usage leave on the network and include 
initiation and termination of voice calls, sending short text 
messages (SMSs) or multimedia messages (MMSs), 
signaling (as data sessions attach/detach events), and so on. 

Geo-located events must contain, at least, the following 
information: an anonymized user id associated to the event, 
and the date, time and location of the event. 

Location information is usually available at a Base 
Transceiver Station (BTS) level. BTSs are the places where 
the antennas that receive and transmit the radio signals from 
and to the mobile phone users are located. So the location 
information in fact refers to an approximate area, not an 
exact place. Even more, the customers’ location is not known 
as a continuous function of time; it is only known at certain 
points in time when customers are interacting with the 
mobile phone network. 

These kinds of events are collected over a period of time 
to obtain the dataset used to compute the mobility profiles of 
the users. 

The work and results presented in this paper are based on 
data collected from Call Detail Records (CDRs) of voice 
calls of customers from a Latin American country over a six-
month period. These data comprise about 7 billion CDRs, 
from more than 16 million customers. There are more than 
5000 different locations (BTSs) over the whole country. 

III. CENTER OF MASS, RADIUS OF GYRATION AND 
DIAMETER OF INFLUENCE AREA 

First, some simple but informative descriptors are 
calculated. These descriptors give information about the 
areas where the customers are usually located over the time 
period considered. 

For each customer, a set of locations is obtained, each 
with a count indicating the number of times (ni) we observe 
the customer at that location. Each location is represented by 
a pair of 2-D planar coordinates (xi, yi). The center of mass 
(CM) for a customer is obtained as the location whose CMx 
and CMy coordinates are calculated as the weighted average 
of all the locations known for that user over the time period. 

CMx = 𝑛!𝑥!!
!!! 𝑛!!

!!!  (1) 
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CMy = 𝑛!𝑦!!
!!! 𝑛!!

!!!  (2) 

As the activity of the customers can be very different for 
workdays and weekends, two centers of mass are calculated: 
a workdays center of mass (CMxwd, CMywd) from the activity 
observed for the user from Monday to Friday, and a 
weekends center of mass (CMxwe, CMywe) from the activity 
observed on Saturdays and Sundays. 

Once the two centers of mass are obtained, two radii of 
gyration (Rwd and Rwe) are calculated for each one. A radius 
of gyration is computed as the weighted average of the 
distances from the customer registered locations to his/her 
center of mass. 

R = 𝑛!!
!!! (𝑥! − 𝐶𝑀𝑥)! + (𝑦! − 𝐶𝑀𝑦)! 𝑛!!

!!!  (3) 

The combination of center of mass and radius of gyration 
defines a circular area where the customer concentrates most 
of his activity. Two circular areas are obtained for each 
customer, one for workdays, given by (CMxwd, CMywd) and 
Rwd, and another one for weekends, given by (CMxwe, CMywe) 
and Rwe. 

Fig. 1 shows an example of the activity areas for a user. 
This user clearly changes his/her known phone usage 
locations from workdays to weekends. 

Figure 1.  Workdays (red) and weekends (green) activity areas defined by 
centers of mass and radii of gyration for a user. 

Another parameter is calculated to complement the 
information given by the centers of mass and radii of 
gyration: the maximum distance between two registered 
locations for a customer over the period of study (diameter of 
the influence area). This information allows identifying users 
that have gone to very distant places during the time period 
and users that have stayed in a more limited area. 

From a general analysis of the locations visited by the 
customers, we can derive some information: 

• 50% of the customers use less than 9 different BTSs 
during workdays and less than 7 on weekends. Just 
5% of the customers visit more than 51 different 
BTSs during workdays. 

• The radii of gyration are less than 4 km for 50% of 
the customers and are very similar for workdays and 
weekends. Just 5% of the customers have radii of 
gyration greater tan 17 km. 

• 50% of the customers have an influence area 
diameter lower than 20 km in workdays and lower 
than 18 km in weekends. 

IV. DETECTION AND LABELLING OF POINTS OF INTEREST 
The second component of the individual mobility profiles 

is the detection and labeling of the users’ points of interest 
(PoIs). The goal is to find the most relevant locations for 
every user, from the set of locations he/she had activity at, 
and to characterize them by labels that give information 
about what each PoI means for that user. 

A. Detection of PoIs 
First, the CDRs of users that have too many or too few 

calls during the time period are filtered out. This way we 
avoid the noise introduced by users not corresponding to an 
individual usage (i.e., switching devices or PBXs of a 
company or business), or corresponding to individuals whose 
activity is too low to extract a meaningful usage pattern. A 
lower limit of 200 calls and an upper limit of 5000 calls over 
the time period were established. More than 8 million 
customers are between these thresholds. For these customers, 
BTSs having at least 5% of the total number of each 
customer’s calls are selected. The customer-BTS pairs that 
satisfy these requirements define the PoIs of that customer. 

B. Labelling of PoIs 
Every PoI is characterized by a communication vector 

that represents its temporal usage pattern. For one PoI 
(customer-BTS pair) this communication vector initially 
contains the number of calls the customer did in the BTS at 
every different hour of the different weekdays (from Monday 
to Sunday), aggregating the values for the same weekdays of 
the whole time period. As not every weekday has the same 
meaning in terms of life activity patterns, it was decided 
(after a previous analysis) to group Monday, Tuesday, 
Wednesday and Thursday in one single kind of weekdays 
(Monday-Thursday), and to maintain Friday, Saturday and 
Sunday as separate kinds of weekdays. 

So, for every customer there are several communication 
vectors (curves), one for each of his/her PoIs, containing the 
number of calls made by that customer in that location at 
every hour of 4 kinds of weekdays (Monday-Thursday, 
Friday, Saturday and Sunday). Each vector has 4×24 = 96 
values. 

As the number of different kinds of weekdays is not the 
same, a first normalization is done dividing each vector value 
by the number of days of its kind of weekday that occurs in 
the time period. This allows comparing the 4 different parts 
of the curves. 
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In order to allow the comparison between different 
curves from different PoIs with very different activity levels 
(number of calls), a second normalization is done dividing 
each vector value by the sum of all the vector values. All 
normalized PoI communication vectors will have a resultant 
sum equal to 1. This way the differences between vectors 
focus on the curve shape itself reducing the importance of 
the curve amplitude levels. 

Fig. 2 shows the normalized communication vectors of 
two PoIs, with different shapes that represent different kinds 
of phone usage. The first one is more uniform and regular 
over the different weekdays. The second only presents 
activity from Monday to Friday, especially in the evenings. 

In order to label the communication vectors, it is 
assumed that different shapes (usage patterns over the week) 
imply activities of different nature at those locations. A set of 
clusters (groups) is obtained from the whole set of PoI 
communication vectors of all the customers. A meaningful 
label is assigned to each cluster, related to the usage pattern 
over time. 

About 24 million PoIs (communication vectors) were 
obtained from the dataset. A representative sample of this set 
was selected to run the clustering algorithm (clustering 
training). A partitioning around medoids (PAM) algorithm 
was used. This algorithm allows the use of different types of 
distances to represent the dissimilarity between vectors. In 
particular, a distance based on the Pearson correlation 
coefficient between any two communication vectors a and b 
was used. The distance (dissimilarity) between two vectors 
was calculated as 1 −   𝜌!" , where 𝜌!"  is the Pearson 
correlation coefficient (similarity). So, the distances have a 
minimum value of 0 (exactly the same shape) and a 
maximum value of 2 (exactly the opposite shape). 

Figure 2.  Normalized communication vectors of two PoIs. 

The clustering over the sample of PoI vectors produces a 
vector cluster id (group) assigned to each vector in the 
sample. All the vectors with the same cluster id belong to the 
same group, and a representative vector for the cluster id is 
also obtained. The representative vector of each cluster id is 

the cluster medoid, that is one of the vectors assigned to that 
cluster whose average dissimilarity to all the vectors in the 
cluster is minimal. The cluster centroid can also be obtained 
as an average of all the sample vectors found inside the same 
cluster. 

Once the medoids are obtained, the PoI vectors not used 
in the clustering (or any other PoI vector that could be built 
later) can be assigned a cluster id calculating the distances 
based on the Pearson correlation to the different medoids and 
choosing the cluster id of the representative that is closest to 
the new input vector (has the minimum distance to it). 

The number of cluster or groups has to be given as an 
input to the training phase of the clustering algorithm. As we 
would like to detect many different groups for the PoI 
vectors to find enough different types of locations for a user, 
a value of 20 clusters was used. 

Using the medoid and the centroid for each cluster, a 
label is assigned to them based on the knowledge of the 
social habits and cultural characteristics of the country. 
These are the level 0 labels (detailed set of labels). 

Fig. 3 shows 4 examples of cluster representatives, along 
with the level 0 labels assigned to each. The percentage of 
vectors of the training sample found in each cluster is also 
shown. 

The cluster representatives are later grouped into 5 level 
1 labels, thinking on practical applications that will not need 
as much detail as given by some of the 20 level 0 labels. So, 
any PoI vector is assigned the level 0 label of its closest 
medoid, and the level 1 label is assigned based on a table that 
associates a level 1 label to each level 0 label. 

Figure 3.  Example of medoids (continuous lines) and centroids (dotted 
lines) for 4 clusters, with their level 0 labels and percentages in the sample 

of PoI vectors used in training the clustering. 

The level 1 labels and the percentage of training vectors 
in each of them are: 

• Office/Industrial Work 10.03%. 
• Commercial Work 16.67%. 
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• Home 39,00%. 
• Night/Evening Leisure 9.31%. 
• Afternoon Leisure / Shopping 24.99% 
A labeling confidence flag (0/1 value) is obtained based 

on a distance threshold per cluster. The distances of the 
training vectors to the medoids of their assigned cluster are 
used to compute the distances mean and standard deviation 
for each cluster. The sum of the mean and standard deviation 
is the threshold distance for each cluster. If the distance of a 
PoI vector to its closest cluster representative is higher than 
the threshold distance for that cluster, then the label assigned 
to that PoI vector is not considered reliable enough (the 
labeling confidence flag is 0). Otherwise the labeling 
confidence flag is 1. About 15% of the PoI labels are not 
considered reliable enough using this criterion. 

C. Comments on the Results of PoI Detection and Labelling 
The output of the PoIs detection and labelling step is a set 

of locations (BTS’s) of special interest for each customer. 
Each PoI is automatically labelled at two different levels 
(level 0 and level 1) including a labeling confidence flag. 
The labels express the particular meanings of the locations 
for each user. 

Fig. 4 shows some distributions of the number of PoIs 
and labels for the whole set of customers whose data have 
been processed. More than 8 million customers have at least 
one reliable PoI (labeling confidence flag=1) and more than 
20 million reliable PoIs are detected for those customers, 
giving an average number of 2.5 PoIs per customer. The 
black line shows that the highest number of PoIs reaches a 
value of 12. But, the highest number of different level 0 
labels (red line) does not exceed the value of 9 (one customer 
can have more than one location with the same label or 
meaning). Most of the customers have 5 or less PoIs, and 
also 5 or less different level 0 labels.  Regarding the number 
of different level 1 labels (green line), the upper limit of 5 is 
only reached by a very low percentage of customers. 

Figure 4.  Percentage of customers that have X PoIs with labelling 
confidence flag=1 (black line), X distinct level 0 labels (red line) and X 

distinct level 1 labels (green line). 

As each customer profile includes his/her centers of mass 
and radii of gyration, the customer’s PoIs information is 
enriched by flags indicating whether a PoI is located inside 
or outside the activity area defined by one center of mass and 
radius of gyration. This is done both for workdays and 
weekends activity areas to observe if there are any variations 
depending on the type of PoI. 

Fig. 5 shows the percentage of PoIs of a particular type 
(level 1 label) outside the workdays activity area (red line) 
and outside the weekends activity area (green line). It 
includes all the PoIs (even those with labeling confidence 
flag=0). The two horizontal dashed lines show the mean 
values of being outside the activity areas (workdays and 
weekends) for the whole set of PoIs. 

As expected, most of the PoIs are found inside the 
customer’s activity areas (almost 80%), as they represent 
important places for the customers, which concentrate most 
of their activity. Some types of PoIs are clearly above or 
below the mean value. There are variations in the 
percentages of the PoIs being outside depending on 
considering the workdays activity area or the weekends 
activity area. Fig. 6 illustrates those variations, showing the 
percentage of increment of a PoI type being outside the 
weekends activity area relative to being outside the workdays 
activity area. The PoI type labeled as “Office/Industrial 
Work” has the highest weekends/workdays variation (an 
80% variation). It is a positive variation, indicating that is 
much more likely that an “Office/Industrial Work” PoI is 
outside the weekends activity area than it is outside the 
workdays activity area (this is consistent with the meaning of 
that label). The PoI labeled as “Home” has the highest 
negative variation. It is less likely that the “Home” PoI is 
outside the weekends activity area than it is outside the 
workdays activity area (people usually spend more time at 
home during weekends than during workdays). 

Figure 5.  Percentage of level 1 PoI labels outside their customer’s activity 
area (red, workdays activity area; green, weekends activity area) 
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Figure 6.  Percentage of increment in the percentage of level 1 PoI labels 
outside the weekends activity area relative to the percentage of level 1 PoI 

labels outside the workdays activity area 

The relationship between PoI label meanings and their 
location inside/outside the user’s activity areas can be further 
exploited to refine or even correct the initial PoI labels 
assignment. For instance, “Home” PoIs detected out of the 
workdays activity area and far enough from other existing 
”Home” PoIs inside the same user’s workdays activity area 
can be labeled as “Second Residence”. 

V. FREQUENT ITINERARIES: MOVEMENTS BETWEEN 
POINTS OF INTEREST 

Focusing exclusively on calls done or received by each 
customer at his/her PoIs, we consider a movement between 
two points A and B when we find two consecutive calls, the 
first one located at point A and the second one located at 
point B. We establish a maximum time difference of 6 hours 
between calls to consider the movement is valid. Each 
movement is spread as a probability over the time period 
between the two consecutive calls, because the exact time 
point when the movement takes place is unknown. 

A movements curve is obtained as a sum of those 
probabilities over the six months period under analysis, 
describing the global probability that the customer moves 
from PoI A to PoI B at a certain hour of the week. When we 
find a minimum number of 6 movements between the same 2 
points of interest of a given customer, we say we have 
detected a frequent itinerary between those 2 points. Finally, 
the itinerary is built as the parts (slots) of this curve above a 
percentage (20%) of its absolute maximum. 

An itinerary description is composed of the peaks from 
the movements’ curve that remain above the amplitude 
threshold, which represent the most probable time points 
when such itinerary takes place. The itinerary description 
also comprises the time-points where the curve intersects the 
threshold, which describe wider time intervals when the 
itinerary between the two PoIs implied would probably take 
place. 

For the movements curve depicted at Fig. 7, the 
corresponding itinerary would contain a set of parameters 
describing the time positions of the 6 peaks that remain 
above the threshold (20% of the maximum amplitude), and 
also the parameters describing the width of those peaks. 

Figure 7.  Movements curve between two PoIs of a given customer across 
the 168 hour intervals of the week (red dotted lines every 5% of the max. 

amplitude). 

Under those assumptions, around 4.5 million customers 
have more than one frequent itinerary between two of his/her 
PoIs. The total number of itineraries detected is about 14 
million, which gives an average ratio of 3 itineraries per 
customer. The total number of peaks that reach the 20% 
maximum amplitude threshold is about 125 million, which 
implies an average of 8 peaks per itinerary. 

The real distributions are not uniform as the two curves 
in Fig. 8 clearly show. The red line represents the percentage 
of customers (from the 4.5 million customers that have at 
least one itinerary) that have X number of itineraries. It has a 
clear maximum at 2 itineraries per customer and decays 
quickly to 7-8 itineraries (higher number of itineraries have 
very low frequency). The green line represents the 
percentage of itineraries (from 14 million itineraries) that 
have X number of peaks that exceed the cutoff amplitude 
threshold. In this case the maximum is located between 5 and 
7 peaks per itinerary. 

Taking into account the kinds of PoIs that are destination 
of the detected itineraries, results are aggregated in order to 
validate internal coherence of the followed procedure. Fig. 9 
shows the sum of itineraries across the 168=7*24 hours of 
the week that start at any kind of PoI with 5 curves for the 5 
different categories of PoI as destination. Itineraries to home 
are majority and take place mainly at evenings of workdays, 
and at both mornings and evenings of weekends. Itineraries 
to “Office/Industrial Work” are mainly detected on mornings 
of workdays. Itineraries to “Commercial Work” are detected 
more likely from Monday to Saturday during the day hours, 
similarly to the itineraries to PoIs labeled as “Afternoon 
Leisure / Shopping”. Itineraries to PoIs labeled as 
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“Night/Evening Leisure” are mainly detected on late night 
hours. 

Figure 8.  Percentage of customers with X number of itineraries (read line) 
and percentage of itineraries with X number of peaks (green line). 

Figure 9.  Itineraries detected from any PoI as origin to the different kind 
of level 1 PoI categories as destination (results based on a sample 

containing a portion of the total number of itineraries) 

VI. CONCLUSION AND FUTURE WORK 
The mobility profiles we have presented provide a 

complete description of how mobile phone users move 
across space and time. The mobility profiles are obtained in a 
fully automatic way, without any customers’ special 
interaction. Computed individual mobility profiles comprise 
workdays and weekends activity areas, influence area 
diameter, points of interest locations and labels, and frequent 
itineraries. These mobility profiles have been applied to 
around 16 million customers of a Latin American country. 

Aggregated analysis of individual metrics show internal 
coherence between several independent procedures. The 
labels of the PoIs that fall outside workdays activity areas 
tend to be mainly related to leisure activities while labels of 
PoIs that fall outside weekends activity areas are much more 
related to work activities. The hour of the week when 
itineraries are detected match well with the label of the 
destination PoI. Itineraries to work PoIs are detected mainly 

on workdays in the mornings, while itineraries to home PoIs 
are more frequent in the evenings during the whole week. 

Although the described method has only been applied to 
voice call events, other kinds of geo-located events could 
also be used to build the individual mobility profiles. The 
higher geo-located event density over space and time, the 
higher precision of the individual mobility profile in 
particular and the social dynamics in general. 

This picture of social dynamics is of great interest for 
companies that want to customize services and applications, 
to better fit each individual’s needs. Mobility profile based 
customer segmentation will probably be one of the direct 
applications of the mobility metrics. 

Obviously, also governments and administrations can 
benefit from the knowledge of human dynamics seen as a 
whole. In that sense, our purpose is to link computed 
mobility profiles (both at individual and joint levels) with 
social variables, to be able to extract a clear picture of how 
population moves across space and time, and analyze the 
differences found for different ages, socioeconomic levels, 
regions, countries, and other segmentation criteria. 
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Abstract— Since the beginning of business information system 

(BIS) development, the problem of end-user involvement in the 

system  design and implementation has been discussed. For 

years, BISs for users have been changed into the systems 

constructed by end-users. The Web 2.0 technologies should 

strongly support this tendency. The paper aims to answer the 

question if end-users are involved and actively participate in 

BIS development processes. The paper covers results of the 

survey done in 270 companies in Poland. 
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I.  INTRODUCTION 

User participation in the BIS development seems to be 
considered as essential for the business success and 
economic benefits of business organization. However, the 
placement of end-users in the information system 
development process is constantly problematic and 
changeable. Barki and Hartwick [5] proposed a distinction 
between user involvement and user participation. They 
define user participation as the assignments, activities and 
behaviours that users and their representatives perform 
during the system development process. User involvement 
refers to the subjective psychological state reflecting the 
importance and personal relevance that a user attaches to a 
given system  [5]. User participation is defined as the degree 
to which the user is involved in producing and delivering the 
service. 

This research on end-user participation has focused on 
how to engage users to increase productivity in the BIS 
delivering context without failures. The purpose of this 
research is to collect IT staff opinions on end-user behaviour  
to fulfil the gap in the literature on user role in BIS 
development. Furthermore, the theoretical framework linking 
BIS development to social networking and new media 
application is also analysed and some empirical findings are 
given.  

Generally, BIS user involvement can take different 
forms, e.g.,:  

 Customer participation in the new service 

development process directly [11].  

 Co-operation of technology providers and users on 

exploration of the technology in a specific industry 

[3]. 

 Partnership i.e., a formal relationship between the 

customers and the company [6]. 

 Prosumption, i.e., the dual role played by the 

customer as a BIS provider as well as a customer 

[12]. 
Users involved in BIS development are grouped into the 

three classes: lead users, normal users and community users 
[15]. Lead users are defined as members having two 
characteristics. First, they anticipate obtaining relatively high 
benefits from the developed information technology (IT) 
solution according to their needs. Second, they are at the 
leading edge of important trends in a market place under 
study. Although normal users' involvement might help 
provide innovative ideas, their limited understanding of new 
technologies could threaten the executability of the ideas, 
therefore there is a need to carefully select normal users for 
further co-development of IT products. Community users 
seem to have expertise in a specific field. They are willing to 
spend more time online on innovations. Business 
organizations are now exploring ways to provide a platform 
(i.e., Websites) through which users can generate and 
contribute content, resulting in a cooperative experience 
between users and organizations. 

 For the purpose of this research two groups of users are 
considered i.e., normal users and community users. The 
research question guiding the paper concerns the factors 
influencing user involvement in the BIS development. The 
paper consists of three parts. At first, theoretical frameworks 
of user involvement are discussed. The next part covers 
presentation of research methodology and results. The last 
part includes findings and conclusion.  

II. THEORETICAL FRAMEWORKS OF USER INVOLVEMENT 

IN INFORMATION SYSTEM DEVELOPMENT  

The critical role of end-user in the manufacturing or 
research and development process encourages the companies 
to invite users to the value adding processes as partners.  
Companies should focus on employees' creativity as the 
essence of innovation and growth. Workers ought to be 
adaptable and interested in new knowledge and skills 
acquiring. Lately, new modes of innovation have been 
introduced and they require openness, i.e.,  an ability for 
firms to access and integrate others' ideas in their own 
practice. "Others" can mean other firms, non-profit units, 
universities and also other actors - users, consumers, 
amateurs, volunteers, who are influencing the demand for 
innovation [9].   

Firms are conscious that they are able to turn their 
intangible assets into value. Beyond research and 
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development (R&D), patents, software, the intangible assets 
covering human resources and new organizational structures 
are the drivers of firm's growth. In Europe, the current 
downturn will be to depress investments in innovation and 
increase investments in the innovation infrastructure that 
extends beyond R&D to cover human capital, IT and 
entrepreneurship for sustainable development.  The crisis can 
be an opportunity for business to consider new policy 
instruments, which have not yet been implemented at a 
substantial scale. Since innovation is closely linked to the 
demand from users, business organizations can promote 
innovations by being a recipient of end-user creativity results 
and by signalling an acceptance of new inventions provided 
by end-users. While more work is needed to ensure that such 
mechanisms do not distort competition or deliver suboptimal 
performance, such "pull from the customers" mechanisms 
can provide incentives for the development and 
commercialisation of technologies closer to the market - an 
important complement to traditional innovation policies that 
have primarily "push" strategy including pushing the 
technologies to the business.  

The IT innovations can start in different parts of a 
business organization. They can be initiated: 

 From technology: new technology or better use of 
existing technologies make it possible to change 
work practices. 

 From information: intention to use different 
information or to provide information in a different 
form or level of detail leads to innovative use of 
existing or new technology. 

 From participants: providing training on technology 
in a work system leads to new possibilities for 
doing work differently. 

 From work practices: change the business processes 
to enable use technology more effectively for better 
results. 

 From products and services: improvement of a work 
system's products and services by incorporating 
digitized information or even new hardware enables 
providing additional value for customers  [2].  

Innovations are always realized in a certain business 
organization context, where the real value of invention can 
be estimated. Organizational context is determined by the 
organizational culture, which includes the shared values, the 
beliefs, the history, the intellectual and operational traditions, 
the rules of conduct, and the business organization's general 
philosophy of operation. Business organization should be 
strongly engaged in the preparation of workers to develop 
and implement innovations.   

Creating an atmosphere of innovations permits users to 
behave as innovators. Sometimes user-led innovation 
involves a community, which creates and exploits innovative 
solutions on a continuing basis. Good examples of this 
include the Linux community around computer operating 
systems or the Apache server community around Web server 
development applications, where communities have grown 
up and the resulting range of applications is constantly 
growing. A growing range of Internet-based applications 

make use of communities - for example Mozilla Firefox. 
Social networking and crowd-sourcing approach support co-
creating the innovations and new ways of creating and 
working with such communities need to be developed. In 
innovation communities, an increasingly significant strategy 
of prosumption has been implemented, which demands 
seeing users as active players in that process. Their ideas and 
insights can provide the starting point for every new 
direction and create new markets, products and services. The 
problem is how to find ways of identifying and working with 
such community users. For example, Microsoft maintains a 
group of  so called Microsoft buddies who work as Web 
masters, programmers, and software vendors [15]. High 
technology firms have recognized the importance of linkages 
and connections - getting close to users to understand their 
needs, working with suppliers to deliver innovative 
solutions, linking up with collaborators, research centres, 
even competitors to build and operate innovative systems.  
There are many advantages of pushing the social networking  
into innovation development process, i.e., collective 
efficiency, collective learning, bringing new insights and 
supporting shared experimentation, collective risk taking, 
development of different relationships to build across firms' 
frontiers [14].  

Baldwin et al. reports that users do not anticipate selling 
goods or services based on their innovations, although they 
may later go into business as users-manufacturers [4]. Users-
innovators are motivated to design new IT products and 
services, because they believe that new designs can enhance 
the things they do and in the way, which is the most 
appropriate for them. Prior to the advances in IT (e.g. online 
communities, wikis, user-generated content websites) users 
were bound by physical limitations for their social 
environments. Content in a digital form allows users to 
modify, share, use and reuse information, regardless of the 
creators' original purpose [7].  Websites such as Twitter, 
Facebook, MetaCafe, Wikipedia, Flickr have all been 
introduced within the last decade and rapidly grow in user 
membership. Organizations are beginning to invest in 
development of social media, to capitalize on a growing user  
population that is interested in creating, retrieving and 
exploring the Websites. Lindermann et al. have noticed that 
using Web 2.0 applications within SMEs implies 
consequently breaking down innovation process to 
employees level [10]. In daily business practice, Web 2.0 
(e.g., wikis and blogs) has been observed as primarily being 
restricted to communication with the user and internal 
information and knowledge management.  

Social network services enable people to connect online 
based on shared interests, hobbies or causes. Social 
networking inside an enterprise is valuable when the 
organization rewards individual effort but needs to 
encourage knowledge sharing and connection with others- 
across geographical or functional boundaries [8]. Social 
networking permits a social presence online that is the 
degree to which a medium allows the user to feel socially 
present in a situation that is mediated via technology [13]. 
Aggarwal argues that social networks provide rich content-
based knowledge, which can be exploited for data mining 
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purposes [1]. Schuster et al. add that social networking offers 
users autonomy in a unique way. Users can be independent 
from computer scientists, engineers and web designers to 
have a presence on the Internet. Sometimes, people 
overvalue the Internet information and hence integrate the 
pieces of information into their decision making process 
[17]. On the other side, people carefully select information 
provided on social network platforms.  Currently social 
network sites are adopted in organizations for recruiting, 
advertising and internal collaboration [16].  

III. SURVEY METHODOLOGY AND RESULTS 

The literature studies create very optimistic view on user 
involvement in BIS development. Particularly, proponents of 
Web 2.0 strongly support the thesis that users are involved 
and participate or create the BIS by themselves and for 
themselves. This very optimistic view should be verified, 
therefore that empirical research was done in 2011 in Polish 
micro, SMEs and big companies. The research covered 
interviews with information technology (IT) personnel (i.e., 
CIOs) responsible for contact with end-users. The 
respondents were gathered from 270 firms. Characteristics of 
surveyed firms are presented in Table I.  

Involvement of the end users in IT projects covering IS 
development is presented in Table II. The following 
activities of users have been specified: goal specification and 
project concepts (GSPC), business logic analysis and 
business process modelling (BLA BPM), requirements 
engineering (RE), information system design (ISD), 
information system implementation (ISI), information 
system testing (IST), information system installation and 
migration to a new IT environment (ISE),  information 
system maintenance (ISM), security of information system 
(SIS), information system usage (ISU). 

TABLE I.  SURVEYED COMPANIES FEATURES  

Feature   N=270 

Number of employees  

Micro Enterprises (1-9 employees)  44,4% 

Small Enterprises (10-49 employees) 29,3% 

Medium Enterprises (50-250 employees) 15,2 % 

Big Companies (more than 250 employees) 11,1 % 

Dominating Activities   

Production 9,3% 

Commerce 22,6% 

Services 50,4% 

Mixture of above activities  17,8% 

Main Clients   

Individual 61,1% 

Institutional 38,9% 

Scope of Activities  

Local market  27,8% 

Regional market 23,7% 

National market 35,6% 

International market 7,4% 

Global market 5,6% 

 
In the Table II six different profiles of users has been 

included. Passive users and users-evaluators are oriented 
towards the observation and acceptance of other people 
efforts. Co-creator supports IT staff in business information 

system development works. User as the partner plays equally 
important role as IT professional in the system development 
process. User as the producer is self-dependent and has got 
sufficient competencies to utilize IT independently of the IT 
staff help. The last, i.e., prosumers are able to utilize IT by 
themselves and for their work purposes. In this paper the 
definition of prosumption was adapted from the work of Xie 
et al. [18]. 

TABLE II.  PARTICIPATION OF USERS IN IT PROJECTS 

User 

 Passive Evaluator Co-
creator 

Partner Producer Prosumer 

GS  
PC 

15% 17% 33% 24% 10% 1% 

BLA 
BPM 

32% 22% 19% 20% 5% 1% 

RE 37% 19% 17% 16% 10% 1% 

ISD 34% 20% 19% 15% 10% 1% 

ISI 39% 16% 19% 15% 9% 1% 

IST 18% 20% 24% 21% 15% 2% 

ISE 22% 27% 24% 14% 10% 2% 

ISM 20% 23% 24% 19% 12% 3% 

SIS 33% 18% 20% 14% 13% 1% 

ISU 7% 23% 20% 30% 15% 4% 

 
Taking into account the results included in Table II you 

can notice that users are rather inactive. CIOs evaluate users 
as inactive at business analysis and business process 
modelling stages as well as at requirements engineering,  
system design and implementation. IT people do not demand 
the technical expertise from users, they should be helpful at 
the initial stages of business information system 
development process. Users were evaluated as co-creator in 
project concepts specification, information system testing  
and maintenance. Security of IS is the domain of IT 
professionals, and of course the strong activity of users is 
revealed at the business information system exploitation 
stage.  

IV. USER INVOLVEMENT EVALUATION    

Further analyses were realized for each of 4 groups of 

companies separately. In micro and small companies end-

users are assumed to have direct, face-to-face (F2F) contact 

with IT staff, therefore they know more about requirements 

of each individual. In medium and big companies, the 

contact between the end-user and IT personnel is indirect 

and online, occasional, therefore the procedures of 

registration of user needs are implemented, and the end-user 

has no chance to be personally involved in the BIS 

development process.  

The first question concerns the expected benefits and 

potential impediments. At big companies, over 70% of 

respondents admit that the most important benefits of end- 

user involvement in BIS development process cover better 

understanding of end-user requirements (83.3%), reduction 

costs of research and development works (73.3%), 

opportunities for market offer differentiation (73.3%), and 

improvement of company image (over 70%). Similarly at 

medium companies, over 70% of respondents argue that the 
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most important benefits of end-user involvement in BIS 

development process comprise better understanding of end- 

user requirements (80.5%), development of strong 

relationships with user (80.5%), reduction of the cost of 

knowledge acquisition (75.6%) and improvement of 

company image (75.6%).  

At small companies,  the most important benefits of end- 

user involvement in BIS development include: supporting 

user education (72.2), better understanding of user 

requirements (72.2), taking better market position (67.1%). 

At micro companies, the most important benefits of end-

user involvement in BIS development cover: better 

understanding of the user requirements (over 83%), moving 

to the better market position (over 71%), and improvement 

of company image (70%).  

The most important impediments of end-user 

involvement in BIS development process comprise: 

 At micro companies, end-user lack of knowledge 

and skills (73% of all respondents mention that), 

inevitability to learn new technologies (66%), lack 

of incentives and encouragement from the BIS 

producer (65%),.  

 At small companies, necessity to learn new 

technologies (72% of all respondents state it), end-

user lack of knowledge and skills (71% ), and end-

user lack of incentives provided by BIS producers 

(62%). 

 At medium companies, end-user lack of knowledge 

and skills (according to 80% of respondents), the 

end-user necessity to learn new technologies 

(68%), and  threat of theft of end-user ideas (61%).  

 At big companies, necessity to know new 

technologies (80%), end-user lack of knowledge 

and skills (73%), and lack of incentives provided 

by BIS producers (57%).  

The next question in this survey concerns methods of 

activation of end-user to encourage them to the cooperation 

for BIS development.  So, in the survey the following 

methods have been identified: 

 At big companies, participation of end-user in 

training courses and workshops  (90% of 

respondents emphasize that), constant discussions 

of IT personnel with end-users (86.7%) and 

participation of end-user in reviewing processes 

covering interfaces reviews and use case analyses 

(77%). 

 At medium companies, participation of end-users 

in BIS testing (indicated by 90% of respondents), 

constant discussions of IT staff with end-users 

(85%), and participation of end-users in quality 

management team work (76%).  

 At small companies, participation of end-users in 

training courses and workshops (75% of 

respondents answered that), constant discussions of 

IT personnel with end-users (72%), and occasional 

interviews and meetings with end-users (72%). 

 At micro companies, interviews and meetings of IT 

staff with end-users (75%), participation of end-

users in courses and workshops (73%), 

participation of end-users in quality management 

team works (71% of respondents), and distribution 

of free and open source software (70%).  

None of the respondent groups emphasizes agile 

methods application for software development or for project 

management.  IT personnel and end-users are observed as 

conservatively minded persons. Similarly, the corporate 

architecture model discussions as well as IT product 

customisation opportunities have not be perceived as 

valuable for end-user encouragement. Beyond that, end-

users are not interested in control and evaluation of BIS 

administrator works.  

The fourth question concerns the knowledge from end-

users demanded by IT staff. For micro and small companies 

knowledge on personal computer construction and  

usabilities and end-user tasks are the most important 

characteristics, although for medium and big companies, 

knowing business processes is enhanced (Table III).  

TABLE III.  END-USER KNOWLEDGE DEMANDED BY IT STAFF 

User Knowledge 
Acceptance [%] at Companies: 

Micro   Small   Medium   Big   

Computer usabilities 50,8 57.0 58.5 60.0 

User tasks 50.8 57.0 51.2 76.7 

Business processes 30.8 45.6 61.0 66.7 

BIS technology 30.8 30.4 41.5 13.3  

BIS interface technology 19.2 20.3 29.3 3.3 

Software engineering 14.2 12.7 19.5 13.3 

 

The next question focuses on end-user involvement in 

the works on BIS development. The IT staff considered 

separately end-users' involvement and engagement of online 

communities. In this research, the following activities have 

been analysed: basic research works, industry research 

works, development works, pilot implementations and 

product exploitations. Generally, the presence of end-users 

in BIS development process was accepted. However, the 

level of acceptance was different for different size 

companies:  

 For big companies, end-users and online 

community were considered as required but not 

necessary for BIS development, and only in some 

cases the activities of community of users were 

treated as useless for high quality of BIS. 

 At medium and small companies, involvement of 

end-users was perceived as demanded and 

necessary to ensure the high quality of BIS, 

however activities of online community were less 
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important, and even in some cases, the involvement 

of end-users and community of users was 

considered as impediments for high quality of 

BISs. 

 At micro companies, end-user involvement in BIS 

development works was accepted as necessary for 

high quality of IT products, but online communities 

were treated as neutral for BIS development.  
The sixth question concerns the usability of virtual 

communities as well as social media for BIS development. 
The controversial opinion results are presented in the Tables 
IV-VII. The IT staff representatives were asked if the virtual 
communities and new media are important for high quality 
of business information systems. Their opinions were 
distinguished as:  

 Compulsory (C): the Internet solution is necessary 
to ensure a high quality of BIS. 

 Required (R): the proposed solution seems to be 
required, but not so strong demanded as above.  

 Neutral (N): the solution is indifferent to the BIS 
development and without impact on it. 

 Useless (U): the Internet solution is superfluous for 
BIS development. 

 Impediment (I): the solution is harmful and 
detrimental for the BIS development (i.e., design, 
implementation and exploitation).   

TABLE IV.  VIRTUAL COMMUNITY AND SOCIAL MEDIA AT MICRO 

COMPANIES - IT PERSONNEL ATTITUDE  

Media  
For high quality of BIS  

C R N U I 

Newsletters 14 29 42 13 2 

Company staff blogs 13 34 42 10 1 

Users' blogs 9 29 51 10 1 

Facebook 11 26 52 8 3 

Twitter 8 24 57 9 2 

ITproduct sale portals 9 32 44 13 2 

IT product exploitation portals 9 35 46 9 1 

Social networking  9 23 52 14 2 

Chat room 6 18 62 13 1 

  
Tables IV-VII include the percentage of positive 

responses in each of the 4 companies groups. The presented 
in Tables IV-VII  information reverse a theory concerning 
very positive acceptance and necessity to develop virtual 
communities and social media implementing for BIS 
development. Mostly, the new media solutions are treated as 
required and neutral, but they are not necessary.  

The IT staff is able to tolerate the mentioned in Tables 

IV-VII solutions i.e., newsletters, company staff blogs, 

users' blogs, Facebook and Twitter presence, IT product sale 

and exploitation portals, social networking and chat room, 

but they do not admit that the  mechanisms are valuable for 

BIS implementation and exploitation.  

TABLE V.  VIRTUAL COMMUNITY AND SOCIAL MEDIA AT SMALL 

COMPANIES - IT PERSONNEL ATTITUDE  

Media  
For high quality of BIS  

C R N U I 

Newsletters 18.9 31.6 37.9 10.1 1.5 

Company staff blogs 11.3 37.9 43.0 6.3 1.5 

Users' blogs 13.9 32.9 40.5 8.9 3.8  

Facebook 18.9 22.8 35.4 18.9 4.0 

Twitter 16.5 16.5 43.0 21.5 2.5 

ITproduct sale portals 13.9 36.7 29.1 16.5 3.8 

IT product exploitation portals 17.7 36.7 30.4 15.2 0.0 

Social networking  18.9 27.8 31.6 15.2 6.5 

Chat room 12.7 29.1 43.0 10.1 5.1 

 

TABLE VI.  VIRTUAL COMMUNITY AND SOCIAL MEDIA AT MEDIUM 

COMPANIES - IT PERSONNEL ATTITUDE  

Media  
For high quality of BIS  

C R N U I 

Newsletters 14.6 31.7 41.5 12.2 0.0 

Company staff blogs 12.2 43.9 36.6 7.3 0.0 

Users' blogs 12.2 41.5 29.3 14.6 2.4 

Facebook 12.2 21.9 53.7 12.2 0.0 

Twitter 9.8 19.5 60.9 9.8 0.0 

ITproduct sale portals 7.3 24.4 51.2 14.6 2.5 

IT product exploitation portals 9.8 36.6 39.0 12.2 2.4 

Social networking  9.8 29.3 46.3 12.2 2.4 

Chat room 7.3 21.9 53.7 14.6 2.5 

TABLE VII.  VIRTUAL COMMUNITY AND SOCIAL MEDIA AT BIG 

COMPANIES - IT PERSONNEL ATTITUDE  

Media  
For high quality of BIS  

C R N U I 

Newsletters 13.3 40.1 40.0 3.2 3.4 

Company staff blogs 13.3 20.0 56.7 6.7 3.3 

Users' blogs 13.3 33.3 43.4 10.0 0.0 

Facebook 16.7 16.7 46.6 16.7 3.3 

Twitter 13.3 16.7 50.0 16.7 3.3 

ITproduct sale portals 13.3 23.3 46.7 13.3 3.4 

IT product exploitation portals 20.0 30.0 33.3 13.3 3.4 

Social networking  20.0 26.7 40.0 13.3 0.0 

Chat room 13.3 16.7 56.7 6.7 6.6 
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The last question asked for the survey concerned 
attitudes of end-users towards traditional solutions 
implemented for their support, i.e., Customer Relationship 
Management (CRM) systems, insourced and outsourced 
Help Desk, IT service anticipation systems and providing 
consultancy by CIOs. The end-user support mechanisms are 
accepted as required. For big and medium companies, the 
respondents have argued that only insourced Help Desk is 
necessary, the other solutions are required and neutral. At 
small companies, the IT service anticipation systems were 
mostly preferred. For micro companies, respondents have no 
special preferences.  

In this survey, social networking and IT service support 
mechanisms were presented from the IT staff point of view.  
They seem to be pragmatic and prefer traditional and verified 
solutions instead of strong acceptance of new media. They 
perceive new media as attractive but not necessary to support 
users and to involve them in BIS development.  

V. CONCLUSION 

Literature studies lead to the conclusion that business 
organizations are beginning to realize the potential benefits 
that can be captured when users and IT firms co-create 
values. Companies benefit from a large membership of users. 
They get benefits such as marketing insights, cost savings, 
brand awareness and idea generation. Users benefit from a 
positive experience that fulfils personal needs and interests. 
Experience is defined as an intensive individually involved 
event.  

In the survey done in 270 firms these theses were 
verifies. So, IT professionals have been observed as very 
sceptical about utilisation of new media and social 
networking, although in Internet several positive examples 
are registered. The research revealed important problems of 
lack of knowledge and skills of end-users as well as a lack of 
incentives necessary for their deeper involvement in BIS 
development. Therefore a huge social capital is unused.    

In the research, the quantitative methods are applied to 
reveal the influence of new media and social networking on 
information system development. The research does not 
provide an optimistic view to encourage for further 
development of new media and social networking.  But the 
social networking tools' providers should not be 
disappointed, in particular cases recognized through a 
qualitative approach  their tools can be recognized as well  
accepted.  The future research works will cover cloud 
computing tools  for end  user support.  
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Abstract—When disruptions occur, the airlines have to recover 

from the disrupted schedule. The recovery usually consists of 

aircraft recovery, crew recovery and passengers’ recovery. 

This paper focuses on aircraft recovery. Take the total cost of 

assignment, cancelation and delay as an objective; we present a 

more practical model, in which the maintenance and other 

regulations are considered. Then, we present a so-called 

iterative tree growing with node combination method. By 

aggregating nodes, the possibility of routings is greatly 

simplified. So, it can give out the solution in more reasonable 

time. Finally, we use data from a main Chinese airline to test 

the solution algorithm. The experimental results state that this 

method could be used in aircraft recovery problem. 

 

Keywords-aircraft recovery; airlines optimal recovery ; 

airlines recovery; recovery algorithm 

I. INTRODUCTION 

When disruptions caused by severe weather conditions, 
air traffic control or mechanical failures occur, the airlines 
have to recover from the disrupted schedule. The airlines 
recovery usually consists of aircraft recovery, crew recovery 
and passengers’ recovery. Since the aircraft is viewed as the 
most important scarce resource, the most work on 
operational recovery problems has been reported on the 
aircraft recovery. 

Aircraft recovery problem (ARP) is to determine new 
flight departure times, cancellations and rerouting for 
affected aircrafts including ferrying, diverting, swapping and 
so on. Besides that several decision rules, such as, aircrafts 
balance requirements, maintenance requirements and station 
departure curfew restrictions should also be considered. At 
the end of the recovery period, aircrafts should be positioned 
to resume operations as planned. 

Being different to the aircraft rotation problem in the 
planning stage, the method to solve the ARP should calculate 
the problem in reasonable time, which is very difficult to 
most optimization solvers under most reasonable disruption 
scenarios. How to solve the ARP in reasonable time and 
meet these decision rules has been one of the most important 
keys in airline recovery study. Teodorvic and Gubernic 
(1984) [1] are one of the first to study the aircraft recovery 
problem, using a branch and bound (B&B) algorithm [2] to 
solve the aircraft recovery model (ARM) , but the research 
does not satisfy the constraints of station curfews, 
maintenance requirements and aircrafts balance at the 
recovery period in the modeling. Arguello et al. (1997) [3] 
creates a greedy randomized adaptive search procedure 
(GRASP) to reconstruct aircraft routings, which is a fast 
heuristic based on randomized neighborhood search, but they 
don’t consider the maintenance requirements and crew 

requirements after the aircraft routings altered. Afterwards, 
Bard et al. (2001) [4] develops a time-band optimization 
model to reconstruct cost-effective aircraft routings. The 
disadvantage is that the research excludes the maintenance 
requirements and crew requirements. Thengvall (2003) [5] 
presents a bundle algorithm to solve a multi-commodity 
network model. As in Petersen et al. (2010) [6], they 
integrate all kinds of recovery simultaneously, and employ 
the Bender’s decomposition to decompose the model into a 
master problem (airline schedule recovery) and three sub-
problems (aircraft recovery, crew recovery and passenger 
recovery), using an optimization-based approach to solve the 
situation of hub closure. 

In our paper, modeling is based on flight strings instead 
of flights as well as defining recovery scope, in order to 
solve the model in reasonable time. We assign specific 
aircraft to flight strings while meeting maintenance 
requirements, station departure curfew restrictions and other 
aircraft requirements. As to the solution methodology, firstly, 
we transform our model into time-space network. Then, we 
create a new method (a so-called iterative tree growing with 
node combination method) to solve the network model, 
which is the most important part of our paper. We test our 
intelligent method with data from Chinese airlines. 
Computational results are presented for a daily schedule 
recovery, showing that the proposed approach provides faster 
times to optimality in some cases and always obtains feasible, 
near-optimal solutions for medium-size airlines recovery 
problem much more quickly than can be found using CPLEX. 
In our future study, we should do much more experience to 
test our new method, try it on the large-size airlines recovery 
problem and use it much more widely, for example, in 
integrated recovery combining with crew recovery or 
passenger recovery or all of the three.  

The reminder of the paper is organized as follows. We 
first give in Section II a literature review of the aircraft 
recovery problem. In Section III, we build our aircraft 
recovery model. The solution methodology is described in 
Section IV and two scenarios are presented to test the 
intelligent method. We give our conclusion in Section V. 

II. LITERATURE REVIEW 

When one or more aircrafts are out of service, the airlines 
have to operate the flight schedule with a reduced number of 
planes. Teodorvic and Gubernic (1984) [1] are the pioneers 
to study ARP. The paper tries to minimize total the 
passenger delay by swapping or delaying flights and solved 
exactly by branch and bound. Subsequently, Teodorovic and 
Stojkovic (1990) [7] formulates a heuristic algorithm to solve 
the same problem as Teodorvic and Gubernic (1984) [1]. But, 
in their paper the chief objective is to minimize the total 
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passenger delay with an equal total number of cancelled 
flights. In addition, neither of these models considers flight 
delay and cancelation cost. 

Yan and Yang (1996) [8] are the first to allow for delays 
and cancelations simultaneously. Four systematic strategic 
models are developed by perturbing the BSPM (basic 
schedule perturbation model) and combining various 
scheduling rules. The BSPM is designed to minimize the 
schedule-perturbed period after an incident and to obtain the 
most profitable schedule given the schedule-perturbed period. 
These network models are formulated as pure network flow 
problems or network flow problems with side constraints. 
With real flight data from Taiwan Airlines, the former was 
solved by the network simplex method while the latter was 
solved by Lagrangian relaxation with subgradient methods. 
However, the constraints of aircraft maintenance and crew 
scheduling are overlooked. 

An extension to the network model of Arguello et al. 
(1997) [9] is presented by Thengvall et al. (2000) [10]. The 
authors presents a model in which they penalize in the 
objective function the deviation from the original schedule 
and they allow human planners to specify preferences related 
to the recovery operations.  

Rosenberger et al. (2003) [11] models ARP as a set-
packing problem with a time window and slots restrictions. 
In this model the objective is to minimize the cost of 
assigning routes to aircraft and the cost of cancelling the 
unassigned legs. Being different from Arguello et al. (1997) 
[3] and Bard et al. (2001) [4], their paper assumes an aircraft 
selection heuristic (ASH) for ARO (an optimization model 
for aircraft recovery), which selects a subset of aircraft for 
optimization prior to generating new routes. Compared with 
network model, this model can check maintenance feasibility 
using column generation.  

Eggenberg et al. (2007) [13] introduces an extension of 
the time-space network model to minimize delays, 
cancellations and plane swappings, and make span cost. 

In Massound Bazargan (2010) [14], the paper introduces 
the airline irregular operation in detail and uses the time-
band optimization method to solve the aircraft recovery as an 
example. 

Le et al. (2011) [15] provides an overview recent years’ 
of disruption management of schedule, aircraft, crew, 
passenger and the integrated recovery. 

Something is done in our aircraft recovery model, aiming 
to minimize the aggregate cost comprised of assigning cost 
and recovering cost. We transform the aircraft recovery 
problem as a multi-commodity network with side constraints 
and using a so-called iterative tree growing with node 
combination method to solve the disruption. 

III. THE AIRCRAFT RECOVERY PROBLEM 

A. Sets 

nF                set of all flight legs in recovery scope N 

mandatory

nF    set of mandatory flight legs 

optional

nF      set of optional flight legs that are candidates for 

deletion 

nE                set of fleet types in recovery scope N 

nS                set of flight string s in recovery scope N 

( )nK e         set of aircraft of fleet type in recovery scope N 

( )nH e        set of aircraft of fleet type requiring maintenance 

within T in recovery scope N 

A                 set of airports 

int ( )maA e   set of stations that are capable of performing 

schedule maintenance of aircraft of fleet type e 

kG           set of ground arcs of aircraft k which cross the 

count time 

B. Datas 

k

jy              a ground variable used to count the number of 

aircraft k on the ground j 

eAN         the number of aircrafts in fleet type  

,

k

e sc            cost of assigning aircraft ( )nk K e  to flight 

string s 

ftd
           actual departure time of flight f 

ftd
           actual departure time of flight f 

fta
           actual arrival time of flight f 

fta
           actual arrival time of flight f 

,

k

e fA      ready time of aircraft k
 
to operate flight f 

fCC      cost of canceling flight f 

fCD         cost of 1-min delay of flight f 

fDT      expected trip (block-to-block) time of flight f 

N      recovery scope index 

fT      the scheduled departure time of flight f 

U      minimum connection time 
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k

sr              the number of flight string s is being executed by 

aircraft k cross the count time 

C. Variables 

int

,

1     int   ( ) 

         

0  

ma

m s

if an eligible ma enance station m A e

I is visited by flight string s

otherwise

 


 



,

1  var ,        

0 
f s

indicator iable if flight f F in flight string s
a

otherwise


 


,

1   ( )  cov    

0

nk

e s

if aircraft k K e ers flight string s
x

otherwise


 


1     

0
f

if flight f is canceled
z

otherwise


 


1  

    

0

k

k

j

ground arc j G for aircraft k

p crosses the count time

otherwise

 


 



 

D. Mathematical formulation 

, ,

( )

min (1 )[ ]
n n n

n

k k

e s e s f f f f

k K e s S f F

f f

f F

c x CD z td T

CC z

  



  



  


(1) 

Subject to: 

, ,

( )

1,
n n

k

e s f s f n

k K e s S

x a z f F
 

                                 (2)   

, ,

( )

1,
n n

k mandatory

e s f s n

k K e s S

x a f F
 

                               (3) 

, ,

( )

1,
n n

k optional

e s f s n

k K e s S

x a f F
 

                                 (4) 

int

, ,

( )

1, ( )
ma

n

k

m s e s n

s S m A e

I x k K e
 

                                 (5) 

, , , ' ', '

'

'

'

1

,

' { ' | ,

}, ( )

k k

e s f s e s f s

f

n

n f f

last flight of s last flight of s

f n

x a x a

f first flight of s S

f first flight of s S T T

T DT

T Max Delayed allowed k K e

 

 

  

 

  



             (6) 

,

( ) ( )

,
k

n n n

k k k k

s e s j j e n

k K e s S k K e j G

r x p y N e E
   

            (7) 

1, , , , 0, ( ) ,
i i

k k

e s f s e s f s n i nx a x a k K e f s S


             (8) 

, , , , ,

( )

k k

f e f e s f s

n

td A x a f first flight of S

k K e

  


            (9) 

' , , , ' ', '

'

,

' { '

}

k k

f f e s f s e s f s

n

n

f f f

td ta x a x a U

f last flight of string s S

f first flight of string s S

T DT T Max Delayed allowed

 

 

 

  

            (10) 

1
,

i if f ntd ta U f flight of string s S

          (11) 

,f f ntd T f F                                                             (12) 

(1 ),f f f f nta td DT z f F                                   (13) 

, {0,1}k

e sx                                                                        (14) 

{0,1}fz                                                                          (15) 

, 0f ftd ta                                                                      (16) 

The objective (1) tries to minimize the aggregate cost 
comprised of assigning strings (assignment cost) and 
recovering aircrafts (delay cost and cancellation cost) in the 
recovery scope. Either a flight must be contained in exactly 
one string or cancelled, as seen in (2). The cover constraints 
are split into (3) and (4) to distinguish between the 
mandatory and optional leg sets, ensure each aircraft is 
assigned to no more than one string. Maintenance cover 
constraints are seen in (5). This simply ensures a 
maintenance opportunity is built in, and the specific 
maintenance planning can be done post-optimization. 
Constraint (6) ensures that each available aircraft cannot be 
assigned to two different strings in the same time. The count 
constraint (7), make sure that the total number of aircraft in 
the air and on the ground does not exceed the size of fleet 
type e. Constraint (8) defines rotations aircraft usage. All 
flights in a rotation use one aircraft not different ones. By 
using the concept of rotation and defining rotations in the 
model, aircraft balance at each airport is satisfied. 
Constraints (9)–(12) determine the departure time of each 
flight. A flight cannot depart earlier than the ready time of its 
assigned aircraft, as stated in (9). Constraints in (10) ensure 
that when two flight strings are flown by the same aircraft, 
the second string cannot depart earlier than real arrival time 
of first string (because of the minimum connecting time). In 
a flight string, the departure time of a flight cannot be earlier 
than the arrival time of its previous flight, as stated in (11). 
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Constraints in (12) state that no flight is allowed to depart 
before its scheduled departure time. Constraints in (13) relate 
the departure and arrival times for each flight. Constraints 
(14)–(16) ensure that the x, z are binary variables. 

IV. SOLUTION METHODOLOGY 

Even by limiting the scope of the problem to get 
computational result, to most airlines, the problem is likely 
too large and complex to return a globally optimal solution 
with optimization solver for most reasonable disruption 
scenarios. Thus, we seek the hybrid method, which is 
optimization method with heuristic approach. The heuristic 
we used is so-called iterative tree growing with node-
combination. The time-space graph is used to describe our 
heuristic method. In the graph, the cities and times are 
represented horizontally and vertically respectively. Each 
node represents an airport-departure or airport-arrival event. 
All the arcs denote flights. Except first node (time-earliest 
node) and last node (time-termination node, usually night 
curfew time for departure), we draw all parallel arcs (copy 
arcs) if the arc lies above the node and originates from the 
same node (airport). As the flight arcs are placed in the graph 
iteratively, the tree grows downward. There are three kinds 
of arcs in the graph. One is original flight arcs. The other is 
copy arcs, which is actually opportunity flight arcs due to 
flight cancellation. The third is overfly arcs, which is actually 
delay flight arcs. Most probably, each copy arc generates a 
new node. From this new node, copy arcs and overfly arcs 

can be originated or connected again. It is an iterative 
procedure. By so stretching, the tree grows downward. 

Obviously, there will be more and more nodes and arcs 
as the graph stretches downward. Every route from top to 
down represents a routing. In order to simplify such a 
combinatorial problem, we use circle to replace a dot to 
represent a node. In other words, a node does not represent a 
single airport-departure or airport-arrival event, but a cluster 
of airport-departure or airport-arrival events. All the airport-
departure or airport-arrival dots within the certain time circle 
are aggregated to this node. The delay time is counted from 
departure circle node to arrival circle node, not the difference 
between real departure and arrival time. Under the extreme 
condition, such aggregating method may calculate delay time 
the whole circle diameter difference.  

The test instances used as benchmark problems in this 
study are acquired from real flight schedule of one medium-
size airlines in China. The schedule consists of 170 flights 
served by 5 fleets, 35 aircrafts over a network of 51 airports 
all over the country. 

We choose test instances from the flight schedule. The 
relative data is listed in TABLE I. The computations also use 
the following assumptions: 
 Each station requires a minimum of 40 minutes 

turnaround time; 
 Execute midnight arrival/departure curfew (no arrival 

or departure after midnight is allowed); 
 Each minute of delay on any flight costs the airline $20.

TABLE I THE FLIGHT SCHEDULE AND CANCELATION COST

Fleet 

type 

Flight 

string 

 

Aircraft Flight Pax DStat STD1 AStat STA1 

 

Duration 

Cancelation cost 

737-
800 

S1 1 9131 100 SHA 815 TSN 1005 1:50 $17,490 

9125 72 TSN 1100 SZX 1350 2:50 $15,780 

9126 100 SZX 1450 TSN 1755 3:05 $21,050 

9132 100 TSN 1855 SHA 2040 1:45 $16,980 

737-

800 

S2 2 9380 14 SZX 845 SHA 1050 2:05 $14,120 

9371 14 SHA 1305 SZX 1515 2:10 $14,870 

9372 49 SZX 1610 SHA 1820 2:10 $17,120 

9369 150 SHA 1910 SZX 2115 2:05 $19,870 

737-

800 

S3 3 9304 104 CAN 1130 SHA 1335 2:05 $18,740 

9375 78 SHA 1435 SZX 1645 2:10 $17,290 

9376 78 SZX 1750 SHA 2015 2:25 $18,110 

9303 78 SHA 2100 CAN 2315 2:15 $17,890 

We use two scenarios to test the method.  
Scenario 1—Delay 
The aircraft 2 in airport SZX must be grounded at 8:00 

and is available until 15:00. That is, aircraft 2 is unavailable 
from 8:00 to 15:00. The trivial solution 1 is to cancel flights 
9380 and 9371 which are flown by aircraft 2 during 8:00 to 
15:00. The total cancellation cost is $28,990. The trivial 
solution 2 is to delay flight string 2(9380, 9371, 9372, 9369). 
The ready time of flight 9369 is 23:25. Against the curfew, 
so the flight 9369 should be canceled. The solution got from 
our method is listed in TABLE II. The total cost is $38.270. 

 
 
 
 

 
Scenario 2—Delay and grounded combination  
In this case, we assume that aircraft 1 in airport SHA 

becomes grounded owing to some mechanical failure at 8:00 

and is unavailable for the rest of the day. The obvious 

solution without permitting any rerouting of other aircraft is 

to cancel flights 9131, 9125, 9126 and 9132. These 

cancellations cost the airline a total of $71,300 (the sum of 

all cancellation costs for flight string1). 
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TABLE II TRIVAL OPTION 2 

Aircraft tail Flight Pax DStat STD1 AStat STA1 Option Cancelation cost Delay cost 

1 9131 100 SHA  815 TSN  1005 / / / 

9125 72 TSN 1100 SZX   1350 / / / 

9126 100 SZX  1450 TSN  1755 / / / 

9132 100 TSN 1855 SHA  2120 / / / 

2 9380 14 SZX  1500 SHA  1745 Delay / $7,500 

9371 14 SHA  1745 SZX   2035 Delay / $5,600 

9372 49 SZX   2035 SHA  2325 Delay / $5,300 

9369 150 SHA  1910 SZX  2115 Cancel $19,870 / 

3 9304 104 CAN  1130 SHA  1335 / / / 

9375 78 SHA  1435 SZX 1645 / / / 

9376 78 SZX  1750 SHA  2015 / / / 

9303 78 SHA  2100 CAN  2315 / / / 

Total        $19,870 $18,400 

         
The according graph is drawn in Figure 1. The figure on 

the arc is flight number. The figure besides the node is 
departure or arrival time. The node is marked according to 
vertical time coordinate and horizontal airport coordinate. In 
order to reflect whether two flight legs can be connected, the 
arrival time has been added turnaround time. For example, 
flight 9131 arrives in TSN at 10:05 and connects to flight 
9125 which is available for departure at 10:45. We use 30 
minutes as the diameter of the circle. So, flight 9131 is not 
ready for departure at 10:45 but 11:00. 
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Figure 1 The flights graph 

In the Figure 1, one arc is drawn from node 2 to node 

16, it represents flight 9131. Actually it is a copy arc  

 

representing flight 9131, the delay time is 210 minutes, not 

the actual time minus the schedule time. This is because 

flight 9131 was scheduled to leave SHA at 8:15. If this 

flight occurs in node 2, the departure time is calculated as 

11:30. Considering the nodes are within 30 minutes circle, 

this delay spans from 8:00 to 11:30, a total of 210 minutes.  

Each minute of delay costs the airline $20, so flight 9131 

has a delay cost of $4,200 if it departs from node 2. 

Figure 2 is deduced form Figure 1 based on the method 

mentioned above. 
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Figure 2 The stretch graph 
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TABLE III presents the non-zero delay costs for all flight 
arcs in Figure 2. 

TABLE III  NONE-ZERO DELAYCOSTS 

Flight  Pax Ori.node Dest.node Delay cost($) 

9125 25 19 36 9000 

9125 25 16 32 3600 

9125 25 20 38 10200 

9125 25 17 33 6600 

9126 100 33 27 6600 

9126 100 32 22 3600 

9126 100 30 20 1200 

9126 100 31 21 3000 

9126 100 31 22 3000 

9131 100 4 20 10800 

9131 100 2 16 4200 

9131 100 5 22 12600 

9131 100 3 17 7200 

9131 100 6 23 13200 

9131 100 7 24 13800 

9131 100 8 25 14400 

9131 100 9 26 15000 

9131 100 10 26 15600 

9132 100 20 11 1200 

9132 100 20 36 1200 

9132 100 23 14 3600 

9132 100 22 13 3000 

9369 150 7 37 600 

9369 150 8 37 1200 

9369 150 8 38 1200 

9369 150 9 39 1800 

9369 150 10 38 2400 

9371 14 4 33 4800 

9371 14 5 35 6600 

9371 14 6 35 7200 

9371 14 3 31 1200 

9371 14 7 37 7800 

9371 14 8 38 8400 

9371 14 9 39 9600 

9371 14 10 39 9900 

9372 49 33 12 4800 

9372 49 32 8 1800 

9372 49 33 13 4800 

9372 49 31 7 1200 

9372 49 31 8 1200 

9375 78 4 33 3000 

9375 78 5 35 4800 

9375 78 6 35 5400 

9375 78 7 37 6000 

9375 78 8 38 6600 

9375 78 9 39 7200 

9375 78 10 39 7800 

9376 78 33 13 3000 

9380 14 29 4 7200 

9380 14 33 12 13800 

9380 14 32 8 10800 

9380 14 30 5 8400 

9380 14 33 13 13800 

9380 14 31 7 10200 

9380 14 31 8 10200 

 

 

TABLE IV RECOVERY SOLUTION FOR SCENARIO 1 

Aircraft tail Flight Pax Dstat Ori.node Astat Dest.node Option Cancelation cost Delay cost 

1 9131 100 SHA 1 TSN 15 /   

9125 72 TSN 15 SZX 29   /   

9380 14 SZX 29 SHA 4 Delay  $7,200 

9375 78 SHA 4 SZX 33 Delay  $3,000 

9376 78 SZX 33 SHA 13 Delay  $3,000 

2 9126 100 SZX 30 TSN 19 Delay   $600 

9132 100 TSN 19 SHA 10 /   

9303 78 SHA 10 CAN 39 Delay  0 

3 9304 104 CAN 40 SHA 3 /   

9371 14 SHA 3 SZX 31 Delay  $1,200 

9372 49 SZX 31 SHA 7 Delay  $1,200 

9369 150 SHA 7 SZX 37 Delay  $600 

Total         $16,800 

 
Through a series of aircraft rerouting and cancellations 

in an effort to minimize the total cost to the airlines, the total 
cost of the solution is $16,800, less than the above two trivial 
options. In contrast with the method of branch and bound 
(B&B), using an intelligent algorithm we can quickly obtain 
feasible, near-optimal solutions faster times in some case 
study than using CPLEX (Thinkpad X201S). Through the 
computation results we can see our model has quite a good 
effect on aircraft recovery optimization. The total passenger 
delay is 40825 minutes. The total cost for this actual flight 
schedule is $16,800, which is similar to the solution got from 
our method.  

 
 

 
Using the so-called iterative tree growing with node 

combination method as scenario1，we can get the recovery 

solution for scenario2. 
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TABLE V RECOVERY SOLUTION FOR SCENARIO 2 

Aircraft Flight Pax DStat Ori.node AStat Dest.node Option Cancelation cost Delay cost 

1 9126 100 SZX   29 TSN  19 Cancel $21,050 / 

9132 100 TSN   19 SHA  10 Cancel $16,980 / 

9371 14 SHA  2 SZX  30 Cancel $14,870 / 

2 9380 14 SZX  28 SHA  2 / / / 

9131 100 SHA  2 TSN  16 Delay / $4,200 

9125 72 TSN   16 SZX   32 Delay / $3,600 

9372 49 SZX  32 SHA  8 Delay / $1,800 

9369 150 SHA  8 SZX  38 Delay / $1,200 

3 9304 104 CAN   40 SHA  3 / / / 

9375 78 SHA  3 SZX  31 / / / 

9376 78 SZX  31 SHA   9 / / / 

9303 78 SHA  9 CAN   41 / / / 

Total        $52,900  $10,800  

 
The total cost for scenario 2 by our method is $63,700, 

smaller than the trivial solution of $71,300 resulting from 
canceling all flights operated by aircraft 1. The total cost for 
this actual flight schedule is $63,400, which is similar to the 
solution got from our method. In this scenario we can see the 
aircraft is one of the most important resources in airlines 
recovery. The shortage of aircraft resources limited the 
degree of airlines recovery. 

V.    CONCLUSION 

The paper presents a more practical formulation for 
airline optimal recovery. In order to get the solution in a 
reasonable time, a new approach to solve the problem is 
studied. The computational results state the method could be 
used in airline recovery. On average, for medium-size airline 
recovery, the algorithm finds a feasible solution twice as fast 
as an exact algorithm, obtaining a high-quality feasible 
solution in half the time is an important improvement for our 
application. Often in our method, having several near-
optimal solutions provide decision makers much more 
flexibility.  

Airlines recovery is a more complex and large-scale 
problem. Not only should aircrafts be considered, but crew 
and passengers should be considered, too. In the future, a 
more comprehensive recovery model should be studied. 
Meanwhile, a more systematic evaluation of the method 
should be carried out. 
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Abstract—In this paper, we propose a neural network 

based scheme for performing semi-supervised job 

classification, based on video data taken from Nissan 

factory. The procedure is based on (a) a nonlinear 

classifier, formed using an island genetic algorithm, (b) a 

similarity-based classifier, and (c) a decision mechanism 

that utilizes the classifiers’ outputs in a semi-supervised 

way, minimizing the expert’s interventions. Such 

methodology will support the visual supervision of 

industrial environments by providing essential 

information to the supervisors and supporting their job. 

Keywords-semi-supervised learning; activity recognition; pattern 

classification; industrial environments. 

I.  INTRODUCTION 

  Visual supervision is an important task within complex 
industrial environments; it has to provide a quick and precise 
detection of the production and assembly processes. When it 
comes to smart monitoring of large-scale enterprises or 
factories, the importance of behavior recognition relates to 
the safety and security of the staff, to the reduction of bad 
quality products cost, to production scheduling, as well as, to 
the quality of the production process. 

In most current approaches, the goal is either to detect 
activities, which may deviate from the norm, or to classify 
some isolated activities [1],[2]. Modern techniques are based 
on supervised training using large data sets. The need of a 
significant amount of labeled data during the training phase 
makes classifiers data expensive. In addition, that data 
demands an expert’s knowledge that increases further the 
cost. 

Modern industry is based on the flexibility of the 
production lines. Therefore, changes occur constantly. These 
changes call for appropriate modifications to the supervising 
systems. A considerable amount of new training paradigms 
is required in order to adjust the system [3] at the new 
environment. In order to provide all the training data an 
expert, whose services will not be at a low-cost, is needed. 

A variety of methods has been used for event detection 
and especially human action recognition, including semi-
latent topic models [4], spatial-temporal context [5], optical 
flow and kinematic features [6], and random trees and 
Hough transform voting [7]. Comprehensive literature 
reviews regarding isolated human action recognition can be 
found in [8],[9]. 

The idea of this paper is the creation of a decision sup-
port mechanism for the workflow surveillance in an 
assembly line that would use few training data, initially; as 
time passes could be self-trained or, if it is necessary, ask for 
an expert assistance. That way, the human knowledge is 
incorporated at the minimum possible cost. 

The innovation can be summarized to the following 
sentence: We propose a cognitive system which is able to 
survey complex, non-stationary industrial processes by 
utilizing only a small number of training data and using a 
self-improvement technique through time. 

This paper is organized as follows: Section 2 provides a 
brief description of the proposed methodology. Section 3 
refers to the data extraction methodology. Section 4 
describes the genetic algorithm application. Section 5 
presents the main classifier for the system. Section 6 presents 
the semi-supervised approach. Section 7 explains the 
decision mechanism of the system, and Section 8 provides 
the experimental results.         

II. THE PROPOSED SELF COGNITIVE VISUAL 

SURVEILLANCE SYSTEM 

The proposed system was tested using the NISSAN 
video dataset [10], which refers to a real-life industrial 
process videos regarding car parts assembly. Seven 
different, time-repetitive, workflows have been identified, 
exploiting knowledge from industrial engineers. 
Challenging visual effects are encountered, such as 
background clutter/motion, severe occlusions, and 
illumination fluctuations.   

The presented approach employs an innovative self-
improvable cognitive system, which is based on a semi-
supervised learning strategy as follows: Initially, appropriate 
visual features are extracted using various techniques 
(Section 3). Then, visual histograms are formed, from these 
features, to address temporal variations in executing 
different instances of the same industrial workflow. The 
created histograms are fed as inputs to a non-linear 
classifier. 

The heart of the system is the automatic self-improvable 
methodology of the classifier. In particular, we start feeding 
the classifier with a small but sufficient number of training 
samples (labeled data). Then, the classifier is tested on new 
incoming unlabeled data. If specific criteria are met, the 
classifier automatically selects suitable data from the set of 
the unlabeled data for further training. The criteria are set so 
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that only the most confident unlabeled data will be used on 
the new training set.  

If a vague output occurs, for any of the new incoming 
unlabeled data, a second classifier, which exploits similarity 
measure among the in-sampled and the unlabeled data, is 
used. If classifiers disagree, an expert is called to interweave 
at the system to improve the classifier accuracy. The 
intervention is performed, in our case with a totally 
transparent and hidden way without imposing the user to 
acquire specific knowledge of the system and the classifier. 

III. VISUAL REPRESENTATION OF INDUSTRIAL CONTENT  

From all videos, holistic features such as Pixel Change 
History (PCH) are used. These features remedy the draw-
backs of local features, while also requiring a much less 
tedious computational procedure for their extraction [11]. A 
very positive attribute of such representations is that they 
can easily capture the history of a task that is being 
executed. These images can then transformed to a vector-
based representation using the Zernike moments (up to sixth 
order, in our case) as it was applied at [12]. 

The video features, once exported, had a 2 dimensional 
matrix representation of the form m×l, where m denotes the 
size of the 1×m vectors created using Zernike moments, and 
l the number of such vectors. Although m was constant, l 
varies according to the video duration. In order to create 
constant size histogram vectors, which would be the 
system’s inputs, the following steps took place: 

1. The hyperbolic tangent sigmoid transformation was 
applied to every video feature. As a result the prices of the 
2-d matrices range from -1 to 1. 

2. Histogram vectors of 33 classes were created. The 
number of classes was defined after various simulations. 
Higher number of classes leads to poor performance due to 
the small training sample (in our case 48 vectors). Fewer 
classes also caused poor performance probably due to loss 
of important information from the original features. Each 
class counts the frequency of the appearance of a value 
(within a specific range) for a particular video feature. 

3. Finally, each histogram vector value is normalized. 
Thus, the input vectors were created. 

It is clear that each histogram vector describes a specific 
job among seven different. These histograms, one at a time, 
are the inputs for a feed forward neural network (FFNN). 
The target vectors are seven-element arrays. The value at 
each array will be either one or zero. The number one 
denotes in which category is categorized the video (e.g., 0 0 
0 1 0 0 0 correspond to assembly procedure number four). 

IV. THE ISLAND GENETIC ALGORITHM 

The usefulness of the genetic algorithms (GAs) is 
generally accepted [13]. The island GA uses a population of 
alternative individuals in each of the islands. Every 
individual is a FFNN. While eras pass networks’ parameters 
are combined in various ways in order to achieve a suitable 
topology.  

A pair of FFNNs (parents) is combined in order to create 
two new FFNNs (children). Children inherit randomly their 
topology characteristics from both their parents. Under 

specific circumstances, every one of these characteristics 
may change (mutation). The quartet, parents and children, 
are then evaluated and the two best will remain, updating 
that way the island’s population. An era has passed when all 
the population members participate in the above procedure. 
In order to bate the genetic drift, population exchange 
among the islands, every four eras. The algorithm 
terminates when all eras have passed. Initially, the 
parameters’ range is described in Table 1 and the main steps 
of the genetic algorithm are shown in Figure 1. The 
algorithm is used to parameterize the topology of the non-
linear classifier (Section 5). 
 

Start
Parameters’ 

range
Create initial 
population

Max number of 
eras reached?

No

Can a new pair 
be found?

No

Proceed to next 
island

No

Island exists?
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Choose a pair
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Crossover
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Tournament 
selection among 
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Tournament 
selection among 

parents and 
mutated children
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No

Locate the best 
individual among all 

islands

Best 
individual

End

Yes

 
Figure 1. The island genetic algorithm flowchart. 

Regarding the activation functions, the alternatives were 
five: tansig, logsig, satlin, hardlim, and hardlims. 
Individuals may mutate at any era. Mutation can change any 
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of the, previously stated, topology parameters therefore 
individuals’ parameters outside the initially defined range 
may occur. The fitness of a network is evaluated using the 
following equation: 

 apf ii   1        (1), 

where fi denotes the network’s fitness score, pi is the 
percentage of the correct in-sample classification and a is 
the average percentage difference, between the two greatest 
prices, among all the individual’s outputs. 

TABLE 1 ISLAND GENETIC ALGORITHM PARAMETERS’ RANGE. 

Parameter Min value Max value 

Training epochs 100 400 
Number of layers 1 3 
Number of neurons (per layer) 4 10 
Number of islands 3 3 
Number of eras 10 10 
Population (per island) 16 16 

V. THE NONLINEAR CLASSIFIER  

In this paper, the nonlinear classifier is a genetically 
optimized (topologically) feed forward neural network, ac-
cording to the training sample. The neural network’s 
topology is defined by the number of hidden layers, the 
neurons at each layer, the activation functions. All of the 
above as well as the number of training epochs were 
optimized using an island genetic algorithm.  

Synaptic weights and bias values are, also, major factors 
of a network’s performance. Nevertheless, since the initial 
training sample is small and noise exist at the data a good 
weight adaptation, for the in sample data, would not lead, 
necessarily, at an acceptable for the out of sample, 
performance. 

Once the training phase is concluded, we start feeding 
the optimal network unlabeled data. Since the output vector 
of the classifier contains various values (its actual size is 
1×7 as the number of the possible tasks), the output element 
with the greatest value will be turned into 1 while all the 
other ones will be set to 0. This is performed only if the 
greatest value is reliable. The conditions for the reliability 
are explained at the following section. 

VI. THE SEMI SUPERVISED APPROACH 

The main issue, in order to improve network’s 
performance, is the reliability of labeling the new data, 
deriving from the pool of the unlabeled ones, exploiting 
network’s performance in the already labeled data. In this 
approach output reliability is performed by comparing the 
absolute value of the greatest output element with the 
second greatest according to some criteria. If these criteria 
are not met, the output is considered vague, otherwise the 
classifier output is considered as reliable.  

An unsupervised algorithm, like the k-means [14], is 
used in case of ambiguous results to support the decision. In 
particular, the unlabeled input vector that yields the vague 
output, say u, is compared with all the labeled data, say li, 
based on a similarity distance and then the distance values 
are normalized in the range of [0 1] so that all comparisons 

lie within a pre-defined reference frame, say ),( id lu . Then, 

the k-means algorithm is activated to cluster, in an 

unsupervised way, all the normalized distances ),( id lu  into 

a number of classes, equal to the number of available 
industrial tasks (7 in our case). In the sequel, the cluster that 
provides the maximum similarity (highest normalized 
distance) score, of the unlabeled data that yield the vague 
output and the labeled ones, is located. Let us denote as K 
the cardinality of this cluster (e.g., the number of its 
elements). In the following, the neural network output for 
the given unlabeled datum is linearly transformed according 
to the following formula,  





K

i
iipf d

1

),( vlunn       (2), 

where n is the modified output vector, np the previous 

network output before the modification, while ),( id lu  is 

the similarity score (distance) for the i-th labeled datum li 
and the unlabeled datum u within the cluster of the highest 

normalized distance, while iv is the neural network output 

when input is the i-th labeled vector li and K is the 
cardinality of the cluster of the maximum highest similarity. 

The modified output vector n which is the base for the 
decision is created using both manifold (FF neural network) 
and cluster assumption (similarity mechanism) [15]. 

VII. THE DECISION MECHANISM 

According to the nonlinear classifier output, there are 
three possible cases: 

1. The network made a robust decision that should 
not be defied. Therefore, the unlabeled data is used for 
further training but it is not incorporated at the initial 
training set. 

2. The output is fuzzy, in other words, the difference 
among the two greatest prices does not exceed the threshold 
values. The similarity-based classifier is activated. If both 
systems indicate the same then the unlabeled data is used for 
further training but it is not incorporated at the initial 
training set. 

3. The two classifiers do not agree. Therefore, an 
expert is called and specifies where the video should be 
classified. That video is added to the initial training data set.  

The combination of these cases leads to a semi-
supervised decision mechanism. Threshold values define 
which from the above scenarios will occur. The threshold 
value is defined as the percentage of the difference between 
the two greatest prices at the output vector. The overall 
process for the decision making is shown in Figure 2.  

Initially, the first threshold value is set to 0.6. That value 
means that if the percentage difference of the two greatest 
values is above or equal to 60% we will be at scenario No 1.   

The second threshold value is set to 20%. If the 
percentage difference of the two greatest values is less than 
that, the system is unable to make a decision and an expert 
is needed to interfere. Therefore, scenario No 3 will occur. 
Any value between these two thresholds activates scenario 
case No 2. 

Since the model is self-trained, the first threshold value 
does not need to be so strict. The model learns through time, 
thus a reduction at that value would be acceptable. 
Nevertheless, at the beginning small threshold value could 
lead the model to wrong learning. Using simulated 
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annealing method, the threshold descents to a 40% through 
time. 

 

Start 
Nonlinear 
classifier 
output

Calculate the 
difference of 

output’s 2 greatest 
values

Difference 
above specified 

threshold?

Use similarity 
classifier

No

Same 
classification 

result?

Robust decision

Yes

Accept system’s 
decision

Yes

Expert’s 
indervention

No

Use new data for 
further training

Updated 
nonlinear 
classifier

End

 
Figure 2. The decision mechanism flowchart. 

VIII. EXPERIMENTAL VALIDATION 

The production cycle on the industrial line included 
tasks of picking several parts from racks and placing them 
on a designated cell some meters away, where welding took 
place. Each of the above tasks was regarded as a class of 
behavioral patterns that had to be recognized. The behaviors 
(tasks) we were aiming to model in the examined 
application are briefly the following: 

1. One worker picks part #1 from rack #1 and places 
it on the welding cell. 

2. Two workers pick part #2a from rack #2 and place 
it on the welding cell. 

3. Two workers pick part #2b from rack #3 and place 
it on the welding cell. 

4. One worker picks up parts #3a and #3b from rack 
#4 and places them on the welding cell. 

5. One worker picks up part #4 from rack #1 and 
places it on the welding cell. 

6. Two workers pick up part #5 from rack #5 and 
place it on the welding cell. 

7. Workers were idle or absent (null task). 
For each of the above scenarios, 20 videos were 

available. An illustration of the working facility is shown in 
Figure 3. 

A. Experimental setup 

Initially, the best possible network is produced using the 

island genetic algorithm and 40% of the available data. The 

remaining data are fed to the network, one video at a time, 

and the overall out of sample performance is calculated. 
In every case, all the data that activated scenario No 3 is 

excluded. Then, we reefed the network, one by one, with the 
rest data. If the network’s suggestions were correct it will 
perform better since more training data (excluding these 
from scenario No 3) were used for further training. 

 

 
Figure 3. Depiction of a work cell along with the position of camera 1 and 

the racks #1-5. 

 
 

Figure 4. Classification percentages for each of the 5 evaluation stages – 

out of sample data. 

 

Figure 5. Stage 5 results for each one of the 7 tasks – out of sample data. 
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By doing so, the unlabeled data fall below 60% and training 
data increases further. The above procedure concludes after 
five iterations. At that time the ratio between in sample data 
and out of sample data does not exceed 50%. 

B.  Results 

The results displayed below are the average numbers 
after a total of 150 simulations of the proposed 
methodology. It appears that a two hidden layers neural 
network using tansig or logsig activation functions with an 
average of 9 neurons in each layer is the most suitable 
solution. 

  The proposed system is able to use the new knowledge 
to its benefit. The overall performance increases through 
iterations, using a small amount of data, as it is shown in 
Figure 4. Actually, by using additionally 10% of the videos, 
the system reached a 75% correct classification. This is 
important because the system saves time and resources 
during the initialization and provides good classification 
percentages using less than 50% of the available data. 

The impact of the training epochs at the overall 
performance is shown at Figure 6. There appear to be a 
tradeoff between overall and individual task classification. 
Although 200 up to 300 training epochs provide significant 
classification accuracy further training increases partially 
the accuracy only on specific tasks in expense on others. 

IX. CONCLUSION AND FUTURE WORK 

In this work, we have proposed a novel framework for 
behavior recognition in workflows. The above methodology 
handles with an important problem in visual recognition: it 
requires a small training sample in order to efficiently 
categorize various assembly workflows. Such methodology 
will support the visual supervision of industrial 
environments by providing essential information to the 
supervisors and supporting their job.   

Improvements at any stage of the system can be made in 
order to further refine the system’s performance. Future 
work will be based on the usage of different classifiers (e.g. 
neuro-fuzzy, linear Support Vector Machines) and decision 
mechanism (e.g. voting-based).  In addition, instead of using 
all frames of a specific task to create classifiers’ input, only 
a subset of them may be used providing equivalent results. 
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Abstract—As the Internet becomes the social infrastructure,
a network design method that has the adaptability against
the failure of network equipment and has the sustainability
against changes of traffic demand is becoming important.
Since we do not know in advance when the environmental
changes occur and how large the changes are, it is preferable
to have heterogeneity in topological structures so that the
network can evolve more easily. In this paper, we investigate the
heterogeneity of topological structures by using mutual infor-
mation of remaining degree. Our results show that the mutual
information is high at the most of router-level topologies, which
indicate that the route-level topologies are highly designed by,
e.g., the network operators. We then discuss and show that the
mutual information represents the heterogeneity of topological
structure through illustrative examples.

Keywords-power-law network; router-level topology; topologi-
cal structure; mutual information; network heterogeneity; degree
distribution.

I. I NTRODUCTION

As the Internet becomes the social infrastructure, it
is important to design the Internet that has adaptability
and sustainability against environmental changes. However,
dynamic interactions of various network-related protocols
make the Internet into a complicated system. For exam-
ple, it is shown that interactions between routing at the
network layer and overlay routing at the application layer
degrade the network performance [1]. Therefore, a new
network design method which has the adaptability against
the failure of network equipment and has the sustainability
against changes of traffic demand is becoming important.
Since complex networks display heterogeneous structures
that result from different mechanisms of evolution [2], one
of the key properties to focus on is the network heterogeneity
where, for example, the network is structured heterogeneous
rather than homogeneous by some design principles of
information networks.

Recent measurement studies on Internet topology show
that the degree distribution exhibits a power-law attribute [3].
That is, the probabilityPx, that a node is connected tox
other nodes, followsPx ∝ x−γ , where γ is a constant
value called scaling exponent. Generating methods of mod-
els which obey power-law degree distribution are studied

widely, and Barab́ashi-Albert (BA) model is one of it [4].
In BA model, the topology increases incrementally and links
are placed based on the connectivity of topologies in order to
form power-law networks. The resulting topology has a large
number of links connected with a few nodes, while a small
number of links connected with numerous nodes. Topologies
generated by BA model are used to evaluate various kind of
network performances [5], [6].

However, it is not easy to explain topology characteristics
of router-level topology by such models because topology
characteristics are hardly determined only by degree distri-
bution [7], [8]. Li et al. [7] enumerated several different
topologies with power-law, but identical degree distribution,
and showed the relation between their structural properties
and performance. They pointed out that, even though topolo-
gies have a same degree distribution, the network throughput
highly depends on the structure of topologies. The lessons
from this work suggest us that the heterogeneity of the
degree distribution is insufficient to discuss the topological
characteristics and the network performance of router-level
topologies.

In this paper, we investigate the diversity of router-level
topologies by using mutual information of remaining degree.
Here, the diversity of topology means how diverse the inter-
connections are in any sub graphs chosen from the topology.
Mutual information yields the amount of information that
can obtain about one random variableX by observing an-
other variableY . The diversity of topology can be measured
by consideringY as some random variable of a part of the
topology andX as the rest of it. Solé et al. [2] studied
complex networks by using remaining degree distribution as
the random variable. They calculated the mutual information
of remaining degree of biological networks and artificial
networks such as software networks and electronic networks,
and shown that both of them have higher mutual information
than randomly connected networks. In this paper, we use this
mutual information to evaluate the diversity of topology.

Milo et al. [9] have introduced a concept called Net-
work Motif. The basic idea is to find several simple sub
graphs in complex networks. Arakawa et al. [10] shows
the characteristic of router-level topologies by counting the
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Figure 1. Remaining degree

number of each kind of sub graph which consists of 4 nodes
respectively. They conclude that router-level topology has
more sub graphs called “sector”, that is removing one link
from 4 nodes complete graph, than other networks. However,
Network Motif is expected to evaluate the frequency of
appearance of simple structure in a topology, and is not
expected to measure the diversity of topology.

The rest of this paper is organized as follows. The
definition of remaining degree and mutual information is
explained in Section II. Mutual information of several router-
level topologies are calculated, and shown in Section III. In
Section IV, we investigate the topological characteristic by
changing the mutual information through a rewiring process.
Finally, we conclude this paper in Section V.

II. D EFINITIONS

Mutual information of remaining degree is defined by Solé
et al. [2]. Remaining degreek is the number of edges leaving
the vertex other than the one we arrived along. The example
is shown in Figure 1, where the remaining degree is set
to two for the left node and three for the right node. This
distributionq(k) is obtained from:

q(k) =
(k + 1)Pk+1

ΣkkPk
, (1)

whereP (P1, ... , Px, ... , PK) is the degree distribution,
andK is the maximum degree.

The distribution of mutual information of remaining de-
gree,I(q), is

I(q) = H(q)−Hc(q|q’), (2)

where q=(q(1), ... , q(i), ... , q(N)) is the remaining degree
distribution.

The first term H(q) is entropy of remaining degree
distribution:

H(q) = −
N∑

k=1

q(k) log(q(k)). (3)

Within the context of complex networks, it provides an
average measure of network’s heterogeneity, since it mea-
sures the diversity of the link distribution.H = 0 in a
homogeneous networks such as ring topology. As network
become more heterogeneous, the entropyH gets higher. For
example, Abilene inspired topology [7] shown in Figure 2 is
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Figure 2. Abilene (H = 3.27,Hc = 2.25)

Table I
MUTUAL INFORMATION OF ROUTER-LEVEL TOPOLOGIES

Topology Nodes Links H(G) Hc(G) I(G)
Level3 623 5298 6.04 5.42 0.61
Verio 839 1885 4.65 4.32 0.33
ATT 523 1304 4.46 3.58 0.88

Sprint 467 1280 4.74 3.84 0.90
Telstra 329 615 4.24 3.11 1.13

BA 523 1304 4.24 3.98 0.26
Random 523 1304 3.22 3.15 0.07

heterogeneous in the degree distribution, thus it has higher
entropy.

The second termHc(q|q’) is the conditional entropy of
the remaining degree distribution,

Hc(q|q’) = −
N∑

k=1

N∑
k′=1

q(k′)π(k|k′) log π(k|k′), (4)

where π(k|k′) are conditional probability. They give the
probability of observing a vertex withk′ edges leaving it
provided that the vertex at the other end of the chosen
edge hask leaving edges. For Abilene inspired topology,
combinations of remaining degrees which are the ones of
a pair of linked nodes are biased; therefore, the conditional
entropyHc is low.

162Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-226-4

INFOCOMP 2012 : The Second International Conference on Advanced Communications and Computation

                         173 / 198



10
-3

10
-2

10
-1

10
0

 1  10  100

P
r 

{a
 n

o
d

e
 h

a
s 

d
e

g
re

e
 d

}

Node degree d

 3.5

 3.6

 3.7

 3.8

 3.9

 4

 4.1

 4.2

 4.3

 4.4

 0  1  2  3  4  5  6

a
v

e
ra

g
e

 h
o

p

H

10
-3

10
-2

10
-1

10
0

 1  10  100

P
r 

{a
 n

o
d

e
 h

a
s 

d
e

g
re

e
 d

}

Node degree d

Figure 3. Average hop distance

III. D IVERSITY OF ROUTER-LEVEL TOPOLOGY

In this section, we show the mutual information of some
router-level topologies: Level3, Verio, AT&T, Sprint and
Telstra. The results are summarized in Table I. The router-
level topologies are measured by Rocketfuel tool [11]. To
compare with those router-level topologies, topologies made
by BA model [4] and ER model [12] which has the same
number of nodes and links with AT&T are also shown.
From Table I, we can see that, except Verio, the mutual
information of router-level topologies are high, and that of
model-based topologies, such as the ones generated by BA
model and ER model, are low. This can be explained by a
design principle of router-level topologies. Because router-
level topology is designed under the physical and techno-
logical constraints such as the number of switching ports
and/or maximum switching capacity of routers, there are
some restrictions and a kind of regulations on constructing
the topologies, so that they are less diverse. Note, however,
that the mutual information of Verio is low. This can be
explained by its growing history. Because Verio grows big
with small ISPs [13], it contains various kinds of design
principles conducted in each ISP. Therefore, Verio is more
diverse than other router-level topologies.

IV. M UTUAL INFORMATION AND THE CHARACTERISTIC

OF TOPOLOGIES

As we mentioned in Section II, mutual information is
defined by entropy and conditional entropy. In this section,

Figure 4. Rewiring method to leave the degree distribution unchanged

Table II
TOPOLOGIES OBTAINED BY SIMULATED ANNEALING

Topology Nodes Links H(G) Hc(G) I(G)
BA 523 1304 4.24 3.98 0.26

TImin 523 1304 4.24 4.13 0.12
TImax 523 1304 4.24 1.54 2.70

we explore the relationship between entropy, conditional
entropy and the characteristic of topologies respectively.

A. EntropyH(q) and the characteristic

To show the relationship between degree distribution
and the characteristic of topologies, we generate topologies
having different entropy, and compared their average hop
distance and degree distribution.

Topologies are generated by simulated annealing that
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Figure 5. TImin with minimum mutual information

Figure 6. TImax with maximum mutual information

looks for candidate networks that minimize the potential
function U(G). Here, the temperature is set to 0.01, and
the cooling rate is set to 0.0001. The simulation searched
450000 steps. The initial topology is set to the topology
obtained by BA model which has the same number of
nodes and links with AT&T. Topologies are changed by
random rewiring, and try to minimize the following potential
function:

U(G) =
√

(H −H(G))2 + (Hc −Hc(G))2. (5)

Here H and Hc are pre-specified value of entropy and
conditional entropy respectively.H(G) andHc(G) are en-
tropy and conditional entropy calculated by the topologyG
generated in the optimizing search process. We generated
topologies by settingH, Hc asH = Hc from 1 to 5. Every
time in the search process,U(G) converge to approximately
zero. Therefore, entropy and conditional entropy of the
generated topologies are almost equal.

Figure 3 shows the average hop distance of topologies we
generated. It can be seen that, whenH increases higher than
3, the average hop distance decreases. This is because, as
H increases, the degree distribution become biased, and it
gets close to power-law aroundH = 4.

B. Conditional entropyHc(q|q’) and characteristic

Next, we show the relationship between mutual informa-
tion and the characteristic of topologies. Because router-level
topologies obey power-law, we compare topologies having
high H(q).

Topologies are again generated by the simulated anneal-
ing. We set the same parameter and the same initial topology
as we have used in the previous section. The different points
are the way to rewire the topology and the potential function
U I(G). For the first point, topology is changed by a rewiring
method [14] that leaves the degree distribution unchanged,
i.e., by exchanging the nodes attached to any randomly
selected two links (Figure 4). For the second point, the
potential function we used to minimize isU I(G) defined
as,

U I(G) = |I − I(G)|, (6)

where I is pre-specified mutual information, andI(G) is
mutual information calculated by the topologyG generated
in the optimizing search process. Note that looking for
a pre-specified mutual informationI is as the same as
looking for a pre-specified conditional entropyHc under
the same entropyH. Because the entropy is same when the
degree distribution unchanged, minimizing mutual entropy
is identical to maximize conditional entropy.

To explain the relationship between mutual information
and the characteristic of topologies, we use two topologies:
topology TImin with minimum mutual information and
topologyTImax with maximum mutual information.TImin

is generated by settingI = 0.0 for simulated annealing, and
the resulting mutual information is0.12. The topology is
shown in Figure 5.TImax is generated by settingI = 3.0 for
simulated annealing, and the resulting mutual information is
2.70. The topology is shown in Figure 6. In both figures,
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colors represent node degrees. Nodes which have the same
color have the same node degree. Topological characteristics
of the initial topology,TImin andTImax are summarized in
Table II.

From Figure 5 and Figure 6, we can see that topology
with high mutual information is less diverse, and have more
regularity than the one with low mutual information. From
Figure 7 to Figure 10, we showπ(k|k′) dependent on
remaining degreek. π(k|k′) is defined as the probability
that observing a vertex withk′ edges leaving it provided
that the vertex at the other end of the chosen edge has
k leaving edges. Figure 7 and Figure 8 showπ(k|k′) of
nodes with the largest remaining degree and nodes with the
smallest remaining degree inTImin, respectively. Figure 9
and Figure 10 showπ(k|k′) of nodes with the largest
remaining degree and nodes with the smallest remaining
degree inTImax, respectively. We can see thatπ(k|k′)
of TImax is more biased than that ofTImin. This also
represents that the topology with high mutual information
is less diverse than the one with low mutual information.

V. CONCLUSION AND FUTURE WORK

In this paper, we investigated the network heterogene-
ity of router-level topologies by using mutual information.
From calculating mutual information of some router-level
topologies, we found that router-level topologies have higher
mutual information than model-based topologies. We also
generated topologies with different mutual information, and
showed that the topology is diverse when mutual informa-
tion is high, and the topology has regularity when mutual
information is low.

Our next work is to evaluate network performance of
topologies with different mutual information, and to apply
this measure to designing information network that has
adaptability and sustainability against environment changes.
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Abstract—This paper is the first report on a new direction
in the development of the Logging and Bookkeeping service, a
gLite component tracking grid job life cycle. From the early
days, Logging and Bookkeeping tracks not only jobs themselves
but also the wider details of the job execution environment.
Since a great portion of the infrastructure is now virtualized,
the work at hand concerns tracking the virtualized nature
of that runtime environment. With virtualization and cloud
technologies being highly flexible and dynamic, we believe
it is very important to gather and keep status information
for machines used to run the workload. A newly created
monitoring entity (a machine) will be integrated with job state
information and provide an enhanced view of the current state
and history of both the job and the infrastructure. This paper
focuses on motivation, requirements coming from the Czech
National Grid Initiative and possible consequences rather than
the actual implementation. As a report on “work in progress”
it describes an idea that is now being further elaborated and
implemented to provide a solution for monitoring virtualized
resources in the same context as the workload they are
processing.

Keywords-grid; cloud; virtualization; job monitoring.

I. INTRODUCTION

Logging and Bookkeeping (LB), part of the gLite grid
middleware, is a monitoring tool equipped for monitoring
the states of all kinds of processes related to grid com-
puting [1]. Besides traditional gLite Workload Management
System (WMS) [2] jobs and logical groupings thereof such
as oriented graphs (DAGs) or collections it also monitors
input/output data transfers and the states of computing tasks
submitted directly to a resource manager — the CREAM
Computing Element (part of the gLite middleware stack)
[3] or to TORQUE (Terascale Open-Source Resource and
QUEue Manager) [4].

It collects event information from various grid elements
and sums it up to determine the current status of any such
process at the given moment. It is designed to accept ad-
ditional state diagram implementations as required, relying
on essential common features such as event delivery (based
either on LB’s own legacy messaging layer or standard
STOMP/OpenWire messaging) or the querying interface. LB
is highly security-oriented and has proven itself in WLCG
(Worldwide LHC Computing Grid) operations. It is widely
deployed across the European Grid Initiative’s infrastructure.

In this article, Section II explains what the requirements
are and why LB is deemed suitable for monitoring virtu-
alized resources. Section III outlines the proposed solution
to deliver essential functionality, and Section IV discusses
additional issues to consider and focus on in the future.

II. MOTIVATION TO INCLUDE MACHINES IN THE LB
MODEL

Using LB in monitoring virtualized resources is inspired
by obvious similarities with the existing processes, backed
by explicit requirements from infrastructure operators.

A. Virtual Machine as a Job

LB’s main objective is to know everything about job
scheduling and execution, making it possible to analyze the
behavior of the infrastructure (failing components, miscon-
figuration) and possibly even provide job provenance ca-
pability (ensuring repeatability of jobs/experiments, storing
computing environment characteristics and configuration).
In contemporary grids and other computing infrastructures
machines running grid jobs are themselves dynamic entities
following a lifecycle similar to that of the job itself. It
is not unreasonable to expect further blending of cloud
and grid models where grid components run either in a
cloud (StratusLab [5]), or in a mix with cloud services
(MetaCentrum [6], WNoDeS [7]).

All things considered, tracking virtual machines (VMs)
throughout their lifecycle in contemporary grids is as im-
portant as tracking jobs. Moreover there is an added value
to tracking two kinds of entities in a common manner. Not
only does it provide for a better understanding of mutual
relationships and dependencies, but also for a unified view
for users and administrators.

Figure 1 shows a simplified and illustrative example of
the new higher-level view of the infrastructure state. It
maps compute jobs to the underlying VM lifecycle and
provides the user with an overview of its current state and
possible problems. In the case of highly dynamic virtualized
infrastructure it can be used to assess efficiency and induced
tradeoffs. Data collected in this manner can also be used
to produce higher-level statistics and monitoring (mapping
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Figure 1. Viewing compute jobs as payload executing over a VM.

actual hardware resources to jobs), while the low-level in-
formation is still available for detailed inspection if required
for debugging.

Key LB features (re)usable for machines:
• Recording primary events and using a state machine

specific to the given type of process (job, VM) to com-
bine all information contained therein and determine
the current state of a process.

• Providing the ability to get processes grouped or an-
notated/tagged by the infrastructure, administrators or
users.

• Architecture and implementation based on standards
(messaging, authentication and authorization infrastruc-
ture, web services), allowing simple event gathering.

• Essential functions (logging events, querying for basic
information) provided not only by library functions but
also by command line tools.

B. Features Requested by the Czech NGI

MetaCentrum, the Czech National Grid Initiative (NGI),
is designed as a mixed cloud/grid service, where resources
from a single, consistently managed pool can be provided
either as traditional batch system-managed resources or
VMs, depending on current user needs [8]. The scheduler
(Torque) can handle three types of requests:

1) Run a job
2) Run a job in a selected VM image
3) Run a VM

The desired functionality will provide a single, consistent
view of the infrastructure, mapping all user requests to actual
hardware. It should replace currently used data mining tools
providing status feeds to the MetaCentrum portal and to the
long-term usage statistics processor.

Since MetaCentrum is also involved in research of batch
system scheduling strategies, gathering data relevant for this
kind of assessment is another requirement.

Yet another requirement, albeit one that is already fulfilled
by LB’s design, calls for an ability to aggregate information
from diverse sources (scheduler, virtualization hypervisor,
accounting) and even manually triggered state transitions
(for instance putting resources in and taking them out of
maintenance).

C. Similar Works

Infrastructure monitoring tools such as Nagios or Ganglia
focus primarily on the “running” state of the given process,
and using them to monitor short-lived VM instances set up
on demand is on the edge of practicality, anyway. Unlike
them, this work is not intended to monitor infrastructure
health and react to problems. There is just a minor overlap
in that certain aspects of infrastructure health can be seen
in job/VM status statistics provided by LB and we believe
that understanding the relationship between the payload and
VM layers will further improve the informative value of LB
statistics.

Each infrastructure or cloud management tool has its own
way (command line interface, portal) of providing users
with the current VM status. But, we are not aware of any
other work similar to LB – a service combining available
information from different components into one higher-level
view. It is one of the reasons for publishing this Work in
Progress paper.

We expect that major virtualization stack implementations
will be able to send raw status change events via the
messaging infrastructure in the near future (indeed, some of
them already do) and thus there will be interesting potential
in processing them in the proposed way.

III. PROPOSED SOLUTION

The proposed functionality is being implemented in pro-
gressive steps. Early phases are already in progress and can
be discussed in detail, while the later phases consist mostly
of open issues.

A. Implementation Phases

• Pilot implementation with a testbed instance of Open
Nebula, running and keeping track of VMs and sched-
uled Torque jobs at the same time. This phase has
already finished.

• Adjustment to MetaCentrum environment with Torque
scheduling VMs as well as jobs. Making sure that the
solution is adequately robust in all applicable use cases
including those where some of the components (for
instance some of the VMs) operate out of the scope
of MetaCentrum and do not generate events. It is the
current phase as of this publishing.

• Bringing in additional sources of information external
to the batch system and virtualization stack: admi-
nistrative operations, information system, accounting.
Automated processing of information produced by LB:
statistics, dashboards, etc.

B. Architecture for the First Phase

The primary goal of the first phase was to understand
VM lifecycle and its relation to existing job lifecycle. The
particular outcome from this phase consisted in finalizing
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Figure 2. Architecture and components.

VM state machine design and the attribute set for the VM
instance status record.

In this phase, the VM lifecycle was controlled solely by a
single instance of the Open Nebula cloud computing toolkit,
managed manually by administrators, while jobs were being
assigned to VMs by a standard grid computing element
through an instance of Torque. All job-related functionality
was already in place (LB-aware Torque). The following
sources of events were used to govern the VM lifecycle:

• Open Nebula—providing hooks for call-out scripts ac-
tivated on any relevant state change

• Hypervisor, (Specifically Xen)—generating events
showing the current VM state and parameters at
hypervisor level

• Hosted worker nodes—Operating System running the
Worker Node was instrumented (init scripts) to provide
independent information from the running VM

The combination of events from all the above components
into one higher-level view is a key role of LB in this concept.
It makes the system more precise and robust, which has
been well tested in the context of gLite job monitoring.
Obviously on certain occasions, all three sources generate
almost identical, i.e., redundant events. But there is still
value in receiving almost identical events multiple times.
It improves reliability, and the comparison between the
three events provides for fine-grained job status tracking and
simplifies troubleshooting. Besides that, different sources
often provide values for different attributes unknown to the
others.

System architecture for the initial implementation is
shown in Figure 2. In that design, the only new feature
that had to be implemented was VM instance support in LB
(state machine, attributes, event types). Relationship to other
relevant components of the system (virtual image identifica-
tion, physical machine identification) is stored in the form
of attributes in that instance. There are other attributes to
cover the network status of the VM such as domain name,
type of network connectivity (VLAN, private/public) and
of course even more attributes identified as useful in the
design/implementation process. The complete set of desir-

able attributes did not need to be pre-determined, though.
LB allows any kind of additional attribute to be simply
stored with the instance’s status (functionality referred to
as User Tags) with only slight limitations. One cannot, for
instance, use relations such as “greater than” or “lower than”
when querying for instances with a given value of such
attribute. Since LB does not know the type of that attribute
and cannot decide. The only comparison supported is string
(in)equivalence.

Each instance is identified by a string constructed in the
same manner as Job IDs currently used in LB, consisting
of the LB server’s identification, a short literal denoting the
process type, and a random unique string. Domain names
are not suitable for use as identifiers since they are often
recycled (re-used by another instance) or even used by
multiple VM instances at once.

Any event received by LB may or may not trigger a
change in the state and/or attribute values of an instance.
Thus the instance’s current state and attributes constitute
the most up-to date information set as collected from all
the various sources mentioned above. LB is designed to
overcome obstacles such as events delivered out of sequence,
intermediate events not delivered at all, or events received
from different sources with clocks skewed in different direc-
tions. This is achieved by relying on arbitrary hierarchical
message sequence codes rather than time stamps in event
sorting.

IV. FURTHER IDEAS AND OPEN ISSUES

Given that this is still work in progress there are many
concepts and ideas that deserve further investigation. Some
of them, such as virtual cluster support, are necessities
that must be addressed. Others fall into the “nice to have”
category. They will receive attention at a later stage.

• State Machine for Physical Machines?—At the very
least VM instance attributes will refer to a physical
machine by name. But there is an obvious similarity
between physical and virtual machines and a VM state
diagram is easily applicable to physical machines. So
the option is to register physical resources as “VM”
instances as well, and reference the identifier instead.
Then the same level of detail could be provided for
virtual and physical machines alike, although some
supported states will probably remain unused in the
physical world.

• Support of User Workflows—Compared to traditional
computing jobs, VMs are a little specific in that they
always need to be assigned workload when running
(i.e., having started for the first time, recovered from
a downtime or finished migration), which makes them
actually very similar to pilot jobs. Many user groups
rely on their own workload management systems to dis-
tribute payload and it may be very convenient for them
to receive notifications of relevant VM status changes.
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That could be easily achieved with LB notifications
generated on pre-determined conditions and sent out
over LB’s own legacy messaging chain or through
a STOMP/OpenWire-enabled messaging broker. Users
may choose, for instance, to be notified any time any
of their machines reaches state running. More elaborate
sets of conditions are also supported. The resulting
notification contains the full VM status information
and, if requested on registration, also the full history
of events for that machine so far.

• Virtual Cluster Implementation—The Virtual Cluster
service provided by MetaCentrum can create multiple
VM instances per request [6]. All the resulting VMs
have common attributes (type of network connection)
and are closely related. It may be a good idea to
reuse the “collections” functionality in LB, typically
applied to grid jobs or sandbox transfers. From the
user’s point of view the state of the collection combines
the states of all its members. Individual VM details are
still accessible under the VM instance’s own ID – the
collection functionality simply adds another identifier
(collection ID) to access aggregate information such as
child status histograms.

• Heterogeneous Environment (multiple hypervisors and
cloud managers)—LB should be able to provide a uni-
fied view of VMs running on different implementations
of hypervisors or even cloud managers. The situation
is similar to that of a unified state machine used for
different job managers – CE implementations.

• VLAN Status—The Virtual Cluster service offered by
MetaCentrum provides not only sets of machines but
also networking connections in the form of virtual
Ethernet (VLAN) [9]. The VLANs have their own
lifecycle managed by a purpose-built VLAN manager
(SBF). An ability to track the state of the network
together with its attributes (private/public, additional
service such as tunnel/NAT/FW) could be valuable in
many scenarios.

V. CONCLUSION

Although this work is primarily driven by the Czech
NGI’s requirements, it will be found useful at a much wider
scope. With instances of LB currently deployed at dozens of
gLite-enabled grid sites across the European Grid Initiative’s
infrastructure, the VM monitoring feature – once released –
will become available to a wide base of users, not only those
already relying on LB for monitoring their own computing
jobs, but also to those exploring the potential use of cloud
services on grid-based platforms.

This paper’s main goal was to show how the potential of
job monitoring infrastructure can be reused in the virtualized
world. Many cloud-oriented initiatives are currently looking
for solutions enabling resource federation. LB, with its cur-
rent presence resulting in easy adoption, will be a reasonable
candidate for a monitoring and notification service.
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Abstract—This paper discusses the scenario of multi-rate 
multicasting to heterogeneous receivers. We adopt the 
Multi-Resolution Code as the layered source coding scheme, 
and proposed Forest, a layered multicast protocol based on 
multiple distribution trees. Each tree transmits a multicast 
layer, and Network Coding is allowed between different 
multicast layers. Compared to the existing solutions, our 
approach is completely distributed and with high performance 
and low complexity. Also, our approach provides a 
receiver-driven service model, as well as a complete group 
management that supports dynamic joins/leaves. These 
features are vital to the feasibility of a practical deployment. 
Simulation shows that performance and feasibility are well 
balanced in our approach. 

Keywords-layered multicast; network coding; multi-tree 

I. INTRODUCTION  

Multicast is the resource-saving way to transmit 
streaming media to multiple receivers. But different 
receivers have different capabilities and requirements. A 
single-rate multicast flow could either overwhelm the 
low-capacity receivers, or starve the high-capacity receivers 
[1]. Multi-rate multicasting has gained more attention since 
1990's when single-rate multicasting was found insufficient 
to fulfill the conflicting requirement of a set of 
heterogeneous receivers. Today, the heterogeneity and scale 
of the Internet are growing explosively; so does the 
proportion of the Internet traffic consumed by streaming 
media applications. It is desirable to provide each receiver a 
rate that can commensurate with receiver’s capability and 
requirement [2]. One instinct way to do multi-rate multicast 
is to split the original stream into layers, then transmit each 
layer of the original stream on an independent single-rate 
multicast sub-session [1]. Receivers adjust their number of 
subscribed sub-sessions according to their own demand. 

Network coding (NC) is a promising paradigm in the 
field of information theory [3]. NC brings new features to 
the transmission of streaming media such as throughput 
gains, security and load balancing, etc. It is proven max-flow 
rate of a single-rate multi-cast session, which equals to the 
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minimum value of the max-flow rate from each subscriber to 
the source, can be achieved by using linear network coding 
[4]. In the layered multi-rate scenario, NC can be applied 
within each layer to provide max-flow transmission layer by 
layer [5]. NC can also be applied across layers to provide 
more complete optimization. 

Apart from the above, a lot of works have been done in 
the layered multicast direction. Eros [6] and Goyal [7], 
respectively, showed two mainstream layered source coding 
technologies that have been applied to the layered 
multicasting, Multi-Resolution Coding (MRC) and Multiple 
Description Coding (MDC). Mingkai [8] showed that if 
network coding (NC) is allowed, a MRC-based intra-layer 
NC solution always outperforms or at least performs the 
same as the MDC-based Uneven Erasure Protection (UEP) 
solution. So we adopt MRC as the source coding scheme in 
our approach. Kim [9] proposed a pushback algorithm to 
gather the requirements of the receivers before distributing 
data. But it did not explicitly distinguish different multicast 
layers. And the major disadvantage of pushback algorithm is 
intermediate nodes needed to perform NC decoding 
operations to fulfill the requirements of the receivers, which 
is extremely resource consuming. In our approach, 
intermediate node decoding is not required. Shao [10] 
attempted to combine linear NC with rainbow network flow 
and got a higher network throughput than original rainbow 
network. But this approach is related to the linear broadcast 
problem. We mainly focus on multicast. Mingkai [11] 
proposed an inter-layer NC approach to layered multicast 
that allowed NC of data in different layers. And higher 
throughput could be gained with the increasing of related 
cost. Zhao [12] proposed a heuristic algorithm to organize 
receivers into layered meshes. While in our approach, we 
use the thought of MRC in layered algorithm. Other related 
researches include [13]. 

In this paper, we propose Forest with a full name IP 
Multicast Forest (IPMF). It is a layered multicast protocol 
with NC applied. The novelty of our approach lies in the 
following. First, we create multiple distribution trees, one 
for each multicast layer. NC between distribution trees is 
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allowed. Second, we introduce the Coding Matrix (CM) to 
be multicast to all potential subscribers. The CM indicates 
the distribution of the multicast layers, and NC layers, which 
is the linear mixing of some multicast layers. Before 
subscribing, potential subscribers are required to inquire the 
CM to decide which sub-sessions to join. 

The rest of this paper is organized as follows: Section 2 
describes the Forest framework. Section 3 discusses main 
implementation details of Forest. Simulation settings and 
results are presented in Section 4. Section 5 concludes the 
whole paper and introduces our future work. 

II.  FOREST FRAMEWORK 

A.  Basic Idea 
The basic idea of Forest is to create multiple distribution 

trees. Forest splits and recodes the original multicast flow at 
the source node into sub-flows, using algorithms described 
in [6]. We first split out the most basic, important data, and 
then recode them to form a "base sub-flow", while other data 
"enhancement sub-flows". Each sub-flow is associated with 
a sub-source node and a sub-group address. Multiple 
multicast layers have multiple distribution trees. We call it 
the sub-tree for it is logically part of the original multicast 
distribution structure. Subscribers that want to subscribe to 
the original multicast session, have to collect all the 
sub-flows to rebuild the original flow. From this point of 
view, Forest is an extension to the traditional tree-like 
distribution structure. It inherits the convenient group 
member management of the distribution tree, while 
expanding its transmission performance.  

While, this Forest structure may also encounters the 
so-called "Multicast Packing Problem", for sub-trees in the 
forest must be edge-disjoint to avoid congestion. When 
sub-tree collision happens, bottlenecks may emerge, and 
transmission performance will drop rapidly. Luckily, NC 
can simplify this problem. In Forest, when collision happens 
at a node between multicast layers, we can code them 
together. 

B. Forest Structure  

SS1 SS2 SS3

SF1 SF2 SF3

S

Layered Source Coding

Multicast Forest

CSS

R2
R1

 
Figure 1. Main Forest structure 

Figure 1 shows the main Forest structure. There are 5 
different kinds of nodes in the Forest architecture: source, 
sub-source, coding node, forwarding node and receiver. The 
entire Forest architecture can be partitioned into two parts: 
layered source coding, and multicast forest. And some main 
definitions of terms as well as their features used in this 
paper are showed below. 

In Figure 1, S and R, respectively, represent the source 
and receiver. 
SF: A sub-flow (SF) is a data flow, formed by splitting 
and/or recoding the original multicast flow at the source 
node. 

 
SS: A sub-source (SS) node is a different node. One 

sub-source is assigned to one sub-flow. A sub-source node 
will receive and cache sub-flow information from the source 
node. And it will act as a new source including constructing 
the tree-like multicast distribution structure, managing group 
members, and sending data out to the output interface list. 

ST: A sub-tree (ST) is the multicast distribution tree 
constructed by a sub-source node, using IGMP join/prune 
messages, and is consisted of intermediate nodes and links. 
All the sub-trees that belong to the original multicast session 
form a so-called coding-sub-graph of IPMF. 

Multicast Forest: In Figure 1, if we cover the 
flow-splitting part, the multicast forest part can be seen as 
multiple independent multicast distribution trees, each 
transmitting a sub-flow to the same receiver group 
concurrently.  

CSS: A node who begins to carry out coding operations 
when collision happens, will automatically transform into a 
"coding-sub-source" (CSS). In most cases, a CSS acts just 
like other independent sub-sources, but, there are still 
differences. Firstly, a CSS receives information from some 
sub-flows not only one. Secondly, multiple CSSs may sit on 
one physical coding node like Figure 2. Thirdly, if a 
coding-sub-flow has k parent sub-flows, then, when a group 
receiver collects sub-flows, the coding-sub-flow can replace 
any one of its parent sub-flows, only when the "sub-flow 
coefficient matrix" of that receiver is reversible after the 
replacement. The last, when a CSS emerges, it will send an 
inform message to the source node to register itself, and 
notify the source node about its coding coefficient vector. It 
will also send a message through all its registered output 
interfaces to inform downstream nodes about the change. 

AG: We use Auxiliary Group (AG) which has a fixed 
and public group address to multicast the following 
information to all group receivers and potential receivers: 

a) Active groups and its sources in the current 
Automomous System (AS). 

b) Sub-source addresses, sub-group addresses, 
coding-sub-source addresses and coding-sub-group 
addresses of a specific group. 

c) Distribute sub-flow coefficient matrix. 
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CSS_1 CSS_2

Coding 
Node

 
Figure 2. One physical node with two CSSs 

In IPMF, we adopt a traditional Shortest Path Tree (RPT) 
structure as AG. Simulation results show that AG works 
well in doing its job. 

III. FOREST IMPLEMENTATION DETAILS 

A.  Coding Strategy 
 IPMF uses a flow-oriented linear NC strategy. 

Sub-flow is the smallest unit. So coefficients are chosen for 
flows, not individual packets. For example, In Figure 3, if 
we chose α and β as coefficients for sub-flow SF1 and SF2, 
then all the packets in the coding-sub-flow CSF can be 
calculated as: 
 PacketCSF =  α×  PacketSF1 + β × PacketSF2 (1) 

SF1 SF2

CSF

α β

+

Coding Node

 
Figure 3. Flow-oriented NC 

The advantages of flow-oriented NC coding are the 
followings: 

a) Flows are easier to manage than individual 
packets. 

b) Provide basis for routing, and decoding. 
c) Reduce the size of Galois Field (GF), because less 

random coefficients are needed. 
d) Implement "user-driven" content delivery 

effectively. 
In IPMF, each SF including CSF is associated with a 

coefficient vector (CV): 
 CV =  [ c1 , c2 … , cN]T (2) 
where N is the number of sub-flows, excluding 
coding-sub-flows, and ci , 1 ≤ 𝑖 ≤ 𝑁 , is the coefficient 
number randomly chosen from GF (2p). If we associate a 
sub-flow number from 1 to N and each sub-flow, then the 
CV of a sub-flow generally describes its composition. For 

example, in Figure 3, the CVs for SF1, SF2 and CSF 
are  CVSF1 = [1,0,0,0]T , CVSF2 = [0,1,0,0]T and CVCSF =
[α,β, 0,0]T respectively. 

We use these CVs to form a coefficient matrix (CM) in 
the source node, then multicast the CM through auxiliary 
group. We assume at a certain time, there are M CSSs in the 
network.  
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The first part of the CM is a 𝑁 × 𝑁  unit matrix, 
representing N sub-flows. The second part of CM is a 
𝑁 × 𝑀 matrix, representing M coding-sub-flows. When a 
group receiver collects one sub-flow, it collects one column 
of the CM.  

When a group receiver collects N sub-flows, including 
CSSs, it collects a 𝑁 × 𝑁  matrix, called the receiving 
matrix (RM). If the RM is reversible, i.e., the receiver 
collects enough information about the original multicast 
flows, receivers can successfully decode and rebuild all the 
original information. While, due to heterogeneity, when a 
group receiver only collect P (P<N) sub-flows including 
coding-sub-flows, we can still decode part of the 
information if enough variables can be eliminated by 
Gaussian elimination, and if the "base sub-flow" can be 
decoded, then the receiver is still able to enjoy the service in 
a lower quality. 

B. Multicast Forest Construction 
1) Constructing The Forest at The Beginning 

 At the beginning of the multicast session, there is no 
CSS in the network, thus the CM initial group receivers get 
from the auxiliary group is simply a 𝑁 × 𝑁 unit matrix: 

 

1 0 0 0
0 1 0 0
0 0 1 0

0 0 0 1

initCM

 
 
 
 =
 
 
 
 







    



 (4)

 

Algorithm 1 can construct multicast forest. At the 
beginning, we need to state a few assumptions. Firstly, a 
node will operate NC, only when multiple incoming 
sub-flows share the same output interface, and the overall 
bandwidth of these incoming sub-flows exceeds the 
effective bandwidth of the output interface. Secondly, we 
assume all sub-flows have the same bandwidth, all physical 
links in the network have the same bandwidth, and two 
sub-flows cannot be transmitted through one link at the same 
time. The last, current version only supports N=2.  

Algorithm 1 
 for each receiver do 
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Listen to auxiliary group and update the CM. 
for each sub-flow, higher priority first do 

int i = 1 
while i do 
if exist unoccupied interfaces then 

Lookup the corresponding SS address in the routing 
table, with ith best path. 

if returned interface in unoccupied then 
Occupy the interface. 

else  
if i< number of interfaces then 

i+ +; continue 
else break 
end if 

else break 
end if 

end while 
end for 
for all SFs that have occupied an interface do 

Send Source-Specific-Join with the occupied interface. 
end for 

end for 
This algorithm generally assigns a different interface for 

each sub-flow ordered by priority with its best effort. After 
join messages are sent, sub-tree collision may happen. Some 
nodes may transform into CSS. In this case, a solution is 
given in the next situation. 

 
2) Reconstructing Forest During Run-time  

The multicast session has already been activated for a 
while. The CM is no longer a unit matrix due to sub-tree 
collisions, and then: 

 

11 21 1

12 22 2

13 23 3

1 2

1 0 0 0 |
0 1 0 0 |
0 0 1 0 |

|
0 0 0 0 1 |

M

M

rec M

N N MN

CM

α α α
α α α
α α α

α α α

 
 
 
 =
 
 
 
 

 

 

 

        



 (5) 

a) Let 1 2 3[ , , ..., ]T
CSF NCV α α α α= . 

b)  Let Prioid represents the priority of SFid. 
c)  All the non-zero elements in CVCSF form a set: 

1 2

' { , , }
sCSF i i iCV α α α= , s ≤ N. 

d) Then j 1
CSF

Pr
Pr io = j

S
iio

S
=∑ . 

For example, if T=[1,0,1,1,0]CSFCV , then
1 3 4

CSF
Pr io Pr PrPr io =

3
io io+ + . 

Algorithm 2 reconstructs the multicast forest during 
run-time. This algorithm generally assigns a different 
interface for each sub-flow including coding-sub-flow in the 
reversible RM with its best effort. It also takes the priority 
into account. 

Algorithm 2 
for each receiver whose Join has been denied do 

Listen to auxiliary group and update the CM. 
for each SF whose Join has been denied, higher 

priority first do 
Pick out a CSF satisfies: The SF-idth element in CV is 

nonzero. Meaning this CSF contains information about the 
SF in question. 

Higher priority first. 
Send Source-Specific-Join toward the selected CSF. 
end for 

end for 
for each potential receiver do 

Listen to auxiliary group and update the CM. 
Pick out N SFs including CSF from the CM, satisfying: 
The 𝑁 × 𝑁 RM constructed is reversible; 
The 𝑁 × 𝑁 RM constructed has the highest possible 

priority; 
for each SF in RM, higher priority first do 

int i=1 
while i do 
if there are still unoccupied interfaces then 

Lookup the corresponding SS address in the routing 
table with ith best path. 

if returned interface is unoccupied then 
Occupy the interface. 

else if  i< number of interfaces then 
       i ++; continue 

else if exist SFs unselected in CM then 
   Replace this SF, so that RM satisfies: 
The 𝑁 × 𝑁 RM constructed is reversible; 
The 𝑁 × 𝑁 RM constructed has the highest possible 

priority; 
else break 
end if 

end if 
end if 

else break 
end if 

end while 
end for 

for all SFs that have occupied an interface do 
Send Source-Specific-Join with the occupied interface. 

end for 
end for 

IV. SIMULATION  

In this section, we present some simulation results 
obtained by NS2 network simulator software. In order to 
verify our core thoughts with low complexity, we chose the 
classical and simple "Butterfly Network" to run IPMF like 
Figure 4. IPMF emphasizes on multi-tree construction, so 
we choose the traditional single-tree structure provided by 
Protocol Independent Multicast-Sparse Mode (PIM-SM) as 
a comparison object. 

In our simulation, there are three key aims with IPMF. 
Firstly, we want to test and verify the dynamic multicast 
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forest construction algorithm of IPMF. Secondly, we want to 
test and verify the support for dynamic joins/prunes. The last, 
we want do throughput test compared with PIM-SM. 

Here are details of simulation settings with NS2. The 
original flow is split into two SFs; node 1 and 2 are SS 
nodes; node 3 is a CSS node; node 5 and 6 are group 
receivers; all links have a bandwidth of 1Mbps; source 
sending rate varies from 100 Kbps to 2.4 Mbps; as to the 
simulation time, node 5 joins the group at 0.0s, while node 6 
joins the group at 0.3s.  

Here are our Simulation results with NS2: 

 
Figure 4. IPMF is well constructed in NS2 

 
In Figure 4, at simulation time 0.3s, node 6 correctly 

joins the group, so we can know that the Forest multicast 
forest is well constructed. 

  
Figure 5. Throughput test 

In Figure 5, the max-flow of node 5 is 2Mbps. As we 
change the source sending rate from 100 Kbps to 2.4 Mbps, 
IPMF obviously outperformed PIM-SM after the source 
sending rate exceeds 1Mbps.  

V. CONCLUSIONS AND FUTURE WORK 

In this paper, we proposed Forest, a layered multi-path 
IP multicast protocol with network coding applied. Forest 
seeks the balance between performance and feasibility. We 
also give the IPMF construction algorithm aiming to 
construct a practical distribution structure and make it 
possible to apply network coding in a dynamic environment. 
Though this algorithm may fail from time to time because of 
its bottom-up manner, it will converge to a stable out-come 
by re-run. Theoretically, the more sub-flows the original 
multicast flow split, the better Forest performs. But more 
sub-flows requires more sophisticated algorithm. Simulation 
results show that dynamic joins/prunes are well supported 

by Forest. Besides, in certain situations, compared to the 
traditional PIM-SM protocol, Forest achieves a throughput 
gain up to 50%, with only two sub-flows enabled. 
The current version of Forest is basically an experimental 
version. Optimizations will be done in the future. We will 
choose NS3 which has some new features compared with 
NS2 to implement a better and more detailed simulation. 
After that, we will plan to implement Forest in an embedded 
system to test its performance in a real network 
environment. 
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Abstract-Optical interconnection networks provide
solutions for high performance computing and communication
networks which demand high throughput and low latency as
well as high scalability. Data Vortex switching network has
been studied previously for such purpose. In this paper, we
focus on implementation issues, specifically on exploration of
an alternative layout that allows the routing paths
arrangement in such network to be implemented as multiple
parallel planes. The original multiple cylinder three
dimensional architecture is converted to planar structures.
Since the new layout is designed to be functionally equivalent
to the original Data Vortex, the routing performance in
throughput and latency is shown to be very similar to that of
the original network under same network operating conditions.
The effect of injection at different angles is also investigated
for optimized performance. The proposed planar architecture
provides much more flexible configuration for multiple
network levels, and the study validates that it provides
comparable routing performance as in original design.
Because of the flexibility of the new planar architecture, future
work may explore further optimization in routing resources
and performance.

Keywords- Optical Interconnection Network; Data Vortex;
Packet Switched; Routing; Planar Network.

I. INTRODUCTION

High performance multiprocessor supercomputers and
multiple I/O communication systems require high
throughput and low latency packet switched
interconnection networks. As optical fiber technology
matured with the optical communication industry, there are
more research efforts recently dedicated to developing
optically implemented interconnection networks for packet
switched operation [1-2]. Considering the tremendous
amount of routing decisions such networks have to make,
recent researches in silicon photonics devices and platforms
are important technology developments for seamless
integration of the two domains [3-4]. Instead of converting
existing electronic interconnection networks, the renewed
interests in the area also bring in more innovative designs in
network architectures that can efficiently utilize both
electrical and optical domains. Photonic approaches are

attractive solutions because they can not only easily achieve
the bandwidth requirement, but also provide more
promising potential in power consumption and scalability
challenges that current electronic interconnection networks
encounter [5-6]. A good network design should utilize the
broad bandwidth of optical domain while avoiding
extensive logic processing or optical buffering due to the
lack of the mature technology.

Data Vortex network architecture is designed for
localized high performance interconnection purpose, and it
is scalable to a very large number of communication ports
operated in packet switched mode [7-9]. With reasonable
expense in routing resource redundancy, it is able to
achieve very high traffic throughput while maintaining low
latency and narrow latency distribution, both of which are
extremely important for guarantee of packet’s signal quality
at the physical layer [10-11]. Data Vortex optical
interconnection network relies on a three dimensional
cylindrical topology to efficiently move the data flow from
input to output ports [12-14]. Considering the benefit of
planar structure for physical implementation, this work
focuses on converting the three dimensional topology to
multiple planes of routing levels to facilitate construction
and integration.

The rest of paper is organized as follows: Section II
explains the original Data Vortex switching topology, and
difficulty with large scale system construction in cylinders.
Section III presents the proposed planar layout of each
cylinder level which allows for an equivalent routing
topology. Section IV presents the routing performance
comparison with the original layout and confirms the
feasibility of the proposed system, and Section V concludes
the study and discuss future works relevant to the area.

II. ORIGINAL DATA VORTEX DESIGN

The original Data Vortex network uses a cylindrical
layout with multiple cylinders of routing nodes along angle
and height dimensions. As an example, Figure 1 (a) shows
the two outer cylinders’ routing paths in a network of A=4
angles and H=4 in height. To allow for clear view, intra-
cylinder paths patterns are also individually shown in
Figure 1(b) for each of the three cylinders. The number of
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cylinders required is given by 1log2 H due to the binary

decoding nature of the routing process. The additional last
cylinder is typically added, as shown in cylinder c=2 (=C)
in Figure 1 (b), and it maintains the height position; but, it
allows for angular resolution if each angle connects to a
different sets of I/O ports. In addition, the last cylinder
provides optical buffering in addition to the electrical
buffers situated at I/O ports.

c=0

c=1

a=0

a=1

a=2

a=3

(a)

c=0 c=1
c=2

(b)

Figure 1. (a) Two outer cylinders of Data Vortex topology
for A=4, H=4. (b) Intra-cylinder routing paths for each of
the cylinders.

The number of active angles Ain are connected to I/O
ports, so that the ratio Ain/A controls the redundancy in
network operation. The choice of Ain needs to balance
between the support of I/O ports for the given network cost
and the routing performance. The smaller Ain/A results in
better routing performance, but also means supporting of
smaller I/O ports or more expensive implementation as the
required number of routing nodes and optical switches is
proportional to the total number of angle A. The typical
choice of A is small number around 5 because an ideal
operation with Ain/A=1/5 results in the optimum routing
performance [7]. A much larger angle introduces much
longer delay due to the latency associated with the angular
resolution at the last cylinder.

The routing process starts with packets injected at the
outermost cylinder, and after through each of the cylinders
exit to output ports at the innermost cylinder. As shown in
Figure 1, at the specific cylinder, the semi-twisted routing
path patterns repeat from angle to angle which forms a
cylinder by connecting the last angle to the first angle,
allowing the packet to switch between two groups of height
where the corresponding binary bit of the height position
flip back and forth between “1” and “0”. This not only
allows the packets to quickly reach the correct height group,
but also provide multiple open paths to reach their
destination. Once the position group matches the desired
group at the specific cylinder, the packet is forwarded to the
inner cylinder by inter-cylinder paths (gray lines shown)
that simply maintain the current height position. Such
routing process continues until the packet reaches the
innermost cylinder and exits the network. Another
important design of the network is to guarantee single
packet routing for each routing node through a traffic
control mechanism. This greatly simplifies the node
implementation and routing decisions, where electronic
processing will not impose serious speed limitation. These
traffic control signals are distributed throughout the
network, and they are used between a pair of relevant nodes,
sent from inner cylinder nodes to inform their outer
cylinder neighbors its traffic condition. In case both have
packets arriving, the inner node is always given higher
priority and the outer cylinder traffic is deflected by staying
at the outer cylinder instead. These control lines are shown
as dash lines between the pair of nodes in Figure 1.

Routing
Logic

F, hi

SOA

SOA
E (same)

S (inner)

Cin

Routing node at ith cylinder

W (same)

N (outer)

combiner

tap

splitter

Cout

Filtering

O/E

Figure 2. Routing node photonic implementation

For the physical implementation, the switches within the
routing node are based on semiconductor optical amplifier
(SOA). It not only allows for fast switching required for
packet switching, but also provide broadband operation
which allows for utilization of wavelength division
multiplexing (WDM) techniques. Specifically, payload data
is modulated onto WDM channels to keep short packet
length while maintaining high data bandwidth, and header
bits that contain the destination information are also
modulated onto different wavelength channels for simple
decoding within the routing nodes. In addition, any power
loss in routing nodes can be easily compensated by the gain
provided by semiconductor optical amplifier [8].

A detailed routing node implementation using optical
components is shown in Figure 2. There are two input paths,
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where N (North) connects to the outer cylinder node, and W
(West) connects to the same cylinder node. Since the
control mechanism mentioned above guarantees that at
most one packet enters the node, the input paths from N and
W are combined before the header bit extraction and
decoding. The binary header bits of the target address are
encoded using distinct wavelength channels, therefore
simple passive filters and low packet rate optoelectronic
(O/E) detector are used to extract such information from the
optical packet. The single packet is then split to two
potential output paths, one to S (South) to inner cylinder or
one to E (East) to the same cylinder. The routing decision
not only examine the header bit and correct height group,
but also depend on an input control signal Cin so that ensure
it only enters the inner cylinder node when there is no
potential conflict for single packet condition. Similarly, the
routing logic generates a new control signal Cout for its
outer cylinder node for the same purpose. As a result of
control mechanism, packet deflection can happen in Data
Vortex network without packet loss. Packets that are
deflected to stay on the outer cylinder can take advantage of
the multiple open paths, and this causes a rather small
latency penalty in comparison to other existing networks.
SOA switches are used for their fast sub-nanoseconds
switching speeds and internal gain for power compensation
occurring at taps and splitters. More details of signaling and
path connections can be found in the references [7][9].

Previous researches on Data Vortex network have been
mainly focused on network’s routing performance and
physical layer system performances. As more applications
call for such optical interconnection networks, making them
more flexible and easier for construction are of great
importance. So far only a 12x12 small testbed has been
built mainly because it heavily relies on discrete
components. On one hand, recent researches in either SOA
switching fabric or novel silicon photonic devices provide
more potential for integration at the device and routing
node level. On the other hand, network architectures may
not have the same upgrades for easier implementation. For
example, a small scale Data Vortex can be easily
implemented using fiber waveguides and individual node
modules in three dimensions. But, such arrangement could
be very complex and cumbersome for a much larger
network. The difficulties also include keeping every level
aligned and synchronized necessary for the routing
operation. For all paths physically the same length at all
levels, inner levels must somehow wind up paths to occupy
a smaller physical space than its outer level in cylindrical
arrangement. In addition, due to close coupling of the
electrical layer for routing logic and traffic control with the
optical layer, a fully three dimensional fabrication is not
compatible to integration solutions. One solution is if each
of the routing levels or cylinders can be integrated as a
subsystem on a plane as the electrical circuits naturally
arrange on planes, it becomes a much more manageable
overall system which simply interconnects the planes of

subsystems. The complexity would not grow drastically as
the size of the system. Because connections between the
levels are parallel links, either fiber based on other type of
waveguides in more integrated form can be used.

III. PLANAR LAYOUT DESIGN

To eliminate the incompatibility of integration of
electrical layer in the cylindrical arrangement, and make
Data Vortex easier to construct in large scale networks, this
study explores an alternative layout of the Data Vortex
architecture to allow for planar construction of the multiple
routing levels.

In the logical level, we want to maintain the same
principle of minimizing deflection probability by arranging
the same semi-twisted routing patterns, while allowing for
parallel planes for easy layered integration. To achieve this,
instead of connecting the last angle of routing nodes to the
first angle in the original Data Vortex, we added paths
along the same angle at the first and the last angle (green
paths as shown in Figure 3 and Figure 4), while changing
half of the routing paths in the opposite traveling direction
(red paths vs. blue paths). As a result, traveling on the same
plane now forms a looping pattern similar to the ones by
staying on the same cylinder in the original Data Vortex
network. As examples, Figure 3 and Figure 4 show a
network with H=4 at the first two routing levels (in
comparison to the two outermost cylinders in the original
network layout in Figure 1) for A=4 and A=5, respectively.
As shown, the direction of the same angle green paths at the
first and last angle depends on whether the angle A is even
or odd, and the connection pattern follows the same pattern
between the nodes as in between angles. The same cylinder
paths’ direction also depends on whether A is even or odd
accordingly as shown.

The new layout now allows for parallel planes of
different routing levels that correspond to the original
cylinders. Between different planes, only parallel routing
paths are needed as that in the original Data Vortex
networks. The control signal paths are not shown for a clear
view, but they should be set up similarly between the pair
of nodes from inner cylinder to the outer cylinder whenever
two nodes try to send packets to the same node. These
control paths can be integrated with the optical routing path
on another plane that would be perpendicular to the planes
of routing levels. The control signals apply to the edge
angle nodes in a similar fashion even though the output
node could be located on the same angle. The detailed
organization of nodal circuits on the plane is beyond this
study. Either all nodes of the same plane are fabricated on a
same platform/board which requires planar optical
waveguide technology, or nodes of the same angle can be
fabricated on a same board if angles are interconnected by
more flexible fiber waveguides. Three dimensional
arrangements are still open, but without the difficulty of
occupying a different size space as in cylindrical networks.
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Figure 3. Routing paths in planar layout for A=5 (odd) and
H=4 at the first two levels
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Figure 4. Routing paths in planar layout for A=4 (even)
and H=4 at the first two levels

Logically, the new layout forms a very similar
connection as that of the original Data Vortex network, and
the rest designs such as parallel inter-level forwarding paths,
control mechanism and additional last cylinder will all
maintain the same. Therefore, we should expect very
similar routing performance when comparing the new
layout to the original Data Vortex cylindrical layout. On the
other hand, the new same angle paths may affect the routing
performance because nodes at different angles may carry
slightly different traffic load and may result in different
traffic distribution within the network. Packet injection at
different angle should also be investigated with further

details to make sure the planar layout can achieve the same
routing performance as desired.

IV. PERFORMANCE EVALUATION

A custom written C/C++ event simulator is used to
evaluate the new layout Data Vortex architecture. Same
network size is chosen for two layouts while different
traffic load and network redundancy are included in the
study to ensure the performance comparison at various
operation conditions. We choose the network angle to be
A=5 as in earlier studies. A less redundant condition with
increased Ain>1 for the same given A is also studied [7].
The delay performance examines the average number of
hops packets experience in the network over a long period
of simulation time after a steady state is reached. The
throughput performance is presented by the successful
injection rate at the input ports over the same simulation
period. Because it is a non-blocking network, the successful
injection rate reflects the overall data capacity that the
network can handle. A more congested or saturated network
essentially deflects more traffic at outer levels and creates
traffic backpressure up to the injection ports. We always
choose the same angle parameter for comparison to the
original network layout, so angular resolution is not
included for this study.
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Figure 5. Latency Performance Comparison for injection at
different angles for A=5, Ain=1, H=128
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Figure 6. Throughput Performance Comparison for
injection at different angles for A=5, Ain=1, H=128

First, we study the angular dependence of injection port
in the new planar layout. Due to the symmetry of the layout,
in a network of A=5, we only need to compare routing
performance with injection occur at a=0 (end angle), a=1
and a=2 (middle angle) respectively. Figure 5 and Figure 6
present the latency and throughput performance for A=5
and H=128 with one injection angle Ain=1 at the specified
angle a. The ratio of Ain/A is chosen for the optimized
throughput performance as suggested in previous study. As
shown, we should avoid inject at the end angles where we
loop the packets back in the opposite direction on the same
angle because the injection rate and throughput
performance is shown to be significantly lower. The
performance difference between the two middle angles
however is shown to be negligible. More case studies with
multiple injection angles also show similar results, which
indicates that edge angles should be generally avoided if
possible. The middle angle or angles close to the middle
should be preferred to achieve the best overall performance
in throughput and latency in the new layout. In case the
network operates in much less redundant condition such as
injecting at all A angles, then the edge angles have to be
used as well.
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Figure 7. Delay performance comparison for two layouts
for different Ain with A=5, H=128
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Figure 8. Throughput comparison for two layouts for
different Ain with A=5, H=128

Next, we compare the planar layout performance with
the original Data Vortex network as shown in Figure 7 and
Figure 8, respectively. Here, all planar layouts use middle
angles for injection angles to avoid unnecessary
performance degradation, while Ain=5 case all angles
including edge angles will be used for injection. The planar
layout results are marked by solid shapes while regular
layout results use hollow shapes for all three redundant
operations. As shown, the routing performances in all cases
are very close between the two layouts. We also notice that
for Ain=1, the regular network achieves a little better
throughput, while the planar layout achieves slight benefit
over regular network in less redundant network conditions,
such as Ain=3 and Ain=5. However, overall, there is very
small difference between the two layouts as long as the
injections are carried out through the middle angles.

Finally, to show the performance evaluation is valid for
all network sizes, we also examine the comparison for
different network heights. It has been confirmed that only
small discrepancies have been observed between the two
layouts and very similar trends are seen, as shown in Figure
7 and Figure 8 for different network sizes.

V. CONCLUSION

To summarize, an alternative planar layout of the Data
Vortex architecture was proposed to facilitate the three
dimensional integration of the network nodes. This is
accomplished by dividing routing paths along the cylinder
to two different directions, while adding same angle paths
in the first and last angle to form similar routing loops. As a
result, all nodes on the same routing level can be
implemented on a plane, and overall architecture appears to
be multiple planes interconnected. The optical paths and
control links between routing levels along the same angle
can further be put on a plane perpendicular to the routing
level planes, and easily form a three dimensional structure
that facilitates the modular design and synchronization of
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the overall network. The routing performance is specifically
evaluated and in comparison to the original network
performance under various network conditions and network
sizes. The detailed analysis has shown that the new planar
layout achieves very similar routing performance as that of
original Data Vortex network, and, in general, edge angle
should be avoided for packet injection for optimum routing
performance.
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Abstract—An efficient scheduling for relay networks is pro-
posed in consideration of the signaling overhead. A source
node informs both relay and destination node about the
resource assignments in every frame. The resource allocation
process generates a substantial signaling overhead, which
influences the system performance. However, the amount of
the signaling overhead can be reduced by predetermining
resource assignments of future frames. We develop a frame
structure for scheduling and propose an efficient scheduling
in consideration of the signaling overhead. The performance
of the proposed scheduling is evaluated compared with that of
the conventional scheduling in terms of the average capacity as
both the number of relays increases and the average signal-to-
noise ratio increases. Simulation results show that the average
capacity of the proposed scheduling is greater than that of the
conventional scheduling.

Keywords-relay networks; persistent scheduling; signaling
overhead.

I. INTRODUCTION

In the cellular networks, the relay node is one of the
important techniques to improve the spectrum efficiency, link
reliability, and coverage. Besides, an efficient scheduling
algorithm is crucial for the efficient use of limited wireless
resource. A scheduler in the relay networks determines a
relay node which relays data from the source node to the
destination node. Therefore, an optimal selection criterion
of the relay node is dependent on the scheduling metric.
A selection of the relay node is important to increase the
system capacity. A signaling message usually broadcasts to
users for every frame. The term signaling overhead is used to
describe the information on the resource assignments and the
path management. However, frequent route changes could
cause high signaling overheads which influence the system
performance [1]. For example, the amount of effective
resources to transmit data traffic increases as the signaling
overhead decreases. Hence, one of the important roles of the
scheduler is to reduce the signaling overhead.

Many researchers have endeavored to develop an efficient
scheduling algorithm to increase the system performance in
the relay networks [2]-[5]. Lee and Hwang [2] proposed a
scheduling algorithm to reduce the power, where a relay
node is selected on the basis of channel conditions of relay

nodes. Hence, the selected relay node meets the data rate
requirement. In [3] and [4], authors propose a relay node
selection algorithm in order to enhance the system perfor-
mance. In [3], the optimal relay node selection strategies are
proposed under fixed and variable transmit power. In [4], a
centralized utility maximization frame work was introduced
for relay networks. The physical layer transmission strate-
gies are done efficiently by optimizing pricing variables as
weighting factors. In [5], the relay selection strategies are
proposed and evaluated in terms of spectral efficiency in
the relay cellular network. To determine an optimal route
for a data transmission, the scheduler takes into account the
feature of multi-hop transmission.

However, the scheduling algorithms of [2]-[5] were not
considered the signaling overhead that broadcasts informa-
tion on resource assignments and path management. The
resource allocation process generates a substantial signaling
overhead, which influences on the amount of the avail-
able radio resources. Hence, the scheduler should consider
the signaling overhead to increase the system capacity.
Some studies have considered the signaling overhead in
the scheduling metric for relay systems [6]-[7]. In [6] and
[7], by taking the signaling overheads transmitted among
relay nodes into consideration, the system capacity was
evaluated. Bletas, Khisti, Reed, and Lippman [8] proposed a
distributed relay selection algorithm for a two-hop amplified-
and-forward system, where the selection criterion is to select
the relay node which has the best instantaneous signal-to-
noise ratio (SNR) across the two-hops. Although these stud-
ies consider the signaling overhead, the scheduling metric
has no consideration to reduce the signaling overhead. The
relay selection strategy was proposed in [9], which intro-
duced a method to reduce the complexity and the signaling
overhead of the relaying process. The feedback message
for the channel state report is considered but the signaling
message is not considered. In [10], the framework has been
proposed for the relay selection in cellular networks while
limiting the feedback overhead and complexity. However, the
signaling message for data transmissions is not considered
in the relay selection criterion.

This paper proposes an efficient scheduling in considera-
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Figure 1. The multi-relay network

tion of signaling overhead for relay networks.
The remaining part of this paper is organized as follows:

Section II contains the description of the system model. In
Section III, we propose an efficient scheduling algorithm
in consideration of the signaling overhead and analyze the
system capacity of the proposed scheduling. We provide
simulation results in Section IV and finally, Section V
presents conclusions and future works.

II. SYSTEM MODEL

We consider the downlink relay networks, consisting of a
single source, N relays, and a single destination denoted by
S, R, and D, respectivley. The system investigated in this
paper is shown in Fig. 1. We assume that Rayleigh fading
channels [11] between the source and relays, denoted by
S − R links, and the Rayleigh fading channels between
the relays and the destination, denoted by R − D links.
Moreover, independent and identically distributed Rayleigh
fading is assumed across all links. It is assumed that the
entire links have the same average SNR. The source has no
direct link with the destination and the data transmission is
performed by one of N relays. The source broadcasts the
signaling message in order to inform on resource assign-
ments to both relays and the destination. We assume that the
signaling message is only transmitted in S-R link and is not
transmitted in R-D link. Therefore, the signaling message
includes information on both S-R link and R-D link.

Let γi,j denote the instantaneous SNR of i-j link, where
i = {S, 1, · · · , N} and j = {1, · · · , N,D}. For Rayleigh
fading channels, γi,j is an exponential random variable,
and its cumulative density function (CDF), F (γi,j), and
probability density function (PDF), f(γi,j), are given as

F (γi,j) = 1− e−
γi,j
γ̄ , (1)

f(γi,j) =
1

γ̄
e−

γi,j
γ̄ , (2)

where γ̄ is an average SNR of i-j link.
The relay selection is performed as follows:
Step 1) For each relay link, determine a minimum SNR

S-R link R-D link

D
T

D
T

S-R link R-D link

D
T

D
T

frame t frame t+1

Figure 2. The frame structure of the conventional scheduling

between γS,n and γn,D:

Ωn = min
n=1,2,··· ,N

{γS,n, γn,D}, (3)

where Ωn is the instantaneous SNR when data is transmitted
by the relay n. The CDF, FΩn(Ωn) and PDF, fΩn(Ωn) can
be formulated as

FΩn(Ωn) = 1− Pr (γS,n > Ωn) Pr (γn,D > Ωn)

= 1− e−
Ωn
γ̄ e−

Ωn
γ̄

= 1− e−
2Ωn
γ̄ , (4)

fΩn(Ωn) =
dFΩn (Ωn)

dΩn
=

2

γ̄
e−

2Ωn
γ̄ . (5)

Step 2) The source node selects a relay for data transmis-
sions by following as:

γn∗ = max
n=1,2,··· ,N

{Ωn}. (6)

We define a minimum SNR of the selected relay as γ,
i.e., γ = γn∗ . The parameter, n∗, means a selected relay.
The PDF, fγ(γ), can be derived by using a knowledge of
order statistics [12], [13]. Using both (4) and (5), the PDF
of γ can be formulated as

Fγ(γ) =

N∏
n=1

Pr (Ωn ≤ γ)

=
(
1− e−

2γ
γ̄

)N

, (7)

fγ(γ) =
dFγ(γ)

dγ
= N

2

γ̄
e−

2γ
γ̄

(
1− e−

2γ
γ̄

)N−1

. (8)

III. PERFORMANCE ANALYSIS

A. Conventional Scheduling

In the conventional scheduling, the source broadcasts the
signaling message for every frame to inform the allocations
of radio resources in the downlink relay networks. The
signaling message contains the information that indicates
the path management and resource assignments. For conven-
tional scheduling, we propose a modified frame structure, as
shown in Fig. 2.
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Figure 3. The frame structure of the proposed scheduling

Let ζ denote the ratio of the signaling message used to
transmit information to both relays and the destination. The
ratio, ζ, is defined as follows:

ζ =
Resource used to transmit a signaling message

Resource used to transmit data
. (9)

Let TD be the frame duration. Then, TD(1 − ζ)/2 denotes
the duration for data transmission at S-R and R-D link,
respectively. The duration of a subframe for S-R link,
ζ + TD(1 − ζ)/2, is different from the duration of a
subframe for R-D link, TD(1 − ζ)/2. The frame structure
is not symmetric between the S-R link and the R-D link.
However, because the duration for data transmissions at
the S-R link and at the R-D link is identical, the frame
structure provides the equal opportunity for each link in view
of the data transmission. The performance of conventional
scheduling is evaluated in terms of the average capacity,
where the capacity, C, is calculated by Shannon’s capacity
as follows:

C = log2 (1 + γ) [bps/Hz], (10)

where γ is the SNR [14]. The average capacity of the
conventional scheduling can then be rewritten by using the
PDF of γ obtained from (8). The average capacity can be
obtained as follows:

C̄ =
TD(1− ζ)/2

TD

∫ ∞

0

log2 (1 + γ)fγ(γ)dγ

=
1− ζ

2

∫ ∞

0

log2 (1 + γ)fγ(γ)dγ [bps/Hz],(11)

where the factor of 1/2 is used because the frame is divided
into two subframes, and the factor of (1−ζ) is used because
the signaling overhead is reduced.

B. Proposed Scheduling

To increase the system performance, the source performs
an efficient scheduling taking the signaling message into
consideration. In the conventional scheduling, the signaling
message is transmitted in every frame. However, the resource
allocation process generates a substantial signaling overhead,
which influences the system performance.

In the fading channel environments, the instantaneous
SNR is somewhat predictable. Hence, the scheduler reduces

the signaling overhead by transmitting an initial assignment
message, which is valid in a following of future frames.
In the proposed scheduling, as shown in Fig. 3, the source
broadcasts information on resource assignments in the sig-
naling message only for frame t and does not broadcast the
signaling message for frame t + 1. The source allocates a
persistent resource to both relay and destination when it first
schedules the both relay and destination; and the allocated
resource is valid in frame t + 1. Hence, the signaling
overhead decreases and the effective downlink resource
increases. In the proposed scheduling, if the instantaneous
SNR in frame t+1 is equal or greater than the instantaneous
SNR in frame t, the proposed scheduling may result in
some efficiency because the source transmits data without
notification of signaling messages. However, if the signaling
message which is predetermined in frame t is not suitable
for frame t + 1, the performance degradation will occur in
frame t+ 1.

The instantaneous SNR may vary in every frame in
accordance with the time-varying channel conditions. The
probability that the highest SNR is greater at frame t + 1
than at frame t, is defined as

P = Pr(γ1 ≤ γ2), (12)

where γ1 and γ2 are the highest SNR at frame t and at frame
t+ 1, respectively.

The average capacity of the proposed scheduling is
twofold. First, when the source broadcasts the signaling
message, the average capacity for frame t, which is denoted
by C1, can be written as the total capacity averaged over
the PDF, fγ(γ), as follows:

C̄1 = (1− ζ)
1

2

∫ ∞

0

log2 (1 + γ)fγ(γ)dγ [bps/Hz]. (13)

The average capacity, C1, is equal to the average capacity of
the conventional scheduling because the source broadcasts
the signaling message to both relays and the destination.

Second, when the source transmits data without the noti-
fication of the signaling messages, the average capacity for
frame t+ 1, which is denoted by C2, can be written as the
total capacity averaged over PDF, fγ(γ), as follows:

C̄P = P · 1
2

∫ ∞

0

log2 (1 + γ)fγ(γ)dγ, (14)

C̄1−P = (1− P ) · 1
2

×
∫ ∞

0

log2 (1 + (1− α)γ)fγ(γ)dγ, (15)

C̄2 = C̄P + C̄1−P [bps/Hz], (16)

where the C̄P and C̄1−P are the average capacity when γ1 ≤
γ2 and γ1 > γ2, respectively. The SNR variation parameter,
α, is a ratio of amount of a falling SNR value when γ1 > γ2.
The average capacity for frame t + 1 is determined by the
sum of C̄P and C̄1−P .
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Table I
SIMULATION PARAMETERS

Parameter Value
Default Variation

The number of relays, N 5 1∼10
The average SNR of S-R link, γS−R 10 dB 0∼14 dB
The average SNR of R-D link, γR−D 10 dB 0∼14 dB

The signaling overhead ratio, ζ 20% 10%, 30%
The SNR decrease ratio, α 20% -

The probability, P 80% 60%, 80%, 100%

Figure 4. The average capacity versus the average SNR, γ (dB)

The average capacity of the proposed scheduling can be
obtained by

C̄ =
1

2

(
C̄1 + C̄2

)
[bps/Hz]. (17)

IV. SIMULATION RESULTS

Simulation environments assume the downlink of a re-
lay network with N active relays, in which all relay
links have the same average SNR, γ̄. Each link of chan-
nels has a Rayleigh channel environment of fγi,j (γi,j) =
1/γ̄ exp(−γi,j/γ̄), where γi,j is the instantaneous SNR
from i node to j node where i = {S, 1, · · · , J} and
j = {1, · · · , J,D}. The ratio of the signaling overhead
is assumed to be ζ = 0.2. The probability of γ1 ≤ γ2
is assumed to be P = 0.8. We perform the simulation
according to the value of P because the channel environment
can be experienced slow fading or fast fading. The other
parameters used in our simulation are described in Table 1.
The performance of the proposed scheduling is evaluated in
terms of the average capacity.

Figure 4 shows the average capacity when P = 0.6, 0.8
and 1.0. The average capacity increases as the value of the
average SNR increases. Because the conventional scheduling
uses the signaling message to allocate resource in every
frame, the system capacity decreases as the amount of the
signaling overhead increases, regardless of the probability,

Figure 5. The average capacity versus the number of relays, N

ζ ζ

Figure 6. The average capacity versus the average SNR, γ (dB)

P . However, the proposed scheduling predetermines the
information on the resource assignments for frame t + 1
in frame t. Therefore, the average capacity of the proposed
scheduling is dependent on the probability, P . The proposed
scheduling increases the average capacity by reducing the
number of transmissions of the signaling messages. At γ =
15 dB, the average capacity of the proposed scheduling is
about 12.5% greater than that of the conventional scheduling
when P = 1.0 and about 10.96% greater than that of the
conventional scheduling when P = 0.6.

Figure 5 shows the average capacity as the number of
relays increases when P = 0.6, 0.8 and 1.0. As expected, the
average capacity increases as the number of relays increases.
However, when the number of relays exceeds a certain value
(about 10), the average capacity approaches an asymptotic
limit. The average capacity of the conventional scheduling
has a same performance regardless of the probability, P . At
γ̄ = 10 dB, the average capacity of the proposed scheduling

185Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-226-4

INFOCOMP 2012 : The Second International Conference on Advanced Communications and Computation

                         196 / 198



ζ ζ

Figure 7. The average capacity versus the number of relays, N

increases by about 12.5% when P = 1.0 and by about
10.59% when P = 0.6.

Figure 6 shows the average capacity when ζ = 0.1 and
0.3. The average capacity increases as the value of the av-
erage SNR increases. The proposed scheduling outperforms
the conventional scheduling in an entire SNR region. The
available resource for data transmissions in the proposed
scheduling is greater than in the conventional scheduling be-
cause the number of transmissions of the signaling messages
in the proposed scheduling is less than in the convention
scheduling. At γ = 15 dB, the average capacity of the
proposed scheduling is about 20.17% greater than that of
the conventional scheduling when the ratio of signaling
overhead, ζ = 0.3.

Figure 7 shows the average capacity as the number of
relays increases when the ratio of the signaling overhead
is ζ = 0.1 and 0.3. When the number of relays exceeds
a certain value (about 10), the average capacity approaches
an asymptotic limit. The asymptotic limit of the average
capacity is proportional to the ratio of the signaling over-
head. The proposed scheduling outperforms the conventional
scheduling as the number of relays increases. The average
capacity of the proposed scheduling increases by about
20.3% when ζ = 0.3.

V. CONCLUSION AND FUTURE WORK

The paper proposed an efficient scheduling in considera-
tion of the signaling overhead for the downlink relay net-
works. Additionally, we developed a modified frame struc-
ture for scheduling. In the proposed scheduling, the source
broadcasts a signaling message only for frame t and does
not broadcast the signaling message for frame t+1. Hence,
the signaling overhead decreases and the system capacity
increases. The simulation results show that the proposed
scheduling outperforms the conventional scheduling in terms
of the average capacity. When the ratio of signaling overhead

is 30%, the average capacity of the proposed scheduling is
roughly 20% higher than that of the conventional scheduling.

To develop the proposed scheduling, we have several
directions for future work that can be envisioned. One is to
consider a specific channel state transition model. Second
is to consider a concrete model for the signaling overhead.
Another is to determine an optimal the number of frames
without the notification of the signaling messages.
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