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IMMM 2019

Forward

The Ninth International Conference on Advances in Information Mining and Management (IMMM
2019), held between July 28, 2019 and August 02, 2019 in Nice, France, continued a series of academic
and industrial events focusing on advances in all aspects related to information mining, management,
and use.

The amount of information and its complexity makes it difficult for our society to take advantage of
the distributed knowledge value. Knowledge, text, speech, picture, data, opinion, and other forms of
information representation, as well as the large spectrum of different potential sources (sensors, bio,
geographic, health, etc.) led to the development of special mining techniques, mechanisms support,
applications and enabling tools. However, the variety of information semantics, the dynamic of
information update and the rapid change in user needs are challenging aspects when gathering and
analyzing information.

The conference included academic, research, and industrial contributions. It had the following
tracks:

 Information mining and management

 Mining features
We take here the opportunity to warmly thank all the members of the IMMM 2019 technical

program committee, as well as all the reviewers. The creation of such a high quality conference program
would not have been possible without their involvement. We also kindly thank all the authors who
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all these efforts, the final conference program consisted of top quality contributions.

We also thank the members of the IMMM 2019 organizing committee for their help in handling the
logistics and for their work that made this professional meeting a success.

We hope that IMMM 2019 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the field of information
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conference and everyone saved some time to enjoy the charm of the city.
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Abstract—This study aims to examine the effect of integrated
in-store and online experiential marketing on customer brand
identification and purchase intention. This study selects the
international fast fashion brand ZARA as the main research
object, mainly because ZARA is a major international clothing
retailer and pioneer of fast fashion principles which is very
popular among young ethnic groups in Taiwan. Different from
local clothing brands, most of which either sell via online stores
or brick-and-mortar stores, ZARA has successfully promoted
online marketing in Taiwan, and still invests in physical stores
to create an experience atmosphere. This study believes that
fast fashion brands, such as ZARA, can provide high service
quality by integrating virtual and real experiential marketing,
which shall enable consumers to generate experiential value
and brand identity, and hence to enhance customers’ purchase
intention of their products. The main target customers of these
international fast fashion brands are young people, both online
and offline. When most fast fashion brands are quite successful
at online sales, why do they still open physical stores as luxury
brands? Research results show that physical store
management can help to improve the customer relationship
and hence has positive effect on brand identification and
purchase intention.

Keywords- Experiential marketing; Internet communication;
Brand identification; Customer intention; Fast fashion.

I. INTRODUCTION

There are four international apparel retailing chains
popular in Taiwan among young adults, namely, ZARA,
Uniqlo, H&M, and GAP. These so-called fast fashion brands
have revolutionized the fashion industry by following a
strategy known as fast fashion, democratizing couture and
bringing trendy, affordable items to the masses, especially to
the Internet generations of young adults and teenagers.
Therefore, these international brands are quite successful in
online sales. In Taiwan, all of these clothing brands have
both physical and online stores. One might ask why would

these fast fashion chains set up physical stores like high-
priced clothing brands? All of the four major brands have
opened physical stores in big cities in Taiwan. While young
customers tend to choose the cheaper products among
similar styles, they also favor higher quality. One of the
differences between virtual and physical stores is that online
stores can offer cheap products and special discounts to
entice customers to buy. On the other hand, for the physical
stores, in addition to completely delivering the style and
concept of the brand and the goods, they provide customers
more services with the brand’s specific shopping atmosphere
and experiences. Therefore, it raises the question: can
integrating real and virtual sales establish a stronger and
better relationship with consumers?

While online shopping is growing, it is difficult to
completely present the style and the corresponding concepts
of the brand and its products to the customers. The problem
can be resolved in the physical stores by providing more
services, store atmosphere and shopping experience to
consumers. Therefore, this study aims to examine if the
physical stores can strengthen the quality of online store
communication, and if integrating real and virtual sales can
establish a stronger relationship with consumers and better
relationship quality. To this end, this study takes the
international fast fashion chain ZARA as the research object,
and tries to understand if clothing quality can improve the
quality of relationships with customers, if the experience
marketing of physical stores can improve the quality of
relationships with young consumers, and if the store
atmosphere of a physical store can improve the quality of
relationships with young consumers.

The rest of the paper is structured as follows. In Section
II, we present the literature review. In Section III, we
describe our research method. The experiment and
discussion are shown in Section IV. Finally, the conclusion
and ideas for future work are presented in Section V.

1Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-731-3
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II. LITERATURE REVIEW

This study focuses on issues such as service quality, store
atmosphere, brand identification, experiential marketing,
experiential value, purchase intention, customer satisfaction,
and Internet communication quality.

A. Service Quality

Services consist of a series of processes and activities.
Services possess three well documented characteristics,
namely, intangibility, heterogeneity, and inseparability.
Services and consumption occur and exist simultaneously.
Customers feel the service in the process of interactions, and
the service quality is the subjective perception of consumers
[1]. Customers perceive the service through the overall
perception of the overall quality of the services. When the
services are provided, whether these services meet
consumers’ perceptions and expectations will critically
influence their repurchase intention [2][3]. However, it could
be difficult for a firm to understand how the customers
perceive services and service quality.

Nowadays, consumers are demanding increasingly higher
service quality. When they are provided the services, they
have expectations. If the consumers feel that their demands
are satisfied and respected, they will think about buying the
products. Moreover, if they feel that the products or services
are satisfactory during the purchasing process, they would
have the idea of repurchase or recommending it to friends
and relatives. In addition, if the service does not provide
what the customers wants, one will have to let the customer
feel satisfied during the waiting process [4].

Many researchers have discussed the service quality
dimensions. Juran proposed dimensions for service quality,
such as internal quality, hardware quality, software quality,
timely response, psychological quality [5]. Zeithaml,
Parasuram and Berry proposed a service quality model based
on tangibility, reliability, responsiveness, assurance and
empathy [6].

To improve the service quality, ZARA tries to give warm
and professional assistance to the consumers and to quickly
respond to customers’ preference on the product. To this
end, ZARA takes a different selling approach than the
traditional ways by introducing the Self-Service Check Out
Technology that links the online and offline experiences
together and create more value for their customers.

B. Store Atmosphere

Kotler et al. [7] have shown that elaborately designed
shopping environments could trigger certain emotions and
further increase customers’ purchase intention. According to
Kotler, the sensory channels for atmosphere are sight, sound,
scent and touch [8]. Taking these channels into account for
the design of the stores could establish some specific
atmosphere, which would create some physical as well as
psychological experience to the customers, and very likely
impact their buying decision [9]. To understand how
consumers choose products, one must take both "personal
factors" and "situational factors" into consideration, and
"situational factors" tend to be more critical than "personal
factors" [10][11]. Since the service is intangible, the

customer will assess its quality based on some of the most
common clues: the store's physical environment design,
furnishings, lighting, sound effects, interaction with the
service personnel, etc. Berman and Evans [12] categorize the
store’s atmosphere into five different kinds: (1) external
environment: awnings, display windows, buildings, parking
lots; (2) general indoor environment: floor plan, color,
sound, lighting, smell, temperature, cashier location; (3)
store layout: product combination, customer flow, traffic
flow planning, waiting time, department location; (4) internal
display: product display, shelf/box, poster, label, promotion
tag; (5) human variables: crowdedness, customer traits,
salesperson attitude and employee uniforms. ZARA conveys
the brand's concept with the image of the display window. Its
spacious shopping space with bright light and neutral color
creates a stylish and comfortable shopping environment. In
addition, there are mirrors everywhere in the accessories area
for customer to try on items.

C. Brand Identification

Brand identity can convey to consumers information
about the logos, concepts and products of the brand.
Consumers’ recognition of brands includes symbolism,
emotions, associations, self-identification, etc. [13].
Consumers are more willing to purchase products that are
identifying to their self-images [14], and these products
make it easier to build brand identity [15]. Some consumers
tend to associate their social status with brands, and think
they can improve their personal image by buying brand
goods [16], and therefore, to them, brands usually have a
strong appeal [17].

When consumers recognize a brand, they are more
willing to pick the brand’s products as the first choice for
purchase. Many consumers choose to use their favorite
brands when they purchase goods. They also recommend
relatives and friends to use these brand goods, which
indirectly helps to promote the brand companies. Some
consumers think that ZARA clothing is more fashionable
and diversified, and it not only fits their own body shape, but
also represents their personal styles.

Brand identity is highly related to perceived values which
can be defined with different dimensions, such as active
value and passive value [18], functional value, social value,
and emotional value [19]. Kepferer defines brand identity
with six facets, namely, physique, personality, culture,
relationship, reflection, and self-image [20].

D. Experiential Marketing

Schmitt proposed a strategic framework for experiential
marketing, in which consumers are viewed as rational and
emotional human beings who take pleasurable experiences
into purchase decision [21]. Therefore, marketers can create
various experiences to intrigue customers and to affect their
purchase intention, such as sensory experiences, affective
experiences, cognitive experiences, physical experiences,
and social-identity experiences. These experiences can be
implemented through communications, visual and verbal
identity, product presence, electronic media, etc.

2Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-731-3
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Pine and Gilmore pointed out that an experience occurs
when a company intentionally uses services as the stage, and
goods as props, to engage individual customers in a way that
creates a memorable event [22]. In the process of purchasing,
consumers not only focus on functions, but also on personal
taste, stimulating or certain feelings thus creating an
unforgettable experience. The impression will make
consumers connect with the brand of the product. When the
consumer feels a stimulating and special experience, it will
affect the consumer’s willingness to purchase.

To create pleasurable and memorable shopping
experiences for the consumers, ZARA offers fresh
assortments of designer-style garments and accessories for
relatively low prices in sophisticated stores in prime
locations in order to draw masses of fashion-conscious repeat
customers. For Taiwanese consumers, ZARA has been well-
known before it has set up a store in Taiwan. Its unique
operating model and stylish clothing brings to consumers a
different experience than other stores.

E. Experential Values

Value refers to the results of consumers’ assessments and
comparison about the goods. Perceived value is the
consumer’s overall assessment of the utility of a product
based on perceptions of what is received and what is given,
which represents a tradeoff of the critical give and get
components [23]. The value of experience comes from the
consumers’ interactions with the retail entity and services
[24]. Experiential value varies with different people, time,
and places [18]. Experiential value can be enhanced through
interaction, but it may hinder the consumer’s purpose [25].
After comparing the services and products, the value
perceived by the consumers, and the results will influence
the purchase intention.

F. Purchase Intention

Purchase intention refers to three measuring indices,
namely, the possibility of consumers purchasing the product
[26], whether they will consider purchasing the product, and
whether they will recommend the product to friends and
relatives as a measure of purchase intention [23]. The higher
the willingness to buy, the greater the chance of purchase.
Therefore, purchase intention can be used as a predictive
consumer’s subjective view of a product [27].

G. Internet Communication Quality

In the era of e-commerce, the Internet is used
interactively for two-way communication and transactions,
with the main method of online communication being e-mail.
Some of the sites reviewed also provided online ordering and
payment systems, although these varied greatly regarding
geographical limitations, merchandise ranges and levels of
security [28]. Zeithaml et al. pointed out that communication
and control processes in the delivery of service quality.
Instantly sharing the brand’s information on the Internet to
the customers, such as backgrounds, content, plans,
activities, goals, would help to make customers understand
the firm and its brand [6]. On ZARA’s official website,
customers can see the background information, design

methods, sales models, and annual reports. Classified
information, such as lists of new products and best selling
products, size chart, detailed compositions and maintenance
methods, are also provided for the convenience of the
consumers.

III. RESEARCH METHODOLOGY

In this study, a questionnaire survey was conducted to
explore the relationship between service quality, experience
marketing, store atmosphere, Internet communication
quality, and relationship quality, and to see how three aspects
of service quality, experience marketing, and store
atmosphere, impact on relationship quality with the
moderation effect of Internet communication quality. Figure
1 illustrates the hypothesis framework.

Figure 1. Research hypothesis framework.

The research hypotheses are as follows:
H1: Service quality positively affects relationship quality.
H2: Experiential marketing positively affects relationship

quality.
H3: Store atmosphere positively affects relationship quality.
H4: Experiential value positively affects brand identification.
H5: Brand identification positively affects purchase intention.
H6: Internet communication quality positively enhances the

relationship between service quality and purchase
intention.

H7: Internet communication quality positively enhances the
relation between experiential marketing and
relationship quality.

H8: Internet communication quality positively enhances the
relation between store atmosphere and relationship
quality.

IV. RESULTS AND ANALYSIS

A. Statistical Analysis

It took three months to complete the questionnaire
survey. The participants of this research were mostly young
adults aged 18-40, who have ever shopped or browsed in
ZARA store. A total of 592 valid questionnaires were
collected. Among them, there were 248 males (47.1%) and
279 females (52.9%). The age distribution was 18-22
(29.8%), 30~40 (20.7%), 40 and above (4.2%), 18 and under
(3.8%). The distribution of education was high school (19%),
college (73.4%), graduate school (7.6%). The distribution of
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monthly cost on apparel was $35 and less (12.3%), $35~$90
(31.5%), $90~$200 (23.7%), $200~$400 (27.9%), $400 and
more (4.6%). About 47.6% of the participants have visited
ZARA’s website.

B. Reliability Analysis

The Cronbach’s α is used to check the reliability of 
factors. According to Nunnall [10], the greater the value of α 
is, the greater the reliability is. Overall, when α value is 
greater than 0.7, it is acceptable. When α value is less than 
0.5, it is unacceptable.  From Table Ⅰ, one can see that all 
subfactors have high α value, it means the survey is reliable. 

TABLE I. CRONBACH’S α VALUE OF EACH

Factor Subfactor Cronbachs’α 
Service quality 0.904

Store atmosphere 0.946

Experiential marketing

Sense 0.828
Feel 0.855

Think 0.901
Action 0.751
Relate 0.957

Internet communication
quality

Feeling of presence 0.869
Communication

effectiveness
0.895

Relationship quality
Experiential value 0.944

Brand identification 0.897
Purchase intention 0.880

C. Tests of Research Hypothesis

For the first three hypotheses, this study uses multiple
regression analysis to test the research hypotheses on service
quality, experiential marketing and store atmosphere
(independent variables) with respect to relationship quality
(dependent variable). F test is used to measure the
significance of the regression model. The standardized
regression coefficient (beta) is applied to evaluating the
predictive or explanative power of an independent variable.
The results are shown in Table Ⅱ where we can see that 
hypotheses H1, H2, H3 are correct. Moreover, since the Beta
value of experiential marketing (0.638) is greater than that of
store atmosphere (0.161) and service quality (0.111), it
means that experiential marketing has more impact on
relationship quality.

TABLE II. MULTIPLE REGRESSION ANALYSIS ON SERVICE QUALITY,
EXPERIENTIAL MARKETING, AND STORE ATMOSPHERE VS RELATIONSHIP

QUALITY

UnStd. coef. Std. coef.
t P

Beta Std. Error Beta

Constant 0.630 0.134 4.703 0.000

Service quality 0.101 0.032 0.111 3.139 0.002

Store atmosphere 0.154 0.034 0.161 4.567 0.000

Experiential marketing 0.621 0.035 0.638 17.951 0.000

R2 0.708

F 422.416***

dependent variable : relationship quality
*** indicate significance at the 1% levels

UnStd. coef.: Unstandardized coefficients；Std. coef.: Standardized coefficients

In simple linear regression, F test and t test have the same
statistical significance. The t value represents the
significance and it always converted to p value to measure
the hypothesis. To test hypothesis H4, simple linear
regression analysis is conducted for experiential value
(independent) and brand identification (dependent). The
results are demonstrated in Table Ⅲ where one can see that 
H4 is acceptable, that means, the experiential value has
positive impact on brand identification.

TABLE III. SIMPLE LINEAR REGRESSION ON BRAND IDENTIFICATION

AND EXPERIENTIAL VALUE

UnStd. coef. Std. coef.
t P

Beta Std. Error Beta

Constant 2.192 0.183 11.961 0.000

Experiential value 0.588 0.035 0.594 16.940 0.000

R2 0.353

F 286.954***
dependent variable: brand identification
*** indicate significance at the 1% levels

To test hypothesis H5, simple linear regression analysis
is conducted for brand identification (independent) and brand
purchase intention (dependent). The results are demonstrated
in Table Ⅳ where one can see that H5 holds, that says, brand 
identification positively affects purchase intention.

TABLE IV. SIMPLE LINEAR REGRESSION ON BRAND IDENTIFICATION

AND PURCHASE INTENTION

UnStd. coef. Std. coef.
t P

Beta Std. Error Beta

Constant 2.306 0.175 13.208 0.000

Brand identification 0.554 0.033 0.593 16.872 0.000

R2 0.352

F 284.667***

dependent variable: Purchase intention
*** indicate significance at the 1% levels

When adding brand identification to the above simple
linear regression, Beta value is reduced from 0.641 to 0.446.
It indicates that brand identification is a mediator between
experiential value and purchase intention, and the impact of
experiential value on purchase intention is reduced.

TABLE V. HIERACHICAL REGRESSION ANALYSIS ON EXPERIENTIAL

VALUES, BRAND IDENTIFICATION AND PURCHASE INTENTION

UnStd. coef. Std. coef.
t P

Beta Std. Error Beta

Constant 2.127 0.164 13.001 0.000

Experiential value 0.592 0.031 0.641 19.125 0.000

R2 0.411

F 365.781***

Constant 1.455 0.173 8.387 0.000

Experiential value 0.412 0.036 0.446 11.383 0.000

Brand identification 0.306 0.037 0.328 8.370 0.000

R2 0.480

F 241.980***

dependent variable: Purchase intention
*** indicate significance at the 1% levels
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To test hypothesis H6, linear regression analysis is
conducted for service quality (independent) and purchase
intention (dependent) with moderation variable, Internet
communication quality. In statistics, the Variance Inflation
Factor (VIF) is usually applied in multiple regression
analysis, which is the ratio of variance in a model with
multiple terms, divided by the variance of a model with one
term alone. The results are demonstrated in Table Ⅵ, where 
one can see that H6 holds, that is, good Internet
communication quality will enhance the impact of service
quality on purchase intention.

TABLE VI. LINEAR REGRESSION ANALYSIS OF INTERNET

COMMUNICATION QUALITY SERVICE QUALITY ON PURCHASE INTENTION

WITH MODERATION EFFECT

UnStd. coef. Std. coef.
t VIF

Beta Std. Error Beta

Constant 5.220 0.033 159.219*** 0.000

Service quality 0.172 0.040 0.244 4.290*** 1.576

Communication

quality
0.336 0.039 0.504 8.694*** 1.645

Service X

communication
0.050 0.025 0.094 2.016* 1.005

R2 0.777

F 80.585***

dependent variable: purchase intention
*** indicate significance at the 1% levels

In Table Ⅶ, the results of regression of Internet 
communication as moderator on experiential marketing and
relationship quality indicates that hypothesis H7 does not
hold.

TABLE VII. LINEAR REGRESSION ANALYSIS OF INTERNET

COMMUNICATION QUALITY AS A MODERATOR ON EXPERIENTIAL

MARKETING AND RELATIONSHIP QUALITY

UnStd. coef. Std. coef.
t VIF

Beta Std. Error Beta

Constant 5.243 0.020 267.174***

Experiential

marketing
0.390 0.029 0.623 13.528*** 2.337

communication

quality
0.190 0.028 0.312 6.794*** 2.330

Experiential X

communication
0.020 0.012 0.049 1.636 1.005

R2 0.776

F 285.391***
dependent variable: relationship quality
*** indicate significance at the 1% levels

In Table Ⅷ, the results of regression of Internet 
communication as moderator on store atmosphere and
relationship quality indicates that hypothesis H8 does not
hold.

TABLE VIII. LINEAR REGRESSION ANALYSIS OF INTERNET

COMMUNICATION QUALITY AS A MODERATOR ON STORE ATMOSPHERE AND

RELATIONSHIP QUALITY

UnStd. coef. Std. coef.
t VIF

Beta Std. Error Beta

Constant 5.242 0.021 248.501***

Store atmosphere 0.268 0.023 0.465 11.432*** 1.611

communication

quality
0.299 0.025 0.490 11.991*** 1.621

atmosphere X

communication
0.021 0.015 0.044 1.367 1.011

R2 0.746

F 241.822***
dependent variable: relationship quality
*** indicate significance at the 1% levels

V. CONCLUSION

This study takes the international fast fashion chain
ZARA as the research object and aims to understand the
influences of service quality, experiential marketing, and
store atmosphere on customer relationship quality. The
results show that service quality, experience marketing and
store atmosphere will affect the quality of relationship with
customers. Experience marketing (ß value 0.638) has the
greatest impact, store atmosphere (ß value 0.161) ranks
second, and service quality (ß value 0.111) has the least
impact. The value of experience affects the willingness to
purchase through the mediator of the brand identity. The
quality of Internet communication will positively moderate
the quality of service to the willingness to purchase.

The brick-and-mortar store manages to create a customer
perceptive experience to improve the quality of relationship
with customers, including experience value, brand
identification and purchase intention. While the store
atmosphere can enhance customers’ experience value and
brand identification, service quality can enhance customer
brand identification.

For the international fast fashion apparel chain
implementing experiential marketing is useful to create
experience value and further increase customers’ purchase
intention, while brand identification plays a role as mediator
to enhance the process.

Among the participants of the questionnaire survey, 251
(47.63%) subjects have visited the ZARA webpage
verification page. The Internet communication quality has
shown a positive moderation effect on the degree of how the
service quality, experience marketing and store atmosphere
impact on the purchase intention. Therefore, for the
international fast fashion apparel chain which mainly targets
the young generations, to maintain and improve Web
presence and communication performance can effectively
increase the impact of the physical storefront experience
marketing, store atmosphere and service quality on
customers’ purchase intention.
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Abstract—Big-data-driven technology innovation management
and technology forecasting in engineering design represent a
new challenge that we have to cope with. Data mining
algorithms, technology evolution methods and technology
forecasting models desiderate theoretical breakthroughs and
practical innovations. In this paper, the future development
trend of technology is forecasted by analyzing engineering big
data. The influence of internal and external factors on the
evolution path of technology is researched. Hotspots and
frontier fields of current technical development are analyzed.
Based on technological innovation path and paradigm shift, we
explain the mechanism of technology evolution from multiple
perspectives, such as individual/group, short-term/long-term,
sudden-change/gradual-change. Technology forecasting and
results evaluating methods based on the multi-stage evolution
mechanism are proposed. The proposal helps enterprises
improve their ability to forecast technological development
trends of industries, as well as decision ability of technological
Research and Development (R&D) innovation.

Keywords-data mining; technology evolution; technological
paradigm shift; technology forecasting.

I. INTRODUCTION

The fierce market competition has prompted enterprises,
which are engaged in product Research and Development
(R&D) and technology management, to continuously study
the entire process of technology evolution. A diversified and
forward-looking technology development layout is proposed
for R&D, design and manufacture of the next generation
products [1]. However, in the face of massive, real-time,

multi-source, heterogeneous engineering knowledge creation
and technological paradigm shift records, the challenges are
how to make technical knowledge managers and design
innovators to: in-depth grasp the rules of engineering
technology innovation, comprehensively have an insight into
development trends of engineering fields, and systematically
plan strategies of engineering product innovation [2]. These
challenges have been the basic and urgent work of product
development and decision-making management.

The rest of the paper is structured as follows. In Section 1,
the background and significance of this topic are introduced.
In Section 2, related works about technology forecasting are
investigated and summarized. In Section 3, a forecasting
model of technical evolution is proposed, considering both
the technology supply side and the social demand side. Also,
technology forecasting framework for engineering big data is
proposed. In Section 4, the advantages and disadvantages of
the methods mentioned in this paper are summarized, as well
as the direction of future work.

II. RELATED WORKS OF TECHNOLOGY FORECASTING

Technology forecasting began with the US Department of
Defense in 1950s, aiming at predicting military technology.
Technology forecasting is a method that continuously
observes and researches current and future development
trends of technology, and evaluates the potential and
development prospects of the technology in future
application fields, then provides decision-makers with in-
depth decision support [3]. Previous research has been based
on the Technology Road Mapping Model (TRM) [4][5],
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TABLE I. CHARACTERISTICS OF TECHNOLOGY FORECASTING METHODS

Methods Source Detailed Methods Applicability Efficiency

Technology
Roadmapping

Patent texts Interviews, observations,
questionnaires, and statistical
analysis

High, for any technology
forecasting

Low, require the
assistance of
customized system

Bibliometrics Patents and
academic journals

analysis of word frequency
and citations

High, high data acquisition
and availability

High, mature aided
software

Information
Analysis

Patents and
academic journals

analysis of scenario and cycle
theory

Medium, affected by data
bias

Low, dependent on
many experts

Complex
Network
Analysis

Patents, academic
journals and web
forums

analysis of co-words, co-

citation networks

Medium, affected by
available knowledge set

Medium, interpret and
verify by expert
knowledge

Bibliometrics [6][7], Information Analysis [8], and Complex
Network Analysis [9][10].

Most scholars qualitatively developed TRM-based
forecasting standards and schemes [11][12], following the
first proposed structural TRM model by Phaal et al. [13].
Press, subject category, author, country and keywords of
academic journals are mainly analyzed by bibliometrics,
especially the common analysis based on word frequency
and citation. Sinha [14], Liu et al. [15], Wang et al. [16] have
analyzed and explored the long-term development profiles
and principles through bibliometrics studies in fields of
biology, medicine and environment.

With the promotion and application of patent information
analysis, many scholars have performed technology
forecasting by information science. Mi [17] forecasts the
technological development prospects for the laptop industry
using information from the past 10 years by patent
information analysis method, in order to provide reasonable
decision for the strategic layout of patents.
Complex network analysis has also been used to mine
hotspots and track research trends in recent years. This
method mainly analyzes key co-words, co-introduction, co-
authoring and their relationships in published papers by
evaluation indexes of a complex network, to identify frontier
topics and forecast technological development trends [18].
This method often combines with traditional methods. For
example, Zhang et al. [19] establish a forecasting model of
technological topics combined with the TRM and the
bibliometrics, based on a complex network. Cheng et al. [20]
combine traditional bibliometrics with anomaly testing
methods of a network. An anomaly event detection model
was proposed to explore the development trends in social
computing fields.

The characteristics of the above technology forecasting
methods are summarized in Table 1. However, there are
some shortcomings in the existing researches because
existing technology roadmapping needs to consult a large
number of literature works in a specific field and the process
is time consuming. Bibliometric measurement and
information analysis focus on quantitative descriptions of
statistics. Only the "explicit" statistical knowledge can be
obtained and it is difficult to identify the potential
development trend. Complex network analysis pays much
attention to relationships between research variables, and

thus it cannot consider particularities of variables. On the
other hand, the researches worked by Fye et al. [21] have
shown that the accuracy of technology forecasting for short-
term (1-5 years) and medium-term (6-10 years) is about 38-
39%, while that for long-term (11 years and above) is only
14%. However, there are few studies on “accuracy of
technology forecasting”. There are few papers to retrospect
and evaluate accuracy for their models of technology
forecasting [22]. Most accuracy evaluations of forecasting
are for commercial and medical fields. The evaluation
system based on engineering/scientific technology is more
limited.

Previous studies in this field [23]-[25] only focus on two
highly structured data sources: technology patents and
journals. Their methods of technology forecasting are limited
to qualitative or semi-quantitative research (such as Gartner's
Hype Cycle [26]), without considering the inherent
mechanism of technology development, such as individual/
group, short-term/ long-term, sudden-change/ gradual-
change. Also, these works seldom consider the impact of
external social environment and internal user needs on
technological paradigm shift. As a result, the accuracy and
reliability of existing models are insufficient. Therefore, in
big data environment, we propose a novel forecasting model
of technological development trend, which considers both
external market demand and internal technology evolution
law. In addition, we propose an algorithm framework of
technology forecasting based on "Technical Knowledge
Evolution-Technological Paradigm Transition-Technological
System Revolution". It integrates Natural Language
Processing (NLP), semantic network analysis, text meta-
analysis, and deep learning algorithm into the framework.
The proposal improves accuracy and validity of forecasting
results and provides new ideas for the research in this field.

III. FRAMEWORK OF TECHNOLOGY FORECASTING BASED

ON ENGINEERING BIG-DATA

A. Data mining and semantic analysis for massive multi-
source heterogeneous big-data in product development
and engineering design

Driven by product development and engineering design
big data, the technological paradigm shift presents new
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Figure 1. Data mining and semantic analysis for massive big-data in product development and engineering design

features and new forms that are different from previous
single areas, single audiences, single dynamics and single
models. This paper exploits and analyzes in depth massive
multi-source heterogeneous engineering big data with multi-
view, multi-temporal, multi-dimensional and multi-
granularity, as shown in Figure 1. Our method integrates a
variety of advanced text mining methods, such as natural
language processing, ontology modeling, semantic network,
semantic similarity evaluation, etc. Different sources and
different structures engineering text, such as technical
patents, journal articles, empirical case documents,
professional Q&A forums are fully considered. Data mining
and semantic analysis algorithms for engineering big data are
developed and improved. Technical knowledge in massive
multi-source heterogeneous data is automatically extracted.
The engineering semantics is expressed in the form of multi-
attribute. It is convenient for computer system to process
knowledge automatically.

B. Technology forecasting based on the framework of
"Technical Knowledge Evolution-Technological
Paradigm Shift-Technological System Revolution"

Patterns, potentials and rates of technology hotspots are
evaluated with focus on the future trend of technological
paradigm development, based on the framework of
"Technical Knowledge Evolution-Technological Paradigm
Shift-Technological System Revolution". Multiple technical
routes and their possibilities within the limits of
technological evolution are forecasted. Considering the
micro-breakthroughs, macro-continuation and multi-domain
cross-impact features of engineering product technological
paradigm shifts, the key characteristics at different stages are
extracted, and branch sets of technological evolution are
created. This paper objectively and quantitatively describes
future possible scenarios of technology developments from
aspects of formation conditions, classification and potential
estimation of the branches. Based on historical data of
technology developments, technologies in different lifecycles
and prospects are tracked from the perspective of technology

supply side and social demand side. The technology
forecasting model and the estimating method for forecasting
results are constructed based on a multi-stage technology
evolution mechanism. This provides theoretical guidance and
method support for technological management decision-
making in the field of big data-driven engineering.

C. Forecasting model of technological paradigm shift for
technology supply side and social demand side

With the rapid development of technology in current
hotspots, technological paradigm shifts present
characteristics of micro-breakthrough, macro-continuation,
and multi-domain intersection. Enterprises and governments
need to grasp the technological development context.
Previous subjective, one-sided, qualitative analysis is no
longer satisfied technology forecasting. As shown in Figure
2, in this paper, we use a deep learning algorithm called
Long-Short Term Memory (LSTM), which can effectively
take advantage of historical data. A technology forecasting
model considering both the technology supply side and the
social demand side is constructed, by means of regression
analysis and multi-domain text meta-analysis. The training
set is composed of the data in the entire time series of the
technological paradigm transition and the testing set is
composed of branch the data sets of the technological
evolution. Our approach improves the ability of LSTM cells
to process information by the improved "gate structure" and
enhance the long-term memory ability of the forecasting
model. Through the modified items of the assessment model
of technological maturity, the forecasting algorithm adopts
different optimization strategies at different stages of
technological evolution. By decomposing the branch set of
technological evolution, the evolution of each technological
subsystem is researched and the process of model training is
accelerated. Both the technology supply side (basic
theoretical accumulation, bottleneck breakthrough, mature
technical diffusion, etc.) and the social demand side
(potential user demand, regional market layout, industrial
macro-policy, etc.) are considered. Technological forecasting
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Figure 2. Multi-stage technology evolution and technology forecasting

methods and evaluation methods for hotspots and frontier
fields are proposed. Various technological routes and their
possibilities for the upper and lower limits of technological
evolution are forecasted and analyzed. The trend of
engineering technological paradigm shift is forecasted
scientifically and reasonably from both perspectives of
single-focus technology development and multi-domain
cross-impact features.

IV. CONCLUSION AND FUTURE WORKS

Previous technology forecasting methods based on
technology hype cycle just consider the external market
demand. However, we propose a novel technology
forecasting model, which considers both the external market
demand and the internal technology evolution law. In this
paper, we propose an algorithm framework of technology
forecasting based on "Technical Knowledge Evolution-
Technological Paradigm Transition-Technological System
Revolution". It unifies natural language processing and deep
learning in the algorithm framework. The proposal improves
the accuracy and validity of forecasting results and provides
new ideas for the research in this field. Our research group is
carrying out a case study of the algorithm framework of
technology forecasting. Some results have been obtained and
the experimental results will be published later. In addition,
we will compare the proposed model with other models,
emphasizing the importance of the proposed technology
forecasting methods and expanding this paper.

In big-data driven engineering product innovation, the
development routes of technical knowledge and
technological paradigm are affected by individual user
preferences, R&D team habits, technical field consensus and
industrial value concepts. This influence is sometimes

abnormal or anomalous. The complexity and variability of
knowledge evolution have brought great difficulties to
technology forecasting. In this regard, big-data driven
technology innovation management and prediction of
engineering products must complete three tasks, namely:
aggregating and mining the technological knowledge from
multi-dimensional and multi-granularity perspectives,
modeling and analyzing for technological innovations from
multi-temporal and multi-modal perspectives, and observing
and forecasting technological paradigms shift from multi-
domains and multi-perspectives.

ACKNOWLEDGMENT

This work was supported by National Natural Science
Foundation of China (No. 71671113) and China High-Tech
Ship Project of the Ministry of Industry and Information
Technology No. [2016] 545.

REFERENCES

[1] Y. Huang et al. "A hybrid method to trace technology
evolution pathways: a case study of 3D printing,"
Scientometrics, vol. 111, no. 1, pp. 185-204, 2017.

[2] L. Ardito, D. D'Adda, and A. M. Petruzzelli, "Mapping
innovation dynamics in the Internet of Things domain:
Evidence from patent analysis," Technological Forecasting
and Social Change, vol. 136, pp. 317-330, 2017.

[3] S. C. Aleina, N. Viola, R. Fusaro and G. Saccoccia,
"Approach to technology prioritization in support of moon
initiatives in the framework of ESA exploration technology
roadmaps," Acta Astronautica, vol. 139, pp. 42-53, 2017.

[4] J. Liu, F. Ma, and Y. Zhang, "Forecasting the Chinese stock
volatility across global stock markets," Physica A: Statistical
Mechanics and its Applications, vol. 525, pp. 466-477, 2019.

10Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-731-3

IMMM 2019 : The Ninth International Conference on Advances in Information Mining and Management

                            18 / 44



[5] M. H. Cho, and J. H. Cho. "A Study on the Role of Input
Stabilization for Successful Settle down of TRM in
Production Process: A Case of Display Industry," Journal of
the Society of Korea Industrial and Systems Engineering, vol.
39, no.1, pp. 140-152, 2016.

[6] B. Wang, Y. Liu, Y. Zhou, and Z. Wen, "Emerging
nanogenerator technology in China: A review and forecast
using integrating bibliometrics, patent analysis and
technology roadmapping methods," Nano Energy, vol. 46, pp.
322-330, 2018.

[7] T. H. Daim, G. Rueda, H. Martin, and P. Gerdsri,
"Forecasting Emerging Technologies: Use of Bibliometrics
and Patent Analysisa," World Scientific Series in R&D
Management, vol. 305, 2018.

[8] S. Altuntas, T. Dereli, and A. Kusiak, "Forecasting
technology success based on patent data," Technological
Forecasting and Social Change, vol. 96, pp. 202-214, 2015.

[9] F. Moretti, S. Pizzuti, S. Panzieri, and M. Annunziato, "Urban
traffic flow forecasting through statistical and neural network
bagging ensemble hybrid modeling," Neurocomputing, vol.
167, pp. 3-7, 2015.

[10] L. Saad Saoud, F. Rahmoune, V. Tourtchine, K. Baddari,
"Fully complex valued wavelet network for forecasting the
global solar irradiation," Neural Processing Letters, vol. 45,
no. 2, pp. 475-505, 2017.

[11] D. K. R. Robinson and T. Propp, "Multi-path mapping for
alignment strategies in emerging science and technologies,"
Technological Forecasting & Social Change, vol. 75, no. 4,
pp. 517-538, 2008.

[12] T. A. Tran and T. Daim, "Taxonomic review of methods and
tools applied in technology assessment," Technological
Forecasting & Social Change, vol. 75, no. 9, pp. 1396-1405,
2008.

[13] R. Phaal, C. J. P. Farrukh and D. R. Probert, "Technology
roadmapping—A planning framework for evolution and
revolution," Technological Forecasting & Social Change, vol.
71, no. 1, pp. 5-26, 2004.

[14] B. Sinha. "Trends in Global Biopesticide Research: A
Bibliometric Assessment," Social Science Electronic
Publishing, vol. 82, no. 2, pp. 95-101, 2008.

[15] X. Liu, Z. Liang and H. Song, "Global biodiversity research
during 1900-2009: a bibliometric analysis," Biodiversity &
Conservation, vol. 20, no. 4, pp. 807-826, 2011.

[16] M. H. Wang, J. Li and Y. S. Ho, "Research articles published
in water resources journals: A bibliometric analysis,"
Desalination and Water Treatment, vol. 28, pp. 353-365,
2011.

[17] M. Lan. "An analysis of patent information of 1997-2006
laptops and forecast of their development," Library
&Information Studies, vol. 10, pp. 24-27, 2008.

[18] L. Zhao and Q. Zhang, "Mapping knowledge domains of
Chinese digital library research output, 1994–2010,"
Scientometrics, vol. 89, no. 1, pp. 51-87, 2011.

[19] Y. Zhang, G. Zhang, H. Chen, A. L. Porter, D. Zhu and J. Lu,
"Topic analysis and forecasting for science, technology and
innovation: Methodology with a case study focusing on big
data research," Technological Forecasting & Social Change,
vol. 105, pp. 179-191, 2016.

[20] Q. Cheng, X. Lu, Z. Liu and J. Huang, "Mining research
trends with anomaly detection models: the case of social
computing research,". Scientometrics, vol. 103, no. 2, pp.
453-469, 2015.

[21] S. R. Fye, S. M. Charbonneau, J. W. Hay and C. A. Mullins,
"An examination of factors affecting accuracy in technology
forecasts," Technological Forecasting & Social Change, vol.
80, no. 6, pp. 1222-1231, 2013.

[22] A. Kott and P. Perconti, "Long-term forecasts of military
technologies for a 20–30 year horizon: An empirical
assessment of accuracy, " Technological Forecasting and
Social Change, vol. 137, pp. 272-279, 2018.

[23] D. P. D. Alcantara and M. L. Martens, "Technology
Roadmapping (TRM): a systematic review of the literature
focusing on models," Technological Forecasting and Social
Change, vol. 138, pp. 127-138, 2019.

[24] M. J. Cobo, M. A. Martínez, M. Gutiérrez-Salcedo, H. Fujita,
and E. Herrera-Viedma, "25 years at knowledge-based
systems: a bibliometric analysis," Knowledge-Based Systems,
vol. 80, pp. 3-13, 2015.

[25] Y. Zhang, G. Zhang, H. Chen, A. L. Porter, D. Zhu, and J.
Lu, "Topic analysis and forecasting for science, technology
and innovation: Methodology with a case study focusing on
big data research," Technological Forecasting and Social
Change, vol. 105, pp. 179-191, 2016.

[26] V. Sriram, V. Shukla, and S. Biswas, "Metal Powder Based
Additive Manufacturing Technologies—Business Forecast,"
3D Printing and Additive Manufacturing Technologies,
pp.105-118, 2019.

11Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-731-3

IMMM 2019 : The Ninth International Conference on Advances in Information Mining and Management

                            19 / 44



Multiclass Neural Network for Codec Classification

Seungwoo Wee

Department of Electronics and
Computer Engineering

Hanyang University
Seoul, South Korea

Email: slike0910@hanyang.ac.kr

Jechang Jeong

Department of Electronics and
Computer Engineering

Hanyang University
Seoul, South Korea

Email: jjeong@hanyang.ac.kr

Abstract—In this paper, we suggest to remove or modify the
denoted class of codec in a bitstream for military purposes
in image communication. In that case, a decoder first needs
to determine the codec type to restore the original data. This
paper proposes a codec classification method which has not been
studied much yet. For extracting the feature of a bitstream,
Recurrent Neural Network (RNN) model is used since it is suitable
for time series data used for training on classification. Video
codecs have their own distinctive header structures, which can
be considered features in the encoded bitstreams. The proposed
method extracts the feature of an encoded bitstream and classifies
the bitstream into the specific codec. Three standard codecs,
MPEG-2, H.263, and H.264/AVC, are used to generate the
training and the test data set in the experiment. We analyze
several components affecting the performance and compare to
conventional algorithm. The performance degrades when two
kinds of bitstreams generated by H.263 and H.264/AVC are
trained together. However, when the training data includes both
H.263 and H.264/AVC, performances improved with increasing
training data set sizes.

Keywords–Feature extraction; Classification; Bitstream; Multi-
class neural network; Recurrent neural network.

I. INTRODUCTION

In image communication, decoders decode images by
parsing the received bitstreams. Since the class of codec is
denoted in the header of the bitstream, a decoder does not need
additional processing to determine the codec type of received
bitstreams. Therefore, codecs have been developed focused
on compression rate and complexity. For this reason, codec
classification methods have not been studied yet. However, if
the class of codec written in the header is removed or modified
for military purposes, a decoder first needs to classify the codec
type to restore the original data.

Classification algorithms, usually, have been applied to
image and language [2][4]. To determine the codec type using
partial bitstreams, Recurrent Neural Network (RNN) is used
for codec classification [13]. This method exploits the fact that
standard codecs are hierarchically structured, which can be
used to extract features of the specific codec.

In this paper, we propose a multiclass neural network
model for codec classification considering MPEG-2, H.263,
and H.264/AVC. Our proposed method classifies an unknown
bitstream into a specific codec utilizing the fact that the
encoded bitstream consists of its unique data form. Through
the experimental results, we show the different tendencies of
the performance according to the size and composition of the
training data set.

Figure 1. Hierarchical structure of H.263.

We organize the rest of the paper as follows. First, we
introduce some backgrounds in Section II to help to understand
the proposed algorithm about multiclass neural network. Sec-
tion III introduces the proposed codec classification algorithm
based on RNN model. In Section IV, experimental results are
shown. Finally, this paper is concluded in Section V.

II. BACKGROUND

In this section, we give some backgrounds before introduc-
ing the proposed algorithm. After introducing the characteris-
tics of the encoded bitstreams, we describe a neural network
which extracts features of each codec for classification.

A. Video Coding
Video coding is an essential part to store or transmit

video data efficiently. Two main organizations of video coding
standards, Moving Picture Experts Group (MPEG) [14] and
Video Coding Experts Group (VCEG) [15], try to compress
data size while keeping the quality of decoded contents as high
as possible. Each codec has hierarchical structure.

Figure 1 shows the hierarchical structure of H.263 to
compress data efficiently. Likewise, the header structures of
MPEG-2 and H.264/AVC are hierarchical, too [8] [9].

Based on each structure, codecs have their own start bit
codes, which occur rarely at general data. Figure 2 represents
bitstream generated by MPEG-2 encoder, and each element is
expressed in hexadecimal. The bitstream begins with ’00 00
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Figure 2. An example of the MPEG-2 bitstream in hexadecimal format.

Figure 3. Basic RNN layer

01 B3’, Sequence Header Code (SHC), which indicated that
the following parts include sequence information.

Likewise, other standard codecs, such as H.263 and H.264,
include their own start bit codes, respectively. These codes can
be regarded as unique features of each codec.

B. Neural network
A Deep Neural Network (DNN) has layers between the

input and output layers [1]. The inputs of DNN pass through
the layers to calculate the probability of each output. The
appearance of AlexNet which uses DNN improved the image
classification performance substantially [2].

Convolutional Neural Network (CNN, or ConvNet) is a
deep, feed-forward Artificial Neural Network (ANN) and it
uses convolution for feature extraction. Therefore, it is usually
utilized in image recognition and natural language process-
ing[3][4][10][11].

Recurrent Neural Network (RNN) is an artificial neural
network and has connections between nodes. The nodes can
indicate time dynamic behavior for the time sequence data like
handwriting or voice signals. RNN stores the internal state,
which handles inputs of the network and influences the near
layers. For tasks such as handwriting and speech recognition,
this network is used [5]–[7]. RNN is known as a model suitable
for processing data that appears sequentially, such as voice and
text.

Figure 3 represents a basic RNN layer. The output h of
the current state is updated by receiving previous output and
current input x. The activation function of the hidden state is
tanh, a nonlinear function. The hidden node stores a state and
is connected to the next layer.

Figure 4. Composition of training and test data set.

As shown in Figure 3, RNN has an advantage that it can
create various flexible structures according to needs, because
it can accept inputs and outputs regardless of the sequence
length. Each RNN layer stores a state and the state affects
the input of the next layers. The closer the distance between
the two states, the greater the impact on each other. This
time dependent characteristic motivates our proposed method
for applying RNN to codec classification. Since the bitstream
generated by a codec is time series data and each codec has
its own structure, the RNN based model is suitable to extract
those features. We describe how the data set is organized and
the structure of the neural network in the next section.

III. PROPOSED ALGORITHM

Our proposed algorithm depends on the following two
assumptions. First, the RNN based model can be trained to
extract the features of an unknown bitstream. In our previous
work [13], we have already shown that an RNN based model
with a simple RNN structure is trainable. Second, the longer
the length of each input or the deeper the layer of the model,
the higher the accuracy of codec classification. We explain the
second assumption with analyze the experimental results in the
next section

As mentioned in Section II, here we describe the construc-
tion of data set in detail Figure 4 presents the composition
of the training and test data set. All rows represent the same
bitstream of a codec. The orange circles of the n-th row are
labeled as the codec class, which is a basis for training our
network. n is the number of items in the data set, and the
consecutive orange circles, 160 bits, are the n-th input of the
proposed network.

Since the characteristics of each codec are concentrated in
the header section, the data set is constructed at the beginning
of the bitstream. As shown in Figure 4, the data set is created
from the beginning of the bitstream by shifting because the
characteristics of each codec are concentrated in the header
part. We analyzed the results according to n values and the
composition of the data set.

The overall network structure of the proposed multiclass
neural network based on RNN is shown in Figure 5. Before
the input bitstream passes through RNN layers for the training
process, we apply an embedding process to improve perfor-
mance [7]. Since the bitstream consists of binary data, the
difference between input data that will be considered feature
is too subtle to discriminate.
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Figure 5. Network structure of the proposed algorithm.

Through the embedding process, 4 bits of the bitstream
are transformed into a multidimensional matrix, which is
useful to extract features and to be updated. The proposed
algorithm converts each input to a 100-dimensional matrix
whose elements consist of rational numbers. We compose 40
RNN layers for training and a fully connected layer estimates
a specific codec class of the current input.

IV. EXPERIMENTAL RESULTS

In this section, we present experimental results and the
analysis of the results. Through the experimental results, we
found the different tendencies of the performance according to
the size and composition of the training data set.

We used RNN layer to classify the unkown bitstream
into the specific codec. Three standard video codecs, MPEG-
2, H.263, and H.264/AVC, were used in the experiment to
generate bitstreams and test the performance. To construct the
training and test set, Common Intermediate Format (CIF) video
sequences were used for a total of 3,000 labeled data items.
The experiments were performed using Python 3.6, PyTorch
and Window 10 Pro x64 environment.

The hidden layer and the batch size were 100 and 256,
respectively. We created the training data set by shifting, as
shown in Figure 4. Each input was composed of 4-bit units
and an input passed through each RNN layer. Before inputs
passed through the RNN layer, the inputs was transformed
into a 100-dimensional matrix by the embedding process. 40
matrices passed through 40 RNN layers at once.

We compared the results according to the composition and
size of the training data set. The organization of the training
data set was composed to calculate the accuracy of binary
codec classification and multiple codec classification. The size
of the test data set was the fixed length of 3,000. The sizes
of training data sets were of 3,000, 6,000, 9,000, and 12,000,
respectively.

Table I shows the accuracy of our proposed algorithm
according to the composition and size of the training data
set. Performance degradation occurred when both bitstreams
generated by H.263 and H.264/AVC trained together. Based on
this, we can assume that H.263 and H.264/AVC have relatively
similar header structure compared to MPEG2. As shown in

TABLE I. CODEC CLASSIFICATION ACCURACY ACCORDING TO THE
COMPOSITION AND SIZE OF TRAINING DATA SET.

composition of training data set training data set size
3,000 6,000 9,000 12,000

MPEG-2 and H.263 0.82 0.85 0.85 0.87
MPEG-2 and H.264 0.76 0.79 0.81 0.82
H.263 and H.264 0.77 0.78 0.77 0.76
MPEG-2, H.263, and H.264 0.70 0.71 0.72 0.72

Table I, performances improved with larger training data set
sizes except when the training data includes both H.263 and
H.264/AVC.

V. CONCLUSION

In this paper, we proposed an RNN based multiclass neural
network for codec classification. Unlike the previous work, this
work used three standard video codecs to test the performance
of the method. Besides, further analysis is done considering
the size and composition of the training data set.

We experimentally verify that the size and composition of
the training data set affected performance and the proposed
method is trainable for extracting the features of each codec.
Experimental results show that increasing the size of the
training dataset improves performance because the various
structures in the training dataset help to generalize the model.
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Abstract—Location selection plays a crucial role in the
restaurant industry, especially for the beverage chains. A
comprehensive location selection model and appropriate
analytical technique can improve the quality of location
decisions, attracting more customers and substantially
impacting market share and profitability. Location selection is
a significant part of strategic management activities. In
Taiwan, thanks to its special cuisine culture, the environment
of beverage industry is very competitive and versatile.
Therefore, it is very important to have an efficient location
selection process for a beverage chain, for both franchiser and
franchisees. This study establishes a regression model for the
turnover of a local beverage chain in the city of Tainan in
southern Taiwan. The model is based on the factors that would
affect the location selection, such as crowd flow in front of the
chain stores, resident population, complementary stores, and
competitive stores. For franchiser, the model can be applied to
stores in different areas, and for the franchisees, the model can
help them to decide the location of the stores.

Keywords- Location selection; Regression; Beverage Chain;
Customer intention.

I. INTRODUCTION

In the food and beverage industry, right location selection
is one of most important strategic decisions for the success of
the business. In Taiwan, thanks to its warm climate and
special cuisine culture, the beverage industry is very
prosperous. The most common and the easiest way to start a
business is to be a franchisee of a beverage chain for its low
entry barrier.

In general, the franchiser would provide the know-hows,
such as business process and techniques and help with the
planning, while it is the franchisee who is in charge of the
location selection. Location selection results in the
convenience of service and how many customers can be
attracted, and, as a consequence, influences customer loyalty
and operation performance [1]. Therefore, for a franchisee,
location selection is crucial to the success of the business.
There are more than 200 chain brands in Taiwan's beverage
industry. In 2017, there were more than 21,000 beverage
stores. On average, every person drinks seven cups of

beverage monthly. Due to fierce market competition, the
location of the beverage store is even more important.

Most studies on location selection focus on the major
factors that influence the turnover. This study takes into
account the “shop rent to gross profit” ratio. Although it is
crucial to the franchisee’s profit, most location selection
methods just apply an estimated value, which could be quite
different from the real value. Moreover, the better the
location is, the higher the rent would be. It is an important
issue that the franchisee has to take into account.

This study proposes a regression model with turnover as
the dependent variable and with location selection factors as
independent variables. Both franchiser and franchisee can
determine the store location based on the predicted turnover
and the store rent. The proposed model can help the
franchiser to make the decision on whether to develop the
business in a certain area, while it can help the franchiser to
determine the location of the store.

The rest of this paper is organized as follows. Section 2
provides some necessary literature review while Section 3
describes the methodology. The model evaluation results and
discussion are summarized in Section 4. Conclusions are
drawn in Section 5.

II. LITERATURE REVIEW

Franchising is an important way for enterprises to expand
their markets, especially for the business environment in
Taiwan, where small and medium-sized enterprises are
established, and to join the franchise of small brands is the
first choice for young people to start their own businesses.
Thanks to the special cuisine culture in Taiwan, the beverage
industry is very well developed and various beverage chains
are competing in the market. It is the most common and the
easiest way for a young entrepreneur to join a beverage chain
as a franchisee. In the extremely competitive beverage
market, store location is crucial to the success of the
beverage store.

Right location selection is one of the strategic decisions
that carries importance for the success of the business. The
location selection problem for all kinds of organizations
could be assessed in a wide range of issues with regard to the
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following critical aspects: plant location selection, store and
warehouse location selection, shopping centre location
selection, retail site location selection and healthcare centre
and hospital location selection that have the similar problems
[2]. Davis et al. identified a number of factors that have
influence on the success of food and beverage industry,
among which location of food service facility is the most
important feature [3]. Location selection results in the
convenience of service and how many customers can be
attracted, which, as a consequence, would affect customer
loyalty, operation performance, and the market share and
profitability of a company [1]. A location decision usually
involves a long-term commitment of resources, making this
issue very important [4]. Several factors need to be taken
into account, such as choice of commercial area, competitive
stores, complementary stores, and traffic flow.

The choice of commercial area is a decision problem that
needs to take into account a large number of criteria and to
identify the best option among alternatives, such as ease in
accessibility, parking facilities, and located at a street corner
[5][6]. The selection of commercial area directly affects the
performance of the store [7]. Therefore, it is important to
have a thorough investigation on the commercial area to
assess the performance of the store [8]-[10].

Jaravaza and Chitando investigated the role of store
location in influencing customers’ store choice [11]. The
research shows that customer store choice decisions are
heavily hinged on store convenience, such as shorter
travelling distance, complementary services, and convenient
public transport. Traffic density is another important issue.
Although high traffic density means high crowd flow, it also
has a downside of traffic jam, which would impair
consumers’ intention of coming into the commercial area
[12]. For high traffic density areas, one needs to consider the
parking facility or if the store is on the street in the location
selection process.

In Taiwan, the density of beverage stores is extremely
high, that is, it is easy to find various beverage shops of
different brands on the same street, and in some areas of the
same brand. They compete with each other even if they
provide different kinds of drinks. The competition factor
should be taken into account in the location selection process.
The number of competitors and intensity of competition are
included as two criteria. The number of competitors refers to
the number of similar restaurants in the vicinity. The
intensity of competitors refers to the scale of beverage stores
in the vicinity [13]. Although competitors would compete for
the customers, in some cases, high intensity of competitive
stores could attract more customers.

During the last few decades, there has been a significant
increase in one-stop shopping strategies. Shoppers tend to
economize on the amount of time they spend on shopping by
making multi-purpose shopping trips, combining purchases
for different product categories and reducing the number of
trips during a particular time period [14]. Multi-purpose
shoppers often bypass closer stores to visit agglomerated
stores that are further away in order to shop for different
types of goods or indulge in different activities on the same

trip [15]. Therefore, this study takes into account the
complementary stores.

The most often used conventional location selection
methods include checklist methods, analog approaches,
regression models and location allocation models [13]. The
checklist method uses a list of location factors, and
systematically evaluates each of the candidate locations, and
then identifies the most suitable locations. The analog
approach aims to determine the boundary of the interested
commercial area and predict the turnover of the new location
[16]. To this end, researchers have to find out some similar
stores in the earlier stage and investigate their drawing
powers in the different areas and locations, then the turnover
of the new location can be evaluated. The regression model
has been widely used in various fields, which determines the
relationship between the major factors and the business
performance, by identifying a regression function with the
business performance as the dependent variable and the
major factors as the independent variables.

Some techniques of artificial intelligence have been
applied to location selection problems, such as artificial
neural networks and fuzzy set theory [13][17][18].
Jungthirapanich developed a decision support system
incorporating a linear additive multi-attribute utility method
and a database system which collects the location data
extracted from public documents and reports [19].

III. RESEARCH METHODOLOGY

In this study, a regression model is applied to predict the
turnover of a beverage store. Based on the studies on
location selection in the literature [12][20], and local domain
experts’ advice, it takes into account several independent
variables such as crowd flow, residential population,
complementary stores, and competitive stores.

A. Regression Model

In statistics, linear regression is a linear approach to
modelling the relationship between a scalar response (or
dependent variable) and one or more explanatory variables
(or independent variables). The case of one explanatory
variable is called simple linear regression. For more than one
explanatory variable, the process is called multiple linear
regression [21].

Given a data set of n

statistical units, a linear regression model assumes that the
relationship between the dependent variable y and the k-
vector of regressors x is linear. This relationship is modeled
through a disturbance term or error variable ε — an
unobserved random variable that adds "noise" to the linear
relationship between the dependent variable and regressors.
Thus, the model takes the form

y = �� + ���� + ����+? ? ���� + �, (1)

where the constant �� is the intercept term, and
��, ��, ? ? �� are known as effects or regression coefficients,

is the error term. Usually, in statistics, the linear least
squares method is applied for estimating the unknown
parameters in a linear regression model. Let ��� denote the
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squares estimator of �� . Then, the
estimator of �, denoted as ��, can be presented as follows.

. (2)

The coefficient of determination, denoted R2, is the
proportion of the variance in the dependent variable that is
predictable from the independent variable(s). It provides a
measure of how well observed outcomes are replicated by
the model, based on the proportion of total variation of
outcomes explained by the model [22]. The coefficient of
determination normally ranges from 0 to 1. The greater the
value of the coefficient, the stronger the relationship
between the independent variable and the dependent
variables.

The most general definition of the coefficient of
determination is

(3)

Two kinds of hypothesis testing, t-tests are applied to
test the significance of each coefficient, respectively, and F-
test the model significance. The corresponding statistics
area is as follows.

�� =
���

��(���)
, , (4)

where ��(���) denotes the standard error of ���.

� =
��/�

(����)/(�����)
(5)

B. Model development

Based on the studies on location selection in the literature,
and local domain experts’ advice, at the initial stage, this
study takes into account eight major factors that are crucial
to location selection of beverage chain [12][20]. They are (1)
crowd flow, (2) residential population, (3) target customers
in the commercial area, (4) complementary stores, (5)
mutually exclusive shops (6) competitive stores, (7)
advantages in establishing the store, and (8) disadvantages in
establishing the store. During the initial stage, the results
show that three variables, target customers, advantages in
establishing the store, and disadvantages in establishing the
store, are not significant in this case. Meanwhile, to the
research object of this study there are no mutually exclusive
shops in the commercial areas. Therefore, this study takes
into account four major factors for location selection of the
beverage chain, and they are (1) crowd flow in front of the
store, (2) residential population in the commercial area, (3)
complementary stores, and (4) competitive stores.

The dependent variable Y represents the turnover of the
store, and the four independent variables are X_1: crowd
flow, X_2: residential population, X_3: number of
complementary stores, and X_4: number of competitive
stores. The regression model can be described as follows.

(6)

where the constant �� is the intercept term, and
are known as effects or regression coefficients, and is

the error term. Let ��� denote the squares estimator of ��

. Then, the estimator of � , denoted as �� ,
can be presented as follows.

Y� = ��� + ����� + ����� + ����� + �����. (7)

IV. RESULTS AND ANALYSIS

This study investigated a beverage chain including 27
stores and located in the North, Central, East, South, Anping
and Yongkang districts of Tainan City. These districts are
areas where the population of Tainan is more concentrated.
We collected crowd flow, residential population,
complementary stores, and competitive stores to predict the
turnover of a beverage store. The description of the
independent variables is as follows.
(1) crowd flow in front of the chain stores: slack season (July
to September); peak season (October to May); non-holiday
(Monday to Friday) and holidays (Saturday to Sunday or
national holidays). Pick one hour from the daytime (10:00 to
17:00) and evening (17:00 to 22:00) to collect the crowd
flows.
(2) residential population in the commercial area: collect the
number of households within a radius of 250 meters centered
on the location. If it is a general household, 4 people are
calculated. If it is an office building, it is based on the
number of employees registered in the business. If it is a
factory, the number of people who enter the factory at 8:00 is
considered.
(3) complementary store: such as restaurant, seafood shop,
barbecue restaurant, Internet café.
(4) competitive store: the number of stores serving drinks.

This study utilizes crowd flow, residential population,
complementary stores, and competitive stores as independent
variables and turnover of a beverage store as dependent
variable to develop the prediction model. The regression
model is as follows:

Turnover = 0.354* ‘crowd flow’ + 0.270* ‘residential
population’ + 0.655* ‘complementary stores’ + 0.088*
‘competitive stores’.

In this paper, we use Analysis of Variance (ANOVA),
which is a collection of statistical models and their
associated estimation procedures, to analyze the differences
among group means in a sample. From Table I, the F-value
(MSreg. / MSerr) of the regression model is 26.347 and p-value
is .000. The P value is the probability of finding the observed
results when the null hypothesis of a study question is true. If
the value less than 0.05, it means that the prediction model is
statistically significant. Table II shows that the predictive
power of the model is 79.6% (adjusted R2). The p value of
crowd flow, residential population and complementary stores
are less than 0.05, respectively, it means these three factors
are significant and positive influence to turnover, on the
contrary competitive stores are not significant to turnover.
The results show that the number of complementary stores
has the greatest influence on the business of the beverage
chain, followed by the crowd flow in front of the stores, and
the resident population in the region has the least influence.
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TABLE I. THE ANOVA TABLE OF THE PREDICTION MODEL FOR THE

TURNOVER OF THE FRANCHISEES OF A BEVERAGE CHAIN IN TAIWAN

Model df SS MS F P
regression 4 8.727E11 2.182E11 26.347 0.000

error 22 1.822E11 8.281E9

total 26 1.055E12

df : degree of freedom

SS : sum of square
MS : mean square
F : MSreg. / MSerr.

P value : significance

TABLE II. COEFFICIENTS OF THE REGRESSION MODEL FOR THE

TURNOVER OF THE FRANCHISEES OF A BEVERAGE CHAIN IN TAIWAN

Model
UnStd. coef. Std. coef

β
t P

B Std. Error

(constant) 6164.964 52532.577 0.117 0.908
Crowd flow 39.441 18.519 0.354 2.130 0.045

Resident
population

55.378 19.397
0.270

2.855 0.009

Complementary
stores

6473.280 1336.359
0.655

2.844 0.000

Competitive
stores

-2465.031 3260.591
0.088

-0.756 0.458

R = 0.910, R2 = 0.827, adjusted R2 = 0.796
UnStd. coef. : Unstandardized coefficient
Std. coef. : Standardized coefficient

V. CONCLUSION

Thanks to Taiwan's unique culture of cuisine, an
extremely competitive beverage industry exists. For a
beverage chain, usually the franchisor takes the
responsibility for planning, counseling as well as offering
services, such as training and support. On the other hand,
while the franchisees take the franchisor's business systems,
training and know-how and put it into practice in their
location, they typically are responsible for most of the costs
and risks. As the franchisor holds all the data of each
franchisee, such as turnover and the location information, if
it can provide services, such as location selection advice and
turnover forecasting to its franchisees, it can help franchisees
to avoid unnecessary losses, and hence it would be mutually
beneficial to both parts. Moreover, it can also improve
corporate reputation and establish a better brand image.

This study focuses on the location selection problem of a
local beverage chain in the city of Tainan in southern Taiwan,
where the climate is warm all the year round and it is very
common to see people with a cup of tea in hand, and
therefore, it forms a special beverage industry with tea shops
and beverage booths everywhere. A regression model was
proposed for location selection. The results show that the
number of complementary stores in the area has the greatest
impact on the business of the beverage chain, followed by
the crowd flow in front of the stores, and the resident
population in the region has the least impact.

The number of competing stores did not show significant
impact on turnover, indicating that the target beverage chain
has established reputation in the city such that even though
there are stores of different beverage chains in the area,
consumers would still choose their favorite brand.

Although this study only focuses on the chain beverage
stores in Tainan, it can be applied to other cities and different
cuisine industries, to identify the factors that have impact on
the business.
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Abstract—In this paper, we introduce multimodal deep neural
networks to classify petition based Turkish banking customer
order documents. These petition based documents are commonly
free-formatted texts, which are created by customers, but some
of them do have a specific format. According to the structure of
the banking documents, some documents containing tables and
specific forms are convenient for visual representation, while some
documents consisting of free-formatted text are convenient for
textual features. Since the texts of these documents are obtained
via Optic Character Recognition technology which does not work
well on handwritten, noisy, and low-resolution image documents,
text classification methods can fail on them. Therefore, our
proposed deep learning architectures utilize both vision and
text modalities to extract information from different types of
documents. We conduct our experiments on our Turkish banking
documents. Our experiments indicate that combining visual and
textual modalities results in better recognition of documents
compared to text or vision classification models.

Keywords–Multimodal Deep Learning; Document Classifica-
tion.

I. INTRODUCTION

Every bank puts different channels e.g., fax, email, scanner
into service to receive its customers’ orders for banking
transactions. More than 6.5 million transactions are completed
in a medium-large scale bank in Turkey received from these
channels yearly [1]. Customers share their orders in free-
formatted petitions to declare money transfer, tax payments,
salary payments which leads to more than 60 various banking
process types. Those orders received in image format are
mostly multi-page and low in resolution. In traditional process
workflow, when the customer order is received, a back-office
operator views the order and investigates all pages of the
document to detect the process types in the document in
order to split (if needed) and direct the order to the correct
back-office data entry team. Accordingly, the classification
of the customer order is one of the most time-consuming
and human workforce required steps of the overall workflow
management. Therefore, document classification systems play
a crucial role in the banking domain. An overview of our
document classification flow can be seen in Figure 1.

Document classification methods can be based on image
classification, text classification on obtained text from Optical
Character Recognition (OCR) of images, and multimodal
classification. In recent works, several deep learning based
methods have been focused on document classification by
using only the image of documents [2]-[5]. In [2], Convolu-
tional Neural Networks (CNNs) are used as a feature extractor
on a specific-region in a document. Also, these region-based

OCR
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Network
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Figure 1. An overview of document classification flow.

features are concatenated before classification. Data augmen-
tation has been applied and CNN architectures have been
proposed in [3]. Several well-known CNN architectures, e.g.,
AlexNet [6], VGG-16 [7], GoogLeNet [8], Resnet-50 [9] have
been investigated for document classification by using transfer
learning in [4]. Transfer learning from VGG-16 network pre-
trained on ImageNet dataset [10] is utilized for region-based
document classification in [5]. These proposed methods have
been trained on the Ryerson Vision Lab Complex Document
Information Processing (RVL-CDIP) dataset [2], which has 16
classes, such as letter, form, email, etc. While classes of this
dataset are distinguishable from each other and images of inter-
class are consistent, banking order documents have different
structures, which can be seen in Figure 2.

Different structures can be categorized as follows:

• free-formatted texts,
• large tables,
• customer arranged forms which are unique for each

customer,
• forms that are pre-defined by certain organizations.

Due to structural variation of documents in our dataset,
only the vision method is not sufficient for our classification
task. Similarly, documents belonging to the same class can
be a form or a free-formatted text. Sample documents for
this problem can be shown in Figure 3. To overcome these
difficulties, we decide to utilize textual information obtained
via OCR besides visual information. After the text is obtained
from documents, this problem becomes a text classification
task. The main idea behind the recent methods is to capture the
document representations from characters, words or sentences,
by using CNN or Long Short-Term Memory (LSTM), to

21Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-731-3

IMMM 2019 : The Ninth International Conference on Advances in Information Mining and Management

                            29 / 44



Figure 2. Sample images from the Turkish Banking Documents.

classify documents using these representations. Using CNNs
to extract information from characters or word embeddings
in order to classify texts have been proposed in [11][12]. In
addition, [13] and [14] suggested to use embeddings with
sequential models like Gated Recurrent Units (GRUs) or
LSTMs.

Figure 3. Sample images for the formatted document (left) and free text
document (right) belonging to the money transfer class.

Although multimodal deep learning methods have been
proposed for classification [15][16], visual question an-
swering [17]-[19], image captioning [20][21], photo edit-
ing [22][23], and many other tasks, to the best of our knowl-
edge, these methods have not been used for multimodal doc-
ument classification. One of the recent works on this specific
field proposed methods that use hand-crafted features and
SVM for classification in early and late fusion strategies [24].
We propose multimodal classification networks by utilizing the

deep neural networks on both modalities, which is different
from previous works on document classification.

In this work, our main purpose is to be able to classify
Turkish banking documents by utilizing the images of docu-
ments and the text which belongs to document. Textual and
visual modalities are combined in two methods as early and
late fusion in our proposed multimodal deep neural networks.
In late fusion, we use our pre-trained LSTM model for text
modality and pre-trained CNN model for vision modality to
obtain probabilities. Then, we train a small decision level
network, which predicts a class by using these probabilities.
On the other hand, by feeding FastText embedding to LSTM
and images to CNN, the proposed early fusion method jointly
learns the image and text representations.

The rest of the paper is organized as follows: our methods
are described in Section II, and the experimental results are
discussed in Section III. Finally, the conclusion is given in
Section IV.

II. METHODS

A. Word Vectors
To train word vectors, we organized an unsupervised

dataset with 4.9M documents. Then, we used the Abbyy
FineReader OCR tool [25] to extract texts from the data.
The obtained text data consists of a total of 787M words
and 55.5M vocabulary size. Since OCR generates faulty texts
because of noisy images and misspellings, our vocabulary size
is unusually large. To overcome problems caused by OCR
noises and misspellings, we chose FastText embedding [26],
since it works in agglutinative languages more effectively and
is able to capture spelling errors better. In Table I, we have
show that the most similar words to word ”nezdinizdeki” (a
frequently used Turkish word that means in care of ) are the
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Figure 4. An overview of early fusion network.

words with OCR noises and misspellings. We trained 50, 100
and 300 dimensional FastText embedding vectors and chose
to use 100 dimensional vectors in our experiments since it
achieved the best accuracy.

B. Text Model
We used a rather simple neural network model with ap-

proximately 123k trainable parameters to classify documents
using their texts. Our model consists of an embedding layer,
a dropout layer with 0.4 rate, an LSTM layer with 128
hidden nodes and, finally, a dense layer that outputs the class
predictions. Sequential capabilities of LSTMs fit well in our
problem since each document in the data has different number
of tokens and each of them is fed to LSTM in a single step.
This rather simple model is able to perform good predictions
thanks to our pre-trained word embeddings.

TABLE I. WORDS THAT ARE MOST SIMILAR TO ”nezdinizdeki”

Word Cosine Distance

nezdinizdekı 0.033
nezdinı̂zdeki 0.033
nezdı̂nizdeki 0.035
nezdınizdeki 0.037
nezdinizdekı̂ 0.038
nezrı̂nizdeki 0.041
nezdinızdeki 0.043
nezinizdeki 0.046

C. Vision Model
We employed VGG-16 [7] network, which is a well-known

architecture as the winner of ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) 2014 [27]. This network
includes 5 convolutional blocks, which have 13 convolutional
layers, and these layers are followed by three fully connected
layers. VGG-16 model, pre-trained on ImageNet dataset which
includes approximately 1 million images from 1000 classes, is
utilized for transfer learning. Firstly, this pre-trained model
is fine-tuned on the RVL-CDIP dataset [2] which consists
of 320,000 train, 40,000 validation, and 40,000 test images
from 16 classes: letter, memo, email, filefolder, form, handwrit-
ten, invoice, advertisement, budget, news article, presentation,
scientific publication, questionnaire, resume, scientific report,
and specification. Thus, the pre-trained model is utilized to

 VGG 16Image

Text Text Model

      

     

Figure 5. An overview of late fusion network.

understand document images. Finally, this model is fine-tuned
on our dataset to classify 45 classes.

D. Multimodal Classification Models
Multimodal learning allows using different modalities, e.g.,

text, vision, speech, sensor data, which are related to each
other during learning [28]. Utilizing different modalities, called
fusion, can take place in a different phase of learning. Corre-
spondingly, fusion methods can be categorized into late fusion,
early fusion, and hybrid fusion. Early fusion methods are based
on feature learning for different modalities, while late fusion
methods are defined as the decision-based.

Early Fusion. The proposed early fusion multimodal net-
work learns embeddings jointly for vision and text modality.
Our proposed network is demonstrated in Figure 4. Firstly,
the output of the last convolutional layer of the VGG-16
model pre-trained on ImageNet was used to obtain 7 × 7 ×
512 dimensional visual features. After this convolutional layer,
global average pooling layer is added to reduce the dimension
of the visual features to 512. Weights of the vision model
are fixed and fine-tuned during training. Also, the text model,
which is explained in Section II-B, is trained from scratch by
using FastText word embedding as an input. The output of
the text model is 128 dimensional. Textual and visual features
are concatenated and fed into three fully-connected layers to
classify documents. These fully connected layers are shared
during training.

Late Fusion. The late fusion method combines different
model probabilities to capture two model results as a kind of
decision mechanism. According to our preliminary analysis
on results of text and vision models, while text model predicts
the wrong label for some documents, the vision model can
predict the correct label even if the vision model accuracy is
lower than the text model accuracy on classification. Our late
fusion network takes as an input the concatenated probabilities
obtained from text and vision models. This network consists of
two fully-connected layers for the training of the classification
model. An overview of our late fusion network is illustrated
in Figure 5. Since each model has 45 probability score, the
input is 90 dimensional vector for this network.

Implementation Details. We implemented our models in
Keras [29]. Training of all models was done over GTX 1080Ti
GPU with the batch size 32. We performed between 40-50
epochs for all models. We used ADAM [30] optimizer with
the learning rate in the range of 0.001 and 0.0001 and early
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stopping on the validation dataset by controlling validation loss
for specified consecutive epochs.

III. EXPERIMENTAL RESULTS

A. Dataset
In the banking domain, customer orders have over 200

distinct process types, however, most of these processes are
scarcely used. Therefore, we selected the most commonly used
45 distinct process types and limited our problem scope to
these. We create a dataset with approximately 27k banking
order documents labeled with 45 different classes. Sample
images from several classes are shown in Figure 2. Each class
has a variable number of instances that changes between 100
and 1000. We split the data by 70%, 15%, and 15% in order
to create train, validation, and test sets, respectively. Since we
require a different train set for training vision/text model and
late fusion model, we split our main train by 75% train1 and
25% train2; similarly, we split the main validation by 75%
validation1 and 25% validation2.

Challenges on the dataset.
The main challenge is that the documents were wrongly

labeled by the back-office operator at the bank due to op-
erational mistakes. The second significant challenge is that
several classes have similar documents visually and textually.
In addition, inter-class variation is quite common in the dataset.
Moreover, some of the documents are filled with handwriting
and such documents do not have textual information since the
OCR tool does not support handwritten documents. In addition
to the valid customer orders, irrelevant documents also reside
in the data.

These irrelevant documents are:

• ID cards,
• driving licenses,
• property ownership documents (deeds),
• credit cards photocopies,
• registry newspapers,
• blank documents.

Figure 6. Sample images from the irrelevant documents.

Sample images of the irrelevant documents are illustrated
in Figure 6. These irrelevant documents also have labels, sim-
ilarly to the main documents. This situation causes confusion
during training and testing. These dataset specific problems
make our task harder than a document classification. Therefore,
we considered our dataset a noisy dataset.

B. Results and Discussion

We evaluated our proposed methods on our Turkish bank-
ing dataset. We primarily investigated the effects of training the
vision model on the early fusion multimodal network. To be
able to do this, we employed two training strategies in the early
fusion model. Firstly, ImageNet pre-trained model was utilized
without updating weights, namely the fixed vision. Secondly,
the last convolution block was fine-tuned in the model called
fine-tuned vision. The text model was trained from scratch in
both of them. As seen in Table II, fine-tuning vision model
enhances the classification accuracy since the vision model
adapts to the document images.

TABLE II. RESULTS ON EARLY FUSION

Learning joint embeddings Accuracy (%)

fixed vision
trained text from scratch 83.82

fine-tuned vision
trained text from scratch 85.29

We have mainly four models to conduct experiments in
order to classify banking documents: vision, text, early fusion
and late fusion models, hence we have four main results. To
compare all proposed models fairly, all experimental results
are reported on the same test set. The results of all models are
provided in Table III.

TABLE III. RESULTS ON ALL MODELS

Method Accuracy (%)

Vision Model 70.53
Text Model 84.56

Early Fusion 85.29
Late Fusion 85.42

We also analyzed the performance of our multimodal net-
works by comparing with text and vision models. The highest
improvement on the accuracy is observed when comparing
the proposed multimodal networks with the vision model.
However, we obtained a slightly better improvement when we
compared the multimodal networks with the text model. This
indicates that text embeddings are more beneficial than vision
embedding for this task on these kinds of documents. Most
of our documents in the dataset are free-formatted, thus this
difference in accuracy between the vision and the text model
is expected. On the other hand, multimodal networks achieve
better results than the text model for class-based accuracies, es-
pecially when a class has visually rich documents, as expected.
In addition, these improvements can be seen as fairly good
results because of the constraints discussed in Section III-A.
We observed that our fusion methods especially benefit from
the text model since the text model and the multimodal
model have approximately equal results. 1% improvement of
the accuracy might seem unsatisfactory, but in a real-world
scenario, where the prediction of each document is critical,
such improvement diminishes the requirement of manpower.
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IV. CONCLUSION

In this work, we proposed deep multimodal networks for
document classification by using two fusion methods. The
petition based customer order documents have different types
of format, therefore, we focused to understand all types of doc-
uments by learning visual and textual features. We performed
our experiments on our Turkish banking order dataset. The
experimental results indicate that both early and late fusion
multimodal models outperform text and vision models.
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Abstract—Feature extraction is a critical task in fake news
detection. Embedding techniques, such as word embedding and
deep neural networks, are attracting much attention for textual
feature extraction, and have the potential to learn better repre-
sentations. In this paper, we propose a joint Convolutional Neural
Network model (CNN) and a Long Short Term Memory (LSTM)
recurrent neural network architecture, taking advantage of the
coarse-grained local features generated by CNN and long-distance
dependencies learned via LSTM. An empirical evaluation of our
model shows good prediction accuracy of fake news detection,
when compared to Support Vector Machine and CNN baselines.

Keywords–Fake news detection; social networks; deep learning;
convolutional neural network; text classification; words embedding
technique.

I. INTRODUCTION

Social media have pushed the ability to exchange informa-
tion at a much greater pace, to a far wider audience than ever
before. This information is not always truthful. Because anyone
can publish anything on the Internet, the information obtained
from this source can be inaccurate or even intentionally false
(fake news) [1]. The term ”fake news” became mainstream
during the 2016 US presidential election campaign when
hundreds of websites published falsified or heavily biased
stories - many of them in the pursuit of capitalising on social
media advertising revenue. The fake news term, popularised
by the US President Donald Trump, is so prevalent now that it
is hard to believe that just a few years ago the term was barely
used. Besides, there are a variety of reasons for fake news and
misinformation growing in levels, and rising in importance.
These include how easy it is now to set up a website or even
to manipulate a webpage to include the information desired, as
well as how suited social media is for fake news broadcasting,
combined with the rise of online social media. This work
presents a comprehensive study on the features of different
fake news datasets. To this extent, we implement methods
based on both recent deep learning methods and machine
learning methods to effectively detect fake news based on text

features.
The rest of the paper is organized as follows: related litera-

ture survey is given in Section 2, Section 3 regroups fake news
characteristics across different dimensions and summarizes
some datasets features, the details of the proposed framework
are introduced in Section 4, experimental results are presented
in Section 5, and the study is concluded in Section 6.

II. RELATED WORK

The problem of fake news detection is more challenging
than detecting deceptive reviews, since the political language
on TV interviews, posts on Facebook and Twitters consists
mostly short statements. The dissemination of fake news may
cause large-scale negative effects, and sometimes can affect or
even manipulate important public events. For example, within
the final three months of the 2016 US presidential election,
the fake news generated to favor either of the two nominees
was believed by many people and was shared by more than
37 million times on Facebook [1]. There has been a large
body of work surrounding features analysis of fake news.
For example, Jin et al. [2] analyzed news articles’ images
for fake news detection based on multimedia datasets. They
explored various visual and statistical image features to predict
respective articles’ veracity. Moreover, they proposed a fake
news detection method utilizing the credibility propagation
network built by exploiting conflicting viewpoints extracted
from tweets. Yang et al. [3] proposed an efficient model
for early detection of fake news through classifying news
propagation paths using a multivariate time series. They
realized a new deep learning model, which was comprised
of four major components, i.e., propagation path construction
and transformation, Recurrent Neural Network (RNN) based
propagation path representation, CNN-based propagation path
representation, and propagation path classification, which
were integrated together to detect fake news at the early stage
of its propagation.
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Fake news detection based on surface-level linguistic pat-
terns is also a popular trend in this area, such as building
classifiers to detect whether tweets are factual or not. Ruchan-
sky et al. [4] proposed an architecture of three components;
the first module is a recurrent neural network to capture the
temporal pattern of user activity on articles, and, the second
module learns the source characteristic based on the behavior
of users, and the two were integrated with the third module
to classify an article as fake or not. Wang et al. [5] proposed
an Event Adversarial Neural Network (EANN), which consists
of three main components: the multi-modal feature extractor,
the fake news detector, and the event discriminator. The multi-
modal feature extractor is responsible for extracting the textual
and visual features from posts. It cooperates with the fake
news detector to learn the discriminable representation for the
detection of fake news. Hardalov et al. [6] used a combination
of linguistic, credibility and semantic features to differentiate
between real and fake news. In their work, linguistic features
include (weighted) n-grams and normalized number of unique
words per article. Credibility features include capitalization,
punctuation, pronoun usage and sentiment polarity features
generated from lexicons. Text semantics were analyzed us-
ing embedding vectors method. All feature categories were
tested independently and in combination based on self-created
datasets. The best performance was achieved using all available
features. In addition, Ma et al. [7] observed changes in
linguistic properties of messages over the lifetime of a rumor
using Support Vector Machine (SVM) based on time series
features, then, they showed good results in the early detection
of an emerging rumor. Moreover, Conroy et al. [8] illustrated
that the best results for fake news detection could be achieved
while combining linguistic and network features. Ciampaglia
et al. [9] proposed to map the fact-checking task to the well-
known task of finding the shortest path in a graph in order
to utilize the information provided by knowledge networks.
In that case, a shortest path indicates a higher probability
of a truthful statement. Wang [10] [11] designed a hybrid
Convolutional Neural Network (CNN or ConvNet) to integrate
metadata with text. The best performance was achieved when
incorporating different metadata features. Lendavi and Reichel
[12] investigated contradictions in rumors sequences of micro-
posts by analyzing posts at the text similarity level. The authors
argue that vocabulary and token sequence overlap scores can
be used to generate cues to veracity assessment, even for short
and noisy texts. Joulin et al. [13] proposed a text classification
model based on n-gram features, dimensionality reduction, and
a fast approximation of the softmax classifier. This fast text
classifier is built upon a product quantization method in order
to minimizes the softmax loss l over N documents, therfore,
it gives accurate results with less training and evaluation time
[14]. For a full review of the state of the art in fake news
detection in social media, see Zhou et al. [15].

In this work, we aim at building a new solution for
addressing the detection of fake news based on the textual
content of the news. For this reason, we realize a joint CNN-
LSTM model, which can be defined by adding CNN layers
in the front, followed by Long Short Term Memory (LSTM)
layers with a dense layer on the output. Indeed, when analyzing
fake news with such combination, the CNN acts like a trainable
feature detector for the fake news content. It learns powerful
convolutional features, which operate on a static spatial input.

The LSTM, instead, receives a sequence of such high-level
representations and generates a description of the content or
maps it to some static class of outputs. We show that this
combined approach works better than baselines approaches.

III. EXPLORING FEATURES EXTRACTION

The propagation of false information on social media is
related to several factors, such as the information content and
the users’ behaviors. In this Section, in order to build a deep
learning model that extracts discriminative characteristics of
fake news, we study the most relevant attributes at the content
level, user level, and social level [16]. Below, we elaborate on
each level.

A. Content level
In order to capture the different aspects of fake news and

real news, existing work relies on news content. Basically, the
useful features that mostly are extracted from news content are
linguistic-based and visual-based. Different kinds of linguistic
features can be built: (i) lexical features, including character
level and word-level features, such as total words, characters
per word, frequency of large words, and unique words; (ii)
syntactic features, including sentence level features, such as
frequency of function words and phrases, i.e., n-grams and
bag of words approaches [17], or Punctuation and Parts of
Speech (POS) tagging. Also, visual-based characteristics have
been shown to be an important manipulator for fake news
propaganda [18]. As we have characterized, fake news exploits
the individual vulnerabilities of people and thus often relies on
sensational or even fake images (or fake videos) to provoke
anger or other emotional response in the consumers.

B. User level
User based features represent the characteristics of those

users who have interactions with the news on social media.
These user level features are extracted to infer the credibility
and reliability of each user using various aspects of user
demographics, such as: registration age, number of followers
and followees, number of tweets the user has authored, etc.
[19]. Further, the users engagement in news dissemination
process ranges from users response to a post up to spreading
news pieces. Several works have observed that there are major
psychological and cognitive factors that heavily increase the
user engagement to fake news spreading:

• naive realism: consumers tend to believe that their
perception of reality is the only accurate view, while
others who disagree are regarded as uninformed, irra-
tional, or biased [20].

• confirmation bias: consumers prefer to receive infor-
mation that confirms their existing views [21].

Prospect theory describes decision making as a process
by which people make choices based on the relative gains
and losses as compared to their current state. This desire of
maximizing the reward of a decision, to have social gains, can
be modeled from an economic game theoretical perspective
[22] by formulating the news generation and consumption
cycle as a two-player strategy game. In fact, there are two
kinds of key players in the information ecosystem: publisher
and consumer. The utility for the publisher stems from two
perspectives:
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• short-term utility: the publisher’s profit which is
positively correlated with the number of consumers
reached.

• long-term utility: the publisher’s reputation in terms
of news authenticity.

The utility for consumers consists of two parts:

• information utility: obtaining true and unbiased infor-
mation.

• psychology utility: receiving news that satisfies their
prior opinions and social needs, e.g., confirmation bias
and prospect theory.

Both publisher and consumer try to maximize their overall
utilities in the strategy game that is the news consumption
process.

C. Social level
Social dimensions refer to the heterogeneity and weak

dependency of social connections within different social com-
munities. Users’ perceptions of fake news pieces are highly
affected by their like minded friends on social media, while
the degree differs along different social dimensions. Thus, it is
worth exploring why and how different social dimensions play
a role in spreading fake news. Recent findings [23] showed
that users on Facebook tend to select information that adhere
to their system of beliefs and to form polarized groups, i.e.,
echo chambers. For example, users on Facebook always follow
like-minded people and thus receive news that promote their
favored existing narratives. The echo chamber effect facilitates
the process by which people consume and believe fake news
due to the following psychological factors:

• Social credibility, which means that people are more
likely to perceive a source as credible if others per-
ceive the source as credible, especially when there
is not enough information available to access the
truthfulness of the source.

• Frequency heuristic, which means that consumers may
naturally favor information they hear frequently, even
if it is fake news. Del Vicario et al. [24] showed that
social homogeneity is the primary driver of content
diffusion, and one frequent result is the formation of
homogeneous, polarized clusters. Most of the time,
the information is taken by a friend having the same
profile (polarization), i.e., belonging to the same echo-
chamber.

In Table I, we categorize the methods discussed in Section
II, based on the features of the fake information analyzed. The
majority of fake news detection algorithms are content feature
based, in that they rely on developing efficient features of
news content that individually or jointly are able to distinguish
between real and fake information.

IV. MODEL CONSTRUCTION

In this work, we combined a CNN and a LSTM, which
is a type of Recurrent Neural Network. Figure 1 shows
the overview of our combined CNN-LSTM neural network
for fake news detection. In fact, there are many interesting
properties that one can get from combining convolutional
neural networks and LSTM network, as we will discuss later

in this work.
We build our CNN-LSTM deep neural networks model as

follows: the embedding layer is the first layer in the model and
it represents each statement (text) as a row of vectors. Each
vector represents a token based on the word-level used. Each
word in the statement, which is one token in the word level,
is embedded into a vector with length of 300. This layer is
a matrix of size w × v , where v is the length of the vector
and w is the number of tokens in the statements. The value
of w is the maximum length of a statement. Any statement
that contains less than the maximum number of tokens in
the statement will be padded with < Pad> to have the same
length as the maximum statement length. Each matrix in the
word level has the size of 50 × 300. The vocabulary size is
10,000. We used a pre-trained 300-dimensional Google News
Vectors method (GloVe) [25] of learning word embeddings
from text. After that, we added a drop-out layers [26] to
reduce overfitting and set the drop-out probability to 0.2 when
training. The output is fed to the next layer. Then, we added a
Convolutional Neural Networks layer that extract features from
local input patches. We used 10 filters with size 3 to extract
features of words from statement. Each filter detects multiple
features in the text using ReLu [27] activation function in order
to represent them in the feature map. Then, a standard max
pooling operation is performed on the latent space, followed
by a LSTM layer. The forward one-dimensional (1D) max
pooling layer is a form of non-linear down sampling of an
input tensor X ∈ Rn1×n2×...×np . 1D max pooling partitions
the input tensor data into 1D subtensors along the dimension
k, selects an element with the maximal numeric value in each
subtensor, and transforms the input tensor to the output tensor
Y by replacing each subtensor with its maximum element.
The max operation or function is the most commonly used
technique for this layer and it is used in our experiments. The
reason for selecting the highest value is to capture the most
important feature and reduce the computation in the advanced
layers. The LSTM layer has a set number of units and the
input of each cell is the output from the previous max pooling
layer. In fact, the output vectors of the max pooling layer
become inputs to the LSTM networks to measure the long-term
dependencies of feature sequences. The outputs from LSTMs
are merged and then passed to a fully connected layer. We
need the expressive power of two fully connected layers. The
last dense layer converts the array into a single output in the
range {0, 1}. Thus, the sigmoid function is used [28].

For comparison, we used two baselines: a Support Vector
Machine classifier (SVM) [29], and a Convolutional Neural
Network model [30]. For SVM, we used Scikit-learn library
which provides very strong performances on short text
classification problems. For CNN, we used TensorFlow [31]
for the implementation. The CNN baseline model is obtained
as follows: we performed unsupervised learning of word-level
embeddings. Then, we added a drop-out layer with probability
equal to 0.2. The output of the drop-out layer is fed to a
convolution layer ConvNet1D with 10 filters with size 3 and
the activation function ReLu. Then, a standard max pooling
operation is performed followed by a 1D global average
pooling layer. The average pooling layer output is passed to
a fully connected layer followed by a drop-out layer with
0.6 drop-out probability. We added a fully connected layer
to trade network-depth for increasing the chances to get a
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Figure 1. The architecture of the proposed fake news detection model

better learned layer. The sigmoid activation function is used
to generate the final classification. For this CNN baseline,
we have added two drop-out layer in order to improve the
accuracy. This choice was made empirically.

V. EXPERIMENTAL SETTINGS AND RESULTS

A. Dataset pre-processing
To fairly evaluate the performance of the proposed model,

we conduct the experiments on two real social media datasets:
Liar dataset [10] and News Articles dataset [32]. These two
datasets contain a rich metadata that would help to descrimi-
nate text-features.

The Liar dataset [10] is collected from the fact-checking
website PolitiFact through its API [33]. The website Poli-
tiFact.COM focused on looking at specific statements made
by politicians and rating them for accuracy. The Liar dataset
includes a rich set of metadata for each speaker: statement,
party affiliations, current job, home state, as well as historical
counts of inaccurate statements. These various metadata can
be granular enough to define features at the content level.
The Liar dataset comprises 12,836 short statements labeled for
truthfulness, subject, context/venue, speaker, state, party, and
prior history, as illustrated in Figure 2. This dataset considers
six fine-grained labels for the truthfulness ratings: pants-fire,
false, barely-true, half-true, mostly-true, and true. In our work,
we analyze the correlation between these labels. Figure 3

shows that, from the perspective of the description space, some
labels might well be just correlated noise. For this reason, we
merge the mostly-true and the half-true labels into the true
label, and merge the barely-true and the pants-fire labels into
the false label. The association between labels may give birth
to a better classification standard.

Figure 2. Liar dataset attributes

The News Articles dataset [32] comprises 20,800 stories
labeled as unreliable or reliable, as shown in Figure 4. The
News Articles dataset contains text, author, and title.

In the pre-processing phase, we have dropped the rows
with missing values. Also, we have removed from each text
the punctuations marks and the stop-words, which represent the
most common words in a language, such as ”are”, ”as”, ”the”,
etc. In addition, we have applied a stemming process to cut
off the end or the beginning of the word, taking into account
a list of common prefixes and suffixes that can be found in an
inflected word. For example, for News Articles dataset , after

TABLE I. COMPARISON OF FEATURES-BASED FAKE NEWS DETECTION METHODS.

Methods Content level User level Social level
Linguistic Visual User profile Credibility features Diffusion network Freindship network

Ma et al. (2015) [7] X
Conory et al. (2015) [8] X X

Ciampaglia et al. (2015)[9] X X
Lendavi et al. (2016)[12] X
Hardalov et al. (2016)[6] X X
Julian et al. (2016)[13] X

Wang 2016 [5] X
Jin et al. (2017)[2] X X

Ruchansky et al. (2017) X X
Wang et al. (2018) X X
Yang et al. (2018) X X X
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Figure 3. a) Correlation betwen labels of Liar dataset b) The Liar dataset
labels

dropping the rows with missing labels or with an empty text,
we have obtained 7,924 real labels and 10,361 fake labels.
After that, we have applied a tokenization technique which
is the process of splitting the given text into smaller pieces
called tokens (words, numbers and others can be considered as
tokens). Finally, we have created sequences with a vocabulary
size of 10,000 for the Liar datset and 50,000 for the News
Articles dataset. We have used a padding to obtain equally
sized sequences.

Figure 4. News Articles dataset attributes

B. CNN-LSTM Implementation
For the experiment, we needed to separate training

and testing sets. We have randomly split the dataset into
approximately 80% training set and 20% testing set. In
order to fine-tune the model hyperparameters, we needed
a validation dataset; therefore, we split again the training
dataset into 70% training set and 10% validation set. Table II
shows the corpus statistics.

TABLE II. DATASETS STATISTICS.

Dataset Statistics Liar News articles
Training set size 10,240 11,703
Validation set size 1,284 2,925
Testing set size 1,267 3,657
Real label 7,134 7,924
Fake label 5,657 10,361

We implement our CNN-LSTM framework in Keras
[34],following a pattern composed of 7 layers as described
in Section IV. We train the network for 400 epochs with
a batch size equal to 64 (the number of training examples
utilized in one iteration) using Stochastic Gradient Descent
(SGD) as optimization for loss function, employing the ReLu
as activation function at convolution layer and the sigmoid
as activation function at the output layer. We tune these

hyperparameters on a validation set (10 % of the data). Table
III shows a summury of the proposed CNN-LSTM model.

TABLE III. MODEL SUMMARY

Layer Input shape Output shape
Embedding (None, 50) (None, 50, 300)
drop-out (None, 50, 300) (None, 50, 300)
Conv1D (None, 50, 300) (None, 48, 10)
Max Pooling (None, 48, 10) (None, 24, 10)
LSTM (None, 24, 10) (None, 30)
Dense (None, 30) (None, 64)
Output layer: Dense (None, 64) (None, 1)

TABLE IV. THE RESULTS OF DIFFERENT METHODS ON TWO
DATASETS.

Dataset Method Accuracy Precision Recall

Liar
dataset

SVM 0.608 0.603 0.608
CNN 0.614 0.611 0.614
CNN-LSTM 0.623 0.620 0.623

News
Articles
dataset

SVM 0.683 0.680 0.683
CNN 0.708 0.701 0.708
CNN-LSTM 0.725 0.721 0.725

Table IV shows the experimental results of baselines and
the proposed approaches on two datasets. We can observe
that the overall performance of the proposed CNN-LSTM
is much better than the baselines in terms of accuracy,
precision and recall on both datasets. On the Liar dataset,
the CNN-LSTM outperformed all models, resulting in an
accuracy of 62.34%. On News Articles dataset, the highest
value 72.50% of accuracy shows that we can well describe
fake news content using such CNN-LSTM pair. Therefore,
it is more efficient to apply our model on a large dataset in
order to improve the fake news detection as opposed to a
small datasets. Furthermore, since we have found that the
CNN-LSTM model based on text-features discriminates the
truthfulness of fake news , we are going to incorporate various
metadata in our framework deep learning model. This could
help to improve the accuracy of the fake news detection results

VI. CONCLUSION

In this work, we study the problem of fake news detec-
tion. We focus on fake news detection methods based on
text-features. We propose a hybrid CNN-LSTM model as a
combination of a convolution layer, used to extract unlabeled
features, and a LSTM layer used to capture long-term depen-
dencies between the sequences in order to learn a regulatory
grammar to improve predictions. Experiments on two real-
world datasets demonstrate the heigh accuracy of the CNN-
LSTM model in classifying fake news.

The achieved results open several interesting directions for
future work. First of all, we believe that fake news detection
performance can be further improved. For this reason, we
are studying the advantage of using all the other metadata
(statement, author, title, and subject) for fake news detection.
Second, to better understand the fake news detection charac-
teristics and how to better use deep learning for that, more
thorough experiments are required in the future and will be
conducted on different datasets. Finally, we aim to understand
the correlation between data diffusion, influence [35] and fake
news, and we started designing a scenario for studying this
aspect.
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Abstract— Nowadays, there is a great interest from academia, 
the industry, and the government to find potentially useful 
information to build a prediction model from data with high 
dimensionality, which has become one of the most important 
challenges in data mining and machine learning approaches. In 
this way, feature selection is the process of selecting the most 
useful features for building models in tasks like classification, 
regression or clustering, in order to reduce the dimensionality 
and facilitating the visualization and understanding of the 
data. In this paper, we propose a feature selection method 
based on the mean shift clustering algorithm and the Pearson 
correlation coefficient to contribute to solving some of the 
challenges in the data analytics systems, of real-time execution. 
Furthermore, we compare the mean shift method with the 
renowned Recursive Feature Elimination (RFE) method, as 
well as with the feature selection method designed by a human 
expert in the domain. Finally, the subsets of data generated 
with the attributes selected by the methods are evaluated by 
the J48 classification algorithm based on a decision tree, using 
a historical public safety data set. The clustering method 
proposed has a great advantage over the other methods in the 
computing time required to recommend a group of selected 
attributes. 
 

Keywords–feature selection; mean shift; clustering; data 
mining; J48. 

I. INTRODUCTION 
Nowadays, the trend in the administration of resources, 

infrastructure, and services in cities is increasingly based on 
their ability to make decisions using knowledge bases, as 
well as their potential to anchor external knowledge and the 
implementation of knowledge-based strategies, in order to 
provide a better quality of life to the citizens and visitors. 
This way, the concept of smart cities emerged, in which a 
smart city can understand how an urban environment is 
capable of offering advanced and innovative services for 
citizens in order to improve the quality of life in general by 
using widespread support of systems (system of systems) 

based on Information and Communication Technologies 
(ICT) [1]-[3]. ICT software applications and the intensive 
use of digital devices such as sensors, actuators, and mobiles 
are essential means for realizing smartness in any of smart 
city domains [4]. A concept closely related to smart cities is 
the Internet of Things (IoT) [5], representing an extension of 
the Internet with a large number of objects (physical or 
virtual things) with pervasive sensing, detection, actuation, 
and computational capabilities allowing these devices to 
generate, exchange, and consume data with minimal human 
intervention [6][7]. In smart cities, specific areas of 
application have been identified through smart systems, e.g., 
transportation, public safety, sustainability, healthcare, 
energy, transportation and mobility, environment, education, 
and governance [8][9]. 

The automation of a large number of business processes 
and transactions that run on inter-organizational information 
systems within smart cities, embedded systems, smart 
systems based on IoT technology, as well as the intensive 
use of social networks through smartphones and software 
systems that use cloud computing technology, have caused 
the generation of massive volumes of data (known as big 
data), of different types: structured, semi-structured or 
unstructured [10][11]. The knowledge extraction and the 
hidden correlations of big data is a growing trend in 
information systems to provide better services to citizens 
and support decision-making processes [12]. 

There is a great interest from academia, the industry, and 
government for the development and deployment of big data 
analysis applications, both for general use and specific use 
in smart cities, which face different challenges. Hence, 
finding potentially useful information to build a prediction 
model from data with high dimensionality has become one 
of the most important challenges of data extraction and 
knowledge discovery [13][14]. One of the effects of the 
high dimensionality in the data sets can cause prediction 
models with a low precision measure. In addition, these is a 
high computational cost associated with processing of a big 
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volume of data to predict an event [15]. To solve problems 
of high dimensionality in data sets (dimensionality 
reduction), approaches based on the feature selection and 
feature extraction methods have been proposed. 

Feature selection methods are used in data mining and 
machine learning, commonly in the pre-processing stages, 
and include both supervised and unsupervised techniques 
[16]. A feature is an individual measurable property of the 
instance being observed, and, through a set of attributes, a 
data mining or machine learning algorithm can perform data 
classification or clustering [17]. The feature selection 
approaches aim to select a small subset of features that 
minimize redundancy and maximize relevance to the target 
such as the class labels in classification [18]. In other words, 
the feature selection consists of selecting a subset of features 
representative of the original data set, but that can 
efficiently describe the input data. 

The feature selection algorithms can be classified into 
the following categories: filter, wrapper, and hybrid 
methods [15]. The filter methods select the most relevant 
features using variable ranking techniques as the principle 
criteria for attribute selection. In filter methods, the features 
weights are individually calculated based on some criteria 
(e.g., correlation coefficient), the attributes that satisfy these 
conditions are considered as selected features and the 
remaining ones are removed from the subset [19]. 
Furthermore, the wrapper methods use a predictor as a black 
box and the predictor performance as the objective function 
to evaluate the variable subset [17]. In wrapper methods, 
several search algorithms can be used to find a subset of 
variables which maximizes the objective function which is 
the classification performance. That is, in wrapper method 
uses the information of the classifier to find the best feature 
subset, usually by performing computationally expensive 
searches on the feature space. Additionally, the hybrid 
methods try to exploit the best functionalities of the filters 
and wrappers approach, trying to reduce the computational 
cost but maintaining the effectiveness in the objective task 
associated with using the selected functions [20]. 

In this paper, we propose a feature selection method 
based on the mean shift clustering algorithm in combination 
with the Pearson correlation measure, allowing to identify a 
subset of relevant and non-redundant attributes. In addition, 
we compare the mean shift method with the renowned 
Recursive Feature Elimination (RFE) method [21], as well 
as with a feature selection method designed by a human 
expert in the crime domain. Finally, the methods are 
evaluated through their implementation in a classification 
algorithm based on J48 decision tree. In the proposal, a data 
set of crime incidents from the last 17 years is used, where 
their records are collected by a set of software systems 
implemented in a smart city. The method based on the mean 
shift clustering algorithm has a great advantage over the 
other methods in the processing time required to 
recommend a group of attributes selected. 

The rest of the paper is organized as follows. The feature 
selection algorithm is the subject of Section 2. The 
experimental study and results are covered in Section 3. The 
conclusions and future research are presented in Section 4. 

II. CLUSTERING FEATURE SELECTION METHOD 
The proposed feature selection algorithm integrates the 

concepts of the mean shift clustering algorithm and the 
Pearson correlation analysis. The former is an unsupervised 
learning algorithm that clusters the data based on its natural 
distribution. This algorithm is characterized by not requiring 
prior knowledge of the number and location of the 
centroids. In the other hand, the Pearson correlation 
measures the statistical relationship between two variables, 
specifically the dependence of one variable on another 
variable. Therefore, in a statistical correlation, the two 
variables that are correlated are dependent on each other and 
one may be used to predict the other. The mean shift 
algorithm is a statistical clustering method based on non-
parametric kernel density estimation, which is expressed by 
(1). Given n data points xi, i = 1,…, n in the d-dimensional 
space Rd, the multivariate kernel density estimator with 
kernel K(x) and a symmetric positive definite d x d 
bandwidth matrix H, computed in the point x is given by 
[22][23]: 
 
 

(1) 
 
 
 

In Fig. 1 shows the operation of the method. The input 
data set is represented by a numerically encoded matrix. 
This data set turn into a data set or transposed matrix, i.e., 
let A be a matrix of dimension m x n, we denote the element 
of row i and column j as A(i, j), where i < m and j < n. 
Then, the transposed matrix of A is defined as the matrix AT 
of dimension n x m such that AT (j, i) = A(i, j), where i < m 
and j < n. Next, the mean shift algorithm initializes a 
window on all data points; with the first data point, its 
distance from all data points is calculated. The data points 
are used to find a new mean m(x) of the window according 
to the kernel k(x) [24]. The iterations continue until the 
mean of a window becomes fixed. Then, the algorithm will 
move on to the second data point and repeat the same 
procedure. The iterations will continue until the system 
converges.  

The mean shift algorithm generates a list with the set of 
clusters, which contains all the data set objects. The 
elements of the list are compared to each other to determine 
if they belong to the same clusters. If that is the case, the 
Pearson correlation coefficient between the two objects (i,j) 
is calculated by (2), using the original data set. 
 
 

(2) 

 
 

where xi is the ith variable, Y is the output (class labels), 
cov() is the covariance and var() the variance. Correlation 
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ranking can only detect linear dependencies between 
variable and target. 

The calculation of the Pearson correlation generates a 
correlation matrix, to which a threshold (filter) of  ≥ +0.5 
and -0.5 is applied, which allows us to remove the attributes 
with a value below the threshold, that is, with low linear 
correlation, allowing to select the representative attributes of 
the data set. 

Figure 1.  Feature selection algorithm. 

III. EXPERIMENTAL STUDY 
In this section, we compare the performance of our 

proposed clustering feature selection method with the RFE 
method and with a human expert method. A crime incidents 
data set of a smart city is used in our experiment. In this 
data set, crime data has been collected through a set of 
information systems and IoT technologies. The incidents of 
crime are from the City of Chicago, in the period from 2001 
to 2017, consisting of a total of 6.4 million records and 22 
attributes [25].  

Table I shows a description of the attributes contained in 
the data set. These attributes can be values of data type: 
string, numeric, date, location or Boolean. Further, the total 
number of cases or values contained by attribute are shown. 
The ID, Case Number, and Date attributes are not used in 
the execution of the attribute selection method, and the 
arrest attribute represents the class label of the data set, of 
Boolean type. 

A. Feature Selection Results 
In the feature selection mean shift-based method, the 

total number of records contained in the data set (6.4 
million) was used to make the recommendation of the 
attributes to be selected. This method selects 9 attributes 
(UICR, FBI Code, Y coordinate, Latitude, Location, Beat, 
District, Ward, and Community Area) from a total of 17. 

TABLE I.  DESCRIPTION OF THE ATRIBUTES CONTAINED IN THE 
DATA SET 

Feature Description No cases 

ID Unique identifier for the record 6,457,411 

Case Number 
Unique identifier of the incident 
assigned by the Chicago policy 

department. 
6,457,411 

Date  Date when the incident occurred. 2,740,512 

Block Extract of the address where the 
incident occurred. 60.144 

IUCR Codes used to classify criminal 
incidents by law enforcement agencies. 350 

Primary 
Type 

The primary type description of the 
IUCR code. 35 

Description The secondary description of the IUCR 
code 380 

Location 
Description 

Description of the location where the 
incident occurred. 180 

Domestic Indicates whether the incident is related 
to violence domestic. 2 

Beat Indicates the police district where the 
incident occurred. 25 

Ward The ward (City council district) where 
the incident occurred. 50 

Community 
Area 

Indicates the community area where the 
incident occurred 77 

FBI Code Indicates the crime classification based 
in the FBI system 26 

X coordinate 
The X coordinate of the location where 

the incident occurred in the state of 
Illinois. 

78,528 

Y coordinate 
The Y coordinate of the location where 

the incident occurred in the state of 
Illinois. 

129,825 

Year Year when the incident happened 17 

Update On Date and time when the record was 
updated. 2,593 

Latitude The latitude of the location where the 
incident took place. 861,599 

Longitude The longitude of the location where the 
incident happened 861,046 

Location This attribute is formed with the data of 
latitude and longitude attributes. 862,781 

Arrest A binary variable that indicates whether 
a criminal was arrested. 2 
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Table II shows the attributes selected by the method. 
The order of occurrence corresponds to the existing 
correlation between them, according to the approach 
presented in the previous section. The proposed mean shift 
method presents as a relevant characteristic a required 
computation time of 148.95 seconds (see Table II), to select 
the attributes. This time consists of 17.63 seconds for 
loading the data set, 107.29 seconds for the creation of 
clustering, and 24.03 seconds to execute the correlation, 
allowing the selected attributes to be displayed in minimum 
processing time. 

TABLE II.  COMPARISON OF THE ATTRIBUTES SELECTED BY THE 
METHODS 

Method Selected Features Time 

Mean Shift 1,10,12,15,17,6,7,8,9 148.95s 

RFE 1,4,10,11,12,16,17 2096.49s 

Human Expert 1,2,4,5,7,8,9,10 0.00s 

 
In the RFE-based method, 80% of the data set is used for 

the training of the algorithm, and the remaining 20% of 
instances of the data set is used for the validation phase 
required by the method. This method requires 2069.49 
seconds to recommend the attributes to be selected (see 
Table II). The RFE method selects 7 attributes (UICR, 
Location Description, FBI Code, X coordinate, Y 
coordinate, Longitude, and Location) from a total of 17.          

Additionally, a group of experts was consulted (we call 
this a human expert-based method), composed of business 
analysts (employees of the police and criminalistics 
department) and software engineers who manage public 
safety systems. The human expert method required 25 hours 
to analyze the attributes and values of the data set, 
proposing the following 8 attributes: UICR, Primary Type, 
Location Description, Domestic, District, Ward, 
Community Area, and FBI Code. 

The mean shift method coincides with the RFE method 
in 4 proposed attributes to be selected (UICR, FBI Code, Y 
coordinate, and Location), but only coincide in the position 
of occurrence of one attribute (UICR), in the list of 
attributes selected by the methods. On the other hand, the 
mean shift method coincides with the human expert method 
in 5 attributes (UICR, District, Ward, Community Area, and 
FBI Code), and the RFE method agrees with the human 
expert method only in 3 selected attributes (UICR, Location 
Description, and FBI Code). The three methods recommend 
selecting as a first attribute the UICR code, but the order of 
the rest of the concordant attributes among the methods does 
not match. 

B. J48 Algorithm Results 
The J48 decision tree algorithm is used to evaluate and 

compare the performance of the proposed feature selection 

algorithm with the RFE method and the human expert 
method, in terms of predictive accuracy. 

The instances of the data subsets used in the experiment 
were selected and extracted by a random method, 
automatically, from the original data set. In our experiment 
a 60-20-20 approach was applied, that is, 60% of the 
observations were used to train our model, 20% of the 
instances were used for the test phase of the model and the 
remaining 20% of records in the data set were used for the 
validation of the class label prediction model. 

We formed the reduced data sets (sub data set) 
containing those features selected by different feature 
selection methods applied to the full experimental data set. 
Then, we trained, tested, and evaluated the J48 classifier on 
the reduced data sets. The obtained classification accuracies 
are shown in Table III. 

TABLE III.  THE ACCURRACY OBTAINED BY J48 ALGORITHM FOR 
EACH ATTRIBUTE SELECTION METHOD 

Algorithm Testing Accuracy Evaluation Accuracy 

Mean Shift 0.886173 0.886952 

RFE 0.887452 0.887816 

Human Expert 0.886638 0.887259 

 
It can be observed that the classifier trained on the mean 

shift data set tends to exhibit slightly lower classification 
accuracy in testing phase (0.886173). The classifier trained 
on the data set containing features selected by the RFE 
method constantly performed better than the classifier 
trained with mean shift and human expert data sets, both in 
the testing phase and evaluation phase.  

The next important result that can be observed in Table 
III is that the mean shift method exhibits an improvement 
classification performance in the evaluation phase 
(0.886952), compared to the accuracy achieved in testing 
phase. Additionally, the mean shift method reduces the 
distance with the precision obtained by the other two 
methods. 

IV. CONCLUSIONS 
Feature selection provides an effective way to solve the 

dimensionality problem by removing irrelevant and 
redundant data, which can reduce computation time, 
improve learning accuracy, and facilitate a better 
understanding of the learning model or data. 

The mean shift method proposed allows obtaining the 
necessary features without human intervention, because the 
clustering is carried out automatically without the need to 
define a K number a priori. The selection of the most 
representative features is made with the support of 
Pearson’s linear correlation, pre-defining a threshold of +-
0.5, allowing to discard irrelevant attributes. 
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On the other hand, in the RFE method, it is necessary to 
define initially how many attributes we want the algorithm 
to select. In addition, since it is a wrapper-type method, it 
depends entirely on the learning algorithm with which it was 
trained. 

In our experiment, it is observed that the computation 
time required by the RFE method is very high compared to 
the processing time required by the mean shift method. This 
method only needs a 7.19% of the time of the RFE method 
to determine the attributes to be selected. Therefore, we 
consider that in data mining and automatic learning tools, 
with real-time execution, it is feasible to use the proposed 
mean shift method, because the computation time required 
to select the attributes by mean shift method is better than 
RFE and human expert methods. 
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