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Foreword

The Fifth International Conference on Advances in Information Mining and Management
(IMMM 2015), held between June 21-26, 2015, in Brussels, Belgium, continued a series of academic and
industrial events focusing on advances in all aspects related to information mining, management, and
use.

The amount of information and its complexity makes it difficult for our society to take
advantage of the distributed knowledge value. Knowledge, text, speech, picture, data, opinion, and
other forms of information representation, as well as the large spectrum of different potential sources
(sensors, bio, geographic, health, etc.) led to the development of special mining techniques,
mechanisms support, applications and enabling tools. However, the variety of information semantics,
the dynamic of information update and the rapid change in user needs are challenging aspects when
gathering and analyzing information.

IMMM 2015 also featured the following Symposium:
- DATASETS 2015: The International Symposium on Challenges for Designing and Using

Datasets

We take here the opportunity to warmly thank all the members of the IMMM 2015 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to IMMM 2014. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the IMMM 2015 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that IMMM 2015 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of information
mining and management.

We are convinced that the participants found the event useful and communications very open.
We hope that Brussels, Belgium, provided a pleasant environment during the conference and everyone
saved some time to enjoy the charm of the city.
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Closed Frequent Itemset Mining over Fast Data Stream Based on Hadoop 
 

Shan Jicheng, Liu Qingbao 
Science and Technology on Information Systems Engineering Laboratory 

 National University of Defense Technology 
Changsha, China 

email: sjcheng2007@126.com, liuqingbao@nudt.edu.cn
 
 

Abstract—Mining closed frequent itemsets provides complete 
and condensed information for non-redundant association 
rules generation. Online mining of closed frequent itemsets 
over streaming data is one of the most important issues in 
mining data streams. In this paper, we extend two types of 
methods to MapReduce platform to mine closed frequent 
itemset over fast data streams. Experiments show that both 
methods have performance improvement with more mapper 
nodes and the vertical format data method has higher speed to 
process fast data streams. 

Keywords- data stream; closed frequent itemsets; mapreduce. 

I.  INTRODUCTION 
Frequent itemset mining has been an important research 

issue for many years in data mining community. With the 
development of data storage and data processing, frequent 
itemset mining meets new challenges and needs to be 
extended. For example, Wireless Sensor Network (WSN) 
can be used to monitor the traffic status and the environment 
information. With time flows, the WSN will produce a large 
scale of data that cannot be storaged in traditional static 
database. WSN data related to time should be processed as 
stream data with special methods. However, most of the data 
stream mining methods face the performance problem as 
they are often used on one computer which has poor 
computing ability. When the stream becomes ‘bigger’ and 
‘faster’, these methods have lower effect or even cannot 
work. 

For mining frequent itemsets in traditional transactional 
database, Apriori is the most classic and most widely used 
algorithm proposed by R. Agrawal and R. Srikant in 1994 
[1]. The algorithm works in a multi-phase generation-and-
test framework, including the joining and pruning process to 
reduce the number of candidates before scanning the 
database for frequency computing. The algorithm terminates 
when no more candidate itemsets can be generated. The 
Apriori levelwise approach implies several scans over the 
database for support counting of candidate itemsets which 
affects the performance of the algorithm. To reduce the scan 
overhead, some depth-first methods were proposed, of which 
the Eclat (Equivalent CLASS Transformation) algorithm by 
Zaki [2] and the FP-Growth algorithm by Han, Pei, Yin, and 
Mao [3] are typical representatives. These algorithms use 
compressed data structure to store necessary transaction 

information and avoid candidate generation and levelwise 
scans. 

Recently, the increasing emergence of data streams has 
led to the study of online mining of frequent itemsets, which 
is an important technique for a wide range of emerging 
applications [4], such as web search and click-stream mining, 
trend analysis and fraud detection in telecommunications 
data, e-business and stock market analysis, and wireless 
sensor networks. Unlike mining static databases, mining data 
streams poses many new challenges. Firstly, it is not realistic 
to store the whole data stream in the main memory or even 
the secondary storage space as the data continuously come 
with no boundary. Secondly, traditional methods working on 
static stored datasets by multiple scans are unrealistic, since 
the streaming data is passed only once. Thirdly, stream 
mining requires highly efficient real-time processing in order 
to keep up with the high data arrival rate and mining results 
are expected to be available within short response time. In 
addition, the combinatorial explosion of itemsets exacerbates 
mining frequent itemsets over streams in terms of both 
memory consumption and time expense. In the past ten years, 
many algorithms to mine frequent itemsets over data stream 
have been proposed, like Lossy Counting [5], DSM-FI [6], 
FDPM [7] , estDec [8], FP-streaming [9], estWin [10], 
Moment [11], etc. These algorithms can be divided into two 
categories based on the window they adopt: the landmark 
window model and the sliding window model. 

With the advent of Internet and the exponential growth of 
data volume towards a terabyte or more, it has been more 
difficult to mine them on a single sequential machine. 
Researchers attempt to parallelize these frequent itemset 
mining algorithms to speed up the mining of the ever-
increasing sized databases. In big data era, we need new 
framework and new methods to capture and deal with 
dynamic changing, high dimensional, large scale data. In 
2004, Google proposed their Google File System [12] and 
MapReduce [13] framework which has been successfully 
used in Google search and other Google products. With 
some number of ordinary computers, Google Distributed File 
System solved the big data storage problem and MapReduce 
framework can be used to do computing work on the big data 
stored. In a MapReduce cluster, a node which schedules 
tasks execution among nodes is called the master, and other 
nodes are workers. MapReduce uses two phase procedure to 
implement Function Programming, map and reduce. The 
master is responsible for the scheduling of the map tasks and 

1Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-415-2
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the reduce tasks which are executed by the workers after the 
job is initialized. In Map phase, the map function in each 
node takes the input data as <key, value> pair and outputs a 
list of <key, value> pairs in different domain. Then in 
Reduce phase, the reduce function in nodes takes the output 
of map functions as <key, list-of-values> and outputs a 
collection of values as the result. Also, the output of the 
reduce function can be formatted as <key, value> pairs 
which makes multiphase mapreduce iteration possible. 
What’s more important, both the map and reduce functions 
can be performed in parallel. 

MapReduce hides the problems like fault tolerance, data 
distribution and load balancing in parallelization, which 
allows user to focus on the computing implementation 
problem without worrying about the parallelization details. 
Developers only need to write the map function to read 
blocks from the distributed file system and produce a set of 
intermediate <key, value> pairs. The MapReduce framework 
organizes together all intermediate values related to the same 
intermediate key , often with a shuffle procedure, and sends 
them to the reduce function [13]. The reduce function, also 
written by the user, captures an intermediate key and a set of 
values for that key. Then reduce function merges together 
these values to produce an aggregate result. This merging 
allows users to handle lists of values that are too large to fit 
in memory. Thus, MapReduce can be an efficient platform 
for mining frequent itemsets from huge datasets of tera- or 
peta-bytes [14][15][16][17][18]. 

In this paper, we consider to mining closed frequent 
itemsets over data stream with sliding window model based 
on the MapReduce framework. Closed frequent itemsets can 
store necessary information to get complete frequent itemsets 
with less storage requirement [19]. Sliding window model 
pays different attention to data produced at different time so 
that it can discover time-related rules which are more 
important in stream application environment. Based on the 
MapReduce framework, our method has higher performance 
and ability to process high-velocity large-volume dynamic-
variety stream data. 

The rest of this paper is organized as follows. The 
preliminary knowledge is given in Section II. Section III 
describes details of the two methods we extend and 
implement on MapReduce platform. Experiment results are 
shown and analyzed in Section IV. We conclude in Section 
V. 

II. PRELIMINARIES 
Let  be a set of items. Items may be 

commodities, products, records, internet links etc. Any 
subset I  is called an itemset. Let  be a set 
of transactions within a slide window of size n denoted by 
data stream. Each unique transaction ti of T is a pair <tidi, k-
itemsi> of which k-itemsi A is a set of k items. A 
transaction database can list, for example, the sets of 
products bought by the customers of a supermarket within a 
period of time, or the sets of pages a user visited for a site in 
a session. Every transaction refers to an itemset, but some 
itemsets may not appear in T. 

Let I A be an itemset and T a transaction database over 
A. A transaction t T covers the itemset I or the itemset is 
contained in transaction t if and only if I t. 

The set  is called the 
cover of I w.r.t. T. The cover of an itemset is the index set 
of transactions that cover it. 

The value  is called the absolute support 
of I with respect to T. The value of  is 
called the relative support of I with respect to T. The 
support of I is the number or fraction of transactions that 
cover it. Sometimes  is also called the (relative) 
frequency of I in T. 

The Frequent Itemset Mining problem can be formally 
defined as: 
 Given: 
 - a set  of items; 
 - a vector  of transactions over A; 
 - a number  such that , the 

minimum support. 
 Goal: 
 - the set of frequent itemsets, that is, the set 

. 
As shown in Figure 1, all the frequent k-itemsets (k=1,2,3) 

for the transaction database T left with 10 transactions are 
listed right given the minimum support smin= 3. So the 
frequent itemset for T is 

 
 

According to the priori property, every subset of a 
frequent itemset is also frequent. Thus, generation-and-test 
algorithms to mine all frequent itemsets (complete frequent 
itemsets) suffer from the problem of combinatorial 
explosion. To solve this problem two substitute solutions 
have been proposed. In the first solution, only maximal 
frequent itemsets are mined. A frequent itemset is maximal 
if none of its superset is frequent. The number of maximal 
frequent itemsets  is usually smaller than the number of 
complete frequent itemsets , and we can derive all the 
members of  from . It is a pity that  does not contain 

 
Figure 1. A transaction database, with 10 transactions, and the 

enumeration of all possible frequent itemsets using the minimum support of 
smin= 3 or min = 0.3 = 30%. 
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support information of itemsets that do not belong to . 
Thus, discovering only maximal frequent itemset loses 
information. 

The second solution maintains enough information to get 
complete frequent itemsets. It discovers all closed frequent 
itemsets from the database. An itemset is closed if and only 
if none of its superset has the same support as it has. 
Similarly, the number of closed frequent itemsets  is 
smaller than that of . More importantly, we can derive 

from  because a frequent itemset I must be a subset of 
one or more closed frequent itemset, and I’s support is equal 
to the maximal support of the closed itemsets it is contained 
in. 

For the three kinds of frequent itemsets, , we 
can get their relation which is . The maximal 
and closed frequent itemsets for the example above are: 

 
 

 
 

Since is smaller than  with no information loss about 
any frequent itemset, in this paper, we focus on the closed 
frequent itemsets mining. 

III. DATA STREAM MIMING ON MAPREDUCE 
We designed two methods to mine high speed data 

streams on Hadoop platform and to make a comparison. In 
both solutions, we compress the high velocity data and split 
it into basic blocks. Every single block is a basic window 
unit processed by a mapper node. For the first method, we 
modified the moment algorithm to fit the MapReduce 
framework: as data flows in, single transactions are added to 
FP-Tree structure to maintain the data information. When the 
number of transactions reaches the threshold, the Closed 
Enumeration Tree (CET), which will be explained in Section 
IIIA, will be built for the first time. Then, the new 
transaction continues to be added and old transaction is 
deleted causing update of the CET. CET maintains enough 
information to get the closed frequent itemsets for the data 
stream at any moment. For the second method, we use 
vertical format data to store the item and transaction 
information. We build a matrix for basic window units. 
Every item contained in the stream has a line vector which 
lists all the transaction identifiers cover this item. Then, we 
can build itemset following alphabet order with item’s 
transaction cover vector. As computer has superiority of 
vector computing, the support counting and closure 
judgment will be easier. In Section V, we show the 
implementation and experiment results of the two methods 
on synthetic and real datasets. 

A. Moment-based MapReduce mining 
Moment[11] was used to update closed frequent itemsets 

for sliding window incrementally. It adopted a prefix tree 
structure in main memory called Closed Enumeration Tree 
(CET) to maintain the itemsets selected from the sliding 
window dynamically. The CET contains four node types 

which were described in detail in [11]. They are Infrequent 
Gateway Nodes (IGN), Unpromising Gateway Nodes (UGN), 
Intermediate Nodes (IN) and Closed Nodes (CN). Figure 2 
shows an example of a sliding window and its CET structure 
in which dashed circle represents IGN, dashed rectangle 
represents UGN, solid circle represents IN and CN is 
represented by solid rectangle. From the Apriori property, all 
super sets of infrequent itemset are not frequent, we can get: 
IGN has no super set in the CET, child nodes of UGN cannot 
be CN so that we do not need to maintain child nodes of 
UGN. CET only needs to store small part of the itemsets still 
being able to get accurate results. 

When a new transaction arrives, Moment explores nodes 
related to the transaction in the CET. For every node 
explored, Moment increase the support count and update the 
node type. In Figure 3, a new transaction T (tid 5) is added to 
the sliding window. We traverse the parts of the CET that are 
related to transaction T. For each related node nI , we update 
its support, tid sum, and possibly its node type. 

When an old transaction is to be deleted, Moment also 
explores nodes related to the transaction in the CET. For 
every node explored, Moment decreases the support count 
and updates the node type. In Figure 4, an old transaction T 
(tid 1) is deleted from the sliding window. To delete a 
transaction, we also traverse the parts of the CET that is 
related to the deleted transaction. For each related node nI , 
we update its support, tid sum, and possibly its node type. 

For its incremental way of updating for window’s sliding, 
Moment has a formally process procedure and becomes 
fundamental method to mine closed frequent itemsets for 
data stream. 

 
Figure 2. The Closed Enumeration Tree Corresponding to Window #1 

 
Figure 3. Adding a transaction 
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Figure 4. Deleting a transaction 

The MapReduce implementation of Moment M-Moment 
updates the whole CET using basic window as unit. The 
stream receiving modular compress the data stream to 
transaction format that can be produced as the input of the 
map function. A basic window was the split for a mapper 
node. The mapper node mines the split unit using Moment 
algorithm and send the intermediate results to reducer node. 
The reducer node calls the reduce function to combine 
intermediate key-value pairs to get the whole result as the 
closed frequent itemsets currently for the data stream. 

B. Vertical format data based MapReduce mining 
Vertical format was often used in Eclat-like methods. 

The transaction database was transformed to item-transaction 
matrix. The matrix was built with tid-list rows. A tid-list 
consists of two fields: Item and Tidset field. The Tidset for an 
item ip is denoted as tidset(ip) which is a set of transaction 
identifiers containing item ip. Tidset is a set structure that 
makes the find(tid) and inter(tidset1,tidset2) easy to 
implement and execute. Furthermore, we use an extended 
prefix tree to list itemsets with support and a hash table 
storing all closed frequent itemsets with their support as keys 
to check a new frequent itemset is closed or not. 

In the following, we discuss the related algorithms to 
deal with window moving [20]. All the algorithms have the 
same input parameters (nI, N, s) and result in the updating of 
the itemset type and the hash table. nI stands for the item to 
deal with, N is the window size, and s means the relative 
support threshold. Figure 5 describes the algorithm to build 
the hash table. In the building algorithm, each nI has a 
corresponding tidset, Tidset(I), to store the transactions 
information in the current sliding window. Function Build is 
a depth-first procedure. Build visits the itemsets in a 
lexicographical order. In the lines 1–2 of the algorithm, 
function Build is performed if nI is frequent and is not 
contained by other closed frequent itemsets. Function 
leftcheck uses the support of nI as a hash key to speed up the 
checking. In the lines 3–5, if nI passes the checking of the 
lines 1–2, Build generates all possible children of nI with 
frequent siblings and creates their tidset by set intersect 
operation of nI its frequent siblings. In the lines 6–7, Build 
recursively calls itself to check each child of nI .In the lines 
8–10, if there is no child of nI with the same support as nI, nI 
is a closed frequent itemset and it is retained in the hash table.  

 
Figure 5. Algorithm of Build 

When continues to read transactions after the window is 
full, the window slides with two operations: delete the oldest 
transaction and append the new incoming transaction.  

Deleting the oldest transaction is the first step of window 
sliding. First of all, all items are visited to check if the 
deleted transaction contains it. Then, all items in the deleted 
transaction are kept and corresponding transaction id is 
deleted from their tidsets. Figure 6 gives the algorithm of 
deleting the oldest transaction after removing the transaction 
id from the tidsets of items. In Figure 6, the function Delete 
generates the prefix tree including the itemsets whose 
supports are beyond s*N - 1. This is because the supports of 
a set of closed frequent itemsets in previous window would 
be s*N and then becomes s*N - 1 after the deletion. If nI  is a 
closed frequent itemset, the hash table is updated. In the lines 
19 and 23, if nI  is closed frequent itemset in previous 
window, nI  is marked as a non-closed itemset. In this case, 
nI  will not be retained when the function Delete is done.  

Appending the incoming transaction is the second step of 
window sliding. The new transaction id will be added to the 
tidset of the items which are contained in the transaction. 

 
Figure 6. Algorithm of Delete  
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Figure 7. Algorithm of Append 

Figure 7 gives the algorithm of appending a new incoming 
transaction after the tidset adding. Function Append is 
almost the same as Build. The only difference is in the lines 
9–11. If the checked closed frequent itemsets are already in 
the hash table, Append updates the hash table. 

The MapReduce implementation M-vertical is similar to 
the content described in Section III.A. 

IV. EXPERIMENTAL RESULT 
In this section, we evaluate the performance of the 

MapReduce implementation of the two methods and make 
comparison between them. The Java source code of the 
essential version of Moment is downloaded from the open 
source site www.admire-project.eu (by Maciek Jarka), and 
Java source code of a method use vertical format data to 
mine frequent itemsets is derived from [21]. The Hadoop 
version is 1.2.1. All experiments are done on a cluster of 
computers with 2GB memory and Pentium（R）Dual CPU 
E2200@2.20GHz running on Ubuntu 12.04 OS. We 
generate a synthetic dataset T10I4D100K from IBM data 
generator [1]. The parameters are described as follows: T is 
average transaction size; I is average size of maximal 
potential frequent itemsets; D is the total number of 
transactions. Besides, a real-world dataset Mushroom was 
downloaded from FIMI Repository [22]. 

A. Mining with different minimum supports 
In the first experiment, the minimum support threshold is 

changed from 1% to 0.1%, and the size of the sliding 
window is fixed to 1000 transactions. 

Figure 8 shows the loading time of the first window. In 
the first window, both methods need to build a prefix tree. It 
can be observed that the vertical based method is faster than 
M-Moment. It is because that generating candidates and 
counting their supports with vector set is more efficient. 

Figure 9 shows the average time to process single 
transaction when window slides. It also shows that the later 
method is faster for similar reason. When Moment slide the 
window, the adding and deleting of transaction cause explore 
of the tree structure. However, when M-vertical method 
slides, the algorithm only visit items that the added or 
deleted transaction contains and the updating of the hash 
table is very fast. 

 
Figure 8. Time of loading the first window with different minimum 

supports 

 
Figure 9. Average time of window sliding with different minimum 

supports 

Because of the vertical format data structure, it can also 
be seen that the metric change extent of the latter method is 
not as much as the former one. 

B. Mining with different number of mappers 
In this experiment, the number of mappers for the two 

methods is changed from 1 to 10. The size of the basic 
window is fixed to 10000 and minimum support threshold is 
set to 0.1%. Figure 10 shows the total execution time to 
process 100000 transactions with the two methods.  

 
Figure 10. Total execution time with different number of mappers 
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It can be seen that for the MapReduce Moment method 
when mapper nodes increase the total time decrease a lot. 
For the Mapreduce vertical method, the total execution time 
also decreases a little as the number of mappers increase. But 
the change is not as obvious as the M-Moment. We can 
conclude that with more mapper nodes, the ability of both 
methods improves. 

V. CONCLUSION AND FUTURE WORK 
In this paper, we extend and implement two types of 

methods to do experiments on Hadoop platform to mine 
closed frequent itemset over fast data streams. We firstly use 
CET structure and Moment algorithms to mining. Then, we 
introduce vertical format data to maintain item-transaction 
information. Experiments show that vertical format data 
method has higher speed and performance to process fast 
data streams. Through extend implementation on Hadoop we 
observed that increasing number of mappers can improve 
both methods’ ability to face up with fast data streams. As 
for the future work, we consider to design new methods 
fitting MapReduce better and to do experiments on cluster 
with more nodes to make the results more clear. 
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Abstract—The unprecedented popularity of e-shopping amenities 

provided by online retailers escalates attention to 

recommendation facilities. Collaborative filtering is one of the 

well-known recommendation techniques that helps customers 

choose possible products of interest by automating word-of-

mouth habits. However, due to their nature, recommendation 

algorithms are open to shilling attacks of malicious users to 

promote/demote certain products. We propose bisecting k-means 

clustering-based recommendation algorithm as a robust 

algorithm in non-private environments against well-known 

shilling attacks. We investigate its robustness against shilling 

attacks by performing real databased experiments. We also 

analyze the effects of varying attacking parameters. We 

empirically establish that the algorithm is resilient against 

shilling attacks without significantly influenced by malicious 

profiles. 

Keywords–robustness; shilling; clustering; recommendation. 

 

I. INTRODUCTION 

With increasing amount of information available in 
everyday life through widespread use of the Internet, 
Collaborative Filtering (CF) systems have become one of the 
most practical tools to determine useful information. Such 
systems are very successful to cope with information overload 
problem. CF algorithms are efficient in automating word-of-
mouth habits of individuals by collecting preference 
information about products such as movies, music CDs, books, 
and so on. Typically, CF systems hold a user-item matrix 
containing ratings of users on products and whenever a user 
requests for a prediction on a target product, the system 
produces an estimation as a weighted average of similar users’ 
ratings on the target product. 

CF systems are usually unable to strictly distinguish 
genuine profiles from malicious ones. Thus, they are 
vulnerable to potential manipulations. Either malicious users or 
competing companies might intrude bogus profiles into the 
database in order to favor or disfavor a certain product’s 
popularity [1]. Such intrusions are called shilling attacks, 
which can be categorized as push or nuke attacks according to 
their intent [2]. Determining fake profiles and being robust 
against them is critical for the success of CF algorithms. 
Shilling attacks have been shown to be very effective against 
traditional memory based CF schemes [3][4]. However, 
clustering-based approaches are successful in distinguishing 
shilling profiles from genuine ones because bogus profiles 
expose high resemblance among themselves, which makes 
them to be clustered mostly together [1][5][6]. Hence, 

clustering-based methods are preferable over other schemes in 
order to achieve required level of robustness in CF systems. 

There are some common requisites of CF systems such as 
accuracy, scalability, and robustness. A qualified CF algorithm 
is required to produce personalized predictions with decent 
accuracy to please customers and increase online sales. 
Moreover, due to constantly enlarging dimensions of user-item 
matrix, such algorithms should be resistant against scalability 
issues. Finally, it is expected for the algorithms not to be 
significantly affected by shilling attacks and be robust against 
them arising from their data collection nature. In the literature, 
there are various techniques developed to enhance quality of 
produced predictions by modifying similarity calculation 
methods [7] and handling sparse user profiles [8]. Some 
researchers proposed several CF algorithms to overcome 
scalability issues using matrix factorization [9][10], 
dimensionality reduction [11][12], and clustering techniques 
[13][14]. And finally, some model-based techniques have been 
shown to be resistant against shilling attacks [1][4]. 

Although the essential constraints of CF systems are 
discovered, it is hard to claim that there exists an eligible CF 
algorithm fulfilling all of them. Memory-based CF schemes are 
very successful in producing high quality referrals. However, 
they suffer from scalability issues and they are vulnerable to 
shilling attacks [15]. Model-based and hybrid CF methods are 
generally scalable and more resistant against shilling attacks; 
however, they commonly compromise from accuracy and often 
come with high computational cost for model update [1][16]. 

A scalable, low cost, and easy-to-interpret CF algorithm is 
proposed to produce highly accurate predictions in both non-
private and privacy-preserving CF environments [17]. Its 
robustness against shilling attacks in private environments is 
also investigated [18]. However, such algorithm is not 
investigated with respect to robustness in non-private 
environments. Since clustering-based CF algorithms are 
successful in grouping bogus profiles together, we hypothesize 
that bisecting k-means clustering-based algorithm is robust 
against shilling attacks in non-private environments. 

The paper is organized as follows. Section 2 discusses 
relevant literature and describes shilling attacks. We explain 
how bisecting k-means clustering-based CF operates on non-
privately collected databases and discuss how shilling attacks 
can be implemented to modify its outputs in Section 3. Section 
4 experimentally evaluates the robustness of the algorithm 
against shilling attacks in non-private environments. Finally, 
conclusions as a brief discussion and future research directions 
are presented in Section 5. 
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II. RELATED WORK AND PRELIMINARY CONCEPTS 

CF idea was first coined by the Tapestry system, which was 
utilized as a filtering tool for e-mails [19]. Contemporary CF 
technologies are integrated as recommender systems by online 
shopping amenities operating on preference data to produce 
personalized predictions [20]. Applications of CF schemes 
span from filtering e-mails [19] to Web service 
recommendations [21] and tag-based CF schemes [22]. 

With increasing popularity of CF systems, several attacking 
mechanisms arise to manipulate their outputs in favor of 
particular products. Dellarocas [23] inspires manipulation 
attacks to recommender systems, where some mechanisms are 
defined to avoid fraud in online reputation reporting systems. 
O’Mahony et al. [24] discuss vulnerabilities of automated 
prediction estimation process against manipulations. The 
authors describe the amount of information needed about the 
database to realize effective shilling attacks. Lam and Riedl 
[2][25] analyze cost of attacks and propose that there is a 
relation between privacy and the value of information. Several 
attacking methods are proposed in the literature like random, 
average, bandwagon, and segment attacks as push attacks [26]. 
Effectiveness of such attacks are investigated against memory- 
and model-based CF schemes [15]. Recently, Gunes et al. [27] 
surveyed about researches on shilling attacks and present 
attacks, detection methodologies, robust algorithms, and 
evaluation metrics. 

Shilling attacks are generated by inserting fake (shilling) 
profiles into user-item databases. The general attack strategy is 
depicted in Fig. 1 [26], where IS, IF, and Iφ refers to selected, 
filler, and empty cells in the fake profile, respectively; and a 
unique item, it, is targeted. Selected items are chosen for 
characterizing an attack, filler items are chosen to prevent easy 
detection of fake profiles, and the target item is assigned either 
a high or a low rating value for push and nuke attacks, 
respectively. Shilling attacks can be used to increase the 
popularity of some targeted items or decrease their popularity. 
In order to push a prediction (increase the popularity of a target 
item), the target item is assigned a high rating. For decreasing 
the popularity of a target item, it is assigned a low rating. 

Bisecting k-means clustering-based privacy-preserving 
recommendation algorithm is proposed to be easily scalable 
method and it produces predictions with high accuracy [17]. 
Notice that clustering-based CF schemes seem to be robust CF 
schemes without privacy concerns due to clustering nature. 
Hence, bisecting k-means clustering-based scheme might be 
appropriate proposal for being a robust algorithm. In our 
previous study [18], we investigated the robustness of privacy-
preserving bisecting k-means clustering-based recommendation 
scheme against shilling attacks. In this study, we hypothesize 
that bisecting k-means clustering-based CF algorithm might be 
robust against shilling attacks due to its clustering nature in 
non-private environments, as well. Thus, we investigate its 
robustness against shilling attacks in non-private environments. 
We also provide comparisons between the proposed method 
and previously presented robust approaches in terms of 
obtained prediction shifts, algorithm interpretability, and model 
update costs. We focus on the robustness analysis of bisecting 
k-means clustering-based CF method against shilling attacks. 
As stated previously, bisecting k-means clustering-based 
recommendation algorithm is proposed as an accurate and 

scalable method. In this study, we want to show that it is also 
robust against shilling attacks in non-private environments. 

III.     A ROBUST RECOMMENDATION ALGORTIHM 

Due to the reason that recommender systems are open for 
public usage and therefore vulnerable to manipulations, both 
non-private recommendation algorithms need to have robust 
mechanisms to estimate predictions. However, the state-of-the-
art memory-based CF schemes are not resistant to such attacks 
and exposed to significant shifts in predicted values. In this 
section, we describe non-private bisecting k-means clustering-
based recommendation scheme, designations of four push and 
two nuke attacking strategies against unmasked databases, and 
explain how the proposed algorithm is expected to perform in a 
robust manner. 

A. Bisecting k-means Recommendation Algorithm 

Bisecting k-means clustering-based recommendation 
estimation is first proposed by Bilge and Polat [17] in order to 
produce personalized recommendations over plain and 
disguised databases. In the proposed non-private scheme, the 
central server collects original user vectors and forms a user-
item matrix Un×m, where n and m represent number of users and 
items, respectively. At the beginning, the server forms a binary 
decision tree off-line by utilizing bisecting k-means clustering 
algorithm on the database. Given the database and an optimal 
value of number of neighbors (N), k-means clustering is 
applied to divide the matrix U into two clusters at each level 
(hence, it is called bisecting) and cluster centers are indexed to 
be used as a forwarding tool for each corresponding level. If 
number of users in any cluster exceeds N, then such clusters are 
continued to be divided recursively into subsets via k-means 
clustering. Finally, a binary decision tree is obtained having 
indexed cluster centers as branch nodes and grouped neighbor 
users at leaf nodes. The tree, in general, continues growing in 
such a way so that if any leaf node population exceeds the 
stopping criterion, the server immediately bisects that leaf node 
to grow. Therefore, it is a continual process to update the 
decision tree, which saves the central server to form the binary 
decision tree each time a user included in the system. Such 
mechanism enhances system maintainability and reduces 
model generation costs. 

An example binary decision tree produced by the algorithm 
is presented in Figure 2, where initially there are 150 users and 
the stopping criterion is determined as 20 users. At the 
beginning, the algorithm divides 150 users into two clusters 
having 73 ad 77 users and cluster centers are indexed at the 

root as  and  for the left and right subtrees, respectively. 
Such process continues recursively for each subtree and cluster 
centers are recorded to be used for forwarding purposes until 
the algorithm reaches leaf nodes containing at most 20 users. 

When an active user (a) asks a prediction, instead of 
calculating similarities with all users, the server only forwards 
the active user according to her similarity to two cluster centers 
at each level. By doing so, the leaf node that the user belongs is 
determined through forwarding. While traversing, two 
similarity calculations are performed at each level, where 
higher similarity determines next hope (either right or left). 
Although depth of binary decision tree (d) is dependent on n, 
intuitively, it is much less than n in large recommender systems 
suffering from scalability. Therefore, after the tree is formed, at 
most 2 × (d −1) + N similarity computations are performed  
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instead of n to form a neighborhood. Finally, the leaf node that 
the new user belongs is determined and all users in that 
corresponding node are regarded as neighbors. Then, a 
prediction is calculated as a weighted average of neighbors’ 
ratings on target item as formulated in (1) and returned to a as a 
prediction. 

  (1) 

in which paq is the prediction for a on target item q,  and   
are mean rating of a’s and u’s ratings, respectively,   is the 

rating of u on item q, N is the set of neighbors, and   is the 
similarity weight between a and neighbor u. 

B. Shilling Attack Strategies for Plain Databases 

Shilling attacks have impacts on accuracy of the produced 
predictions. Attackers generate bogus profiles, assign their 
target items to maximum or minimum vote according to 
intends and insert them into the databases. Thus, they 
manipulate popularities of the target items in favor of 
themselves. Shilling attacks can be designed for pushing or 
nuking popularities of items. In order to perform 
manipulations, the attackers require low or high knowledge 
about the system. As part of their generic form depicted in Fig. 
1, four push and two nuke attacks covered in this paper can be 
described as in the following [15]: 
Random attack (RN). Random attack can be considered as a 

baseline push attack model, which requires quite minimal 
knowledge. Selected items set is empty and arbitrarily 
chosen filler items set is filled with random values drawn 

from a distribution with overall system mean and 
standard deviation for attacking non-private systems. The 
target item is assigned the maximum rating available in 
the system for non-private schemes. 

Average attack (AV). Average attack is a more effective push 
attack model focusing on each item’s individual mean 
rather than overall system’s mean. Cost of this attack is 
related to the number of filler items in the attack profile 
because average votes of such items are required. 
Selected items set is empty and each arbitrarily chosen 
filler item is filled with a random value drawn from a 
distribution with corresponding item’s ratings mean and 
standard deviation for attacking non-private systems. The 
target item is assigned the maximum rating available in 
the system for non-private schemes. 

Bandwagon attack (BW). As a push attack model, 
bandwagon attack focuses on items that are attracting 
remarkable attention by many users to manipulate people 
who are prone to purchase such bestselling products. 
Selected items set consists of popular and densely-rated 
items having high averages. For attacking non-private 
systems, such selected items are given the maximum 
available rating, filler items are assigned random votes, 
and the target item is assigned the highest rating. 

Segment attack (SG). Segment attack is designed as a push 
attack model for relatively robust item-based algorithms 
focusing on a subset (segment) of users who are likely to 
purchase certain kinds of products rather than attacking 
all users in the system. Selected items are chosen from 
high average items with a certain property (such as horror 
movies or jazz music). For non-private systems, such 

 

Figure 1. General form of an attack profile. 

 

Figure 2. An example binary decision tree. 
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selected items are assigned the maximum rating value, 
filler items are given the minimum rating value, and the 
target item is assigned the highest vote in order to push 
its popularity. 

Reverse bandwagon attack (RBW). Reverse bandwagon 
nuke attack model is the inverted version of bandwagon 
push attack model. Selected items are chosen among 
unpopular items (having low means) rated by many users. 
For attacking non-private systems, such selected items 
are given the minimum available rating, filler items are 
assigned random votes, and the target item is assigned the 
lowest rating. 

Love/hate attack (L/H). Love/hate attack is a very simple 
nuke attack model, which requires no knowledge about 
the system. For non-private systems, selected items set is 
empty and arbitrarily chosen filler items are assigned the 
highest available rating values while the target item is 
given the minimum vote. 

C. Robustness Utility of the Recommendation Algorithm 

Generally speaking, an attacker can attack any CF system 
by creating bogus profiles according to her intends as explained 
previously and sending them to the system. Thus, specifically, 
in order to attack non-private bisecting k-means clustering-
based recommendation scheme, the attacker produces attack 
profiles and inserts them into the system. Since any CF scheme 
is vulnerable against shilling attacks, how well the scheme 
performs under such attacks is imperative for overall success. 
In other words, being robust against shilling attacks and/or able 
to detect bogus profiles are important. 

In the previous studies [1][5][24], clustering-based CF 
schemes are shown to be successful in detecting fake profiles 
or bogus profiles. Arising from its utility of gathering similar 
data items together, clustering is utilized as a detection tool for 
shilling attacks in non-private schemes. O’Mahony et al. [24] 
utilize clustering as a neighborhood elimination method, where 
suspicious users are excluded from the system by clustering the 
database periodically to check if significant changes occur in 
memberships and cluster centers. If such significant changes 
occur, extreme profiles disturbing cluster centers are marked as 
malicious profiles. Bhaumik et al. [5] utilize k-means clustering 
with several classification attributes for attack detection. They 
show that shilling profiles show high resemblance to each 
other; therefore, when they are clustered, they tend to move 
together into the same and mostly small clusters. Especially, as 
initially determined number of clusters decrease, the likelihood 
of attack profiles gathering together increases. 

Successful clustering-based schemes with respect to 
shilling attack detection inspire us to hypothesize that bisecting 
k-means clustering-based scheme can be proposed as a robust 
prediction algorithm. In addition to malicious profile detection, 
we hypothesize that clustering method can be utilized to offer 
robust recommendation algorithms. Relying on the results of 
[5], we hypothesize that elimination by clustering intuition 
works best for clustering into two groups to move shilling 
profiles together. In addition, applying such clustering 
repeatedly is supposed to eliminate all shilling profiles after 
some level of the produced binary decision tree. Therefore, we 
claim that malicious profiles substantially distinguishes from 
genuine ones after a particular level of the tree and it becomes 
very unlikely for any active user belonging to a leaf node 
consisting of shilling profiles. As a result, the proposed 

recommendation scheme is expected to perform robust against 
shilling attacks. To verify our hypothesis, we performed real 
data-based experiments as explained in the following section. 

IV.  EXPERIMENTAL EVALUATION 

After explaining how shilling attacks can be implemented 
over non-private bisecting k-means recommendation algorithm, 
we conducted real data-based experiments to scrutinize the 
robustness of the scheme. We also investigated the effects of 
shilling attacks with respect to two control parameters. The 
control parameters, filler size and attack size, are defined for 
designing effective shilling attacks. Filler size parameter 
indicates the percentage of cells to be filled with fake ratings 
while creating the attack profiles. Attack size can be described 
as the pre-attack profile count proportional to the number of 
users in the database. We conducted various experiments for 
non-private bisecting k-means clustering-based CF scheme 
with varying values of the explained parameters. 

A. Experimental Settings and Methodology 

In the following experiments, publicly available MovieLens 
(ML) data set, which was collected by GroupLens [30], was 
utilized. It is the most widely used and well-known real 
collection for CF purposes. It holds 100K ratings from 943 
users on 1,682 movies and the rating range allows 5-star 
discrete numeric values. 

We used prediction shift metric in order to measure the 
prediction alterations due to the effects of shilling attacks. 
Prediction shift can be described as the average change in the 
prediction for the attacked item before and after the attack 
profiles are included. 

During the experiments, we followed all-but-one 
experimentation methodology, which enables full utilization of 
the data set. This methodology considers one of the users as the 
active user a and the rest of the set as the training users at each 
iteration. The utilized attacks target two separate sets of 50 
movies for push and nuke attacks. Those sets for push and nuke 
attacks were constructed selecting arbitrarily from different 
rating ranges to represent characteristics of the original data set. 
Since it is unreasonable to push a popular item with high 
ratings or similarly nuke an unpopular item, we principally 
selected items with low mean values to push and high means to 
nuke. Table I shows the statistics of 50 target movies for push 
and nuke attacks, where each value indicates how many of the 
movies fall into corresponding group. 

In the experiments, all target items were attacked 
individually for all users in the system. Binary decision trees 
were constructed by omitting and including fake shilling 
profiles. Then, predictions were estimated based on the 
produced binary decision trees and prediction shift values were 
observed to show relative change on predicted values for 
different shilling attacks. The stopping criterion for building 
binary decision trees was set to 30. Although varying stopping 
criterion might alter obtained prediction shift values especially 
with varying attack sizes, we fixed such parameter due to page 
limitations and discuss algorithm’s robustness performance 
relying on a constant stopping condition value. We exclusively 
presented the obtained results for push and nuke attacks in the 
following sections. 
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TABLE I.  STATISTICS OF TARGETED MOVIES 

Ratings 
Pushed 

1–2 
IItems 

2–3 
Nuked 

3–4 
Items 

4–5 

1–50 30 15 12 18 

51–150 — 3 5 6 

151–250 — 1 2 3 

250 and up — 1 1 3 

 

 

Figure 3. Prediction shift vs. filler size for push attacks. 

 

 

Figure 4. Prediction shift vs. filler size for nuke attacks. 

B. Robustness Analysis of Non-private Scheme 

1) Effects of filler size parameter: We first conducted 
experiments to show how varying filler size values affect the 
robustness of the non-private bisecting k-means clustering-
based prediction scheme with respect to four push and two 
nuke attack models. Notice that filler size parameter indicates 
the number of fake votes for the filler items added to fill the 
attack profile; and thus, it is directly related to the success of 
the attack. To observe how varying filler size values affect 
robustness, we fixed attack size at 15% while we changed filler 
size from 3% to 25%. User-item matrix was attacked by four 
push and two nuke attack models. We estimated prediction 
shift values and displayed the overall averages for push and 
nuke attack models in Fig. 3 and Fig. 4, respectively. 

As seen from Fig. 3, none of the four push attack models 
are able to achieve a significant prediction shift for varying 
filler size values. Generally speaking, with increasing filler size 
values, the effects usually become larger; however, increasing 
the value of filler size more is not feasible for the sake of 
detection of the attacks. The maximum prediction shift is 
observed for average attack when filler size is 15%. Compared 
to random and bandwagon attacks, average and segment 
attacks work better. However, their effects on the robustness of 
the scheme is still negligible because the maximum prediction 
shift is about 0.05 only. For bandwagon attack, changes in 
prediction shift values with increasing filler size values are 
very stable even if prediction shift values become larger. With 
increasing filler size values from 3% to 15%, there are notable 
changes in prediction shift values for average attack. As stated 
before, they are still insignificant assuming that the overall 
mean absolute error for the scheme is about 0.70. Therefore, 
we can conclude that bisecting k-means clustering-based 
prediction algorithm is robust against push attacks in non-
private environments. 

 

 

Figure 5. Prediction shift vs. attack size for push attacks. 

The results in Fig. 4 show that nuke attack models are not 
effective against the non-private scheme with respect to 
varying filler size values. Changes in prediction shift values 
due to love/hate attack with increasing filler size values are 
insignificant. In other words, prediction shifts due to such 
attack are almost zero. Thus, love/hate attack is completely 
ineffective. Unlike love/hate attack, reverse bandwagon attack 
causes manipulations and it is more effective than love/hate 
attack. The maximum prediction shift value is about 0.1 for 
reverse bandwagon attack. Prediction shift values increase with 
increasing filler size values up to 10%, and then they decreases. 
However, such changes can be considered negligible due to the 
rating range. Hence, we can again conclude that bisecting k-
means clustering-based prediction algorithm is resistant against 
nuke shilling attacks in non-private environments. 

2) Effects of attack size parameter: We then performed 
various trials to show how varying attack size values affect the 
robustness of the non-private bisecting k-means clustering-
based prediction scheme with respect to four push and two 
nuke attack models because in addition to filler size, attack size 
is another control parameter. Also note again that attack size 
determines the number of inserted attack profiles; thus, it is 
also vital in realizing significant manipulations. In order to 
evaluate the robustness of the non-private scheme with respect 
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to varying attack size values, we set filler size to 15% while we 
changed attack size from 1% to 15%. We again estimated 
prediction shift values and displayed the overall averages for 
push and nuke attack models in Fig. 5 and Fig. 6, respectively. 

As seen from both figures, attack size is more effective than 
filler size parameter. The outcomes in Fig. 5 demonstrate that 
the most effective push attack in terms of attack size is average 
attack. The next most effective attack is random attack. 
Compared to both average and random attacks, segment and 
bandwagon attacks can be considered ineffective against the 
non-private method. Segment and bandwagon attacks cause 
stable changes in predictions with increasing attack size values. 
Almost all attack size values, prediction shifts for such attacks 
are very close to 0.01, which is negligible. Therefore, we can 
infer that our scheme is very robust against them and they do 
not significantly cause any manipulations. Although average 
and random attacks cause manipulations, the maximum shift is 
about 0.16 when the attack size is 6%. With increasing attack 
size values from 6% to 15%, prediction shift values for average 
and random attacks become smaller. The outcomes, in general, 
demonstrate that the non-private scheme is robust against push 
attacks in terms of varying attack size values. 

 

 

Figure 6. Prediction shift vs. attack size for nuke attacks. 

Reverse bandwagon attack seems to be the most effective 
shilling attack, as seen from Fig. 6. When the attack size is 3%, 
prediction shift value reaches its maximum value, which is 
about 0.28. Other than 3% attack size value, predictions shift 
values are less than 0.20 for almost all other attack size values. 
Unlike reverse bandwagon attack, love/hate attack is much 
more ineffective. Although love/hate is used as a nuke attack 
and it is supposed to cause negative shifts, it causes negligible 
positive shifts. Moreover, changes in prediction shift values for 
varying attack size values for love/hate attack are stable and 
very close to zero. Thus, we can conclude that our scheme is 
very robust against love/hate attack. 

C. Discussion 

In addition to accuracy and scalability, robustness is also a 
critical requisite for recommendation algorithms. Due to its 
grouping nature, clustering has been used as a successful 
shilling attack detection method [1][5][6]. Thus, we 
hypothesized that bisecting k-means clustering-based algorithm 
can be proposed as a robust recommendation algorithm due to 
its clustering performance. We analyzed its robustness against 
six well-known shilling attacks (including both push and nuke 

attacks) in non-private environments. Bisecting k-means 
clustering-based scheme is robust in non-private environments, 
as shown by our real data-based trials. All of the push attacks 
that we scrutinize are ineffective against our scheme. 
Prediction shift values caused by such attacks are usually less 
than 0.05. In some cases, although prediction shift values reach 
at 0.16, they are still acceptable shifts compared to rating 
range. Average attack seems to be most effective push attack 
against our non-private method. 

Like push attacks, nuke attacks can be considered 
ineffective against our scheme. Love/hate attack causes almost 
zero shifts in most of the cases. Therefore, it is not a good 
attack model to attack our non-private scheme. Unlike 
love/hate, reverse bandwagon is much more effective attack 
model against the non-private method. Prediction shift values 
due to reverse bandwagon attack reach 0.30 when attack size is 
set to 3%. Other than that case, prediction shifts caused by 
reverse bandwagon nuke attack are usually less than 0.20. Real 
data-based empirical outcomes demonstrate that our non-
private recommendation method is robust against both push 
and nuke attacks. Out of six attack models, three of them 
(love/hate, bandwagon, and segment) are almost ineffective in 
many cases. Although reverse bandwagon, average, and 
random attacks seem to cause some prediction shifts, they are 
considered negligible due to the rating range. 

In order to give an idea how robust our non-private scheme 
is, we compare it with the existing well-known 
recommendation algorithms with respect to robustness. 
According to study conducted by Mobasher et al. [28], average 
prediction shift values due to average attack are larger than 1.5 
and 2.5 for k-means- and k-nn-based recommendation 
algorithms, respectively when attack size is 15% and filler size 
is 5%. For the same cases, average prediction shift values 
caused by segment attack are about 0.5 and 3.5 for k-means- 
and k-nn-based recommendation algorithms, respectively. 
Therefore, compared to them, our scheme is much more robust 
algorithm. Zhang et al. [29] show that prediction shift values 
are less than 0.003 for SVD-based prediction algorithm. 
Although the authors report that SVD-based scheme is a robust 
algorithm against shilling attacks and it is more robust than our 
scheme for reverse bandwagon, average, and random attacks, 
SVD-based model needs to be updated whenever a new user 
joins the system. Item-based recommendation algorithm is very 
susceptible against segment attack [15]. According to their 
empirical outcomes, average prediction shift caused by 
segment attack is larger than 0.9 when attack size is 15%. 
Similarly, bandwagon and average attacks cause more than 0.3 
and 0.5 prediction shifts, respectively under the same cases. 
Therefore, our bisecting k-means clustering-based method 
performs better than item-based scheme with respect to shilling 
attacks. 

V. CONCLUSION AND FUTURE WORK 

A prediction algorithm should handle various issues in 
order to become popular. Recommendation algorithms should 
provide accurate predictions, be scalable and robust, and so on. 
Thus, we investigated a formerly proposed accurate and 
scalable bisecting k-means clustering-based prediction 
algorithm’s robustness against malicious shilling attacks in 
non-private environments. We first implemented four well-
known push and two nuke attacks in non-private environments. 
We explained how such inserted attack profiles can affect the 
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recommendation scheme and why it is expected that the 
algorithm is robust against them. According to the obtained 
experimental results, the demonstrated push and nuke attack 
models are not able to significantly alter final predictions 
produced by the scheme. Thus, the algorithm is robust against 
shilling attacks in non-private environments. We scrutinized 
the effects of varying values of two control parameters like 
attack size and filler size. Although prediction shift values 
become larger as values of such parameters increase, prediction 
shifts are still acceptable. Our empirical results show that 
love/hate nuke attack is not effective against our scheme. So, 
even if attackers insert so many shilled profiles to our scheme, 
the scheme still produces accurate recommendations. 
Therefore, our scheme becomes more preferable than other 
recommendation schemes in terms of robustness in order to 
provide accurate predictions. Reverse bandwagon nuke attack 
is able to manipulate ratings; however, such manipulations are 
negligible. The non-private scheme performs better than item-
based, k-nn clustering-based, and k-means clustering-based 
prediction schemes in terms of robustness against shilling 
attacks. Although singular value decomposition-based method 
is more robust than our non-private scheme, its complex model 
update process and model update requirement for each new 
user make it questionable. 

It is known that clustering algorithms can be effective as a 
detection mechanism for shilling attacks. Hence, it warrants 
future work to utilize this algorithm as a detection tool of 
shilling profiles. Like segment attack, specific attack models 
can be designed as successful attacks. 
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Abstract— Data leakage is an uncontrolled or unauthorized 

transmission of classified information to the outside. Many 

software solutions were developed to provide data protection. 

However, none of them can provide absolute protection. The 

purpose of the research is to design and implement 

DATALEAK, a data leakage detection system based on 

information retrieval models and methods. In this paper, a 

feature selection based information retrieval model is proposed 

to improve relevance effectiveness of DATALEAK. The paper 

focuses on dimensionality reduction, where semantic matching 

of documents is performed in the reduced form of the vector 

space model. 
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I.  INTRODUCTION 

Data leakage is an event in which classified information 
has been viewed, stolen or used by somebody who is not 
authorized to do so. Data leak prevention methods and 
systems helps ensure that confidential data remain safe and 
secure [4][6][8]. However, data leakage detection systems 
cannot provide absolute protection. On the one hand, more 
than 40 per cent of data breaches are due to insider negligence 
[3]. On the other hand, 80 to 90 percent of an organization’s 
data is unstructured. Unlike application oriented data, which 
is usually well structured and has means of protection, 
unstructured data is loose, out of control and hard to protect.  

In [1][2], DATALEAK, a semantic information-retrieval 
(IR) based application is presented to address the problem of 
Web data leakage detection. The system uses a vector space 
model (VSM) based representation to compare documents. 
Having a high dimensional VSM, it is impractical to calculate 
similarity measure. In this paper, we propose an approach to 
increase effectiveness by reducing the dimensionality of the 
system. 

In Section II, the DATALEAK system is presented briefly. 
Section III presents the feature selection method that is 
planned to be implemented in the system. Section IV 
concludes the paper. 

II. THE DATALEAK SYSTEM 

The goal of the DATALEAK system is to monitor the 
Web and collect Web documents according to users’ 
preferences. The collected Web documents are compared with 
user’s confidential documents. If a document turns up on the 

Web that is semantically similar to confidential user 
documents the system indicates potential data leakage. The 
DATALEAK system is composed of the following modules. 
The Search module is responsible for discovering Web pages 
that might indicate data leakage. The search module is 
implemented as a conventional keyword-based metasearch 
engine. The engine uses the hit list of Google and Bing. The 
Text mining module is responsible for the automated 
processing of Web pages that were identified by the Search 
module. The Text mining module converts Web documents 
into their appropriate mathematical representation. During 
automated processing relevant keywords or index terms are 
extracted from Web documents. Using the extracted keywords 
Web documents can be represented in a vector space. The 
document collection contains confidential user documents. 
The Cryptographic Module is responsible for preparing an 
encrypted version of these documents. It works similarly as 
the Text mining module. The input can be any user document. 
The output is a set of keywords. The keywords are used to 
create a mathematical representation of user documents. The 
Scoring module matches the mathematical representations of 
Web documents and confidential user documents. A number 
of mathematical models can be used to represent documents 
and to calculate similarity. In the next section, a reduced 
dimensional vector space model is presented. 

III. DIMENSIONALITY REDUCTION BY FEATURE 

SELECTION 

Usually, the similarity of documents is determined using a 
repetition-based hard similarity metric. This approach ignores 
all potential semantic correlations between different words. In 
DATALEAK, not the pure content, but the meaning of Web 
documents and user documents are compared. 

Given a search query, the retrieved Web documents and 
confidential user documents, the Scoring module computes a 
relevance score that measures the similarity between these 
documents. The scoring module uses the VSM representations 
of documents. In VSM, documents are represented by a vector 
in an n dimensional vector space, where n is the number of 
keywords or index terms [7].  

The VSM can be created in three steps. The first step is 
indexing where keywords are extracted from the documents. 
Many of the words in a document do not describe the content. 
These words are called stop words, e.g. the, like, is etc...  
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By using automatic document indexing these non-
significant, usually high frequency words are removed from 
the document, so the document will only be represented by 
content bearing words, i.e. index terms. 

The second step is the weighting of the indexed terms. A 
term can be assigned a weight that expresses its importance 
for a particular document. A common weighting scheme for 
terms within a document is to use the frequency of occurrence, 
called by term frequency [9]. The term frequency can be used 
as a content descriptor for the documents and is generally used 
as the basis of a weighted document vector [10]. 

The last step is to compare documents according to some 
similarity measure. The most popular similarity measure is the 
cosine coefficient, which measures the angle between the 
document vector and the query vector.  

In the data leakage detection system, the basic VSM 
representation is as follows. 

During indexing, a set of keywords C = {c1, ..., ci} are 
extracted from confidential documents and another set of 
keywords W= {w1, ..., wj} are extracted from Web documents. 
Web documents and user confidential documents are 

represented using the VSM over C  W as follows. Given a 

finite set T = C  W of index terms T = {t1, ... ,tn} any Web 
document Dj is assigned a vector vj of finite real numbers:  

 vj = (wij)i=1,...,n   (w1j, ..., wij, ..., wnj) 

Confidential user documents Uk also have to be 
represented as a vector vk of finite real numbers, as follows: 

 vk = (wik)i=1,…,n   (w1k, …, wik, …, wnk) 

A Web document Dj is represented to a user having 
confidential document Uk if they are similar enough, i.e., a 
similarity measure Sjk between the Web document vector vj 
and the confidential user document vector vk is over some 
threshold K. The threshold K should be chosen to represent a 
required level of lower bound for the similarity of two 
documents. 

The disadvantage of this representation is that, thanks to 
the Web documents’ potential diversity, the dimensionality of 
the vector space can be fairly high causing costly computation 
of the similarity measure. A solution to this problem can be to 
reduce the size of the vector space. Feature subset selection is 
a technique that is used in supervised and unsupervised 
classification or regression problems for reducing the attribute 
space of a feature set. The purpose of feature selection is to 
identify significant index terms and eliminate irrelevant ones 
[5]. In this paper, feature selection is proposed to be used in 
VSM to reduce the dimensionality of the vector space. In 
order to emphasis the importance of user documents, 
keywords are extracted only form user documents. These 
keywords will be used to form the dimensions of the vector 
space. User documents and Web documents are represented 
over this limited VSM. Besides reducing the dimensionality 
of the vector space, feature selection also might contribute to 
improve precision, i.e., to ensure that the model becomes 
specialized enough to represent confidential user documents. 
Fig. 1 visually represents the proposed approach as opposed 
to the previously presented vector space based matching. We 
consider that the automatic indexing process has associated a 
set of keywords C = {c1, ..., ci} to confidential user documents. 
The user is allowed to modify the set of keywords by adding 
new, content bearing keywords E = {e1, ..., ej}, e.g. synonyms; 
and removing improper keywords R = {r1, ..., rk}.  

The result is a VSM over C + E – R as follows. Given a 
finite set T’ = C + E – R of new index terms T’ = {t’1, ... ,t’m}, 
m < n, any confidential user document Uk is assigned a vector 
v'k as follows: 

 v’k = (wik)i=1,…,m   (w1k, …, wik, …, wmk) 

 
Any Web document Dj is assigned a vector vj  over this 

new reduced dimensional VSM as follows: 

 v’j = (wij)i=1,...,m   (w1j, ..., wij, ..., wmj) 

 

 
Figure 1.  Block diagram showing (a) the vector space based matching, as opposed to (b) the reduced dimensionality based matching problem. 
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A Web document Dj is represented to a user having 

confidential document Uk if they are similar enough, i.e., a 

similarity measure Sjk between the Web document vector v’j 

and the confidential user document vector v’k is over some 

threshold K, i.e.,  

 Sjk = s(v’j, v’k) > K 

The expansion of the vector space with new keywords is 
similar to query expansion. The goal is to improve 
effectiveness by matching related terms. Instead of adding 
new keywords manually, a variety of automatic or semi-
automatic expansion techniques can be used [11]. Semi-
automatic techniques require user interaction to select best 
expansion terms. In this application, the combination of two 
techniques is considered to be used. One technique is to use 
general or domain specific term taxonomies, e.g. WordNet, to 
determine a set of semantically similar keywords E1 (e.g. 
synonyms and hyponyms). Another technique is relevance 
feedback, which relies on user interaction to identify relevant 
documents. Having the hit list produced by the Search 
module, the user indicates which documents are similar 
enough (relevant) and which documents are non-relevant. 
Only relevant documents are sent to Text mining module to 
extract a set of keywords E2. Finally, the co-occurring 

keywords, i.e. E = E1  E2 are selected to be added to the 
VSM. 

IV. CONCLUSION 

In this paper, we introduced a vector space based matching 
approach to address the problem of data leakage detection. 
The idea is to reduce the dimensionality of the vector space 
and improve relevance effectiveness by feature selection. 
Feature selection is based on confidential user documents in 
order to achieve better precision. Semantic matching of Web 
documents is performed against confidential documents in the 
reduced form of the vector space model to reduce complexity.  
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Abstract— Educational process mining is an emerging field in 
the educational data mining discipline, concerned with 
discovering, analyzing, and improving educational processes as 
a whole, based on information hidden in educational datasets 
and event logs. In this paper, we demonstrate the applicability 
of process mining techniques, implemented in the ProM 
framework, to monitor and analyze educational processes in 
the field of professional trainings. Furthermore, we extended 
the discovered training processes with performance 
characteristics and decision rules using performance and 
decision mining techniques. 
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I.  INTRODUCTION  

Given the ever changing needs of the job markets, 
education and training centers are increasingly held 
accountable for student success. Therefore, education and 
training centers have to focus on ways to streamline their 
offers and educational processes in order to achieve the 
highest level of quality in curriculum contents and 
managerial decisions. To respond to these requirements, 
education and training centers promote more flexible and 
personalized curriculums where students are free to choose 
the skills they want to develop, the way they want to learn 
and the time they want to spend. This tendency is reinforced 
by the emergence of "e-learning”, which represents an 
increasing proportion of the in-company trainings, while 
addressing ever wider populations [10]. Educational 
systems support a large volume of data, coming from 
multiple sources and stored in various formats and at 
different granularity levels. These data can be analyzed from 
various levels and perspectives, showing different aspects of 
educational processes from the view points of the students, 
the educators or the directors of education centers [10, 11]. 
Recently, Educational Process mining has emerged as a 
promising and active research field in Educational Data 
Mining [11], dedicated to extracting process related-
knowledge from educational datasets. The basic idea of 
process mining [2] is to discover, monitor and improve real 
processes by extracting knowledge from event logs 
(recorded by an information system). In this paper, we focus 

on educational process monitoring and improvement using 
performance analysis, conformance checking and process 
model extension techniques. We take as a case study a 
professional training dataset of a consulting company 
involved in the training of professionals. This work is 
motivated by the fact that training mangers aim to gain more 
insight in employees’ training paths and motivation so they 
can offer more personalized training courses, according to 
the job market needs.  Therefore, our aim is to (1) analyze 
training processes and their conformance with established 
curriculum constraints, educators’ hypothesis and 
prerequisites and (2) to enhance training process models 
with performance indicators such as execution time, 
bottlenecks and decision points. We use the process mining 
tool ProM as an execution framework in our study.  

The remainder of this paper is organized as follows: 
Section II reviews related works. Section III summarizes 
process mining techniques. In Section IV, we present our 
motivating example and we show the use of ProM’s plugins 
for the analysis and the enhancement of training process 
models. Finally, Section V concludes the paper. 

II. RELATED WORKS 

In [8], process model discovery and analysis techniques, 
were used to investigate the students’ behavior during online 
multiple choice examinations. In [14], the authors use 
process mining techniques to analyze a collaborative writing 
process and how the process correlates to the quality of the 
produced document. In [16], the authors proposed a 
technique relying on a set of predefined pattern templates to 
extract pattern-driven education models from students’ 
examination traces (i.e., by searching for local patterns and 
their further assembling into a global model). In [16, 17], the 
authors developed the first software prototype for academic 
curriculum mining, built on the ProM framework. This tool 
monitors the flow of curriculums in real-time and return 
warnings to students if prerequisites are not satisfied. Two 
clustering approaches were proposed in [4], grouping 
students relying on their obtained marks and their interaction 
with the Moodle’s course. Performance analysis techniques 
were used to detect bottlenecks in students’ registration 
processes in [3]. Finally, in our previous work [5], we 
showed how social mining techniques can be used to 
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examine and assess interactions between training providers 
and courses. We also proposed a two-step clustering 
approach for partitioning training processes depending on an 
employability indicator. In comparison with our pervious 
works, we focus in this paper mainly on educational process 
monitoring, using performance and conformance analysis 
techniques. We also studied the applicability of process 
model extension techniques such as decision mining which 
have never used in the context of educational process 
mining. Our goal is to show the advantages of these 
techniques for the analysis of professional training processes 
in particular and also their limitations regarding the size of 
the analyzed event logs. This study help us understand which 
are the most relevant process mining techniques to integrate 
in our interactive and distributed platform, tailored for 
educational process discovery and analysis, and which is 
currently under construction. 

III.  EDUCATIONAL PROCESS M INING  

Process mining focuses on the development of a set of 
intelligent tools and techniques aimed at extracting process-
related knowledge from event logs [2]. An event log 
corresponds to a set of process instances (i.e., traces) 
following a business process. Each recorded event refers to 
an activity and is related to a particular process instance. An 
event can have a timestamp and a performer (i.e., a person 
or a device executing or initiating an activity). Typical 
examples of event logs in education may include students’ 
registration procedures and attended courses, student’s 
examination traces, use of pedagogical resources and 
activity logs in e-learning environments. The three major 
types of process mining techniques are: (1) discovery, (2) 
conformance and (3) extension. Process model discovery 
takes an event log and produces a complete process model 
able to reproduce the behaviour observed in this log. 
Conformance checking aims at monitoring deviations 
between observed behaviours in event logs and normative 
process models [12]. Compliance checking aims at 
measuring the adherence of event logs with predefined 
business rules or Quality of Service (QoS) definitions [1]. 
Process model extension aims to improve a given process 
model based on information (e.g., time, performance, case 
attributes, decision rules, etc.) extracted from an event log 
related to the same process. The ProM Framework is the 
most complete and powerful process mining tool, with an 
extendable pluggable architecture, aimed at process 
discovery and analysis from all perspectives [18]. ProM 
supports a wide range of techniques for process discovery, 
conformance analysis and model extension. In practice, 
however, ProM presents certain issues of flexibility and 
scalability, which limit its effectiveness in handling large 
logs from complex industrial applications [9].  

IV. CASE STUDY: AUDITING TRAINING PROCESSES USING 

PROCESS M INING TECHNIQUES 

Our motivating example is based on real-world professional 
training databases from a worldwide consulting company. 

This company has around 6 000 employees that are free to 
choose different training courses aligned with their profiles, 
during their careers. These training courses are provided by 
internal or external training organizations. The data 
collected for analysis reports all the 16 260 training courses 
followed by 3440 employees, during the last three years, 
performed by 494 training organisations. This data includes 
the employees’ profiles (identifier, function, and number of 
years of service), their careers (i.e., the jobs/missions they 
did) and their training paths. 

TABLE I.  EXAMPLE OF AN EDUCATIONAL EVENT LOG 

 

A. Dotted Chart Analysis 

The dotted chart shows the spread of events over time by 
plotting a dot for each event in an event log thus allowing to 
gain some insight in the underlying process, its performance 
and some interesting patterns [15]. The chart has two 
orthogonal dimensions: time and component types. The time 
is measured along the horizontal axis of the chart. The 
component types (e.g., instance, originator, task, event type, 
etc.) are shown along the vertical axis. Figure 1 illustrates 
the output of the dot chart analysis (implemented in ProM 
6.4 as a plugin) of the training log example using process 
instances as component type. In this chart, every row 
corresponds to a particular case of the training process, i.e., 
all the trainings followed by one employee during the last 
three years. 
 

 
Figure 1. Dotted chart showing all events of the training log  
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Each training course is represented by a dot. All the 
instances (one per trainee) are sorted by the first events of 
trainings i.e., trainings are sorted by the first date of their 
occurrence. Figure 1 shows that each year, there are few 
training courses scheduled around the last three months 
(circled in black), probably because the entire budget is 
consumed around the end of November. Also, almost no 
training is scheduled during the summer (circled in red). 

B. Trace Alignement 

Let us note that in a dotted chart, common patterns among 
different cases are not clearly visible. For analysing 
common patterns between the training paths of the 
company’s employees of our case study, we follow the 
technique presented in [6] and implemented as plugins in 
ProM 6, where the first step is based on the `Guide Tree 
Miner' plugin and the second steps are handled by the 
`Trace Alignment with Guide Tree' plugin (both 
implemented in ProM 6.4). The guide tree miner plugin 
requires an event log as input. This plugin implements the 
agglomerative hierarchical clustering algorithm for the 
generation of the guide tree and k event logs, one for each 
cluster. The T̀race Alignment with Guide Tree' plugin takes 
as input a guide tree generated by the guide tree miner 
plugin and generate an alignment of traces for each cluster. 
In our example, we have split the training event log into 
sixteen clusters. Figure 2 depicts the trace alignment for one 
of the 16 clusters where every row corresponds to a process 
instance and time increases from left to right. The horizontal 
position is based on logical time rather than real timestamps. 
When two rows have the same activity name in the same 
column, the corresponding events are aligned. The left panel 
depicts the employee identifier (i.e., process instance 
identifier) and identifiers with a grey background indicate 
traces that have identical duplicates. In Figure 2, there are 8 
employees who follow the same training path that the 
employee with the identifier 29784. Also, the traces are 
sorted based on the training d0 (i.e., Internal Tool Delivriz). 
Consequently, training traces with d0 in column 3 have the 
first priority in the ordering. 
 

 

Figure 2. Trace alignment of traces in the training event log example for 
one of the clusters. 

The bottom panel depicts the consensus sequence for the 
alignment (i.e., the major activity in each column and can be 
considered as a back-bone sequence for the process). The 
consensus sequence for this example d0b3d2d1a9b6e6a0 
corresponds to a well conserved training pattern “Internal 
Tool Delivriz, Project Management Module 1, Project 
Management Module 2 and Project Management Module 
3”.  Figure 2 shows also that the training “Internal Tool 
Delivriz” (encoded b3) is a concurrent activity. Concurrent 
activity manifests in mutually exclusive traces across 
different columns in the alignment. Trace alignment allows 
us to see such similarities between training traces inducing 
interesting training patterns. Given the great heterogeneity 
in training traces, only few clusters produced by the guide 
tree miner allow us to obtain a good trace alignment. In fact, 
the challenge of trace alignment is to find an alignment that 
is as simple and informative as possible when we analyse 
event log with such heterogeneity as the ones encountered in 
the education domain. To achieve this, some trivial pre-
processing techniques such as the filtering of traces based 
on their length may help produce a better alignment. 

C. Performance Analysis 

Performance analysis with Petri net plugin of ProM can 
extract the Key Performance Indicators from an event log, 
summarizing them in an intuitive way, and graphically 
present them on a Petri net describing the process under 
consideration. When calculating the different performance 
metrics, all process instances in the input event log are 
replayed in the input Petri net. We apply this plugin on our 
training courses dataset in order (1) to predict learners’ 
training path duration, (2) to predict necessary resources 
(i.e., trainers) at any moment within the training process and 
(2) to improve the training process by analysing the 
bottlenecks. Identifying bottlenecks in training paths can be 
used to better schedule training sessions to reduce the 
waiting time of trainees. Let us note that given the great 
heterogeneity in training traces, we can’t use the 
performance analysis plugin on our complete training event 
log [9]. To get past this limitation, we apply the 
performance analysis plugin on only a subset of the training 
dataset example containing learning paths with only the six 
most frequent trainings. The result of the analysis is partly 
shown in Figure 3 displaying the bottlenecks (red coloured 
places) and the routing probabilities on each arc. As shown, 
6% percent of the employees chose to take the training 
management project-M1 while 10% followed the training 
Information Technology Infrastructure Library (ITIL) 
Foundation. The average waiting time between two 
successive trainings is 45 days and the maximal waiting 
time is one year. Moreover, the average duration of a 
training path is 78 days while the longest training path 
lasted more than one year. 
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Figure 3. Results of applying the Performance analysis with Petri net 

plugin 

D. Conformance Analysis 

In what follows, we propose to use ProM’s Conformance 
Checker and LTL Checker plugins in a training tailored 
procedure (see Figure 4) to check whether training paths, as 
they are really followed by employees, are conform to 
established constraints in the training curricular. 
  

 
 

Figure 4. The proposed procedure for conformance analysis of training 
paths 

 
The conforming and non-conforming traces produced by 
these two kinds of analysis can be used to extract conform 
training process models and exception training process 
models underlying these traces (respectively). 

1) Linear Temporal Logic (LTL) Analysis 

Training advisors and directors of training organisms often 
need to check (off-line or on-line) whether trainees’ paths 
conform to established career paths, trainings’ prerequisites 
or business rules. For this purpose, we use the LTL Checker 
plugin of ProM that allows us to check whether an event log 
satisfies a given set of properties expressed in terms of LTL 
logic [1]. There is a set of predefined formulas in the LTL 

model checker plugin of ProM. It is also possible to tailor 
the LTL checker plugin to express specific types of 
constraints encountered in the educational domain. All these 
properties can be easily coded using the LTL language of 
the plugin and imported as a LTL file into the user interface. 
In what follows, we want to check if the rule “Project 
Management-Module-1 training must be taken before a 
Project Management-Module 3 can be taken” was always 
respected (prerequisite check). We define this property as an 
LTL formula as follows: 
 
formula c2_is_a_prerequisite_of_c1  
c1: ate.WorkflowModelElement,  
c2: ate.WorkflowModelElement) := 
{<h2> Is the training C2 a prerequisite for the 
training C1? </h2>} 
(<>(activity==c2)/\(activity!=c2 _U 
activity==c1)); 
 
Fig 5 shows the result displayed when this property is 
checked.  
 

 
 

Figure 5. The results returned by the LTL Checker plugin of ProM 5.3 
while verifying the Project Management prerequisite 

 
We can see that there are 3420 trainees that satisfy this 
property and 20 trainees who took the training Project 
Management–M3 while they didn’t take the Project 
Management -M1 training before. 

2) Conformance Checking 

The Conformance Checker plugin supports analysis of the 
model fitness, precision and structure via log replay, state 
space analysis, and structural analysis [12]. In what follows, 
we apply the conformance checker on the training dataset 
example to verify if the ITIL training program (expressed as 
a curriculum pattern) is always respected. Our goal is to 
extract the real ITIL process model as it is followed by 
trainees during the last three years. We fist apply a filter 
plugin of ProM on the training log to keep only the traces 
containing ITIL courses. In a second step, we apply the 
conformance checker plugin of ProM taking as input the 
filtered training log and the ITIL training program modelled 
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as a Petri net. In this program, the training course ITIL 
Certification Foundation is mandatory. There is also a set of 
optional training courses: ITIL PPO (Planning, Protection & 
Optimization), ITIL OSA (Operational Analysis Support) 
and ITIL MALC (Managing Across the LyfeCycle), ITIL 
RCV (Release, Control and Validation) and ITIL SOA 
(Service Offerings & Agreement). From the conforming and 
non-conforming traces produced by the conformance 
checking plugin, we mine the process models underlying 
these two types of traces using the Heuristic Miner plugin of 
ProM (see Figure 6). In Figure 6, the numbers in the boxes 
indicate the frequencies of the training courses. The decimal 
numbers along the arcs show the probabilities of transitions 
between two training courses and the natural numbers 
present the number of times this order of trainings occur.   
 

 

 

 
 
The obtained result showed that trainees following a 
learning path conform to the training ITIL program never 
took the optional courses ITIL PPO, ITIL OSA and ITIL 
MALC. Moreover, there are also some trainees who took 
the same courses as the ITIL program but not in the same 
order. These results may help training advisors in reviewing 
the original ITIL training program. They may study the 
usefulness of some optional courses and propose also new 
variants of the ITIL training curriculum.  

E. Decision Mining in Educational Processes 

In a (business) process model, a decision point corresponds 
to a point where the process is split into alternative paths 
(e.g., a place with multiple outgoing arcs in a Petri net) [13]. 
Decision mining (i.e., decision point analysis) aims at the 
detection of data dependencies that affect the routing of a 
case. Starting from a process model and a corresponding 

event log, decision points are identified and data attributes 
of this log are analysed to determine how case data 
influence the choices made in the process based on past 
process executions [13]. In what follows, we analyse 
choices in training processes to find out which properties of 
trainee’s profile might lead him/her to take certain training 
paths. To achieve this, we carry out a decision point analysis 
using the Decision Miner plugin of the ProM framework. 
This later analysis the choice constructs of Petri net process 
models using the well-known concept of decision trees. The 
decision miner plugin of ProM takes as an input a Petri net 
and a corresponding event log. Given the great number of 
distinct traces in the training log example, we can’t use this 
plugin on the complete training event log. We have first to 
pre-process this log to reduce its size in order to facilitate 
the mining of the underlying Petri net model. We started by 
filtering the training log example, using the Simple 
Heuristic Filter plugin of ProM. We obtained a reduced 
training log containing employee’s training paths referring 
to the six most frequent training courses in the log. Then, 
we extract the training process model (represented as a Petri 
net) corresponding to the filtered training log using the 
Alpha Miner plugin of ProM (see Figure 7).  
 

 
 

Figure 7. A fragement of the Petri net model underlying the filtered training 
log containing the six most frequent training courses 

 
The generated Petri net model is then introduced along the 
filtered training log as inputs in the Decision Miner plugin. 
We choose to study the decision point p0 (in a green square 
in Figure 7) which appears after the training course “ITIL 
certification foundation” to explain the employees’ choices 
between three alternative training paths (Project 
Management Module 3, Internal Tool Deliviriz or Recycling 
test). We rely in this analysis on the two case attributes 
describing an employee profile (i.e., function, number of 
years of service). Figure 8 shows the decision tree result for 
the decision point p0, from which we can now infer the 
following rule. The training course “Internal Tool 

(a) Conform training 
model 

(b) Non-conforming training 
model 

Figure 6.  ITIL process model mined from the training event log example 
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Deliveriz” is chosen by an employee if he/she has been in 
the company less than 47 months or more than 53 months. 

 

 
 

Figure 8. Decision tree result for analysis decision point p0 
 
An employee is more likely to choose the training “Project 
Management-Module3” if he/she has been in the company 
between 47 and 53 months. The discovered rule has an 
accuracy of 62%. 

V. CONCLUSION  

The aim of our research is to develop an interactive and 
distributed platform tailored for educational process 
discovery and analysis. In this paper, we showed how 
conformance checking, performance analysis and process 
models enhancement techniques can be used to monitor and 
improve educational processes in the field of professional 
trainings. However, performance analysis with Petri net, 
conformance checking and decision mining, as they are 
actually implemented in ProM, can’t handle heterogeneous 
and large scale event logs encountered in the professional 
training field [7, 9]. The adoption of filtering, abstraction or 
clustering techniques may help reducing the complexity of 
the discovered process models, and hence the application of 
advanced analysis techniques [7]. To enhance the usability of 
our platform, we have also to work on designing an intuitive 
graphical interface for non-experts that automatically sets 
parameters and suggests suitable types of analysis. 
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Abstract—Considerable effort has been devoted to the de-
velopment of Artificial Intelligence tools able to support the
detection of fraudulent accounting reports. Published results
are promising but, till the present date, the use of such
research has been limited, due to the “black box” character
of the developed tools and the cumbersome input task they
require. The tool described in this paper solves both problems
while improving specificity of diagnostics. It is based on Web
Mining and on Multilayer Perceptron classifiers where a
modified learning method leads to meaningful representations.
Such representations are then input to a features’ map where
trajectories towards or away from fraud and other features
are identified. The final result is a robust Web Mining-based,
self-explanatory fraud detection tool.

Keywords–Type of Information Mining; Knowledge Extrac-
tion; Accounting Fraud Mining.

I. INTRODUCTION

Fraud may cost US companies over USD 400 billion an-
nually [1]. Amongst different types of fraud, manipulation
of accounting reports is paramount. In spite of measures put
in place to detect fraudulent book-keeping, manipulation is
still ongoing, probably on a huge scale [1]. Auditors are
required to assess the plausibility of manipulated reports.
They apply analytical procedures to inspect sets of transac-
tions which are the building blocks of reports. But detecting
fraud internally is a difficult task as managers deliberately
try to deceive auditors. Most material frauds stem from
the top levels of the organization where controls are least
effective. The general belief is that analytic procedures
alone are rarely effective in detecting fraud [2].

In response to concerns about audit effectiveness in
detecting fraud, quantitative techniques are being applied
to the modelling of relationships underlying published re-
ports’ data with a view to discriminate between fraudulent
and non-fraudulent reports [3][4]. Such external, ex-post
approach would be valuable as a tool in the hands of
users of published reports such as investors, analysts and
banks. Artificial Intelligence (AI) techniques are likewise
being developed to the same end. Detailed review articles
covering this research are available [5][6].

A discouraging fact is that analysts do not use AI tools
designed to help detecting accounting manipulation. This
is largely due to the fact that such tools are “black boxes”
where results cannot be explained using the viewpoint,

language and expertize of analysts [2]. Since analysts
are responsible for their decisions, tools they may use to
support decisions must be transparent and self-explanatory.
Moreover, extract, transform and load (ETL) tasks required
by such AI tools are time-consuming and difficult to
automate in this case. The paper describes work-in-progress
seeking to overcome the above limitations. Web Mining
is first employed to find, download and store accounting
data. Then, fraud and two other attributes known to widen
fraud propensity space are predicted by three Multilayer
Perceptron (MLP) classifiers where a modified learning
method leads to internal representations similar to financial
ratios, readily interpretable by analysts. Such ratios then
input a features’ map where trajectories towards or away
from fraud and other features are visualized. Diagnostic
interpretation is further enhanced with the display of cases
similar to those being analyzed.

The objective of the tool is not so much to innovate
but to streamline a well-known but opaque and cumber-
some practice. Its sole original contribution is the strict
adherence to users requirements including a new MLP
training method leading to transparent diagnostic. Fraud de-
tection covers many types of deception: plagiarism, credit
card fraud, medical prescription fraud, false insurance
claim, insider trading, accounting reports’ manipulation
and other [12][13]. Frameworks used in the detection of,
say, credit card fraud (such as Game Theory), are not
necessarily efficient in detecting other types of deception.
Neural Networks are widely used in research devoted to
the detection of accounting fraud [7][8][9][10][11] and
reported performance is satisfactory.

Section II describes data and models while offering
extensive methodological details. Section III reports pre-
liminary results and presents the architecture of the tool to
be deployed. Section IV discusses expected benefits.

II. METHODOLOGY

A. Accounting Information
An accounting report is a collection of monetary

amounts with an attached meaning: revenues of the period,
different types of expenses, asset values at the end of the
period, liabilities and others. Companies’ reports are ob-
tained via a process involving recognition, adjustments and
aggregation into “accounts”, of all meaningful transactions
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occurring during a given period. The resulting set of reports
is made available to the public together with notes and
auxiliary information.

Accounting reports are extremely efficient in revealing
financial position. It is possible, for instance, to accu-
rately predict bankruptcy more than one year before the
event [14]. The direction of future earnings (up or down)
is also predictable [15]. Such efficiency in conveying useful
information is the ultimate reason why accounts are so
often manipulated by managers.

Financial analysis of a company is typically based
on the comparison of two monetary amounts (hereafter
referred to as “items”) taken from published reports. For
instance, when a company’s net income at the end of a
given period is compared with assets required to generate
such income, an indication of “Profitability” emerges. Pairs
of items are often expressed in the form of a single value,
their ratio. Since the dimension effect is similar for all
items taken from the same company and period, dimension
cancels out when a ratio is formed. Thus, ratios compare
features such as performance of companies of different
dimension [16]. Ratios are also used to detect fraud [3][4].
Indeed, most analytical tasks involving accounting informa-
tion require the use of appropriately chosen ratios so that
companies of different sizes can be compared while their
financial features are highlighted. In this paper, an MLP
training method is described whereby ratios with optimal
performance characteristics are uncovered.

B. Web Mining of XBRL-encoded reports
Until recently, accounting reports were published in a

variety of formats including PDF, MS Word and MS Excel.
This forced users and their supporting tools into a signifi-
cant amount of interpretation and manual manipulation of
meta-data and led to inefficiencies and costs. From 2010
on, the Securities and Exchange Commission (SEC) of the
US, as well as United Kingdom’s Revenue & Customs
(HMRC) and other regulatory bodies, require companies
to make their financial statements public using the XML-
based eXtensible Business Reporting Language (XBRL).
Users of XBRL now include securities’ regulators, banking
regulators, business registrars, tax-filing agencies, national
statistical agencies plus, of course, investors and financial
analysts worldwide [17]. XML syntax and related standards
such as XML Schema, XLink, XPath and Namespaces
are all incorporated into XBRL, which can thus extract
financial data unambiguously. Communications are defined
by metadata set out in taxonomies describing definitions of
reported monetary values as well as relationships between
them. XBRL thus brings semantic meaning into financial
reporting, promoting harmonization, interoperability and
greatly facilitating ETL tasks. Web Mining of financial data
is now at hand.

The initial module of the tool proposed here carries
out Web Mining of XBRL content. The user first defines
a selection criteria namely an industrial group, a range of
assets’ dimensions or simply a set of companies’ codes.
Then specific Web locations are searched. In the US, for
instance, one such location is the SEC repository (known

as EDGAR) of “fillings” of companies’ reports and other
data. Reports obeying stipulated criteria are downloaded
and items required by the analysis are stored.

C. Data and Models
After mining and storage, three MLP are set to sep-

arately predict fraud vs no-fraud cases plus two other
attributes known to widen fraud propensity space. Inputs
to each of the three MLP are collections of items which
were utilized as numerators or denominators of ratios in
published research, namely:

• fraudulent vs non-fraudulent reports [3][4]
• bankrupted vs solvent companies [14]
• profits-up vs profits-down one year ahead [15].

Collections of items are taken from the same company
reports (instance j) and may include 8 to 12 items. Both the
actual period, t, and previous period, t − 1, are collected.
Items which assume positive and negative values such
as net income are replaced by their two positive-only
components. Input variables and target attributes used in
the training and testing of the three MLP are extracted
from three sources:

• “Compustat”, the de facto repository of US com-
panies’ financial information, made available by
Standard & Poor’s;

• a total of 1,300 Accounting and Auditing En-
forcement Releases (AAER) issued by the SEC,
identifying a given set of accounts as fraudu-
lent [4], covering the period 1983-2013, are made
available by the Haas School of Business (Centre
for Financial Reporting and Management) at the
University of California, Berkeley;

• a list of 750 US bankruptcies covering the period
1992-2005, is made available by Professor Edward
Altman from New York University.

Before training, MLP architectures consist of up to 12
inputs corresponding to collections of items just mentioned,
one hidden layer with 6 nodes and two symmetrical output
nodes. Hyperbolic tangents (threshold functions symmetri-
cal around zero) are used as transfer functions in all nodes.
During training, balanced matching of cases is carried
out using same industry, same size (Total Assets decile)
and same year companies with opposite class attribute.
Training- and testing-sets are equally matched. Financial
companies such as banks are excluded.

D. Knowledge Extraction
Studies on the statistical characteristics of items from

accounting reports brought to light two facts. First, in cross-
section the probability density function governing such
items is nearly lognormal. Second, items taken from the
same set of accounts share most of their variability as
the dimension effect is prevalent [16]. Thus, the variability
of logarithm of item i from set of accounts j, log xij , is
explained as the dimension effect σj , which is present in
all items from j, plus some residual variability εi particular
to item i:

log xij = µi + σj + εi (1)
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Figure 1. Ratio xkj/xij of items k and i from report j is formed
in MLP hidden node as a log representation log xkj − log xij because
synaptic weights assume symmetrical values: wk = −wi.

µi is the item- and industry-specific expected value. It is
thus clear why ratios formed with two items from the
same set of accounts are effective in conveying financial
information: the dimension effect, σj , cancels out when
a ratio is formed. Median ratios are industry expectations
while deviations from expectation observed in company j
reveal how well j is doing no matter its dimension. For
instance, in a given industry the median ratio of net income
to assets is, say, 0.15. Any company with a ratio above 0.15,
no matter small or large, is doing better than the industry.

When analyzing features such as Solvency or the likeli-
hood of fraud, financial analysts need to know which ratios
are at work, their position in relation to expectations and
in which direction they are moving. In order to respond
to the first of such demands, MLP training includes the
competitive pruning of synaptic weights linking inputs, the
log xi in (1), to hidden nodes so that, at the end of training,
only the two most relevant weights in each hidden node are
permitted to survive. In a later phase, nodes also compete
for survival. MLP training encompasses 5 steps:

Step I No penalization of synaptic weights.
II All hidden-node synaptic weights are

equally penalized.
III Penalization of less relevant weights

but two, one node at a time.
IV Zero-valued weights, all but two in

each node, are pruned.
V Node-pruning.

In this way, internal representations similar to ratios in
log space are formed inside each surviving hidden node.
Here, the term “internal representation” refers to values
assumed by each hidden node after summation but before
transfer function, as depicted in Figure 1. The fact that
each node succeeds in forming a ratio is visible through
the examination of its two surviving synaptic weights:
they are of similar magnitude but with opposite sign so
that, after summation, a log-ratio (a difference between
two log xj) is formed. Although absolute values of the
two surviving weights in each hidden node are not much
different from one another, they differ across nodes. Such
difference reflects the importance of each node for the final
classification performance.

Internal representations tend to assume the form of
ratios because instances used in MLP training greatly

differ in dimension while the attribute to be predicted is
indeed predictable. Hidden nodes thus tend to self-organize
themselves into dimension-independent variables, efficient
in predicting such attribute. And since only two of the
synaptic weights in each node, the most explanatory of
them, are allowed to survive, weights’ final values tend
to assume symmetrical values so that their summation is
indeed dimension-free. Representations thus mimic ratios
and can be interpreted similarly.

After appropriate ratios are selected, analysts interpret
their observed, company-specific deviations from industry
expectation. Correspondingly, each hidden node in the
MLP has a set of dummy inputs assuming the value of
1 or 0 depending on the industrial group of instance j.
In this way, expected µi from (1) are also modelled and
accounted for inside each hidden node. Since node outputs
and attributes’ classes are both balanced, the effect of
industry dummies is to subtract industry-specific log-ratio
standards from internal representations thus making them
similar to a difference of two εi in (1). Such difference is,
in log space, what analysts seek when they compare a ratio
with its industry expectation.

E. Trajectories in a Features’ Map
Finally, analysts observe in which direction ratios

move. Internal representations are likewise input to a 2-
dimensional Kohonen Features Map with 8 × 8 nodes.
MLP outputs (transformed to become 0-1 variables) are
combined with Prevalence numbers (prior probabilities of
fraud) so as to approach posterior probabilities of fraud
given observed features. After training, clusters are formed
in the Kohonen Map, denoting identifiable features such
as Solvency, Profitability, Fraud or their opposites. Visual
examination of features’ maps facilitates interpretation,
both proximity to a given cluster and trajectories towards
or away from clusters being informative.

F. Outputs to be Used by Analysts
When analysing a company’s reports, analysts base

their diagnostic on several concurring pieces of evidence, in
favour or against a priori hypotheses. On the other hand,
extant research on accounting manipulation suggests that
fraudulent numbers lead to detectable imbalances in finan-
cial features. For instance, income may increase without the
corresponding, usual increase in free cash. The selection
of the two attributes complementing fraud (bankruptcy
and profit direction) responds to imbalances mentioned in
published research [3][4] and to the need, in the part of
analysts, to examine concurring facts. Each company being
analysed generates two sets of results corresponding to
time periods t − 1 and t. Output to analysts consists of
the following:

1) Three posterior probabilities: fraud, default and
profits going down, with a sign indicating the
direction of their change from t− 1 to t.

2) The 9 most significant values internal representa-
tions assume at period t, three from each MLP, ex-
pressed as percent increase or decrease in relation
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to industry expectations, with a sign indicating the
direction of change from t− 1 to t.

3) Visualization of features and their trajectories
from t − 1 to t, allowing the detection of trends
towards a given cluster.

4) Identification of companies neighbouring, in the
features map, the company being analysed.

III. PRELIMINARY RESULTS, DEPLOYMENT

MLP test-set performance is similar to that reported
for other AI tools: 80% success in detecting fraud (6
surviving nodes), 96% success in detecting bankruptcy (5
nodes) and 78% success in predicting earnings’ increase
one year ahead (6 nodes). Errors are balanced: Type II
error (the most expensive in this case) is reduced in relation
to published research while Type I error is increased.
The number of variables and synaptic weights engaged in
modelling is less than half of that reported in the literature.
Robustness is expected to be higher. In the downside, ratios
that are formed and MLP performance both depend on
broad industry type.

The tool has been set up using a variety of packages
and languages; it is to be deployed as a Java-based set of
modules as depicted in Figure 2. With the exception of
the MLP algorithm, the analytical core will be written in
R-language.

IV. CONCLUSION AND FUTURE WORK

Till the present date, the use of AI tools to help in the
detection of manipulated accounts has been limited due to
difficulties in extraction and put in place of data and also
due to the “black box” nature of such tools. The present
work-in-progress aims at solving both problems, producing
automated and interpretable diagnostics. In the hands of
analysts, the tool is self-explanatory, not just pointing out
companies likely to have committed fraud but showing,
rather than hiding, reasons behind such diagnostic.

The tool illustrates a case of close alignment between
users’ needs and algorithmic characteristics. The tool is
also an example of Knowledge Extraction whereby ex-
planatory variables are discovered amongst many candi-
dates so that a discriminating task is carried out with
optimal performance. The choice of the algorithm, the
MLP, was dictated solely by its ability to form internal
representations. Neither an increased performance nor the
testing of novel AI techniques is the goal here. The goal
is to build a usable tool, an apparently simple task but
which, in this particular subject area, has eluded research
effort during the last 20 years. Thus, the ultimate test is
yet to be carried out, namely whether analysts will use the
tool or not.
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Abstract—In networking industry, there are various services 

that are mission critical. For example, DNS and DHCP are 

essential and are common network services for a variety of 

organizations. An appliance that provides these services comes 

with a reporting system to provide visual information about 

the system status, resource usage, performance metrics, and 

trends, etc. Furthermore, it is desirable and important to 

provide prediction against these metrics so that users can be 

well prepared for what is going to happen and prevent 

downtime. Among the predictive measures, there are multiple 

metrics to reflect peak or maximum values such as peak 

volume or resource usage in networking. The peak value 

prediction is critical for the IT managers to ensure its 

organization is ahead of the cycles in terms of the network 

capacity and disaster recovery. There have been many 

algorithms and methods for prediction of trended time series 

data. However, peak values often do not fall into a trend by 

nature. The traditional trend prediction methods do not 

perform well against this type of data. In this paper, we 

present a novel filtering algorithm named “Exponential 

Moving Maximum” (EMM), this filter is used before applying 

a prediction algorithm against peak time series data. We also 

provide some experimental results on real data as a 

comparison to show that the prediction method has better 

accuracy when EMM filtering is applied to certain categories 

of networking data. 

Keywords-predictive analytics; trend forecasting; networking 

reporting; time series data; sequential pattern mining 

I.  INTRODUCTION 

There have been a number of methods that can do trend 
prediction or forecasting on time series data by removing so 
called non-stationarity or noise. Simple moving average is 
the most basic technique that averages the last n observations 
of a time series [1][2]. It is appropriate only for very short or 
irregular data sets, where features like trend and seasonality 
cannot be meaningfully determined, and where the mean 
changes slowly. Exponential smoothing, such as the Holt-
Winters method, is a more complex moving average method 
that involves parameters reflecting the level, trend and 
seasonality of historical data. It usually gives more weight to 
recent data [2]-[6]. An even more complex class of moving 
average models, autoregressive moving average (ARMA) 
[2][6]-[8] is capable of reflecting autocorrelations inherent in 
data. It can out-perform exponential smoothing when the 
historical data period is long and data is nonvolatile. But it 

doesn’t perform as well when the data is statistically messy. 
The typical application of this forecasting technique is in 
marketing for which J. Armstrong et al. had a review on 
many methods in their publication [9].  

One of the most active research areas employing trend 
prediction is stock market forecasting. Therefore, many 
researchers have applied different analysis methods to do 
stock trend prediction, including associative rule based 
approaches, chart pattern recognition, template matching, 
neural networks and SVM [10][11]. K. Wu et al. recently 
presented a method to predict stock trend with k-means 
clustering algorithms [12] in identifying patterns within a 
sliding window. However the complexity of the algorithm 
poses a limitation for methods that are used in real time 
applications. 

Time series data generated by a network service system 
such as DNS and DHCP servers often contains useful non-
stationarity of which an example is illustrated in Figure 1 
that is a time series DNS query data with hourly maximum 
or peak values for a period of 270 days. Users, typically from 
IT departments, are interested in seeing the trend of peak 
value data and, furthermore, to know the prediction for near 
future. Therefore, they can have means to assess the 
capacities of their network allowing purchase and 
deployment of new equipment to meet expected demand 
with out having to over provision.. When a traditional 
prediction algorithm is used with this data, the information 
about the local maximums will unfortunately get lost. 

In Section II, we present the algorithm of exponential 
moving maximum and its memory complexity. Section III 
provides the command lines and workflow for the integration 
with Splunk [13]. We present the experimental results with 
comparison in Section IV. The conclusion is presented in 
Section V. 

II. EXPONENTIAL MOVING MAXIMUM FILTER 

The EMM filter is used to aggregate historical values 
with a maximum aggregator so that the effect of these values 
can be taken into account by subsequent values whilst 
applying a magnitude decaying exponential along with time. 
That’s similar to one of the special cases in ARIMA that’s 
exponential moving average [14]-[16] where historical 
values are aggregated into the following values but with an 
average aggregator. The EMM filter can be defined as 
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𝑦𝑘 = max
0≤𝑖≤𝑘

{𝛼
𝑖

𝑤𝑥𝑘−𝑖} 

where 
𝛼 ∈ [0,  1.0] 

is an inheritance parameter and 𝑤 is a filtering window size. 

In the case when  
𝛼 = 0, 𝑦𝑘 = 𝑥𝑘 

and when  

𝛼 = 1, 𝑦𝑘 = max
0≤𝑖≤𝑘

{𝑥𝑖} 

If 

𝑦𝑘 = 𝛼
𝑚
𝑤𝑥𝑘−𝑚 

then 𝑥𝑘−𝑚 is called the bubble point of 𝑦𝑘  and 𝑚  is the 
bubble distance. Figure 2 illustrates the relationship of the 
parameters in which the original value 𝑥  will have a 
contribution on the magnitude of 𝛼𝑥 for the filtered value at 
a future position that is 𝑤 distance away from 𝑥. It shows the 
future impact of a value is decayed exponentially over time. 

 
Figure 2.  EMM filter parameters. 

Figure 3 shows an example of EMM filtering over the 
hourly peak DNS query time series data. The peak values 
that are local maximums can become bubble points that over 
shadow the following non local maximal data points. The red 
curves show the EMM filtering output which effectively 
preserves the historical information of peak values and can 
contribute to the prediction of future peak values. 

It can be proven that 

𝑦𝑘 = max
0≤𝑖≤𝑘

{𝛼
𝑖

𝑤𝑥𝑘−𝑖} 

= max (𝑥𝑘 , 𝛼
1
𝑤𝑥𝑘−1, 𝛼

2
𝑤𝑥𝑘−2, … , 𝛼

𝑘
𝑤𝑥0) 

= max [𝑥𝑘 , 𝛼
1
𝑤 (𝑥𝑘−1, 𝛼

1
𝑤𝑥𝑘−2, … , 𝛼

𝑘−1
𝑤 𝑥0)] 

= max (𝑥𝑘 , 𝛼
1
𝑤 max

0≤𝑖≤𝑘−1
{𝛼

𝑖
𝑤𝑥𝑘−1−𝑖}) 

= max (𝑥𝑘 ,  𝛼
1
𝑤𝑦𝑘−1) 

 
This is the EMM representation in a recursive format that 
simplifies memory complexity to 𝑂(1) for implementation.  

III. SPLUNK CUSTOMIZATION 

Splunk is a commercial software solution that provides 

archiving, indexing and analytics functions to machine 

generated data such as system logs and network data. One of 

its analytical functions is called predict() that can do 

forecasting based on a series of historical data points. As a 

platform, Splunk provides an SDK for users to develop 

custom commands as plug-ins. A custom command named 

emm is developed in Python and plugged into the Splunk 

system. The syntax of the command is as follows. 

emm <variable_to_predict> [inheritance=i] [window=w] 

where i is a floating point value between 0 and 1.0 to 

represent 𝛼 and w is an integer value equal to the timespan. 

For instance, for hourly time series data, w=720 has a 

window size of one month. 

In addition, the native Splunk command predict() is 

customized into a new command forecast() with following 

syntax. 

forecast <variable_to_predict> [AS <newfield_name>] 
[<forecast_option>] 

 

The forecast_option is similar to the options for the 

command predict() except for some fields that have 

different default values customized. 
With the custom commands deployed into Splunk app, 

the prediction process with EMM filtering can be pipelined 
similar to most of the Splunk queries. A sequence diagram is 
given in Figure 4 with the steps listed as follows. 

1. Load event data files into Splunk system. 

2. Fire a query to start the prediction process. 

3. The query starts from event aggregation with use of 

Splunk aggregation functions. 

4. Apply EMM filtering on aggregated time series data. 

5. Further aggregate EMM output into a coarse level 

desired by prediction objectives. 

6. Execute custom forecast command to get prediction 

result. 

7. Visualize prediction result with Splunk visualization 

functions. 

A sample query command pipe in Splunk is given as 

follows. 

source="dns.txt" | rex 
"^(?P<date>[^\\t]+)\\t(?P<dns>.+)" | timechart 
span=10m max(dns) as dns | emm dns inheritance=0.7 
window=4320| timechart span=mon max(emm) as emm 
| forecast emm future_timespan=3 

 

The output is shown in Figure 5 in which the top section is 

for command input and the lower part shows the EMM 

filtering and prediction results. 

IV. EXPERIMENT AND COMPARISON 

Infoblox is a company that provides DNS, DHCP and IP 

address management (DDI) appliances for network 

automation [17]. Its Trinzic DDI
TM

 series is distributed with 

a Grid Master
TM

 and a number of Grid Members
TM

. The 
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reporting appliance can be one of the members that collects, 

archives and analyzes the network data across many 

members. About 18 month data is collected from two 

separate customers who are using Infoblox’s Trinzic
TM

 

Reporting appliance. The data includes number of DNS 

queries aggregated every 10 minutes, number of DHCP 

leases aggregated every one minute, DNS server cache hit 

rate, and system CPU usage history. For each category, the 

data is segmented into a range of 12 months with a window 

sliding by month. To simplify the computation, EMM filter 

is applied on hourly maximum and the prediction is 

executed on monthly maximum data points. The experiment 

will use the first consecutive 9 month data from each 

segment to predict the values for the next three months. The 

prediction results will then be compared to the reserved 

three month data for accuracy calculation. The prediction 

error is defined as a mean squared error 

𝑀𝑆𝐸 =
1

𝑚
∑

1

𝑛
∑(�̂�𝑖 − 𝑌𝑖)

2

𝑛

𝑖=1

𝑚

𝑘=1

 

where �̂�𝑖 is the prediction value of 𝑌𝑖 at the (𝑖 + 9)th month 

and 𝑖 = 1, 2, 3. 𝑚 is the number of sliding steps. Based on 

MSE, the comparison metric is defined as 

𝐶 =
𝑀𝑆𝐸𝐸𝑀𝑀

𝑀𝑆𝐸
 

where 𝑀𝑆𝐸𝐸𝑀𝑀  is the prediction error with use of EMM 

filter and 𝑀𝑆𝐸 is the prediction error without use of EMM. 

It is apparent that 𝐶 < 1 means accuracy improvement.  

First of all, use the Splunk built-in prediction function to 

analyze the data and provide prediction results in the 

protocol set above. The raw data is in system log format that 

is loaded and parsed by a custom regular expression to 

extract the values from raw events. The software does 

aggregation on event data to generate time series sequences 

before applying its predict() command. The prediction 

results can be visualized by its built-in GUI or exported into 

a text file and visualized separately as illustrated in Figure 6, 

where the prediction results are shown in the gray area. 

Secondly, we apply the EMM filtering before invoking the 

predict() command. The EMM filtering results are 

superimposed on to the raw DNS data that is shown in 

Figure 6 and highlighted in red in Figure 7. Its prediction 

results are illustrated in the gray area in Figure 7. Unlike the 

version without use of EMM in Figure 6 that shows a 

relatively flat trend, the version with use of EMM in Figure 

7 effectively shows the upward trend that matches real data. 

The same experiments are conducted on all of four 

categories of network data. For comparison, the above 

defined 𝐶 values are calculated and listed in Table 1. The C 

values for DNS query and DHCP lease data are much 

smaller than 1 which proves a significant improvement in 

prediction accuracy. On the other side, the prediction 

accuracy improvement on the DNS hit rate data is not 

significant and the accuracy decreases on the CPU data. We 

will try to provide some explanation in next section.  

TABLE I. ACCURACY COMPARISON 

Test Data Comparison Metric C 

DNS Query 0.07 

DHCP Lease 0.33 

DNS Hit Rate 0.98 

CPU 1.21 

V. CONCLUSION 

Many prediction algorithms and methods have been 

experimented against the time series data that contains non-

stationary peak values with poor performance. A 

preprocessing approach is proposed in this paper as well as 

an exponential moving maximum filter that can preserve 

local maximum values from the historical data and make 

prediction more accurate, meaningful and useful. An 

example EMM plug-in has been tested with use of Splunk 

software that provides an ease-of-use user interface and 

SDK for customization with plug-ins. The same method and 

algorithm can be used together with other prediction tools or 

software. The experimental results show that using the 

EMM filter provides better prediction accuracy on DNS and 

DHCP data compared to a traditional prediction algorithm 

provided by some commercial software. Unlike the 

experiments for DNS and DHCP volume data, the 

experiments on cache hit rate data and CPU data either 

show no improvement or present slightly worse accuracy. 

The possible explanation based on the sample data is that 

the spikes in cache hit and CPU data look more like real 

noise than trended peaks in DNS and DHCP volumes. This 

concludes that EMM should only be applied to the time 

series data that contains non-stationality which is 

intrinsically not random noise. Further experiments are 

needed to add EMM filter into other traditional predication 

algorithms and methods. 
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Figure 1.  Customer DNS volume data example with meaningful non-stationality. 

 

Figure 3.  EMM filtering example. 
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Figure 4.  Sequence diagram of prediction process with EMM on Splunk. 

 

 

Figure 5.  A screen snapshot of the web GUI of Splunk prediction with EMM plug-in. 
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Figure 6.  Prediction without use of EMM filter. 

 

 

Figure 7.  Prediction with use of EMM filter. 
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Abstract—We present a new approach for automatic data prepa-
ration, applicable in most Knowledge Discovery and Data Mining
systems, and using statistical features of the studied database.
First, we detect outliers using an approach based on whether
data distribution is normal or not. We outline further that, when
trying to find the most appropriate discretization method, what is
important is not the law followed by a column, but the shape of its
density function. That is why we propose an automatic choice for
finding the best discretization method based on a multi-criteria
(Entropy, Variance, Stability) analysis. Experimental evaluations
validate our approach: The very same discretization method is
never always the most appropriate.

Keywords–Data Mining; Data Preparation; Outliers; Discretiza-
tion Methods.

I. INTRODUCTION AND MOTIVATION

Data preparation can be performed according to different
method(ologie)s [1]. However, this task has not been developed
greatly in the literature: The single mining step is more often
emphasized. Moreover, it focuses most of the times on a single
parameter: discretization method [2], outlier detection [3], null
values management, etc.. Associated proposals only highlight
on their advantages comparing themselves to others. There is
no global nor automatic approach taking advantage of all of
them. But the better data are prepared, the better results will be,
and the faster mining algorithms will work. Previously in [4],
we proposed a simple but efficient approach to transform input
data into a set of intervals (also called bins, clusters, classes,
etc.). On which we apply, in a further step, specific mining
algorithms (correlation rules, etc.). The reasons that decided us
to reconsider previous works are: (i) To improve the outliers’
detection with regard to the data distribution (normal or not),
(ii) To reduce the number of input parameters, and thus (iii) To
propose an automatic choice of the best discretization method.
Finally, regarding implementation, we merge the three tasks
into a single one, and carry out experiments.

This paper is organized as follows: Section II presents
general aspects of data preparation. Section III and Section IV
are dedicated to outlier detection and to discretization methods
respectively. Each section is composed of two parts: (i) related
work, and (ii) our approach for improving it. In Section V, we
show the results of first experiments. Last Section summarizes
our contribution, and outlines some research perspectives.

II. DATA PREPARATION

Raw input data must be prepared in any Knowledge and
Discovery in Databases (KDD) system previous to the mining
step. There are two main reasons for this:
• If each value of each column is considered as a single

item, there will be a combinatorial explosion of the
search space, and thus very large reponse times;

• We cannot expect this task to be performed by hand
because manual cleaning of data is time consuming
and subject to many errors.

Generally, this step is divided into two tasks: (i) Prepro-
cessing, and (ii) Transformation(s).

A. Preprocessing

Preprocessing consists in reducing the data structure by
eliminating columns and rows of low significance [5].

a) Basic Column Elimination: Elimination of a column
can be the result of, for example in the microelectronic indus-
try, a sensor dysfunction, or the occurrence of a maintenance
step; this implies that the sensor cannot transmit its values to
the database. As a consequence, the associated column will
contain many null/default values and must then be deleted
from the input file. Elimination should be performed by using
the Maximum Null Values (MaxNV ) threshold. Furthermore,
sometimes several sensors measure the same information, what
produces identical columns in the database. In such a case, only
a single column should be kept.

b) Elimination of Concentrated Data and Outliers: We
first turn our attention to inconsistent values, such as “outliers”
in noisy columns. Detection should be performed through
another threshold (a convenient value of p when using the
standardization method, see Section III-A1). Found outliers are
eliminated by forcing their values to Null. Another technique
is to eliminate the columns that have a small standard deviation
(threshold MinStd): Since their values are almost the same,
we can assume that they do not have a significant impact on
results; but their presence pollutes the search space and reduces
response times. Similarly, the number of Distinct Values in
each column should be bounded by the minimum (MinDV )
and the maximum (MaxDV ) values allowed.

B. Transformation

c) Data Normalization: This step is optional. It trans-
lates numeric values into a set of values between 0 and 1.
Standardizing data simplifies their classification.

d) Discretization: Discrete values deal with intervals
of values, which are more concise to represent knowledge,
so that they are easier to use and also more comprehensive
than continuous values. Many discretization algorithms (see
Section IV-A) have been proposed over the years for this. The
number of used intervals (NbBins) as well as the selected
discretization method among those available are here again
parameters of the current step.
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e) Pruning step: When the occurrence frequency of
an interval is less than a given threshold (MinSup), then it is
removed from the set of bins. If no bin remains in a column,
then that column is entirely removed.

The presented thresholds/parameters are the ones we use
for data preparation. In previous works, their values were fixed
inside of a configuration file read by our software at setup. The
objective of this work is to automatically determine most of
these variables without information loss. Focus is set on outlier
and discretization management.

III. DETECTING OUTLIERS

An outlier is an atypical or erroneous value corresponding
to a false measurement, a calculation mistake, an unwritten
input, etc. Outlier detection is an uncontrolled problem
because extreme values deviate too greatly from the rest
of the data. In other words, they are associated with a
significant deviation from the other observations [3]. In
this section, we present some outlier detection methods and
focus on the detection of outliers in the case of uni-variate data.

The following notations are used to describe outliers: X is
a numeric attribute of a database relation, and is increasingly
ordered. x is an arbitrary value, Xi is the ith value, N the
size of X , σ its standard deviation, µ its mean, and s a central
tendency parameter (variance, inter-quartile range, etc.). X1

and Xn are the minimum and the maximum values of X
respectively. p is an arbitrary probability, and k is a parameter
specified by the user, or computed by the system.

A. Related Work
In this section, we summarize four of the principal uni-

variate outlier detection methods.
1) Elimination after standardizing the distribution: This is

the most conventional cleaning method [3]. It consists in taking
into account µ and σ to determine the limits beyond which
aberrant values will be eliminated. For an arbitrary distribu-
tion, the Bienaymé-Tchebyshev inequality specifies that the
probability that the absolute deviation between a variable and
its average is greater than p is less than or equal to 1

p2 :

P (

∣∣∣∣x− µσ
∣∣∣∣ ≥ p) ≤ 1

p2
(1)

The idea is to set a threshold probability as a function of µ and
σ above which we accept values as non-outliers. For example,
with p = 4.47, the probability that x, satisfying

∣∣∣x−µσ ∣∣∣ ≥ p, is
an outlier is bounded by 0.05.

2) Algebraic method: This general detection method, pre-
sented in [6], uses the relative distance of a point to the
“center” of the distribution: di =

|Xi−µ|
σ . Outliers are detected

outside of the interval [µ−kQ1, µ+kQ3], where k is generally
set between 1.5 and 3. Q1 and Q3 are the first and the third
quartiles respectively.

3) Box plot: This method, attributed to Tukey [7], does
not make any assumption on how the data are distributed.
It is based on the difference between quartiles Q1 and Q3,
and distinguishes between two categories of extreme values

determined outside the lower bound (LB) and the upper bound
(UB): {

LB = Q1 − k × (Q3 −Q1)

UB = Q3 + k × (Q3 −Q1)
(2)

4) Grubbs’ test: Grubbs’ method, presented in [8], is a
statistical test for lower or higher abnormal data. It uses the
difference between the average and the extreme values of the
sample. The test is based on the assumption that the data are
normally distributed. The maximum and minimum values are
tested, which allows one to decide if any of these values is
aberrant. The statistic used is T = max(XN−µ

σ , µ−X1

σ ). The
test is based on two hypotheses:

• Hypothesis H0: The tested value is not an outlier.
• Hypothesis H1: The tested value is an outlier.

Hypothesis H0 is rejected at significance level α if:

T >
N − 1√

n

√
β

n− 2β
(3)

where β = tα/(2n),n−2 is the quartile of order α/(2n) of the
Student distribution with n− 2 degrees of freedom.

B. An Original Method for Outlier Detection
Many existing outlier detection methods assume that the

distribution of data is normal. However, we observed that,
in reality, many samples have asymmetric and/or multimodal
distributions; the use of these methods will then have a
significant influence on the mining step. Therefore, we should
process each distribution using an appropriated method. The
considered approach consists in eliminating outliers in each
column based on the normality of data, in order to minimize
the risk of eliminating normal values.

Firstly, the Kolmogorov-Smirnov test presented in [9] is
applied in order to determine whether the distribution is normal
or not. Secondly, if the variable is normally distributed, then
the Grubbs’ test is used at a significance level of 5%. This test
gives experimentally better results than the algebraic approach.
Otherwise, the Box plot method is employed with parameter k
set to 3 in order to not to be too exhaustive toward outlier
detection. Figure 1 summarizes the process we chose for
detecting and deleting outliers.

In the previous versions of our software, we used the simple
standardization method with p set as an input parameter. With
this new approach, no input parameter remains. We obtained
moreover an improvement of 2% in the detection of true
positive or false negative outliers.

IV. DISCRETIZATION METHODS

Discretization of an attribute consists in finding NbBins
disjoint intervals that will further represent it in an efficient
way. The final objective of discretization methods is to ensure
that the mining part of the KDD process generates substantial
results. In our approach, we only employ direct discretization
methods in which NbBins must be known in advance (and
be the same for every column of the input data). NbBins
was initially a parameter fixed by the end-user. The liter-
ature proposes several formulas as an alternative (Rooks-
Carruthers, Huntsberger, Scott, etc.) for computing such a
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Figure 1. Main tests used in our outlier detection process.

number. Therefore, we switched to the Huntsberger formula,
the most fitting from a theoretical point of view [10], and given
by: 1 + 3.3× log10(N).

A. Related Work

In this section, we only highlight the final discretization
methods kept for this work. This is because the other tested
methods have not revealed themselves to be as efficient
as expected (such as Embedded Means Discretization), or
are not a worthy alternative (such as Quantiles based Dis-
cretization) to the ones presented. The methods we use are:
Equal Width Discretization (EWD), Equal Frequency-Jenks
Discretization (EFD-Jenks), AVerage and STandard deviation
based discretization (AVST), and K-Means (KMEANS). These
methods, which are unsupervised [11] and static [12], have
been widely discussed in the literature: See for example [10]
for EWD and AVST, [13] for EFD-Jenks, or [2] and [14] for
KMEANS. For these reasons, we only summarize their main
characteristics and their field of applicability in Table I.

TABLE I. SUMMARY OF THE DISCRETIZATION METHODS USED.

Method Principle Applicability

EWD This simple to implement
method creates intervals of
equal width.

The approach cannot be ap-
plied to asymmetric or multi-
modal distributions.

EFD-Jenks Jenks’ method provides
classes with, if possible, the
same number of values, while
minimizing internal variance
of intervals.

The method is effective from
all statistical points of view
but presents some complexity
in the generation of the bins.

AVST Bins are symmetrically cen-
tered around the mean and
have a width equal to the stan-
dard deviation.

Intended only for normally
distributed datasets.

KMEANS Based on the Euclidean dis-
tance, this method determines
a partition minimizing the
quadratic error between the
mean and the points of each
interval.

The disadvantage of this
method is its exponential
complexity, so computation
time can be long. It is
applicable to each form of
distribution.

Let us underline that the upper limit fixed to the number
of intervals to use is not always reached, depending on the ap-
plied discretization method. Thus, EFD-Jenks and KMEANS
generate most of the times less than NbBins bins.

Example 1: Let us consider the numeric attribute SX =
{4.04, 5.13, 5.93, 6.81, 7.42, 9.26, 15.34, 17.89, 19.42, 24.40,
25.46, 26.37}. SX contains 12 values, so by applying the
Huntsberger’s formula, if we aim to discretize this set, we
have to use 4 bins.

Table II shows the bins obtained by applying all the
discretization methods proposed in Table I. Table III shows
the number of values of SX belonging to each bin associated
to every discretization method.

TABLE II. SET OF BINS ASSOCIATED TO SAMPLE SX .

Method Bin1 Bin2 Bin3 Bin4

EWD [4.04, 9.62[ [9.62, 15.21[ [15.21, 20.79[ [20.79, 26.37]
EFD-Jenks [4.04; 5.94] ]5.94, 9.26] ]9.26, 19.42] ]19.42, 26.37]
AVST [4.04; 5.53[ [5.53, 13.65[ [13.65, 21.78[ [21.78, 26.37]
KMEANS [4.04; 6.37[ [6.37, 12.3[ [12.3, 22.95[ [22.95, 26.37]

TABLE III. POPULATION OF EACH BIN OF SAMPLE SX .

Method Bin1 Bin2 Bin3 Bin4

EWD 6 0 3 3
EFD-Jenks 3 3 3 3
AVST 2 4 4 2
KMEANS 3 3 4 2

As it is easy to understand, we cannot find two dis-
cretization methods producing the same set of bins. As a
consequence, the distribution of the values of SX is different
depending on the method used.

B. Discretization Methods and Statistical Characteristics
When attempting to find the most appropriate discretization

method for a column, what is important is not the law followed
by its distribution, but the shape of its density function. This
is why we first perform a descriptive analysis of the data
in order to characterize, and finally to classify, each column
according to normal, uniform, symmetric, antisymmetric or
multimodal distributions. This is done in order to determine
what discretization method(s) may apply. Let us underline that
the proposed tests have to be performed in the given order:

1) We use the Kernel method presented in [15] to
characterize multimodal distributions. The method
is based on estimating the density function of the
sample by building a continuous function, and then
calculating the number of peaks using its second
derivative. It involves building a continuous density
function, which allows us to approximate automati-
cally the shape of the distribution. The multimodal
distributions are those which have a number of peaks
greater than 1.

2) To characterize antisymmetric distributions in a next
step, we use the Skewness, noted γ3:

γ3 = E[(
X − µ
σ

)3] (4)

The distribution is symmetric if γ3 = 0. Practically,
this rule is too exhaustive, so we relaxed it by
imposing limits around 0 to set a fairly tolerant rule
which allows us to decide whether a distribution
is considered antisymmetric or not. The associated
method is based on a statistical test. The null hy-
pothesis is that the distribution is symmetric.
Consider the statistic: TSkew = N

6 (γ
2
3). Under the

null hypothesis, TSkew follows a law of χ2 with one
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degree of freedom. In this case, the distribution is
antisymmetric if α = 5% if TSkew > 3.8415.

3) We use then the normalized Kurtosis, noted γ2, to
measure the peakedness of the distribution or the
grouping of probability densities around the average,
compared with the normal distribution. When γ2
is close to zero, the distribution has a normalized
peakedness:

γ2 = E[(
X − µ
σ

)4]− 3 (5)

A statistical test is used again to automatically decide
whether the distribution has normalized peakedness
or not. The null hypothesis is that the distribution
has a normalized peakedness.
Consider the statistic: TKurto = N

6 (
γ2
2

4 ). Under the
null hypothesis, TKurto follows a law of χ2 with one
degree of freedom. The null hypothesis is rejected at
level of significance α = 0.05 if TKurto > 6.6349.

4) To characterize normal or uniform distributions, we
use the Kolmogorov-Smirnov test, which can be used
to compare the empirical functions of two samples if
they have the same distribution.

These four successive tests allow us to characterize the
shape of the (density function of the) distribution of every
column. Combined with the main characteristics of the dis-
cretization methods presented in the last section, we get Table
IV: This summarizes which discretization method(s) can be
invoked depending on specific column statistics.

TABLE IV. APPLICABILITY OF DISCRETIZATION METHODS
DEPENDING ON THE DISTRIBUTION’S SHAPE.

Normal Uniform Symm- Antisym- Multimodal
etric metric

EWD * * *
EFD-Jenks * * * * *
AVST *
KMEANS * * * * *

Example 2: Continuing Example 1, the Kernel Density
Estimation method [15] is used to build the density function
of sample SX (cf. Figure 2).
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Figure 2. Density function of sample SX using Kernel Density Estimation.

As we can see, the density function has two modes, is
almost symmetric and normal. Since the density function is
multimodal, we should stop at this point. But as shown in Table
IV, only EFD-Jenks and KMEANS produce interesting results
according to our proposal. For the need of this example, let
us perform the other tests. Since γ3 = −0.05, the distribution
is almost symmetric. As mentioned in (2), it depends on the
threshold fixed if we consider that the distribution is symmetric
or not. The distribution is not antisymmetric because TSkew =
0.005. The distribution is not uniform since γ2 = −1.9. As
a consequence, TKurto = 1.805, and we have to reject the
uniformity test. The Kolmogorov-Smirnov test results indicate
that the probability that the distribution follows a normal law
is 86.9% with α = 0.05. Here again, accepting or rejecting
the fact that we can consider if the distribution is normal or
not depends on the fixed threshold.

C. Multi-criteria Approach for Finding the Most Appropriate
Discretization Method

Discretization must keep the initial statistical characteris-
tics so as the homogeneity of the intervals, and reduce the size
of the final data produced. So, the discretization objectives are
many and contradictory. For this reason, we chose a multi-
criteria analysis to evaluate the available applicable methods
of discretization. We use three criteria:

• The entropy H measures the uniformity of intervals.
The higher the entropy, the more the discretization
is adequate from the viewpoint of the number of
elements in each interval:

H = −
NbBins∑
i=1

pi log2(pi) (6)

where pi is the number of points of interval i divided
by the total number of points (N ), and NbBins is the
number of intervals. The maximum of H is computed
by discretizing the attribute into NbBins intervals
with the same number of elements. In this case, H
reduces to log2(NbBins).

• The index of variance J , introduced in [10], measures
the interclass variances proportionally to the total
variance. The closer the index is to 1, the more
homogeneous the discretization is:

J = 1− Intra-intervals variance
Total variance

• Finally, the stability S corresponds to the maximum
distance between the distribution functions before and
after discretization. Let F1 and F2 be the attribute
distribution functions before and after discretization
respectively:

S = supx(
∣∣F1(x)− F2(x)

∣∣) (7)

The objective is to find solutions that present a compromise
between the various performance measures. The evaluation
of these methods should be done automatically, so we are in
the category of a priori approaches where the decision-maker
intervenes just before the evaluation process step.

Aggregation methods are among the most widely used
methods in multi-criteria analysis. The principle is to reduce
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to a unique criterion problem. In this category, the weighted
sum method involves building a unique criterion function
by associating a weight to each criterion [16][17]. This
method is limited by the choice of the weight, and requires
comparable criteria. The method of inequality constraints is
to maximize a single criterion by adding constraints to the
values of the other criteria [18]. The disadvantage of this
method is the choice of the thresholds of the added constraints.

In our case, the alternatives are the 4 methods of discretiza-
tion, and we discretize automatically columns separately, so the
implementation facility is important in our approach. Hence
the interest in using the aggregation method by reducing
it to a unique criterion problem, by choosing the method
that minimizes the Euclidean distance from the target point
(H = log2(NbBins), J = 1, S = 0).

Definition 1: Let D be an arbitrary discretization method,
and VD a measure of segmentation quality using the proposed
multi-criteria analysis:

VD =
√

(HD − log2(NbBins))2 + (JD − 1)2 + S2
D (8)

The following proposition is the main result of this article:
It indicates how we chose the most appropriate discretization
method among all the available ones.

Proposition 1: Let DM be a set of discretization methods;
the one, noted D, that minimizes VD (see equitation 8), ∀D ∈
{DM}, is the best discretization method.

Corollary 1: The most appropriate discretization method
D can be obtained as follows:

D = argmin({VD,∀D ∈ {DM}}) (9)

As a result of corollary 1, we propose the MAD (Multi-
criteria Analysis for finding the best Discretization method)
algorithm, see Figure 3.

Input: X set of numeric values to discretize, DM set of
discretization methods applicable

Output: best discretization method for X
1: for each method D ∈ DM do
2: Compute VD
3: end for
4: return argmin(V )

Figure 3. MAD: Multi-criteria Analysis for Discretization

Example 3: Continuing Example 1, Table V shows the
evaluation results for all the discretization methods at disposal.
Let us underline that for the need of our example, all the values
are computed for every discretization method, and not only
for the ones which should have been selected after the step
proposed in Section IV-B (cf. Table IV). The results show that
EFD-Jenks and KMEANS are the two methods that obtain
the lowest values for VD. The values got by the EWD and
AVST methods are the worst: This is consistent with our
optimization proposed in table IV, since the sample distribution
is multimodal.

TABLE V. EVALUATION OF DISCRETIZATION METHODS.

H J S VDM

EWD 1.5 0.972 0.25 0.313
EFD-Jenks 2 0.985 0.167 0.028
AVST 1.92 0.741 0.167 0.101
KMEANS 1.95 0.972 0.167 0.031

V. EXPERIMENTAL ANALYSIS

In this section, we present some experimental results by
evaluating three samples. We decided to implement it using
the MineCor KDD Software [4], but it could have been
with another one (R Project, Tanagra, etc.) Sample1 is a
randomly generated file that contains heterogeneous values.
Sample2 and Sample3 correspond to real data representing
measurements provided by a microelectronics manufacturer
(STMicroelectronics) after completion of the manufacturing
process. Table VI sums up the characteristics of the samples.

TABLE VI. CHARACTERISTICS OF THE DATABASES USED.

Sample Number of columns Number of rows Type

Sample1 9 468 generated
Sample2 7 727 real
Sample3 1281 296 real

Figures 4 and 5 summarize respectively the evaluation of
the methods used on the two first samples.

2 4 6 8

Columns

0.0

0.2

0.4

0.6

0.8

1.0

V
D

EWD
EFD-Jenks
AVST
KMEANS

Figure 4. DM comparison on Sample1’s columns.

For the Sample1 evaluation shown graphically in Figure 4,
the columns studied have relatively dispersed, asymmetric and
multimodal distributions. “Best” discretizations are provided
by EFD-Jenks and KMEANS methods. We note also that
the EWD method is fast, and sometimes demonstrates good
performances in comparison with the EFD-Jenks or KMEANS
methods.

For Sample2 attributes, which have symmetric and nor-
mal distributions, the evaluation on Figure 5 shows that the
EFD-Jenks method provides generally the best results. The

37Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-415-2

IMMM 2015 : The Fifth International Conference on Advances in Information Mining and Management

                            48 / 99



1 2 3 4 5

Columns

0.0

0.5

1.0

1.5

V
D

EWD
EFD-Jenks
AVST
KMEANS

Figure 5. DM comparison on Sample2’s columns.
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Figure 6. Selected Discretization Method.

KMEANS method is unstable for these types of distributions,
but sometimes provides the best discretization.

Finally, Figure 6 summarizes our approach: We have tested
it over each column of each dataset. Any of the available
methods is selected at least once in the dataset of the three
proposed samples, which enforces our approach. As expected,
EFD-Jenks is the method that is the most often kept by
our software (' 42%). AVST and KMEANS are selected
approximately 30% each. EWD is only selected a very few
times (less than 2%).

VI. CONCLUSION AND FUTURE WORK

In this paper, we presented a new approach for automatic
data preparation implementable in most of KDD systems.
This step is generally split into two sub-steps: (i) detecting
and eliminating the outliers, and (ii) applying a discretization
method in order to transform any column into a set of clusters.
In this article, we show that outliers’ detection is depending
on if data distribution is normal or not. As a consequence,

we do not have to apply the same pruning method (Box plot
vs. Grubb’s test). Moreover, when trying to find the most
appropriate discretization method, what is important is not
the law followed by the column, but the shape of its density
function. That is why we propose an automatic choice for
finding the best discretization method based on a multi-criteria
approach. Experimental evaluations done on real and synthetic
data validate our work, showing that it is not always the very
same discretization method that is the best: Each method has
its strengths and drawbacks.
For future works, we aim to experimentally validate the rela-
tionship between the distribution shape and the applicability
of used methods, to add other discretization methods (Khiops,
Chimerge, Entropy Minimization Discretization, etc.) to our
system, to parallelize our work using the latest functionalities
of multicore programming, and to measure the impact of the
data preparation step on the results of some mining algorithms
(association rules, correlation rules, etc.).
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Abstract—Increasing the resilience of the society against dis-
orders, such as disasters, attacks or threatening groups, is a
major challenge. Recent events highlight the importance of a
resilient society and steps which are required to be taken in
resilience engineering. A priori the optimal way to handle such
adverse events is to prevent them, or at least provide appropriate
courses of preparation. The essential requirement for every kind
of preparation is information about relevant upcoming events.
Such information can be gained for example from social networks
and can form the basis for a long-term and short-term strategic
planning by security forces. For that purpose, we here propose
an application framework for knowledge-based social network
monitoring, which aims at predicting short-term activities, as well
as the long-term development of potentially dangerous groups.
In this work, a theoretical outline of this approach is given and
discussed.

Keywords–forensic; text processing; resilience engineering

I. INTRODUCTION

The representation and the communication via the Internet,
especially in social networks, have become a standard not
only for individuals, companies and organizations but also for
political groups or gangs using these platforms for planning,
appointing and conducting criminal offences [1], [2]. Large
events with a relatively large degree of group dynamics,
like sport events, demonstrations or festivals, require a high
expenditure of staff on the side of the security forces because
of unpredictability and uncertainty of associated dynamics. For
example, to secure the soccer events in 2014 in Germany
approximately two million working hours of police officers
were necessary [3]. In order to support decision makers, we
outline an application framework for monitoring cliques and
groups in social networks, which can be key elements in
the emergence of critical events. The monitoring process is
facilitated by means of employing general domain-specific
endangerer profiles. Such a profile can be deduced from a set
of social network sites of known endangerers or perpetrators
(in the strict sense). Identifying suspicious activities is realized
by group recommendation classifiers.
The following section is structured according to the steps
required to generate the proposed framework. First, aspects of
ontology definition are outlined, followed by discussions on
endangerer profile generation and classifier training. Finally,
monitoring strategies are proposed.

II. PROPOSAL

The proposed application framework enables decision mak-
ers of security forces to identify threat hot-spots. In this way,

they are able to control their human resources. In order to
support long-term resource planning, The second aim is to
predict the long-term development of groups that pose a threat.
The process pipeline consists of three parts:

1) modelling the threat ontology
2) train the general domain-specific endangerers profile
3) monitoring all matching social network sites and

calculate a long-term and short-term threat score

A. Threat Ontology

The term ontology in a common understanding means a
formal and explicit specification of a common conceptualiza-
tion. In particular, it is defined as a set of common classified
terms and symbols referred to a syntax, and a network of asso-
ciate relations [4]. Similar to the crime ontology we proposed
in recent work [5], an ontology can be used for modelling a
complex threat assessment. In this way, knowledge of decision
makers is introduced and can be used for extracting semantic
information from posts and comments of social network’s
profiles. In particular, the works of Wimalasuriya and Dou [6],
Embley [7] and Maedche [8], show that the use of ontologies
is suitable for assisting the extraction of semantic units, as well
as their visualization and structures such processes very well.

B. Endangerer Profile

In order to distinguish profiles of interest regarding to
a certain threat, a general profile needs to be modelled.
Recent work [9], [10] has shown that feature vectors derived
from social network profiles are suitable for generating group
recommendations. In a similar way, a general classifier can be
trained based on the social network profiles of known persons
associated with a special threat. For example, Facebook pro-
files of known hooligans of a specific soccer club can be used
to train classifiers that are able to identify social activity of
hooligans and peers in social networks.
The generation process is divided into three parts depicted in
Figure 1.

C. Monitoring Activities

Once a profile is generated and the threat specific ontology
is defined, the social network monitoring can be conducted. At
this point a multi-level, information extraction process aims
at instantiating the ontology using textual information, like
posts and comments. An example of how such a process can
be structured is given by Spranger and Labudde [5]. Further
text analysis steps, like sentiment analysis (see the discussions
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Figure 1. The process of deriving a threat specific general profile.

given in [11] and [12] for details) can complete the instantiated
model in different ways. As a short-term benefit, a score can
be computed for various time points, signalling whether a
threatening event regarding to the specific profile and ontology
is directly pointing to a specific location and time frame. These
results can be applied to a map to localize short-term hot-spots
in terms of security and their dynamics as discussed by Davies
and Bishop [13].

Figure 2. The proposed system. The central, expert-modelled threat-specific
ontology describes the environment of a special threat. A general endangerer
profile completes the model. In the process the model is used to extract textual
information from social network activities. Different scoring functions allow
the identification of threat hot-spots or can show the long-term evolution of
groups and cliques.

In the age of Big Data and algorithms handling such
amounts of information, deducing long term developments of
such groups and dynamics is at its early stage. Methodological
concepts widely used in modelling complex relations (as for
instance systems biology) can be directly transferred to the
field of resilience engineering. Especially, employing generic

mathematical models to social networks has become compu-
tationally feasible, but requires further research. For example,
epidemiological models can be efficiently applied to study long
term evolutions of groups and sub-networks (see [14]) and
study the information transfer between them. Thus, generating
valid models and derive predictions from them can be of great
value, for instance, in planning personnel and staff demands.
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Abstract—Mining data in real-time from large graphs requires
a lot of memory to obtain a good distribution of information.
Current state of the art solutions for streamed graphs are not
scalable and they work with a single stream source. We propose
a new reduced memory model to partition large graphs over
big streams to improve mining algorithms. The aim of our
work is to give support to data mining algorithms over large-
scale structured data (e.g., Web structure, social networks) to
minimise communication among partitions. In our architecture,
the incoming graph elements are sampled to reduce total memory
usage and the information in each partitioner is updated in a
feedback scheme to allow multiple entry points. We have made
experimentation with real-world graphs and we have discussed
about the suitability of different sampling strategies depending on
the graph structure. In addition, we have executed the PageRank
algorithm over the partitioned graph, in order to measure the
influence of the partition in the execution of a mining algorithm.

Keywords–Big Graphs; Data Streaming; Graph Partition; Sam-
pling.

I. INTRODUCTION

Mining from social networks, from Wikipedia or from
World Wide Web compels to deal with a huge amount of
information modelled by a graph. Information is continuously
growing, so it has to be processed as is generated. The data
stream paradigm [1] fits well with these kind of applications.
As we want a real-time processing, the resource needs are very
huge.

The underlaying graph is so large that it cannot be stored
in a single machine, thus it has to be distributed among several
machines before we can make some analytics over it. For
example, Yahoo! Dataset [2] is 120 GB in size, and a web
network graph of 50 billion vertices and 1 trillion edges, like
the one used by Google in Pregel experimentation [3], needs
25 TB of free storage space.

Typical graph analytics algorithms in these domains (e.g.,
PageRank [4], Community Discovering [5], Triangle Counting
[6], [7]) need a lot of communication among vertices, so
the number of edges among partitions (cutting edges) will
condition network traffic and therefore execution time. In other
words, the quality of the partition solution has a direct impact
in the execution of task over the graph.

Partitioning a graph in a streaming scenario is a novel
application with a few works [8],[9]. Proposed algorithms do

not scale well. They make an intensive use of memory because
they need to have knowledge of previous elements of the
graph. In addition, they only consider a single stream source,
consequently their incoming rate is bound by network capacity.

In this work, we focus on graph partition problem in a
streaming environment with hard resource constraints, in order
to guarantee real-time data management. We consider a single-
pass streaming algorithm, with multiple stream sources and we
reduce the total memory usage, to propose a scalable model.
Over the obtained partitions, we have executed the PageRank
algorithm to show the trade-off between used memory in
partition phase and total time of the execution of an analytic.
We have used the PageRank algorithm to compare our results
as it has been the reference analytic used in previous works.

We have achieved our aims by sampling incoming elements
and by updating, periodically, the information in each parti-
tioner. Our model is high scalable, it is not bind by network
capacity and it allows multiple streaming inputs.

The paper is structured in six parts, with this Introduction
as first section. In Section II, we synopsise fundamental notions
in graph partition problem in a streaming scenario. In Section
III, we talk about the state of the art in the domain and in
Section IV, we present our architecture. The analysis of our
model is made in Section V. In Section VI, experimental
results from a real scenario are shown. Finally, the conclusion
and future directions of the research are presented in Section
VII.

II. BACKGROUND

In this section, we present the fundamental notions used
in this paper. We start showing how to model a graph in a
streaming environment and the graph partition problem. At the
end of the section, we analyse the requirements to guarantee
real-time processing in data streams.

A. Graphs on data stream.

We consider that the graph arrives in a data stream way.
A Data Stream A [10] is an ordered sequence of a1, a2, ..an
elements. In informal terms, the system has no control over
the arriving model; streams are potentially unbound in size and
once an element has been processed it cannot be retrieved.

We denote G = (V,E) an undirected graph with ver-
tex set V = {v1, v2, v3, ...vn} and an edge set E =
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{e1, e2, e3, ..., em}. Note that n is the number of vertices, m
the number of edges and ei = (vj , vk), vj , vk ∈ V .

A vertex graph stream, T , is a sequence of t1, t2, ..., tn
where tj = (vj , vj1 , vj2 , ..., vjd), vj , vji ∈ V , (vj , vji) ∈ E
and deg(vj) = d, for i = 1, ..., d and for j = 1, ..., n.

Each tuple represents a vertex with its adjacency list.
The size of a tuple depends on the degree of the vertex
d, so processing time per tuple is variable. As we consider
undirected graphs, each edge appears implicitly twice. In
storage terms, the graph size is bound by O(n+ 4m).

Although in the general Data Stream model elements arrive
in a random order; some specific models have been proposed
for graph problems [9]. In Breadth First Search (BFS) model,
one vertex of the graph is selected and, from that vertex,
a breadth first search strategy is performed to generate the
following vertices. A Depth First Search (DFS) strategy could
be also performed. These orders have full sense in graph
applications. For example, if a web crawler follows links with
a BFS strategy, the elements of the graphs are generated with
that order.

B. Graph partition problem.

Given a graph G = (V,E), we define a k partition set
P , where P = {S1..Sk} such as Si ⊂ G and

⋃k
i=1 Si = G.

We define the graph partition problem as finding an optimal
P ∗ such that for all possible partitions P such that |P | = k,
f(P ∗) ≥ f(P ), for a determinate function.

Our objective is to obtain a partition set P which minimises
the communication cost among partitions Si and consequently
processing time of a mining algorithm over the partition. Thus,
f depends on the following metrics:

λ =
number of cutting edges

total edges
=

Λ

m
(1)

ρ =
Max{|Si|,∀i ∈ {1, ..., k}}

n
k

(2)

An edge (vi, vj) ∈ E is a cutting edge for a k partition
set P if vi ∈ Sq and vj ∈ Sr, with i, j ∈ {i, ..., n} and
q, r ∈ {1, ..., k} and r 6= q.

The λ parameter (equation (1)) gives the possible over-
head of needed communication among partitions when graph
processing tasks are executed. The ρ value (equation (2))
is the balanced factor of the solution partition set P . In
the processing phase, having too disbalanced partitions might
increase the processing time (some machines have to do a
heavy process and others might be idles).

This problem is NP-Complete [11], so we have to con-
sider approximations to the optimal solution. In [9] [8], light
heuristics are used to compute an approximation of the best
partition.

C. Real time streaming.

Incoming elements are processed as they arrive. We cannot
store each new element because the stream is unbound. The
partition algorithm cannot belong to O(n) used memory algo-
rithms. In an informal way, if we consider the graph partition

problem, storing each incoming element would build the entire
graph in a local or distributed memory. However, this is the
same graph that has been partitioned. If the system needs
to access the distributed memory for each vertex, additional
time is lost. Consequently, if incoming elements have to
be processed as they arrive, the total number of distributed
partitioners must be increased. This increment would suppose
to multiply the number of partitioners by a factor which would
depend on the response time of the distributed memory.

Another possibility could be to query to partitions for
each arriving vertex. This solution implies that incoming rate
could be at most half of total network capacity, so we could
not guarantee real-time. Moreover, partition algorithm cannot
belong to O(n) process time algorithms and it cannot do more
than one pass over the stream.

The fact that we develop a single-pass algorithm with hard
memory usage restrictions, makes our solution approximate.
We compute a (ε, δ)-approximation of λ∗ which means that
P [λ ≤ (1 + ε)λ∗] ≤ 1− δ.

III. RELATED WORK

Graph algorithms have been widely treated in literature.
Graph streaming model has been described in [1] in a theoret-
ical way. It represents the sequential access to graph elements
instead of random access, due to the size of the graph. In this
regard, several papers propose how to adapt graph algorithms
to streaming paradigm [12] [13]. They take considerations
about the complexity of different typical algorithms (triangle
count [14], property checking, connectivity, etc.) and they
calculate the required space bound and number of times an
element of a stream is processed. In several works, they relax
some data stream restrictions in order to obtain more flexible
models: Semi-stream [1], W-Stream [15], Best-Order Stream
[16], Sort-Stream, etc.

The main disadvantage of these works is that these re-
strictions cannot be made in an on-line environment with
real-time considerations. As graph partition problem in a
streaming environment is an NP-Complete problem [11], it is
not feasible to compute the optimal solution, so we compute
an approximated one. In [9] [8], some approximated solutions
are obtained via light heuristics. The solution provided by
Fennel [8] is quite good for real graphs. For some graphs,
the obtained partition is as good as Metis [17], an offline
partition algorithmn. In their experiments, the worst case is
for amazon0312 and they get a 6% more cutting edges. The
problem of these kind of solutions is the linear size of the
used memory, which makes difficult to scale the heuristic. In
addition, it only considers a single input stream, which binds
incoming rate.

IV. PROPOSED MODEL

We propose the decentralised architecture that is illustrated
in Figure 1. We have uncoupled the different processing stages
in order to distribute them. There are several loaders which
continuously send elements to partitioners. They execute the
partition algorithm to select the most suitable partition, and
they send the element to that partition. The partition algorithm
has to be simple, in computational terms, and it has to select
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Partitioner 1 Partition 1

Loader ... ...

... Partitioner i Partition i

Loader ... ...

Partitioner s Partition k

Figure 1. Proposed Architecture

the partition based on partial information. Its local information
is updated by the partitions in a feedback scheme.

Memory size restriction has been solved sampling incom-
ing vertices. We propose to group vertices in sets, in order to
reduce total memory. We only have to store each sampling-
set, which will be used by the algorithm to calculate the best
partition. As the proposed framework is distributed, sampling
functions cannot have knowledge of the entire graph. Each
partitioner has to assign the same vertex to the same summary
and all elements of a summary are assigned to the same
partition. In order to maintain information consistency in each
partitioner, each partition sends to them the set of sampling-
sets stored periodically.

Let it be a graph G = (V,E), a sampling size l and a
sampled graph G′ = (Ψ,Φ), where Ψ = {Π1...Πu}, Πi ⊂
V, Φ = {(Πr,Πq) ∈ Ψ, r, q = 1...u} with u = n

l .

We define two surjectives sampling functions, g and h,
where: g : V → 1...u, h : E → Φ, such as:

i. ∀v ∈ V, ∃Πq ∈ Ψ | g(v) = q ⇔ v ∈ Πq

ii. ∀i, j ∈ {1, ..., n}, ∀q, r ∈ {1, ..., u}, ∀vi, vj ∈ V,
∃Πr,Πq | g(vi) = Πq, g(vj) = Πr, and (vi, vj) ∈ E ⇔
h((vi, vj)) = (Πq,Πr).

We can conclude that for i, j = 1, ..., n, and for q, r =
1, ..., u, ∀(Πr,Πs) ∈ Φ, ∃vi, vj ∈ V such as g(vi) =
Πr, g(vj) = Πq, h((vi, vj)) = (Πr,Πq).

Figure 2 illustrates the partition algorithm with this no-
tion. The set M represents the main memory, where M =
{(q, j), q ∈ {1...u}, j ∈ {1...k}}. Note that a sampling-set
Πq is assigned to a partition Sj through its index.

When an element t of the unbound stream T arrives, we
obtain its vertex. If we have assigned the set which that vertex
belongs to, its index will belong to M . So, the partitioner has
to send the vertex and its edges, t, to the already assigned
partition Si (Si = Si ∪ {t}). On the contrary, if it is the first

Input: Unbound stream T
M = ∅
for all t ∈ T do

let v = get vertex v ∈ V from t
let q = g(v)
if ∃i ∈ {1..k} | (q, i) ∈M where Si ∈ P then

Send t to i partition node
In partition node i Si = Si ∪ {t}

else
i = PartitionHeuristic(t, P )
M = M ∪ {(q, i)}
Send t to i partition node
In partition node i Si = Si ∪ {t}

end if
end for

Figure 2. Vertex Partition Algorithm

time a vertex of that set arrives, the partitioner computes the
optimal partition for it, using the partition heuristic. Then, it
adds the corresponding summary to M .

The main advantage is that the partition heuristic only
depends on n

l in memory terms and the algorithm has to
partition n

l vertex, instead of n.

The analysis of partition heuristic is out of the scope of this
paper. The only requirement is that it has to be computed in
constant time. In the experimentation phase, we have selected
Fennel [8].

In our scheme, local information in each partitioner is
updated with a frequency f ; so, some information might
be incoherent in this interval. In Section V, we show the
relationship among the sampling function, the update period
and the approximate solution.

A. Sampling functions.

Functions g and h, which are defined in Section IV, are
light functions (g, h ∈ O(1)), and the information used to
assign one element to one set has to be known a priori for each
partitioner. In other words, as we want an easy distribution
of the algorithm, the decision has to be made without taken
into account the previous elements. Sampling function cannot
depend on the arriving order. We consider the number of
elements in a set constant, so |Π1| = |Π2| = ... = |Π|Ψ|| = l

We propose the following sampling functions, which are
based on the vertex identifier.

• Hash function. Each vertex vi ∈ V goes to a set
depending on its identification i, j = 1..n as follows:

g(v) = i mod l

|Ψ| = n

l
h((vi, vj)) = (Πi mod l,Πj mod l) (3)

• Consecutive assignation. If the identification of a
node has implicit an order (e.g., it is a number), we can
build sampling-sets sequentially. In some situations
(e.g., BFS and DFS model), this sampling function has
more sense, because as elements arrive in a determined
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way, connected elements go to the same set and to the
same partition.

∀i, j = 1..n, g(vi) = i div l

|Ψ| = n

l
h((vi, vj)) = (Πi div l,Πj div l) (4)

V. ANALYSIS.

Once we have proposed a model, we are going to analyse
how much memory it needs in the partition stage and how
much messages are sent from partitions to partitioners. We do
not take into account the normal stream traffic because it is
implicit to the model.

A. Memory Bound

Theorem 1: Given a graph G = (V,E), a sample size l
and a single-pass partition algorithm ALG which produces
λ′ cutting edges with O(n) memory bound; there exists
an (ε,δ)-approximation of cutting-edge fraction λ, with a
O(nl ) memory bound in each parallel partitioner and ε ∈

O

(√
3lkln( 1

δ )

m[(l−1)(k−1)+λ′k]

)
.

Proof: Memory reduction is achieved sampling incoming
vertices into sets, and the sets are used as input of the algorithm
ALG. With a sampling size of l, the memory bound belongs
to O(nl ). In order to calculate the accuracy of the solution,
we define a set of random variables Xij , where Xij = 1 if
vi ∈ Sp, vj ∈ Sq and q 6= p, i, j = 1..n, p, q = 1..k. By the
law of total probability,

P (Xij = 1) =
(l − 1)(k − 1)

lk
+
λ′

l
= p (5)

As λ′ < p, by Chernoff bound:

P

[∑
Xij

m
≥ (1 + ε)λ′

]
≤ e−

ε2

2+εmp (6)

As λ′ < 1 and p > 0, then ε < 1, so − ε2

2+ε < −
ε2

3 :

ε ∈ O

√ 3lkln( 1
δ )

m[(l − 1)(k − 1) + λ′k]



B. Number of sent messages

Theorem 2: Given a graph G = (V,E), s distributed
partioners, a sampling size l, an update frequency f and a
single-pass partition algorithm ALG which produces a λ′

cutting edges percent with a O(n) memory bound; there exists
an (ε,δ)-approximation of λ with a O(nl ) memory bound in
each distributed partitioner and a O( nsσf ) global distributed
complexity, where σ is the incoming elements per time unit

and ε ∈ O

√ 3ln( 1
δ )

m

[
1−
(
e
−lσf(σf−1)

2n λ′
l

)].

Proof: It is easy to see that the number of sent messages
from partitions to partitioners depends on the update period f

and on the number of partitioners s. In a f period, the system
sends s messages. If sigma elements arrive in one time unit,
the entire graph arrives in n

σ . Then, in n
σ periods, it sends ns

σf .

Now let us calculate the accuracy of the solution. We
consider that ALG will be better than a random partition
algorithm (λ′ ∈ O

(
k−1
k

)
). Therefore, the worst case happens

when a vertex vi whose g(vi) has been assigned in the same
period f is assigned again by the random partition algorithm.
The probability of get σf unique elements from n/l groups is
(a.k.a. birthday problem):

n
l −1
n
l
×

n
l −2
n
l
× ...×

n
l −(σf−1)

n
l

and by a Taylor expansion

its upper bound is e
−lσf(σf−1)

2n .

In order to simplify our calculus, we consider that the
probability of generating a cutting edge by a random partition
algorithm is about 1 (reasonable assumption for big k), so:

P (Xij = 1) ≈ 1−
(
e
−lσf(σf−1)

2n
λ′

l

)
= p (7)

And by Chernoff bound:

P

[∑
Xij

m
≥ (1 + ε)λ′

]
≤ e−

ε2

2+εmp (8)

As λ < 1 and p > 0, then ε < 1, so − ε2

2+ε < −
ε2

3 :

ε ∈ O


√√√√ 3ln( 1

δ )

m
[
1−

(
e
−lσf(σf−1)

2n
λ′

l

)]


The number of sent messages per time unit is s
f . If we

consider a distributed architecture with a distributed memory,
the traffic between the memory and the partitioners per time
unit is 2σ. For big values of σ, the bound of our system is
better than the distributed memory approach.

VI. EVALUATION

We have implemented our model on a real environment in
order to test it. Among the available open source distributed
Data Stream Management Systems that are available in a dis-
tributed and open source version, we have chosen Storm [18],
due to its flexibility to deploy the distributed infrastructure over
the machines. The implementation has been developed using
Java. We have set a Storm cluster of eight workers and one
master. Each machine has one core and 2 GB of memory size.

In addition, we have executed the PageRank mining al-
gorithm over the obtained partition in a GraphLab cluster
[19]. GraphLab is a distributed graph processing engine which
provides several data mining algorithms. Moreover, PageRank
[4] is a graph mining algorithm which is used to rank elements
in a network.

44Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-415-2

IMMM 2015 : The Fifth International Conference on Advances in Information Mining and Management

                            55 / 99



A. Datasets.

The datasets we have used to test our system are in
Table I. PL, WS and BA datasets are synthetic, created by
the Networkx package. We have used these datasets because
Web Network and social graphs can be modelled by a power
law graph, [20]. WS is a Watts-Strogatzsgraph model [21] and
BA is a Barabasi-Albert graph [22]. Amazon*, Wiki-talk and
LiveJournal1 are real datasets. The amazon* dataset represents
co-purchasing information of Amazon. If a product i is co-
purchased with a product j, there is an edge from i to j in
the graph. The information was collected in March 12 2003,
May 05 2003 and June 01 2003. In Wiki-talk dataset, each
vertex represents a user, and an edge from i to j represents
that the user i has edited, at least once, the talk page of
user j. The information was recollected in January 2 2008.
In LiveJournal1 dataset, each link between vertices (users)
represents a friendship relation.

TABLE I. LIST OF USED DATASETS

Dataset Vertices Edges
WS10000 10000 134944
WS100000 100000 3997464
BA10000 10000 134841
BA100000 100000 3548775
PL10000 10000 134766
PL100000 100000 4047486
amazon0312 400727 2349869
amazon0505 400727 2439437
amazon0601 400727 2443311
LiveJournal1 4843953 42845684
Wiki-talk 2388953 4656682

B. Experimentation and evaluation.

We use λ and ρ metrics (see equations (1), (2) ) as measures
of the quality of the obtained partition.

In experiments, we have used Fennel [8] as best partition
heuristic. We have measured the relationship among the quality
of the partition (through λ and ρ), the sampling size l and the
number of partitioners s. In addition, we have measured the
amount of used memory and the impact of these parameters
in the execution of a mining algorithm (PageRank).

1) Partition quality: In Figure 3, we observe how sample
size l affects λ value. We have partitioned amazon0312 dataset
into 32 partitions. The experiment has been made with different
incoming orders (Random and BFS) and Hash and Consecutive
sampling functions (see equations (3), (4)). The first measure,
l = 1, is equivalent to the one obtained in Fennel partition
algorithm, and the last one corresponds to the situation when
there is only one set per partition, l = n

k , which is equivalent
to a random partition strategy. With two elements per group,
the number of cutting edges increases significantly compared
to Fennel, but it is better than the Random partitioner. In our
results, the kind of sampling function used affects the quality
of the partition. In a BFS incoming ordering, the results are
better for a consecutive assignment function. This kind of order
is naturally obtained in social and web graphs because they are
obtained by crawlers.

2) Used Memory: We can see that the maximum used
memory depends on l. In Table II, the results for the LiveJour-
nal dataset are shown. In this case, we have partitioned into

100 101 102 103 104

0.2
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0.8

1
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λ

BFS-Hash
BFS-Consecutive

Random-Hash
Random-Consecutive

Figure 3. λ versus l in amazon0312 dataset for different incoming orders
and sampling functions.

TABLE II. VARIATION OF λ AND ρ IN LIVEJOURNAL1 DATASET WITH
EIGHT PARTITIONS

l λ ρ Used Memory (MB)
1 0.5 1.01 245.99
2 0.56 1.01 135.63
10 0.68 1.01 27.60
605495 0.96 1 0

eight partitions with a BFS order and a consecutive assignment
function.

In Figure 4, we can see the RAM memory required to
store the sampling sets. As it is natural, when the number
of elements per group increases, the total memory decreases.
Note that with l = 1, the total used memory is 20,8 MB.
Approximately, this is 0.052 kB per element, so we cannot
process a web network graph (50 billion vertices [3]) with the
Fennel algorithm.

TABLE III. VARIATION OF λ AND ρ IN amazon0312 DATASET WITH 6
PARTITIONERS AND 32 PARTITIONS

l λ ρ
2 0.8 1.23
5 0.81 1.1
10 0.83 1.12
100 0.85 1.19
1000 0.91 1.18
12532 0.96 1

3) Distributed Partitioners: The number of partitioners s
affects the quality of the partition, because they manage local
information. In Table III, we show the results for s = 6.
We have used contiguous grouping strategy and BFS arrival
ordering. Experimental results show that with bigger sets, the
performance is similar to the single loader. This is because
with bigger sets, the number of partitioned elements is small,
so the balanced load factor decreases.

4) PageRank Processing: The last experiment we have
made is to execute a graph algorithm over obtained partition
in GraphLab. We have used the LiveJournal1 dataset and the
PageRank algorithm for testing our system in a real scenario.
We have chosen PageRank because is a well-known analytic
over a graph, and we can use it to compare ourselves with
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Figure 4. Required RAM memory to process amazon0312 dataset versus
sample size l

previous works. The aim of the experiment is to measure the
real trade-off between memory usage in partition stage and
execution time of algorithm over the obtained partitions.

Figure 5 shows the loss in performance terms versus the
memory reduction percent. We have calculated the loss using
as reference the time the PageRank algorithm takes in a
partition solution obtained by Fennel (equivalent to l = 1).
The memory reduction has been calculated in the same way,
and its relationship with l is straightforward. Last point refers
to a Hash partition strategy, which does not use any memory,
but almost doubles the execution time of PageRank. With a
50% memory reduction (equivalent to l = 2), the PageRank
execution is only increased about 25%. For high values of l,
we achieve a high memory reduction (l = 10 equals 90% of
memory reduction), however the execution time of an analytic
is similar to the obtained with a Hash partitioner.

VII. CONCLUSION AND FUTURE WORK

In our work, we have proposed a scalable model which
allows to partition large scale streaming graphs in an efficient
way. To reduce memory usage, we have sampled vertex of
incoming graph to compose a subgraph. We have used this
subgraph to partition the original graph, with a single-pass
generic algorithm. The information consistency is maintained
updating local state in each partitioner with information from
the partitions. In addition, we have calculated the memory
bound, the introduced error and the distributed complexity of
the model.

Our solution proposes a trade-off between available mem-
ory and processing time. With our sampling functions, not
having a global knowledge of the graph does not cause a
significant loss in performance terms. In our experiments, we
show that a 50% reduction in RAM memory only increases
the processing time of the PageRank algorithm a twenty five
percent.

One future investigation line is to adopt the sampling model
to more complex scenarios, like weighted or evolving graphs.
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Figure 5. Relative loss of execution time of PageRank versus memory
reduction.
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Abstract— Big Data has drawn huge attention from 

researchers in information sciences, decision makers in 

governments and enterprises. However, there is a lot of 

potential and highly useful value hidden in the huge volume of 

data. Data is the new oil, but unlike oil data can be refined 

further to create even more value. Therefore, a new scientific 

paradigm is born as data-intensive scientific discovery, also 

known as Big Data. The growth volume of real-time data 

requires new techniques and technologies to discover insight 

value. In this paper we introduce the Big Data real-time 

analytics model as a new technique. We discuss and compare 

several Big Data technologies for real-time processing along 

with various challenges and issues in adapting Big Data. Real-

time Big Data analysis based on cloud computing approach is 

our future research direction. 

Keywords - Big Data Analytics; Real-time Analytics; Big Data 

state-of-the-art  

I.  INTRODUCTION  

The term “Big Data” is universal and has gained 
popularity within the domain of scientist, bioinformatics, 
geophysics, astronomy and meteorology [1]. In fact, all Big 
Data has blind spot areas in which data are missing, scarce, 
or otherwise unrepresentative of the data domain [2]. Big 
Data analytics enable enterprise and scientists to extract 
usable information out of enormous, complex, 
interconnected and varied datasets. However, from 2.8 
Zettabytes of global data only 0.5% of these data was 
analyzed in 2012 [3]. In addition to this, current Big Data 
techniques and technologies are incapable of storing, 
processing or analyzing data, as data is not extracted by 
particular scientific disciplines (e.g., bioinformatics, 
geophysics, astronomy and meteorology). The way in which 
people think about data and data analysis will gradually 
change as well, in addition to the technological possibilities. 
Thanks to the latest internet technologies, the potential for 
harnessing all that can be measured and analysed using solid 
data, intelligent sensors and filtering has never been as 
promising and lucrative as today, at the dawn of the digital 
era [4]. 

The Big Data paradigm consists of batch and real-time 
processing [5]. The batch process focuses entirely on 
structured and semi-structured data. Likewise, the goal of 
real-time processing paradigm is to deal with velocity of Big 
Data such as processing streaming data but with low latency. 

This paper aims to review the background of Big Data and 
compare several Big Data real-time processing technologies, 
as well as introduce the new real-time Big Data analytics 
model.  

The rest of this paper is organized as follows: In Section 
2 we briefly overview some concepts of Big Data including 
its definition, characteristics and size. Section 3 presents the 
Big Data domains. Section 4 presents related work. Section 5 
presents an evaluation and discussion. The article culminates 
in a conclusion and recommendation for future work.  

II. BACKGROUND 

In this section, we present Big Data definitions, its 
characteristics, followed by the Big Data revenue and the 
size of global data. Next, we present a Big Data technology 
map. 

A. Big Data Definition  

Big Data is one of the key buzzwords in the current 
technological landscape, but there is no agreed definition by 
either academia or industry. Chen et al. [6] defined Big Data 
as “Datasets which could not be captured, managed, and 
processed by general computers within an acceptable scope”. 
Hashem et al. [7] also defined Big Data as “a term utilized to 
refer to the increase in the Volume of data that is difficult to 
store, process, and analyze through traditional database 
technologies”. However, these definitions basically state the 
most obvious dimensions of Big Data Volume, Variety, 
Velocity and Veracity. Whereas, the data flows in today’s 
digital era are being produced around the clock and all over 
the world. 

B. Big Data Characteristics 

The conjunction of these four dimensions helps both to 
define and distinguish Big Data. Volume refers to the 
amount of data from Terabyte to Petabyte and Exabyte to 
Zettabyte [6]. Variety refers to various data sources collected 
from web logs, social networks, machines, sensors, 
transactions and the internet of things, in different formats of 
semi-structured and unstructured [8]. Velocity refers to the 
speed at which data is generated and the speed of data 
transfer [7]. Data has become an extremely valuable factor in 
business productivity and the opportunity to discover new 
value from it. The 4V’s of Big Data are shown in Figure 1.  
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Figure 1.  The characteristics of Big Data 

C. Size of Global Data 

The size of digital data has been growing at an increasing 
rate. Figure 2 depicts the size of created data volumes in 
percentages across the USA, West Europe, India and the rest 
of the world. According to the International Data 
Corporation (IDC) study, the size of global data in 2009 was 
1.8 Zettabyte, it increased to 8 Zettabyte in 2015 [9]. It is 
doubling in size every two years, and by 2020 the digital 
universe data is estimated to be 44 Zettabytes [10].  

 
 

 

 

 

 

 

 

 

 

 
 
 

Figure 2.  The scale of global data generates in percentages. 

Furthermore, the explosive growth of global data 
increased rapidly. In fact, 90% of the world's entire data was 
created since 2012 [11], whereas only 10% of all these data 
is structured data compare to 80% is unstructured data [11]. 
Figure 3 depicts the scale of global structured data versus 
unstructured data.  

 
 

Figure 3.  The scale of universe data format  

D. Big Data Revenue 

Manyika et al. [12] estimated that the power of Big Data 
analytics guaranteed 60% of potential revenue through new 
opportunities from location-aware and location-based 
services. In reality, the ambiguous demand in the Big Data 

era is more related to business insights since the 4Vth Value 
of Big Data has been introduced. Big Data revenue increased 
from $3.2 billion to $16.9 billion between 2010 and 2015 
[6]. However, the potential value to consumers, business and 
users are estimated to be $700 billion in the next ten years 
[7]. 

E. Big Data Real-time State- of-the-art 

Hadoop is known as innovative in Big Data analytics, 
since Hadoop has the ability to touch 50% of the global data 
by 2015 [13]. In fact, Hadoop and MapReduce have been 
criticized by both academia and enterprises for their real-
time limitations. The MapReduce programming model is an 
open-source version of Hadoop [13][14]. Fan et al. [14] 
stated that Hadoop made a world record in sorting one 
petabyte of data within 16.25 hours and one terabyte of data 
in only 62 seconds. Furthermore, the Hadoop ecosystem 
consists of several projects as introduced only the real-time 
applications in Figure 7. 

Twitter has developed storm in 2011 [10][15] for data 
streaming processing. Storm is an open source and it has 
been improved in scalability while maintaining a low latency 
for real-time data stream processing, which integrates with 
other queuing and bandwidth systems. Storm consists of 
several moving parts, including the coordinator (ZooKeeper), 
state manager (Nimbus) and processing nodes (Supervisor). 
Yahoo has developed S4 in 2010 [13][14][16] for data 
stream parallel distributing processing. Kafka also developed 
LinkedIn in 2011 [16] for the purposes of messaging 
processing. Spark [9] Stream is an extension of Spark that 
supports continuous stream processing. In practice, some 
other new computing models have recently been introduced 
for stream data processing (e.g., GraphLab and Dryad), 
which are suitable for machine learning and data mining 
programming models [16] . 

III. BIG DATA DOMAINS 

In this section, we describe some of the challenges and 
issues of Big Data in several disciplines from both industry 
and scientific perspectives.   

A. Big Data in the Bio-Medical Sector 

Kambatla et al. [17] highlighted that “healthcare and 
human welfare is one of the most convincing applications of 
Big Data analytics, it is a fastest growing datasets”. In fact, a 
large amount of medical data sources like RMI scans, 
bioscience data, and genomic data are becoming more 
complex and difficult to be captured, storage, and analyzed 
[18]. Although, China attempts to collect and store 30 
million of traceable biological samples by 2015 [19]. 
Manyika et al. [12] stated that every year the USA has 
wasted more than $2 trillion in healthcare sectors. 
Implementing Big Data analytics technique has helped the 
US to save $300 billion as well as helping Europe to save 
over $149 billion. In addition, bio-informatics requires new 
advanced computational techniques to support efficient 
knowledge discovery. 

Structured Data Semi-structured Data Unstructured Data 
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B. Big Data in Enterprise 

Facebook, Google, Yahoo and Falcon are creating large 
scale of data. As an example, Wal-Mart produced over 1 
million customer transactions per hour across 6000 stores 
[6]. Amazon Web Services (AWS) has also been successful 
in IaaS services with 70% of their market share including the 
most popular Elastic Compute Cloud (EC2). A Simple 
Storage Service (S3) enables the processing of 500,000 
queries over millions of terminal operations from third party 
sellers each day [6][20]. Akamai also managed to analyze 75 
million events per day. However, the most observable 
domain in Big Data analytics is value [20]. Hence, Data has 
become extremely valuable in enterprise to produce 
productivity and business predictions.  

C. Big Data in Scientific Research 

Every day NASA solar observatory and telescopes are 
capturing more than 1.6 TB of high quality images and 
collecting 140 TB data from the large synoptic survey 
telescope [21]. Likewise, one space satellite generates over 
800 gigabytes of data on a daily bases. In 2012, the Earth 
Observing System Data and Information System (EOSDIS) 
also succeeded in distributing more than 4.5 million 
gigabytes of data per day [20]. However, physicists and 
astronomists have made numerous efforts to engage with 
massive crowded data for many years to test the novelty of 
our universe. 

D. Big Data in Engineering  

The key challenge in the area of engineering is the 
discovery of techniques that are able to process machinery 
and the internet of things data. These sources are creating 
massive amounts of data through embedded networking and 
real-time approaches. The size of the internet of things data 
is estimated to be one trillion by 2030 [20]; this includes 350 
billion annual meter readings. The volume of data generated 
in engineering is by a wide range of sensors, through power 
plants, machinery data and GPS as well as electronic devices 
[22].  

IV. RELATED WORK 

Patel [23] highlighted several issues and challenges in 
storing, processing and analyzing data in real-time. The 
author argued that highly efficient algorithm and technology 
will enhance the accuracy of valuable information [24]. 
Ranjan [24] investigated in different Big Data applications 
and discussed their differences from traditional analytics, and 
he also described the new solutions for real-time Big Data 
analytics. Kambatla et al. [17] implemented several projects 
in a real-time data caching and processing graph in one of 
Google’s distributing systems. The author also highlighted 
that current technology such as Hadoop incapable of 
processing large-scale of graphs. Hadoop mainly consists of 
two components; Hadoop File System (HDFS) and 
Programming model (Map Reduce) [25]. HDFS stores huge 
data set reliably and streams it to user application at high 
bandwidth and MapReduce is a framework that is used for 
processing massive data sets in a distributed fashion over a 

several machines. It has two parts- job tracker and task 
tracker [26].  

Hu [27] proposed HACE theorem which characterizes 
the features of the Big Data revolution, and recommends the 
Big Data processing model, from a data mining perspective. 
Moreover, the rapid growth of complex diversity and 
dimensionality of the Remote Sensor (RS) lies in collected 
metadata to analyze as stated in [28]. The recent lower level 
parallel programming was comprehensively engaged with 
RS image processing along with a multi-level hierarchical 
cluster. Hence, parallel programming is required for RS 
applications to predict accurate results. According to Ma et 
al. [28], the current Big Data analytics model is beyond the 
capabilities of processing and analyzing real-time Satellite 
Data.  

The scale of remote satellite data is depicted in Figure 4; 
this scale demonstrates the volumes of satellite Data per day 
as well as per year across the world. 

 
 

 
 
 
 
 
 
 
 
 

 

Figure 4.  Scale of Global Satellite Remote Sensor Data 

Figure 5.  Scale of Global Satellite Remote Sensor Data. 

Two Big Data real-time/stream analytics model were 
found in our literature, known as Simith’s Big Data real-time 
analytics Model [29] and Big Data life cycle management 
model [30]. Khan et al. [16] proposed Big Data life cycle 
management model using the technologies and terminologies 
of Big Data. The author’s proposed data life cycle consists 
of: Data Acquisition/Generation, Data Collection, Data 
storing (temporarily/permanently), and Data Analysis. 
Likewise, Barlow [29] presented Smith’s five phases of the 
real-time Big Data analytics model which includes: Data 
extraction, development model, validation and deployment, 
real-time scoring, and model refresh.  

Barlow also stated that the correct analytics model is 
necessary to process heterogeneous data in real time. 
Furthermore, this model is utilized from the high-
performance of data mining, predictive analytics, text 
mining, and data optimization to enhance the decision 
makers [1][31]. In fact, the heart of any prediction system is 
the Model, for instance, a credit card fraud prediction system 
could leverage a model built using previous credit card 
transaction data over a period of time.  
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TABLE I. SMITH’S BIG DATA ANALYTIC MODEL 

 
Hu et al. [1] categorized Big Data analytics into 

Descriptive, Predictive and Prescriptive. Descriptive 
analytics focuses on historical data and the description of 
what occurred previously from Data visualization results. 
Predictive analytics focuses on future probabilities and 
describes the business value outcome. Advanced analytics 
[31] is known as Prescriptive analytics which address the 
decision making efficiently. For example, simulation is used 
to analyze complex systems to gain insight into system 
behavior and identify issues and optimization techniques are 
used to find optimal solutions under given constraints. 
However, only about 3% of companies are utilizing 
prescriptive analytics to predict future events according to a 
recent Gardner Research survey [32].  

V. EVALUATION AND DISCUSSION 

Despite the availability of new technologies for handling 

massive amounts of data at incredible speeds, the real 

promise of advanced data analytics lies beyond the area of 

pure technology. The existing Big Data analytics appears to 

be suffering from a lack of effectiveness compared to the 

speed of real-time data volume. Thus, Big Data real-time 

analytics has been proposed to describe the advanced 

analysis methods or mechanisms for massive data [11].  In 

fact, increasing the heterogeneous data in the real-time 

monition from various data sources (e.g., The Internet of 

Things, multimedia, social networking) plays a significant 

role in Big Data. In addition to these, the new real-time 

model shown in Figure 6 is required. Banerjee [33] 

highlighted the traditional analytics versus real-time 

analytics in Figure 5. Banerjee also compared several 

parameters in each feature from storage cost to support cost. 

It shows that Big Data analytics is more reliable in terms of 

data speed, time and velocity compared to traditional 

analytics. This highlights the key differences between the 

realities of yesterday’s analytics and the predictions for 

today’s Big Data analytics.   

 

 

 

 

 

 

 

 

 

 

Figure 6.  The Traditional Analytics versus Big Data Analytics [33] 

Figure 7.  The Traditional Analytics versus Big Data Analytics [33]. 

In addition to these, we implemented the new real-time 
analytics model from Smith’s model as depicted in Figure 6, 
because Smith’s model was precisely based on data mining 
and text mining [28]. As shown in Figure 6, this model 
consists of five phases: Data Extraction, Data 
Cleaning/Filtering, Data Analysis, Data Visualization, and 
Decision-making.  

In the Data extraction phase, Data is required to be 
processed by one of the real-time technologies such as Storm 
and S4 as highlighted in Figure 7. Data must be cleaned 
before being transformed for analyzing to unlock the hidden 
potential value from it. Therefore, the second phase of 
filtering technique is required for two reasons. Firstly, data 
intent to lies in the extracting stage as indicated in [28]. 
Secondly, processing data without filtering means invalid 
results. Data visualization has to communicate and predict 
data through graphics to aid decision-making through 
sophisticated analytics results. In addition to this, advanced 
analytics for massive data is required as a new solution to 
effectively improving decision making in the final phase. As 
a result, the process of Real-time data analytics is still a 
challenging task and the model requires an advanced 
computational and robust real-time algorithm to predict it 
efficiently.   

 

 

 

Figure 8.  The Big Data Real-time analytics model. 

 

Analytic Model Descriptions 

Data 
Extraction/Distill

ation 

Like unrefined oil, heterogeneous data types 
are messy and complex. Emerging new 

extracting models and performing accurate 

analysis are necessary and challenging to 
handle unstructured data [11][18]. 

Development 

Model 

In this phase, the model process consists of 

speed, flexibility productivity, and 

reproducibility.   

Validation and 
Deployment 

Extracting fresh data and running against the 
model and comparing the results with other 

existing models leading into productivity [13]. 

Real-time 

Scoring 

Data in real-time scoring is triggered by 

actions at the decision layer. At this phase of 
the process, the deployed scoring rules are 

“divorced” from the data in the data layer or 

data mart [21].  

Model Refresh Data is always changing, it is necessary to 
refresh the data and refresh the model built on 

the original data. Simple exploratory data 

analysis is also recommended.  
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Furthermore, selecting an appropriate real-time analytics 
model and technology depends on data objects. As depicted 
in Figure 7, we highlighted the Big Data real-time processing 
state-of-the-art in terms of its developers, programming 
model, capabilities, and limitations of data structure types. 
We highlighted each application’s advantages and 
disadvantages as well as their architectures. The results show 
that, first, real-time processing is becoming more important 
in real-time analytics, likewise batch processing remains the 
most common data processing paradigm [28, 34].Second, 
most of the systems adopted a graph programming model, 
because the graph processing model can express more 
complex tasks. Third, all the systems support concurrent 
execution to accelerate the processing speed. Fourth, data 
stream processing models use memory as the data column 
storage to achieve higher access and processing rates, 
whereas batch-processing models employ a file system or 
disk to store massive data and support multiple visiting. 
Fifth, some of these real-time technologies were backed by 
partially fault tolerant and have limitations in their node 
backup as highlighted in Storm and S4 [1][13][14][15][16]. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

VI. CONCLUSION AND FUTURE WORK 

In this research, we investigated on two research areas: in 
the first part of study, we presented the concepts of Big Data 
as well as some of the challenges and issues in both industry 
and scientific domains, followed by a comparison of several 
Big Data real-time processing technologies in terms of their 
capabilities and limitations as shown in Figure 7. However, 
each of these technologies were compared in terms of their 
architecture, programming model, data structure capabilities 

(e.g., semi-structured or unstructured), and this helped us to 
highlight their advantage and disadvantages.  

In the second part of our study, we discussed Smith’s five 
phases of the Big Data real-time analytics model as depicted 
in Table 1. Furthermore, we introduced our real-time Big 
Data analytics model as shown in Figure 6.  Throughout our 
investigation, the real-time analytics appears to play a key 
role in Big Data and enrich the potential revenue. Likewise, 
it needs further research and collaborations between the 
scientists and industries to improve the real-time analytics 
bottleneck. In fact, a different storage mechanism is required, 
because all of the data cannot fit in a single type of storage 
area [35]. Hence, Cloud computing is playing an important 
role as it gives organizations the ability to store and analyze 
revolutionized data economically and offers extensive 
computing resources [16].  

As result, the motivation for undertaken this research was 
an attempt to develop a real-time Big Data analytics 
framework which enable to enrich the decision-makers in the 
real-time monition. This research allowed us to identify the 
weaknesses of existing systems, and to design a roadmap of 
contributions to the state of the art. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Our future plan is to investigate on real-time analytics 

based on cloud computing and attempts to answer the 
following questions: 

 Investigate on existing cloud paradigms and highlight 
their limitations in real-time analytics aspects.   

 Develop an algorithm for the real-time analytics based 
on cloud computing. 

 Determine how to test, implement and compare our 
results with other existing cloud computing 
technologies.  

 

Figure 9.  Big Data stream processing state-of-the-art 
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Abstract—Data files have traditionally been thought of as the
input and output of programs, as well as their intermediaries.
When the need for usage of data files by a diverse set of consumers
was recognized, it was addressed primarily by the addition of
metadata. This metadata is structured data, providing guidance
regarding the use of the data. Unfortunately, this approach has
proven inadequate for the myriad applications of today. We posed
two questions of a very common and popular data file standard
in bioinformatics. First, are the conclusions presented in such a
file verifiable? Second, can one use the data to test for alternative
conclusions? Our answers for both questions were negative. In
this paper, we outline the problems we found and propose a
remedy. While we have used bioinformatics as a case study, our
results are more general.

Keywords–Knowledge Representation; Comprehension; Seman-
tics; Bioinformatics.

I. INTRODUCTION

How are data files designed? Traditionally, they have been
designed to handle the needs of a computer program that
consumes it, or as the output of a program for use by either
humans or yet another program.

Thus, software systems exist that will take some particular
data format and operate on it with satisfactory result. Such
programs have canned understanding of the data and how it
should provide some solution desired by a user. However, users
themselves may neither be able to examine that data or make
any sense of it at all. These individuals must rely on some
software in order to express the high-level concepts that data
tries to represent.

This problem exists because data usually lacks a kind
of description of its content or guidance about its use. The
solution to this problem has been metadata, but what amount
of metadata is adequate? It is not clear where to draw the
line; usually, metadata is constructed in an ad-hoc manner. We
suggest that the answer be tied to an ontology, i.e., data files
should be designed in terms of concepts defined in an ontology
of the domain.

We consider bioinformatics data files in the very popular
SAM file format and ask two questions: does the data format
support (a) extensibility and (b) reproducibility? The first
question asks whether or not researchers can use the included
metadata to pose queries that pre-existing dedicated software
(SAMTools) cannot answer.

Such extensibility is desired today as funding agencies
are now insisting on the availability of created data sets for
use by others; this has the promise of increasing research
impact — perhaps exponentially. Reproducibility of results is

a cornerstone of research. This too, we feel, must be supported
by the published data sets.

In this paper, we report how we obtained negative answers
to both questions of the SAM format. Further, we identify the
gap as the lack of declarative functions or algorithms.

The issue of computational solutions in research has at-
tracted renewed attention [1]. Currently, there is no accepted,
standardized way for both code and data to be included
alongside journal publications, and even the role a journal
should play in vetting this additional information is not clear
[2].

Research on data provenance is a promising line of attack:
it attempts to bring lineage in the form of input, output, and
so forth, presented as some workflow with clear beginning
and end. myGrid, for example, creates such workflows from
actionable steps in a process that can be saved and shared for
re-use [3].

The Collaboratory for Multi-Scale Chemical Science
(CMCS) is similar to myGRID, except that it has philosophical
differences on what metadata means, and is able to present
papers into related workflows. This is beneficial, since the
scientific narrative and explanation of some methodology can
be referenced and associated with previous, peer-reviewed
research [4].

The solutions in myGrid and others, however, rely on
middleware (such as Taverna [5]) to build and re-use the
XML workflow constructions. A more light-weight approach
is found in ESSW [6], which ties metadata and provenance
to regular software by wrapping scripts around them. A script
must be built for each actionable step (from input-to-output),
and the script-writer is responsible for each piece of lineage
information in the resulting provenance record.

myGrid and CMCS are both particularly interesting solu-
tions, since they attempt to pair process workflow activities
with domain-specific concepts. Tying such meaning to prove-
nance records allows for researchers to understand, query, and
make use of data more effectively.

The problem with all of these approaches is that they
typically work on entire sets of data or files. What is needed is
a solution that deals with sections or components of data within
files. We imagine using the Resource Description Framework
(RDF) [7] to annotate directly within data files themselves.
RDF is a desirable choice for annotation, because its pairing
with ontologies is understood [8], and RDF has been already
been useful in provenance research, such as myGrid.

54Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-415-2

IMMM 2015 : The Fifth International Conference on Advances in Information Mining and Management

                            65 / 99



Furthermore, even with all this research, the entirety of
processes that transform some initial data into some final
result is not represented clearly in the data itself. While
implementations of embeddable scripts into workflows are
possible to view and maintain, internals of online web-services
or programmed solutions can be opaque. The functions that
are used in some computational solution may remain a black-
box or exist in various languages that researchers of different
fields will be unable to make sense of. What is needed is a
description of these computational processes that is not tied to
the computational language of some developer’s choice. More
clarity by way of idealized functions in the precise language
of mathematics would alleviate this problem.

The rest of this paper is structured as follows. In the next
section, we provide a short primer on biology, and subse-
quently, we examine the structure and contents of the SAM
format. The following two sections investigate an appropriate
formalization in the context of the questions of extensibility
and reproducibility. We then offer concluding remarks.

II. THE UNDERLYING BIOLOGY

Since we are using bioinformatics data, let us present a
few related concepts from Biology. To motivate the reader, let
us propose an experiment: we need to explore the differences
between the DNA molecules obtained from two individuals of
the same species: an ‘experimental’ individual affected by a
disease versus a ‘reference’ individual without such a disease.

The DNA molecule is essentially a long sequence of
nucleotide bases: adenine, guanine, cytosine, and thymine,
represented by one of the letters A, G, C, and T respectively.
For many organisms, a reference typically representing the
entirety of its genetic material is already published on the web
and is commonly referred to as a genome.

In the laboratory, there are methods of DNA sequencing,
i.e., obtaining the exact order of those bases within a DNA
molecule extracted from the ‘experimental’ individual. We will
refer to such methods as wet lab processes. For organisms
with short sequences, i.e., with length in the hundreds, it
is a relatively straightforward process. Interesting organisms,
however, have very long sequences (the human genome has
over 3×109 bases). For those, the approach is to fragment the
DNA randomly, replicate them, and determine the sequences
for the short fragments (for which task there exist machines).
The sequences obtained from the wet lab process are referred
to as reads. Unfortunately, the wet lab methods are error-
prone. Hence, the machines emit a probability of correctness
(or quality) with each of the bases in the short sequence.

The remaining task is then to attempt to piece them
together to infer the original, long sequence. This task is
called alignment; it is a dry lab process in the sense that it
is performed using computational methods.

Alignment (or sequence alignment, or sequence mapping)
consists of matching each read from the experimental DNA
against the pre-existing reference sequence. The task is chal-
lenging, since each obtained read could fit in many locations
of the (huge) reference genome. The goal is to find the best
match out of all possible matches.

As an analogy, one can think of sequencing as reading a
book, attempting to commit its contents to memory, and then
matching the memory against the actual contents of the book

(reference). As one tries to recall from memory and match
against the book, one will most likely realize that one lacks
some words, mixes up the order of others, and so on; the result
would be a series of ‘close’ matches, each with a notion of
where it might properly fit in the actual book.

For example, suppose one wanted to align the sequence
“TAAGCT” with the reference “TACGGT.” There is more than
one way they might align; two of them (as per the Needleman-
Wunsch algorithm [9]) are shown in Tables I and II.

TABLE I. SEQUENCE ALIGNMENT

Position 1 2 3 4 5 6 7 8
TACGGT T A C G G T
TAAGCT T A A G C T

One possible match between “TACGGT” and “TAAGCT” using Needleman-Wunsch
for global alignment. Insertions and deletions are denoted by underscores.

TABLE II. ALTERNATIVE SEQUENCE ALIGNMENT

Position 1 2 3 4 5 6 7 8
TACGGT T A C G G T
TAAGCT T A A G C T

Another possible match between “TACGGT” and “TAAGCT” using Needleman-Wunsch
for global alignment. Insertions and deletions are denoted by underscores.

In I, the character bases TA match exactly; A is an insert-
error (requires it to be inserted into the reference string), G
is a mismatch error, then there are two delete errors (the next
two characters of the reference GG must be deleted), C is a
mismatch error, and finally T is an insert-error.

Part of the task is to decide the best match. One way is to
assign scores to each match/error; e.g., each insertion/deletion
(indel) and mismatch error can be given negative values and
matches positive values. Then the sum of the scores for each
base in the experimental sequence can reflect the goodness of
this match. The best match would be the one with the highest
overall score.

It is possible to have a more complex scoring matrix in
which each type of base match/mismatch/indel has a different
value (e.g., A–G mappings might be given a higher value than
A–C).

Another possible approach is to take into account the
quality values of each base in the sequence obtained from the
wet lab experiment. For example, a mismatch error may be
forgiven if the base in question was already flagged with a
poor quality score [10].

Yet another approach may penalize each beginning of a
series of gaps (inserts or deletes) since larger runs of gaps are
usually more biologically plausible (as opposed to many small
insertions/deletions peppered throughout a sequence). Using
this approach, the alignment in Table II would yield a higher
score than that in Table I, since the former has two runs of two
contiguous gaps (at positions 3–4 and 6–7), while the latter has
only one contiguous gap (at 5–6), and two individual gaps (at
3 and 8).

The algorithms typically involve some type of dynamic
programming [11]. Since this is time consuming for large
sequences, modern approaches use heuristics to reduce the
time necessary. Two well-known examples are FASTA [12]
and BLAST [13].
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gi|110640213|ref|NC_008253.1|... 16
gi|110640213|ref|NC_008253.1| 611 42 70M *
0 0 TTTCGTCGACCAGGAATTTGCCCAAATAAAACATGT...
222222222222222222222222222222222222... AS:i:0
XN:i:0 XM:i:0 XO:i:0 XG:i:0 NM:i:0 MD:Z:70 YT:Z:UU

gi|110640213|ref|NC_008253.1|... 0
gi|110640213|ref|NC_008253.1| 215 42 70M *
0 0 CCACCCCCATCAGCATTACCACAGGTAACGGTGCGG...
222222222222222222222222222222222222... AS:i:-6
XN:i:0 XM:i:2 XO:i:0 XG:i:0 NM:i:2 MD:Z:5A6C57
YT:Z:UU

gi|110640213|ref|NC_008253.1|... 16
gi|110640213|ref|NC_008253.1| 706 40 70M *
0 0 CCCGTGGCGAGAAAAGGTCGATAGCCATTAGGGCCG...
222222222222222222222222222222222222... AS:i:-12
XN:i:0 XM:i:4 XO:i:0 XG:i:0 NM:i:4 MD:Z:0G14T6C7T39
YT:Z:UU

Figure 1. Three alignment lines from a SAM file. Fields are delimited by
whitespace. These lines are copied from a larger dataset [16].

A. Interpreting the Alignment
When the locations and lengths of the reads are overlaid,

one on top of another at their aligned locations on the ref-
erence, the ones with a great deal of overlap (called pileup)
lead to stronger confidence in the fragment of the genome they
cover.

Interestingly, this can lead one to conclude that while
most of the genome matches, a part of it definitely has been
altered in the experimental sequence. Suppose that one finds
that no matter how a specific read was aligned, a handful of
particular mismatches are manifested consistently. To return
to the example we started with in this section, one might
conclude that those consistent mismatches exhibit a mutation
that contributed to the experimental individual’s risk for the
disease in question.

III. THE SAM FORMAT

The Sequence Alignment Format (SAM) [14] captures
the result of both the dry and wet lab processes described
in Section II. It is designed to be used with a specific
software package, called SAMTools [15]. It uses the alignment
information contained in SAM files to perform various taks
such as visualizing overlapping reads against the reference and
examining pileups in a binned fashion (e.g., how many reads
start at a given position of the reference).

The SAM format is similar to that of a Comma-Separated
Value (CSV) file with implicit component names (an Exten-
sible Markup Language (XML) equivalent with named fields
(components) can easily be conceived).

An optional header section contains general information
relevant to the entirety of reads in the file, e.g., the SAM format
version number, the specifics of the alignment lines at various
locations, and the order in which data will appear.

A. The Alignment Section and Lines
Immediately following the header section (should it exist

at all) are the rows of alignment lines corresponding to each
read. (It should be noted that sometimes the reported sequences
correspond to smaller pieces of reads called read segments).
Predictably, the bulk of the SAM file is taken up by the
alignment section, filled with alignment lines.

• QNAME: gi|110640213|ref|NC 008253.1|. . .
• FLAG: 16
• RNAME: gi|110640213|ref|NC 008253.1|
• POS: 706
• MAPQ: 40
• CIGAR: 70M
• RNEXT: *
• PNEXT: 0
• TLEN 0
• SEQ:CCCGTGGCGAGAAAAGGTCGATAGCCAT. . .
• QUAL: 2222222222222222222222222222. . .
• TAG: AS:i:-12 XN:i:0 XM:i:4 XO:i:0 XG:i:0 NM:i:4

MD:Z:0G14T6C7T39 YT:Z:UU

Figure 2. The third alignment line from Figure 1 decomposed into
component fields. The ellipsis are used here to denote that field’s value

continues on. The TAG field itself has several subfields of tags.

A sample of three alignment lines from an example SAM
file is given in Figure 1. The third alignment alignment line
is decomposed into its component fields in Figure 2. There
are at least eleven distinct fields, delimited by whitespace,
in each alignment line. The twelfth field, TAG, is optional
and slightly different, since there can be multiple tags within
that field or even none at all (multiple tags are also delimited
by whitespace). These are numbered 1 through 12; here and
always in discussing the SAM file format, enumeration starts
at one (i.e., all sequences are 1-indexed).

The SEQ field contains the sequence corresponding to the
read as obtained by the wet lab process.

The QUAL field (holding a quality string) captures the
probability of incorrectness of each base in that sequence
reflecting the error-prone nature of the wet lab processes.
Each base is associated with an ASCII character, which can
be transformed into a probability of correctness by different
functions depending on the scoring method originally used to
encode it. One equation to interpret characters of the QUAL
field is given in (1).

P = 10
QUAL−33
−10 (1)

where QUAL is the decimal value of the ASCII character and
P is the probability of the associated base being incorrect. As
an example, the ASCII value of “2” is 50. When used with
(1), the resulting probability P for its associated base being
wrong is 0.0199 (or about 1-in-50).

The RNAME field gives the reference. It is typically the
value of (or contains the value of) some genetic identifier
(e.g., an NCBI genetic code [17]) with a code representing
which organism the reference comes from. For instance, in
the example SAM line in Figure 2, RNAME is an NCBI
code with value gi|110640213|ref|NC 008253.1|. The portion
“NC 008253.1” is an accession number, giving a value for a
particular sequence record. The number “1” after the period
says that this is the first version of the sequence, which happens
to be the entire genome of Escherichia coli 536.) The “gi” code
given in “gi|110640213” is another version number [18].

The POS field provides the offset (1-indexed) into the
reference sequence where the experimental sequence was best
matched. In Figure 2, POS has the value 706, meaning that
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the read segment on this alignment line starts at offset 706 of
the Escherichia coli 536 genome according to the best match.

The CIGAR field contains a string of the same name,
CIGAR (Compact Idiosyncratic Gapped Alignment Report),
which SAMTools uses as a coded abbreviation for how one
sequence matches to a reference [14]. It contains an ordered
series of numbers and letters, which tells one precisely how
the sequence maps. Numbers correspond to the length of a
subsequence while the letters imply an edit. An example of
such mapping is given in Table III.

Referring back to Table I, its CIGAR string would read:
2M1I1M2D1M1I . It would mean a match obtained in the
following way:

The first two characters match or mismatch, the
next character was missing in the reference and had
to be inserted; the next character is a match or
mismatch; the next two characters had to be deleted
from the reference; this is followed by a match or
mismatch; and the last character is an insertion into
the reference.

In Figure 2, the CIGAR field reads “70M”, meaning the
read aligned to the reference sequence with some combination
of 70 matches and mismatches. Some of the extended CIGAR
codes and their meanings are given in Table IV.

TABLE III. SEQUENCE ALIGNMENT WITH CIGAR

Position 1 2 3 4 5 6
AACTG A A C T G
ACTGG A C T G G

Best match between the two strings “AACTG” and “ACTGG” using
Needleman-Wunsch for global alignment. Insertions and deletions are denoted by an

underscore. The CIGAR string for “ACTGG” would read 1M1D3M1I.

TABLE IV. CIGAR STRING CODES

Op. Letter Code Meaning
M Alignment Match (sequence match or mismatch)
I Insertion to the reference
D Deletion from the reference
N Skipped region from reference

Some (but not all) lettered operation codes and their meanings present in the extended
CIGAR format.

The TAG field can contain many tags (minimum zero),
even user-specified ones. All tags have the format of
NAME:TYPE:VALUE and each can only appear once in any
given alignment line [14]. 44 unique tags are established
in the current SAM format, and each provides additional
information from textual comments to the original alignment
score generated by some aligner. (These tags are essentially
additional pieces of metadata.)

The MAPQ field gives a mapping quality (higher number
implies higher quality) for the alignment which, as we have
stated earlier, is a difficult task. The MAPQ value of the SAM
line given in Figure 2 is 40, denoting a high-quality match.

IV. FORMALIZING SAM-FORMATTED DATA

SAM data is very useful: it says a lot about what occurred
in sequence alignment and also something about sequencing.
It is possible, however, that the software used to generate the

data could change with time. For example, the change could
be in an underlying alignment algorithm or the interpretation
of read quality values. It would be beneficial if one could take
such improved data and compare it with older SAM data. We
argue that a formalization that shows how to represent and
compute information would address this problem.

Such a formalization should have three parts: an ontology
and two kinds of functions; we describe them below.

Such a formalization should live alongside the current
data as supplementary metadata. In this way, all data can
be understood more readily by domain experts while also
revealing the specific functionality of that data (e.g., how to
interpret an alignment sequence’s structure using the CIGAR
field).

A. Ontology
We need an ontology that codifies concepts of the knowl-

edge domain appropriate to the data. The ontology needs
to contain the domain concepts arranged (possibly) in a
generalization/specialization hierarchy; plus mappings among
them; The full ontology necessary to capture all the semantic
concepts of a SAM file would be far too large to present here.
Instead, we furnish the reader with those essential construc-
tions that clarifies the point of formalization: some of those
entities and relationships that are components of the sequence
alignment concept. This subset of semantic concepts are given
in Figure 3.

The ontology in Figure 3 is the minimal amount needed
to describe the concepts involved in sequence alignment. A
parent class for many of the concepts here is Sequence,
which is why many other concepts, such as experimental and
reference sequences are its child classes. Any concept that
has Sequence as a parent in the hierarchy will inherit from
its definitions. For example, anything that is a Sequence will
have a “character seq string” (the actual string representation
of characters in the sequence).

ExperimentalSequence is distinct from ReferenceSequence
(though they are both child classes of Sequence). Experi-
mentalSequences have both quality scores (denoted by the
“quality scores string” attribute) and is composed of at least 1
Read (with the minimum 1 cardinality restriction). Reference-
Sequences, instead, have an OrganismName attribute.

Reads, as we have said, can be split up into ReadSegments,
and these ReadSegments form a chain from one ReadSegment
to the next (the hasNextReadSegment maximum 1 cardinality
restriction reflects this). A Read, then, is composed of at
least one ReadSegment, and ReadSegments are components of
Reads.

SequenceAlignment is the concept related to actually doing
something with these various sequences. It acts as a function
signature for performing sequence alignment in general. It
has two inputs listed, which are an ExperimentalSequence
and ReferenceSequence. The output is minimum 0 AlignedSe-
quences, because it is possible no alignment can be found. This
minimum 0 also means that many AlignedSequences can exist
for some SequenceAlignment. The “FunctionInternal” attribute
is explained in Subsection IV-B, and describes “how” this
SequenceAlignment concept computes its output.

The AlignedSequence is the output of some SequenceAlign-
ment (as clear in the isOutputOf relation). This concept has an
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Sequence (1)

Attribute character seq string (String)
Attribute length (Integer)

ExperimentalSequence (2)

Attribute quality scores string (String)
isA Sequence
isComposedOf minimum 1 Read

ReferenceSequence (3)

Attribute OrganismName (String)
isA Sequence

Read (4)

isA Sequence
isComposedOf minimum 1 ReadSegment
isComponentOf minimum 1 ExperimentalSequence

ReadSegment (5)

isA Sequence
isComponentOf Read
hasNextReadSegment maximum 1 ReadSegment

Sequence Alignment (6)

Attribute FunctionInternal (XML Literal)
hasOutput minimum 0 AlignedSequence
hasInput some ExperimentalSequence
hasInput some ReferenceSequence

AlignedSequence (7)

Attribute ReferenceOffset (Integer)
isA Sequence
mapsTo exactly 1 ReferenceSequence
isOutputOf some SequenceAlignment

Figure 3. A subset of the full formalization of the SAM format to which
actual data will be mapped either directly or through complex

transformation.

attribute for stating the offset in which the alignment occurs
against exactly 1 ReferenceSequence (the reference used in
sequence alignment).

B. Choice of Ontology
The snippet of the ontology in Figure 3 is based on the

“EMBRACE Data And Methods” (EDAM) ontology [19].
EDAM was based on several different resources, including
myGRID [20], and follows many principles of the Open Biolog-
ical and Biomedicial Ontologies. EDAM attempts to represent
formats used in bioinformatics, their data, the operations those
data might be involved in, and associated topics. The EDAM
ontology is impressive in its coverage and design. There is, to
our knowledge, no more comprehensive ontology than EDAM
that exists with concepts tying both bioinformatics formats to
their data and use in associated operations.

We, however, do not find EDAM capable of fulfilling all
the needs of our goal here, since we require more complete

coverage of individual formats with more format-specific con-
straints. When trying to fit more specifics of SAM data with
what is presented in EDAM, we found some concepts to be
missing. This is most likely because EDAM was designed to
represent workflows, which is at a higher level of granularity
than the specifics of a data format’s contents. These missing
concepts include a quality sequence for SAM’s QUAL field
and a concept appropriate for mismatching character sequences
such as CIGAR strings. Further, we wanted to be able to
pair individual portions of an alignment line with one another,
which required more specifics relating to the SAM file.

To be clear, in some ontologies, such functions may be rep-
resented as a concept, but it is in name and relationships only;
they are function signatures, but do not contain function inter-
nals. The myGrid ontology, for example, contains the concept
of the Needleman-Wunsch sequence alignment algorithm. The
EDAMS ontology has the more abstract SequenceAlignment
concept. While these concepts may contain relationships such
as output, input, etc., they lack a conceptualized view of the
algorithm — or process — they are meant to define. In other
words, there is no implementation-agnostic function internals
to pair with real-world instances.

In Figure 3, we show our plans for adding such functional
internals to ontological definitions. This “FunctionInternal”
attribute (found in the SequenceAlignment concept) of type
XML literal can be represented with MathML [21]. It is
with this language that the implementation-agnostic function
internals can be described.

C. Functions and Extensibility

Consider Figure 4, a commutative diagram [22] connecting
the worlds of data and ontology via functions. Functions of
the first kind are like the dashed arrows in that figure. They
take one or more data elements and bridge them to a concept
in the ontology [23]. Our second kind of functions are like
F (x) and F ′(x). They represent some idealized computation
of some domain concepts from others, reflecting data elements
that are computed from other data elements in an equivalent
manner.

For example, let Data map to a pair of read and reference,
Ontology Term 1 to a pair of sequences, Results to an alignment
with an offset, and Ontology Term 2 to an aligned sequence.
Let F (x) be the Needlemann-Wunsch algorithm and F ′(x) be
a particular implementation of that algorithm. It is easy to see
the power of this framework; for example, it would provide
the ability to use more complex alignment algorithms that take
into account the probabilistic nature of the sequences under
consideration.

One synergistic consequence is extensibility. One can take
existing data and compare against the results of newer align-
ment algorithms (e.g., BLAST and FASTA, or algorithms
being researched).

V. INVESTIGATION OF REPRODUCIBILITY OF RESULTS

We asked the question: can the final result of the dry lab
process, the MAPQ value, be reproduced by a consumer of a
SAM data file?
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Figure 4. Commutative diagram for data and ontology

A. Computing Alignment Score

As mentioned earlier, the SAM file includes a MAPQ field
which contains a number indicating what confidence one may
have in the alignment inferred by the dry lab process. The
value is given by (2), where P is the probability of error of
the stated alignment of read z at offset u in genome x:

MAPQ = −10 log10(P ) (2)

P is given by

P = 1− p(z|x, u)∑
v p(z|x, v)

(3)

where p(z|x, u) is the probability that read z maps to reference
x at offset u [24]; in the denominator, the summation is over
all such offsets.

The best match gives the offset u that results in the smallest
P as per (3). This is the location offset with respect to
the reference where the best alignment match can be found.
Equation (3) implies an exhaustive computation (albeit there
are positions that can be skipped over).

However, there are more modern, less time-consuming
alignment methods based on heuristics. For example, the
following approximation is faster [24].

MAPQ = min[q2 − q1 − 4.343 log(n2),
4 + (3 − k′)(q̄ − 14)− 4.343 log(p1) (3− k′, 28)]

(4)

where q2 is the sum of the quality scores corresponding to the
bases that have mismatches for the best alignment score and
q1 the corresponding sum for the second-best alignment. k′

is the minimum number of mismatches on some 28 base-pair
seed (which are locations to index against the reference with
the read; larger seeds result in lower sensitivity [25]) and q is
the average of base qualities in that seed [24].

Clearly then, the MAPQ computed depends on the equation
used; more generally, if context-sensitive cases are considered,
on the algorithm used. This means that different programs
used in alignment of the same experimental sequence against
the same reference may result in different values of MAPQ.
Without knowledge of the equation or algorithm used, one
cannot reproduce the MAPQ element presented in the SAM
file. Worse, comparing MAPQ values of multiple SAM files
may well be invalid. (Adding a pointer to a program used for
alignment is possible, but such additions would be in optional
fields with no guarantee of inclusion in all published data files.)

For reproducibility, we suggest that the function (or algo-
rithm) used in the dry lab process for MAPQ be included in
the SAM data file.

This will allow users not only to verify the correctness of
the MAPQ reported in the file but also use their own align-
ment algorithm to compare and publish the results obtained.
This could lead to publications providing insight into various
aspects of experiments such as innovative approximations and
the effect of errors in the underlying wet lab process.

VI. CONCLUSION AND FUTURE WORK

Examining a popular file format in bioinformatics, we
asked two questions relating reproducibility and extensibility
of data. What we found was that neither reproducibility nor
alternative conclusion testing was possible. We identified the
cause as the absence of functions for arriving at these conclu-
sions.

Such functions are essential extensions to whatever current
metadata may be included with the data, since these functions
expose the details of how the data was created in the first
place. When such functions exist, one can start to meaningfully
compare different data sets that did not employ the same
function and also to compare the computed results (e.g.,
MAPQ) in a data set with the corresponding results that one
would obtain using an alternative function or algorithm.

We have also explored the choice of what metadata to add
and how to add it. We have shown that this choice need not
be guided by a particular pre-defined purpose, but from the
contents of the data itself. When data is formalized, ambiguity
and confusion about how different parts of data relate to one
another are decreased. Necessary metadata becomes apparent
as the portions of data are formalized and their component
parts are established.

This has culminated in the idea of the formalization of
data as a marriage between an ontology and a set of functions
that describe both data and its underlying processes. Such a
formalization creates an accessible point from which data can
be understood, reproduced, and have its functionality extended.

While we have explored an example from bioinformatics
and presented a subset of the constructions required for a
formalization, we have tried to show that the generality of
the approach goes beyond bioinformatics and embraces any
data file containing computed elements. Such data files are
pervasive; consider for example, a medical report such as a
blood test that contains diagnostic elements that are based on
complex analysis.

Of course, our work is part of a larger solution. For
example, the decision of how best to represent such additional
metadata is left as further research.
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Abstract—The technological advances in mobile phone and their 

widespread use has resulted in the big volume and varied types 

of mobile data we have today. Researchers have begun to mine 

mobile data in order to predict a variety of social, economic, 

personal, location and health related events. Mobile data 

directly reflects individual’s life without disclosing personal 

information, and therefore it is an important source to analyze 

and understand the underlying dynamics of human behaviors 

or activities. In this paper, we describe an innovative and 

challenging process to predict user’s activity using mobile based 

data. We propose a graph-based framework that uses the user’s 

activities, social network, and product-keywords in order to 

provide recommendations which are also delivered through 

mobile phones. This paper summarizes the different types of 

prediction logic algorithms by constructing graphs from 

different data sources. Our graph-based approach is highly 

scalable and can be used to predict individual’s next activity, as 

well as prediction towards products purchase. The mobile 

recommendation engine incorporates three types of data to 

generate the graph and to predict activity and product. First, we 

collect product-keywords using text-rank algorithm. Second, we 

collect individual mobile’s past data, such as accelerometer, call 

log, battery status, app usage, browsing history, Facebook data, 

and Twitter data. Third, we collect user’s mobile phone activity 

8 times during the day. By using multimap, we get fast 

prediction in real-time mobile. 

Keywords-Text-Rank Algorithm; Multimap; Adjacency List; 

Internal Prediction; External Prediction. 

I.  INTRODUCTION  

The knowledge of user activities and habits is a crucial 
factor for the development of highly personalized applications 
that can be beneficial in many areas of daily life [3]. The 
mobile users’ behaviors (e.g., SMS, call history, location, app 
usage, battery status, accelerometer Facebook, Twitter, etc.) 
are all related to real-world behaviors. This provides an 
unprecedented opportunity for us to understand the underlying 
dynamics of users’ behaviors in the mobile data [2]. In this 
work, we aim to answer an interesting question, i.e., whether 
we can predict a user’s next activities based on his/her historic 
behavior log/activities, such as call log, browser history, app 
usage and mobile social network information. 

In this paper, we explore and develop novel methods for 
recognition of user’s next activities. Mobile devices present 

an ideal platform for this task; they usually possess 
considerable computational resources, a rich set of wireless 
communication and multimedia features [3]. Nowadays, 
people tend to always carry their phones along. We employ a 
mobile phone as the main sensory and processing unit for 
learning and predicting user’s behavior [3].  

Recently, considerable related works have been 
conducted, e.g., activity recognition [4]-[9], dynamic emotion 
analysis [10]-[14], dynamic social network analysis [15]-[19], 
and social influence analysis [20]-[24]. Emotion analysis is to 
study how an individual’s emotional state (e.g., happiness and 
loneliness) propagates through social relationships [10]-[12]. 
Dynamic social network analysis is to model how friendships 
drift over time using a dynamic model [18] or to investigate 
how different pre-processing decisions and different network 
forces such as selection and influence affect the modeling of 
dynamic networks [19]. 

This paper proposes a Mobile Recommendation 
Engine/Framework (MRF), which builds graph using 
different data sources, and applies different types of prediction 
logic using multimap structure which enables to get user’s 
next activity e.g., walking, calling, eating etc., as well as 
product prediction that user is interested to see or purchase. 
Multimap is a generalization of a map or associative array 
abstract data type [25]. The reason behind using multimap is 
that it allows storing multiple values for every key, as well as, 
it allows storing duplicate keys. It has useful methods, i.e., 
invertFrom, which copies each key-value mapping 
in source into destination, with its key and value reversed 
without using loop. For backtracking logic, we traverse the 
path in the reverse direction until we hit the root node that is 
not have any parent node. In this case, consider every node in 
the reverse path as a value and find the attached keys for each 
corresponding values using invertForm method of multimap. 
Here, we present a different method using user’s context (or 
activity) in mobile to predict user’s next action.  

The other sections in this paper are organized as follows. 
Section 2 illustrates the source of data. Section 3 describes our 
approach. Section 4 presents the process for deploying the 
experiment and the results of the process. Section 5 concludes 
the paper. 
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II. SOURCE OF DATA 

In our experiment, we used the following different data 
sources.  

A. Historical Data 

We have (i) historical data, such as call log, battery status, 
app usage, browsing history, accelerometer data, and (ii) 
social network data, such as Twitter, Facebook data based on 
individual’s past activities on mobile, etc. We have used this 
information without revealing individual’s personal 
information. 

B. Product Data 

We crawled the Amazon site and collected around 750 

products reviews using an HTML-embedded scripting 

language (PHP) script. We generated top keywords from those 

reviews using Text-Rank algorithm [27]. This algorithm 

provides unique keywords along with weight for each product. 

The Text-Rank algorithm helps to distinguish each product 

based on unique keywords. 

C. User’s Behaviour Data 

Every day, we collect user’s activities on mobile, such as 

call log, app usage, browser history, accelerometer data, social 

network data, such as Facebook, and Twitter at three hours 

intervals and build subgraph. After experimenting on various 

hours interval, we found that three hours interval is sufficient 

to collect the required amount of activities to build subgraphs. 

III. OUR APPROACH 

To build a mobile framework, we collect different types of 
data, such as historical data, product-keyword data, 
individual’s activity on mobile, and build 200,000 nodes on a 
graph. We stored this graph in cloud because the size of the 
graph is big and one can send graph to individual’s mobile 
phone based on his/her matching profile. We used graph cut 
algorithm on main graph that generates many subgraphs. 
Then, we used Approximate Subgraph Matching (ASM) [28] 
algorithm to pick the subgraph that is more relevant to 
individual’s activity. This relevant subgraph is loaded on 
individuals' mobiles every 24 hours. We build backtrack and 
product prediction logic on subgraph that is loaded in mobile 
and based on last 3 hours user activities used to give future 
prediction.  

IV. EXPERIMENTS  

Graph technology is the process of analyzing large volume 
of data from different perspectives and summarizing it into 
useful information – information that can be used for 
prediction.  Here, we developed three types of prediction logic 
to get three types of predictions. We implemented different 
graph algorithms, to build, merge, cut, and compare the graph, 
and to get prediction for individual’s activity and product 
preference. First, we collect the data from the different 
sources. Second, we defined relationships between different 
data sources and put those data as nodes and edges on graph, 
as presented in Figure 1. For example, user node is connected 
with different activity nodes, such as call log, app usage, 

accelerometer, and browsing history. We extracted keywords 
from browsing history and that node is connected with 
extracted keywords and keyword nodes are connected with 
product nodes. We placed this big constructed graph on 
Content Management Server (CMS). Third, we collect user’s 
activity every 3 hours and represent those activities as a 
subgraph. At the end of the day, we have 8 subgraphs. Fourth, 
using graph merge algorithm, we merge 8 subgraphs into one 
subgraph. Fifth, we compare this merged graph with main 
graph and put nodes on main graph which are not exist in main 
graph. In this stage, we update the main graph on CMS using 
merge graph. Sixth, using graph-cut algorithm, we cut the 
main graph into no. of subgraph. Lastly, using ASM 
algorithm, we compare the merge graph from step-4 with 
subgraph from step-6 based on node, edge weight, edge, 
direction and most likely matched subgraph send to that user’s 
mobile from CMS every 24 hours. We are calculating edge 
weight in two ways. One is occurrence and the other is time 
difference. Occurrence is calculated based on repetition. For 
example, after outgoing_3, walking is done. This action is 
repeated 6 times, then the occurrence edge weight is 6. If the 
time difference between the call and walk is 45 minutes, then 
the time difference edge weight is 45 minutes. Next time, if 
the time difference is 30 minutes, the edge weight is updated 
as the average of 30 and 45 minutes. The 3rd time, if the time 
difference is 20 minutes then the edge weight is calculated as 
20+30+45/3.  For predicting user activity and product 
preference, we utilize user activities for the last 3 hours as an 
input. 

A. Internal Prediction 

We collect the last 3 hours of the user’s activities from 
individual’s mobile and use them as an input on subgraph, as 
shown in Figure 1. We search each activity as value on 
subgraph. If value exists on subgraph, then, we find the key 
for value recursively until we hit the orphan node that is not 
having any parent node. For example, we have two user 
actions 5 and 6 in the last 3 hours. First, take user action 5 as 
an input value and find the attached keys as 4 on subgraph and 
store key 4 as a key node into collection hashmap-A. Hashmap 
is a data structure used to store object and retrieve it in 
constant time O(1). It works on hashing principle in Java. 
Now, take one-by-one node as a value from hashmap-A and 
find the attached key as 3 for value 4 and append the key node 
into hashmap-A and we will have keys {4, 3} and marked 
node 4 as processed. We repeat the same process for 
unprocessed nodes of hashmap-A and append the result to 
hashmap-A. At the end, the result for user activity 5 will be 
{4, 3, 2, 1}. In this case we stop at node 1, because no edge is 
coming into it.  Likewise, take the second user activity, say 6, 
and follow the same process as mentioned for node 5 and store 
the key of each recursive operation into new collection 
hashmap-B. The result for user activity 6 will be {2, 1}. At the 
end, we intersect two collections hashmap-A {4, 3, 2, 1} and 
hashmap-B {2, 1} and store the intersection result {2, 1} into 
the collection hashmap-C.  

If more than two user actions exist, then, we follow 
intersection between first and second, second and third, third 
and fourth, and so on, and append each intersection result into 
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collection hashmap-C. Then, we apply Depth First Search 
algorithm [29] to find the path between source and destination. 
We take the first node, say 2, as a source from hashmap-C, 
and the first user activity from last 3 hours, say 5, as a 
destination and pass these data/nodes as parameters to Depth 
First Search algorithm. If a path exists between these two 
nodes, then, we give source node 2 as an internal prediction. 
If a path does not exist between source and destination, then, 
we choose second node 1 as source from hashmap-C and user 
activity 5 as destination and pass these values to depth-first 
search algorithm. We follow the above process recursively, 
until we find a path. 

B. External Prediction 

In this stage, we take one by one user's activities from last 
3 hours storage and find on subgraph that is loaded in mobile 
every 24 hours. Here, we consider user action 5 and 7 as keys 
and find the corresponding attached values, say {8, 9, 10} and 
{11, 12}. Then after, we move in the forward direction with 
one degree depth. If a user activity exists in the subgraph 
Figure 1, and has more than one outgoing edge, then, choose 
the highest edge weight node that is connected with the user 
activity. We follow the same process for each user activity 
node, and, at the end, we select the outgoing edge with 
maximum weight as external prediction among all user 
activity’s highest edge weight node. In this case, we select the 
node with highest edge weight as an external prediction out of 
other nodes {8, 9, 10, 11, 12}. 

C. Product Prediction 

In this stage, we created separate adjacency list for 
product-keywords in which a keyword acts as a key and 
products act as a value. We check if the type of user activity 
is keyword, then, we follow the product prediction logic using 
product-keywords adjacency list. We can consider that user 
activities 2 and 4 are keywords and find those nodes as keys 
on subgraph which is defined in Figure 1, and count how many 
edges come out from each keyword (user activity node). From 
Figure 1, we see that two edges are coming out from user 
activity 2 and three edges are coming out from user activity 4. 
We follow the same process for all user activity nodes whose 
type is keyword. Suppose that more than one user activity has 
type keyword; then, we choose the product as prediction based 
on the maximum number of keywords (user activity) 
connected with the same product. In our case, user activities 2 
and 4 are both connected with product node 6. It means 
product node 6 has count 2, while others product for example 
5, 7, and 3 has count 1. In this case, we give node 6 as a 
product prediction, because of a bigger number of user 
activities with type keyword is connected with product type 
node 6. 
 

 
 

Figure 1.  Subgraph in Mobile. 

V. CONCLUSION 

This paper proposed a novel backtracking approach of 
recognizing next individual’s activities using individual’s 
personal data across a plurality of users’ data. This approach 
is better because multimap has useful utilities like invertForm, 
which helps to give accurate prediction in a real-time without 
using a supervised classification algorithm.  Multimap, allows 
multiple values for every key, such as keyword power as a 
key, can map with multiple products as values, such as mobile, 
TV, dishwasher, etc. We can expand multimap dynamically 
as needed. In addition, multimap is lightweight component as 
it uses less memory. 

Briefly described, the individual’s interest disclosure 
pertains to personal data mining. More specifically, data 
mining technologies can be applied to personal user data 
provided by users themselves, gathered by others on their 
behalf and/or generated and maintained by third parties for 
their benefit or as required [26]. Mining of such data can 
enable identification of opportunities and/or provisioning of 
recommendations to increase user productivity and/or 
improve quality of life [26]. Further yet, such data can be 
afforded to businesses involved in market analysis, or the like, 
in a manner that balances privacy issues of users with demand 
for high quality information from businesses [26]. 

In accordance with an aspect of this disclosure, personal 
user data can be received or otherwise acquired from 
individual’s mobile [26]. Graph techniques can be applied to 
the personal data across a plurality of user, for example, to 
identify patterns, relations and/or correlations amongst the 
data.  Subsequently or concurrently, mining results and/or 
useful information based thereon can be provided to a user. 
We tested the recommendation engine with 25 users for a 
period of 6 months. We provided 25 users with Motorola G 
phones with voice plans and data plans and asked them to use 
these phones as their primary phone. We provide them 
recommendation every 3 hours and asked them feedback 
every week on the relevance of the feedback and overall 
experience. We provided them feedback in terms of Products, 
Actions and apps.  There are no results yet since we are 
analyzing all the data and feedback collected in the last 6 
months and will be producing that as another paper shortly.  
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Abstract—This paper discusses the evaluation of several recom-
mendation methods used to suggest relevant contents to museum
visitors. We employed traditional recommender systems along
with our versatile Social Filtering formalism to test different
strategies on a genuine dataset, which was collected during a
recent cultural exhibition that received significant interest in
Paris, France. The results show the promising potential of rec-
ommendation techniques in the not so well explored application
domain of museum visit. This work is part of the AMMICO on-
going research project that aims to develop “smart” audio guides
for museums.
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I. INTRODUCTION

Museum visitors are often offered a wide selection of
artworks. Most frequently, curators design exhibitions with
a linear narrative, and wearable audio guides are optionally
available to provide information to the visitors. This setting is
generally very static with almost no interaction with the user.
Gradually, some museums have developed devices offering
predefined suggested visit paths with adapted contents accord-
ing to the type of the audience, e.g., children, families or school
groups. The AMMICO project [1] takes one step further: it
aims to provide an audio guide prototype with several novel
functions exploiting advanced digital information techniques
to enhance the visitor’s experience.

The most important functionality on this audio guide is
the online recommender system, based on the analysis of the
visitor behavior: trajectory (measurement of the accurate po-
sition of the user, time dedicated to each artwork), interaction
with the device (“likes”, search for complementary informa-
tions) [2]. In the present study, we will focus on the “likes”:
the visitor explicitly tells the audio guide that he is interested
by the current Point of Interest (POI) he is viewing. Building
such a recommender system faces the well-known challenges:
cold start, data sparsity, over-specialization [3]. Recently, we
developed a generic formalism that integrates various classic
Recommender Systems (RSs) while providing additional novel
ways to implement recommendation [4]: the Social Filtering
framework (SF). This versatile tool provides an efficient way
to test the performances of many different recommendation
strategies. We used SF beside other RSs methods in the mu-
seum context. This paper analyses the results we obtained on a
real dataset collected during a five-month exhibition held by an
AMMICO museum partner. Our contribution lies in revealing
the promising potential of recommendation techniques in the
not so well explored application domain of museum visit.

The paper is organized as follows: Section II summarizes
the concepts and notations of SF while Section III briefly
explains the operation mode of traditional RSs we also tested;
Section IV recalls the evaluation indicators we used to assess
the performances of the tested RSs; Section V describes the
dataset on which we ran our experiments; the results are
displayed and commented in Section VI. Lastly, our conclusion
identifies issues and perspectives.

II. SOCIAL FILTERING

This section outlines the concepts behind the Social Filter-
ing formalism. We limited ourselves to the definitions we used
in the RSs we tested. For a comprehensive description of this
theoretical framework, please refer to [4].

In the RS domain, widely exploited in the marketing
industry, it is usual to refer to users “consuming” items. Here
we will employ the vocabulary associated to the museum
context: visitors “interact” with POIs (any object liable to be
exposed in a museum). In our experiments (see section V) we
will consider POIs “liked” by visitors.

A. Bipartite Graph Visitors×POIs
The SF recommending approach is based on Social Net-

work Analysis. More precisely, it relies on a bipartite graph (or
network) and its projections. The bipartite graph we consider
is defined over two separate set of nodes: visitors and POIs.
A link can only exist between two nodes in different sets.
For instance, links connect a visitor to the POIs he has
viewed or liked depending on the semantic meaning we choose
for the links. Such data structure can be represented by a
binary interaction (or preferences) matrix R with L rows
corresponding to the visitors and C columns corresponding
to the POIs. Matrix R is thus of dimensions L×C. The value
rui at row u and column i is one if visitor u is connected to
POI i, and zero otherwise. We denote:
• ru· the line vector of matrix R corresponding to visitor u

and ru· = 1
C

∑C
i=1 rui the average number of POIs liked

by u;
• r·i the column vector of matrix R corresponding to POI
i and r·i = 1

L

∑L
u=1 rui the average number of visitors

who liked i.

B. Graph Projections
The bipartite graph is then projected into two (unipartite)

graphs, one for each set of nodes: a Visitors Graph and a POIs
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Graph. In the projections (see Figure 1 for a toy example),
two nodes are connected if they had common neighbors in
the bipartite graph. The link weight can be used to indicate
the number of shared neighbors. For example, two visitors
are connected if they have liked at least one same POI (we
usually impose a more stringent condition: at least K POIs).
The projected networks can thus be viewed as the network of
visitors that liked at least K same POIs (visitors having the
same preferences) and the network of POIs liked by at least K ′
same visitors. Thus, such projected networks are implicit social
networks: they do not follow from a deliberate social con-
nection like in usual explicit social networks (e.g., friendship
networks on Facebook). Instead, they reflect relations derived
from similar behaviors of the visitors.

Visitors⌥POIs Graph

Visitors

POIs

K 

K' 

1 K K K 234

1234

Vis.1

Vis.4

Vis.2
Vis.3

1

12

2

Visitors Graph

POI 1

POIs Graph

POI 3

POI 2
2 1

1
2

POI 4

Figure 1. Bipartite Visitors×POIs graph and its projections (K=K′=1).

The general idea of Social Filtering (SF) is to leverage the
concepts and methods of network analysis by exploiting the
central hypothesis of social recommendation: connected enti-
ties (visitors or POIs) are similar in some way and thus share
tastes or attributes. This property is known as homophily [5].

Network structures allow to define similarity between in-
stances, neighborhoods and communities that can be relevant,
as we will see, to suggest content to museum visitors. We apply
these techniques to the visitors (user-based recommendation)
or the POIs projected graphs (item-based recommendation).

C. Similarity Measures
We consider an active visitor a for whom we seek rec-

ommendations, u being any other visitor. Asymmetric cosine
similarity [6] is a flexible way for defining the similarity
between them:

Simasymcos(a, u) =
ra· · ru·

‖ra·‖2α‖ru·‖2(1−α)
(1)

where ra· · ru· =
∑C
i=1 rairui denotes the dot product of

vectors ra· and ru·, ‖ · ‖ is the associated euclidian norm and
α is a real number in [0, 1]. Note that for α = 0.5 we obtain
the classic cosine similarity.

The similarity between two POIs i and j (not displayed
here for space-saving purposes) can be defined in the same
fashion simply by replacing visitors by POIs or, equivalently,
rows by columns.

Many more similarity measures are implemented in the SF
framework that are not described here because there were not
used in the experiments.

D. Neighborhoods

Given a network and a similarity measure we can now
define the neighborhood K(a) for an active visitor a (we only
give the definition for visitors; neighborhood V (i) for a POI
i is defined in a similar manner):

• K(a) is the first circle of neighbors of a in the Visitors
Graph, where they can be rank-ordered by their similarity
to a.

• K(a) is the local community of a in the Visitors Graph,
where local communities are defined as in [7].

• K(a) is the community of a in the Visitors Graph where
communities are defined, for example, by maximizing
modularity [8].

As stated in [4], these last two cases are novel ways to
define neighborhoods for recommendation systems: visitors in
K(a) might not be directly connected to the active visitor a.
These definitions thus embody some notion of paths linking
visitors through common behavior patterns.

E. Scoring Functions

The last step in the RS pipeline consists in providing a
ranked list of recommended POIs to the active visitor a. This is
done through a scoring function that aggregates the preferences
concerning a given POI i. The user-based approach considers
the preferences of the neighbors in K(a) about i:

ScoreU(a, i) =
∑

u∈K(a)

f
(
Sim(a, u)

)
rui (2)

Alternatively, the item-based approach takes into account the
preferences of a on POIs in the neighborhood V (i) of i:

ScoreI(a, i) =
∑
j∈V (i)

raj g
(
Sim(i, j)

)
(3)

Various functions f and g can be used [9]. For the sake
of brevity, we only mention the scoring functions we applied
(alternatives are thoroughly described in the reference paper
on SF [4]):

• weighted average popularity for a of POI neighbors of i in
V (i) weighted by their similarity to i:

ScoreI(a, i) =
1∑

j∈V (i)∩I(a) |Sim(i, j)|
∑
j∈V (i)

raj Sim(i, j) (4)

where I(a) is the set of POIs liked by a.
• scoring function “with locality”: Aiolli [6] proposed another

mechanism to produce locality without having to explicitly
define neighborhoods. Function g is defined so as to put
more emphasis on high similarities (with high q′):

ScoreI(a, i) =
∑
j∈V (i)

raj
(
Sim(i, j)

)q′
(5)

Finally, POIs are rank-ordered by decreasing scores and
the top k POIs (ia1 , i

a
2 , ..., i

a
k) are recommended to a, where

Score(a, ia1) ≥ Score(a, ia2) ≥ ... ≥ Score(a, iak)
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III. CLASSICAL RECOMMENDER SYSTEMS

Many recommendation techniques are commonly used in
industry. We now briefly describe those we used as baseline
or for comparison purposes. Some of these methods can be
expressed as special cases of the SF formalism.

A. Popularity
Perhaps the simplest recommendation method: we rank

POIs by decreasing popularity (the sum of ones in each column
of matrix R) and suggest the list of top k most popular POIs
to the active visitor. This method is used as a baseline.

B. Collaborative Filtering (CF)
CF is a widely used technique to implement RSs. There

exist two main groups of CF techniques: memory-based (or
neighborhood methods) [9] and model-based (or latent factor
models) [10]. CF methods use the opinion of a group of similar
visitors to recommend POIs to the active visitor.

1) Memory-based Methods: as SF, these techniques rely
on the notion of similarity between visitors or POIs to build
neighborhood. Unlike content-based methods, that we did not
implement, similarity is not computed on the basis of the
attributes of the instances (visitors or POIs). Instead, it is based
on the shared preferences between two visitors (user-based CF)
or the number of common visitors who liked two given POIs
(item-based CF). The ways for computing the similarity are
the same as described in the Section II-C. In fact, it is easy
to observe that CF can be obtained with the SF framework by
choosing K = K ′ = 1 as parameters of the projected graphs,
cosine similarity (eq. 1 with α = 0.5) and a score function as
in Section II-E.

2) Model-based Methods: Model-based RSs estimate a
global model, through machine-learning techniques, to predict
ratings. This generally leads to models that neatly fit data
and therefore to good quality RSs. However, learning a model
may require a great amount of training data which could be a
problem in some applications. Many model-based CF systems
have been proposed [11]. One of the most efficient and used
model-based methods is matrix factorization [12] in which
visitors and POIs are represented in a low-dimensional latent
factors space. This technique is more suited to feedback with
ratings (e.g., zero to five “stars”).

C. Association Rules
Association rules mining [13] is a popular technique

widely used in marketing in order to find regularities in large
databases like products often purchased together. Association
rules of length two can be used for recommendation [14].
They are equivalent to the item-based SF choosing asymmetric
confidence-based similarity with the suitable parameters, but
we preferred to use the classic Apriori algorithm [15] to
implement this method.

IV. EVALUATION OF RECOMMENDER SYSTEMS

This section recalls the evaluation methods listed in the
corresponding part of [4].

For a given active visitor, a RS produces a list of ranked
POIs. We want to evaluate whether they are adequate for him.
Two scenarios may be considered to evaluate RSs:

• online evaluation: if live interactions between visitors and
POIs are available we can build RSs on past behaviors and
measure the reaction of visitors to the suggestions: does
the visitor take them into consideration, like them, etc.?
Several groups of control can be considered in order to
test different recommendation strategies. This approach is
used by merchant websites, for example.

• offline evaluation relies on a static dataset of interac-
tions between visitors and POIs on which we simulate
recommendation. We underline the fact that this dataset
corresponds to visits without recommendation. As it is
usual in the evaluation of machine-learning algorithms,
the original dataset is split into a training set and a
test set. For each visitor of the test set, considered as
an active visitor, recommendations are computed based
on the data from the training set and from part of the
interactions between the visitor and the POIs, taking
into account time stamps if available. Evaluation is then
computed by comparing the recommended POIs with the
remaining real interactions the active visitor had with the
POIs not taken into consideration for the recommendation
computation.

One may argue that this last approach is flawed since the
active visitor would probably have behaved differently if he
had been actually recommended with POIs. Moreover, one
might also question the relevance of evaluating RSs on the
basis of the accuracy to predict the POIs the active visitor
liked without being recommended, since the recommendation
principle is precisely to suggest contents that the visitor would
not have been likely to discover without being recommended.
Nevertheless, although these arguments are valid when there
exists a vast choice of items like in most marketing situations,
in a museum exhibition it is reasonable to assume that the
visitors interacted with almost all of the available POIs. Thus,
predicting his appreciation on part of the POIs is valuable to
evaluate the performance of a RS. Naturally, offline evaluation
is unable to take into account the influence of being recom-
mended: there is a psychological bias that is beyond the scope
of this study.

A. Performance Metrics
In both situations, for each active visitor of the test set we

have a target set Ta that represents the set of POIs he liked
after being recommended. Let Ra = (ia1 , i

a
2 , ..., i

a
k) be the set

of k POIs recommended to a. The metrics classically used in
this context are:

• Precision@k = 1
L

∑
a
|Ra∩Ta|

k

• Recall@k = 1
L

∑
a
|Ra∩Ta|
|Ta|

• Mean Average Precision:
MAP@k = 1

L

∑L
a=1

1
k

∑k
i=1

Cai

i 1ai

where Cai is the number of correct recommendations to visitor
a in the first i recommendations (Precision@i for visitor a) and
1ai = 1 if POI at rank i is correct (for visitor a), 0 otherwise.

B. Qualitative indicators
Additionally, more “qualitative” metrics indicate whether

all visitors (resp. POIs) receives recommendations (resp. are
recommended) or which of the more or less popular POIs are
recommended: as we will see, some RSs might be better on
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performance metrics and poorer on these qualitative indicators.
Let Utest denote the set of visitors in the test set and Ltest =
|Utest| the number of visitors in it, then:

• VisitorsCoverage@k = nb visitors in Utest with k reco
Ltest

is the proportion of visitors who get recommendations.

• Average number of recommendations: when visitors cov-
erage is not 100% , i.e, not all visitors got k recommended
POIs, we may want to know the average number of POIs
recommended for the visitors with partial lists:

AvNbRec@k =
∑k−1
K=0K

nb visitors in Utest with K reco
Ltest−nb visitors in Utest with k reco

• POIs coverage: a high diversity of suggested POIs should
result in more attractive recommendations. We thus seek
a high proportion of POIs that are recommended:

POIsCoverage@k = nb distinct POIs in reco lists
C

• Head/Tail coverage: if we rank POIs by decreasing pop-
ularity (number of visitors who liked each POI), we call
Head the 20% of POIs with highest popularity and Tail
the remaining 80%. Recommending only most popular
POIs will result in relatively poor performances and low
diversity. We thus define the rate of recommended POIs
in the Head and in the Tail:

RateHead@k = 1
Ltest

∑
u∈Utest

nb reco for u in Head
nb reco for u

RateTail@k = 1− RateHead@k

C. Accuracy vs.Originality
Ideally we would like to produce accurate recommen-

dations that are not too popular, providing the visitors
with “pleasant discoveries”. This amounts to maximize both
MAP@k and RateTail@k. Furthermore, it could be interesting
to give more or less emphasis to each of these two metrics
depending on the objectives of the recommendation: accuracy
vs. originality (or novelty). We propose the following (not
normalized) combined indicator:

Perfe = e MAP@k + (1− e) RateTail@k (6)

where e is chosen in [0, 1] depending on the relative importance
we want to give to each aspect of the performance.

Now that we have described how we build RSs and evaluate
their performances it is time to expose our experimental results
on a dataset extracted from a real museum exhibition.

V. DATASET

This section describes the origin and principal features of
the dataset we used to experiment on RSs for museums.

A. General description
From March 11 to August 24, 2014, the Great Black

Music exhibition (GBM) took place at the Cité de la Musique
in Paris [16]. Both Cité de la Musique and the curator
M. Benaı̈che (director of the digital art factory l’Atelier 144)
are members of the AMMICO project consortium. The exhibi-
tion showcased the variety and story of the black music around
the world by means of numerous multimedia installations. It
has been successful with around 76 000 unique visitors.

At the entrance, the visitor got a stereo headset connected
to a “smartguide” device which was an Android smartphone

running a specifically developed application. Several tech-
nological solutions are explored nowadays in order to have
direct and accurate information about which exhibition items
is viewed by a specific visitor. In the GBM exhibition, visitors
simply introduced manually the POI identification number dis-
played on it in the exhibition space. Since a significant amount
of the content was only available through the device (e.g.
musical content), visitors were highly motivated to use it. With
this equipment, the visitor was able to interact with numerous
audiovisual material (11 hours of available recordings in total).
Among other features, the device allowed him to create his
personal playlist by “liking” (or bookmarking) his favorite
contents (POIs) that he could later retrieve online by logging
into a dedicated personal webpage [17]. This possibility was
a fairly good incentive for visitors to bookmark POIs. On the
example displayed on Figure 2 the visitor can add POI n◦23
(artist: Tumi & The Volume; song: Asinamali) on his favorites
playlist. .

Figure 2. Example of the user interface used at GBM exhibition.

On the museum side, this setting allowed to collect a
large amount of data on visitors’ behaviors: each time they
interacted with a content by the means of the device, which
was indispensable given the very nature of the exhibition, the
details of the action (visitorId, POIId, time, duration, liked or
not) was recorded in the exhibition database. In total, more
than 20 million interactions were recorded concerning all the
75 774 visitors.

From this raw database we constructed a dataset focusing
on the bookmarked POIs: we considered the bipartite graph
consisting of the two sets U and I of the visitors and the
liked POIs respectively, where a link connecting a visitor u
with a POI i means that “u liked i”. We ended up with
|U | = 67 883 users, |I| = 600 liked POIs (among 608 possible
POIs to bookmark) and |E| = 1681 534 links (bookmark
notifications) between the two sets. Visibly, around 10% of the
visitors (75 774−67 883) did not make use of the bookmarking
functionality. For them, other strategies might be implemented
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TABLE I. GBM DATASET STATISTICS

number of visitors |U | 67 883
number of POIs |I| 600
number of “likes” |E| 1 681 534

min and max visitor degree 1...447
mean and std visitor degree 24.8± 34.4

min and max POI degree 1...13 005
mean and std POI degree 2802.6± 2481.4

in order to provide recommendation, for example taking into
account the time they spent viewing a POI as a measure of
their interest. Since this study aims at evaluating different
recommendation methods and not at providing explicit live
recommendation to visitors we simply excluded them from
the dataset.

B. Degree distribution
A vast majority of visitors bookmarked a relatively small

amount of POIs and as the number of bookmarked items per
visitor increases less visitors are concerned. We thus get a
typical power-law distribution of visitors nodes’ degrees.

POIs are also unevenly popular: 19 of them received a
single “like” from the visitors, while others were bookmarked
by a large amount of them. The three top favorite POIs are
the ones corresponding to the songs “Why I Sing the Blues”
by B.B. King, “Sodade” by Cesaria Evora and “Respect” by
Aretha Franklin, liked respectively by 13 005 visitors (19.2%
of the visitors and 0.77% of the “likes”), 11 801 visitors (17.4%
of the visitors, 0.70% of the “likes”) and 11 552 visitors (17.0%
of the visitors, 0.69% of the “likes”).

C. Mega-hubs
In a network, hubs are nodes with the highest degree. They

are common in social networks as a consequence of the power-
law degree distribution. Mega-hubs are nodes connected to all
or almost all the other nodes of the graph. We generally con-
sider them as not informative in the recommendation context.
Moreover, they could undermine the performance of RSs by
not allowing the meaningful communities to emerge. Also,
from a technical point of view, the presence of mega-hubs
causes increased loads of computation and memory. These
considerations often lead practitioners to remove mega-hubs
from the networks.

What about our dataset? The highest POI degree in the
bipartite graph is 13 005 out of a maximum of 67 883 possible
links to visitor nodes. The corresponding node in the POIs
Graph is a hub connected to less than 20% of the nodes. With
respect to visitors, the highest degree is 447 out of a maximum
of 600. This relative high value (≈ 75% of the possible links)
indicates the presence of potential mega-hubs in the Visitors
Graph. There are several ways to define mega-hubs, but we
will not enter into details here: in this work-in-progress study
we first used the entire original dataset without eliminating the
potential mega-hubs.

Table I summarizes some statistics of the GBM dataset.

VI. EXPERIMENTS

We performed an offline evaluation of several RSs on the
GBM dataset. As explained before, it consists in simulating

a recommendation scheme and comparing suggested POIs to
some visitors with the POIs they actually liked.

A. Experimental Setting
We randomly split the data into 90% visitors for training

and the remaining 10% for testing. For training, we used all
the interactions (likes) of the 90% visitors. For testing we
input 50% of the interactions of each test visitor and compared
the obtained recommendation list to the remaining 50% liked
POIs.

The RSs methods we chose to evaluate are (see Sections II
and III):

• Popularity: used as a baseline;
• Bigrams: association rules of length two implemented

using Apriori algorithm [15] with thresholds on support
and confidence at 1%. POIs are ranked in decreasing
confidence of the rule generating them;

• NMF (non-negative matrix factorization): we used the
code associated to [18], with maximal rank 10 and
maximum number of iterations 50. These parameters
were chosen after several attempts at maximizing the
performances, but without a systematic exploration of
their value space.

• CF UB: user-based collaborative filtering implemented as
a special case of SF with cosine similarity (eq. 1 with
α = 0.5) and weighted average popularity (eq. 4 adapted
to visitors) as scoring function;

• CF IB: item-based collaborative filtering implemented as
a special case of SF with cosine similarity (eq. 1 with α =
0.5) and weighted average popularity (eq. 4) as scoring
function;

• SF IB: item-based social filtering with asymmetric cosine
similarity (eq. 1). The neighborhood is defined as the top
10 most similar neighbors in the first circle of neighbors
of the POIs graph and we used the scoring function
with locality (eq. 5). We explored several combinations
for the parameters α (of similarity) and q′ (of the scoring
function) and reported the most interesting results.

• We tried user-based SF with different parameters α and
q, but it shed poor results that we will not report here.

We produced suggested POI lists of length k = 10 and
evaluated the RSs using all the indicators described in Sec-
tion IV. In order to obtain more accurate measures we repeated
the process on 30 different randomly split training/test sets
(90%-10%) and computed the mean value for each indicator.

B. Results
Members of the L2TI laboratory implemented the SF

formalism in a Python library released under an open source
license [19]. A flexible processing pipeline and the versatility
of our SF formalism provided an efficient way to assemble the
various elements for experimenting on several methods.

The performances are shown in Table II. Values in bold
and italic indicate respectively the best and second-best perfor-
mances for the corresponding indicator (except for computa-
tion time, “higher is better” for all the performance indicators).
We ran our simulations on an Intel Xeon E7-4850 2,00 GHz
(10 cores, 512 GB RAM), shared with members of the team
so that concurrent usage may have happened in some of the
experiments, with impact on reported time. Computing time
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TABLE II. PERFORMANCES OF RECOMMENDATION SYSTEMS ON GBM DATASET.

Popularity Bigrams NMF CF UB CF IB
SF IB
α = 0.1
q′ = 3

SF IB
α = 0.1
q′ = 2

SF IB
α = 0.9
q′ = 1

SF IB
α = 1
q′ = 3

MAP@10 0.035 0.080 0.004 0.005 0.077 0.087 0.086 0.049 0.015
Precision@10 0.059 0.124 0.078 0.018 0.119 0.132 0.131 0.092 0.036
Recall@10 0.080 0.158 0.105 0.023 0.152 0.158 0.158 0.113 0.067
VisitorsCoverage@10 62.60% 100% 96.93% 47.22% 85.44% 74.00% 74.23% 84.77% 83.77%
AvNbRec@10 8.52 - 4.67 3.26 6.46 5.63 5.62 5.24 4.88
POIsCoverage@10 1.69% 71.81% 20.41% 93.96% 99.17% 93.88% 95.63% 99.17% 94.61%
RateTail@10 0% 24.12% 6.35% 35.23% 44.83% 35.09% 36.92% 73.64% 91.87%
Perf0.0 0.000 0.241 0.063 0.352 0.448 0.351 0.369 0.736 0.919
Perf0.1 0.003 0.225 0.058 0.317 0.411 0.325 0.341 0.668 0.828
Perf0.5 0.017 0.161 0.034 0.178 0.263 0.219 0.228 0.393 0.467
Perf0.9 0.031 0.096 0.010 0.039 0.114 0.113 0.114 0.118 0.106
Perf1.0 0.035 0.080 0.004 0.005 0.077 0.087 0.086 0.049 0.015
Computation time 0:00:10 0:30:00 0:30:00 0:00:30 0:00:30 0:00:30 0:00:30 0:00:30 0:00:30

is thus indicative only (0:00:10 is 10 seconds, 0:30:00 is 30
minutes).

C. Discussion
The first observation one might be inclined to make is that

the performance measurements of MAP, Precision and Recall
seem to be low in relation to their possible values in [0, 1].
However, compared to similar experiments on other datasets,
we note that these apparently low values are common in the RS
evaluation context (see the results on four publicly available
datasets presented in [4]).

Supporting the observations reported in [6] where the
author carried out the same kind of experiments but with a
different dataset, the results for SF IB show that asymmetric
cosine similarity and the scoring function with locality bring
enhanced performances to classic methods, provided a suitable
choice for the parameters α and q′. It outperforms in all
indicators except for VisitorCoverage@10: it is able to provide
a full list of ten recommended POIs for a maximum of around
85% of the visitors. The remaining visitors received an average
of five suggested items. It gives a significant improvement on
traditional item-based CF (CF IB) from which it is derived.

Within the variants of SF IB when changing the param-
eters, we note the necessary trade-off between accuracy and
originality of the recommendation: when performance metrics
increase (MAP, Precision and Recall) it is at the expense of
qualitative indicators, especially RateTail. This is well captured
by our combined indicator Perfe.

Following SF IB, Bigrams presents fairly good relative
performances, particularly on VisitorCoverage which is 100%.
However, it has low RateTail and the computation time is 60
times longer.

User-based CF does not give good results on this dataset,
similarly to all the user-based methods we tried (SF UB). This
could be caused by the presence of mega-hubs in the Visitors
Graph. This point would be worth exploring.

NMF performs particularly bad on this dataset, only
slightly better than the baseline Popularity. This may be due to
the insufficient amount of data necessary to build an accurate
model and on the fact that we consider simple binary feedback
(liked or not) instead of an explicit rating with which this
method is known to perform better.

Finally, the baseline Popularity behaves as expected: by
recommending the 10 most popular POIs without taking into

account the similarities of visitors’ behaviors, its POIsCover-
age is dramatically low and the RateTail is null, by definition.

VII. CONCLUSION

We have presented in this paper an evaluation study of
several recommender systems applied to the museum visit con-
text. We compared and discussed the performances of different
recommendation strategies by evaluating them on a genuine
dataset concerning visitor behaviors in a real exhibition. Beside
classic recommendation methods, we used a versatile Social
Filtering formalism developed and implemented in our labo-
ratory. The results show that promising improvements can be
achieved with efficient algorithms provided that parameters are
properly adjusted.

We are currently conducting experiments regarding the
neighborhoods we consider in the projected graphs: better
recommendations could be obtained by taking into account
the graph community or local community of the active user
as described in Section II-D instead of the simple first circle
of neighbors since interesting suggestions of POIs could come
from related but not directly connected visitors. In parallel,
we are carrying out a set of experiments on modified versions
of the present dataset in order to observe the influence of
mega-hubs on the recommendation quality. Combining several
recommendation methods in what are commonly denominated
ensemble methods in statistical learning is another direction
that could somehow enhance performances.

This application domain raises other issues that may be
interesting to investigate: how is recommending content per-
ceived and accepted by museum visitors? Beyond the quality
and relevance of the suggested content, what is the influence
of the presentation and editorialization in its receptivity?
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Abstract—There is a proliferation of datasets generated by vari-
ous scientists of different scientific disciplines. Therefore, there is
a growing need to construct and develop platforms that enable
scientists to capture, exchange, process, and interpret data for
immediate use, as well as to store and manage data to support
future reuse. Modeling and organizing data within such platforms
are key challenges. To this end, in this paper, we introduce
the dataset model of the BExIS 2 platform and how data can
be organized inside the model. In particular, we describe the
anatomy of a general purpose tabular dataset, which consists of
data tuples to represent the table rows and data cells that are
compound objects holding the obtained values and their auxiliary
information. The structure of datasets is defined and applied
separately in order to factor out shared concepts such as unit of
measurement, methodology, data type, valid and missing values,
processing functions and so on. The datasets are extensible in
multiple ways and can be annotated on various levels utilizing
taxonomies, ontologies, and custom metadata structures.

Keywords–Scientific data; Dataset structure; Biodiversity data.

I. INTRODUCTION

In research data management, one of the utmost goals is
to support data sharing, as this facilitates the reproduction and
evaluation of scientific results as well as the reuse of the data
for other purposes. Traditionally, researchers focused on col-
lecting, processing and analyzing data and then published their
findings in the scientific literature. Preparing and publishing
research data was not part of the general scientific workflow.
This has been changing. Publishing data is becoming a stan-
dard in most disciplines thanks to the advent of dedicated data
repositories (e.g., Dryad [1], Pangaea [2]), data journals (e.g.,
Natures Scientific Data [3], Earth Science Data Journal [4],
Biodiversity Data Journal [5]) and funding organizations re-
questing data publication. With such publications data becomes
persistently available, documented, citable, and to some extent
validated [6].

Many of these data repositories follow a rather generic
approach to data management and accept a broad range of data
models, data formats, and data types. They provide facilities to
store data as files, together with a description of the content,
structure, and administrative information in metadata docu-
ments. For some repositories (e.g., Pangaea) data submission
is a curated process, which improves data quality in terms
of consistency, completeness, and reusability. But the primary
focus is still to make data discoverable by humans and allow
them to download data files. When thinking about reuse in the
sense of (automatic) data integration additional requirements
need to be satisfied, e.g., flexible access patterns (selection

and projection), data change/update/provenance management,
integrated analysis, human and machine interpretability, flexi-
ble security and access management, data context provisioning,
and semantic enablement. For instance, it will be really difficult
to automatically integrate datasets which have not been parsed
in the first instance (the dump table files), and in instances
where they are dynamically parsed, the question of determining
equivalent variables in different datasets and unit conversion
comes into play.

A study conducted by Rexer [7] has shown that more than
90% of datasets contain less than 100 million records and
are mostly managed/ processed by tools such as RDBMSs,
Excel, or R. Another study done recently by O’Reilly indicated
tabular datasets are among the most used forms of data [8].
This is due to the popularity in usage of spreadsheets for
handling (storing and analyzing) data by the data providers,
which is in turn due to the fact that spreadsheets are relatively
easy to use, flexible, and compatible with a lot of applications
across several disciplines. Also many of data acquisition tools
simply generate raw data in tabular form, mostly comma
separated flat files.

In this paper we focus on the domain of biodiversity, where
spreadsheets, relational databases and statistical tools like R are
widely used for managing data [9]. Biodiversity data is highly
heterogeneous, including information about species distribu-
tion and abundance, genetic sequences, trait measurements, or-
ganisms, their morphology and genetics, life history and habi-
tats, and geographical ranges. These data is mostly linked to
spatial, temporal, and environmental data [10][11][12]. These
heterogeneities can be broadly classified into five categories:
technical, syntactic, structural, semantic, and data models [13].
Data model heterogeneity is the problem that systems and
tools employ different data models, such as relational, XML,
or semantic-based data models. A recent study shows that
most existing biodiversity repositories are based on relational
database models [12]. In contrast, structural heterogeneity
focuses on the problem that information can be represented
in multiple ways for a given data model.

Therefore, in order to effectively manage tabular data in
a data repository, there is a need to model the composition
of tabular datasets such that it satisfies the manifold data
management needs outlined above. The current paper is an
effort to extend the conceptual model presented in [14] and
provide more details on the concept of a generic dataset.
Although the model was developed for this particular domain
we expect it to be applicable to others as well.
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The rest of the paper is organized as follows: a brief survey
of related work is presented in the following section. We
introduce our proposed data model in Section III and then
elaborate its flexibility and extensions in Section IV. Finally,
we conclude the paper and outline future work in Section V.

II. RELATED WORK

Recently, the World Wide Web Consortium (W3C) at-
tempted to standardize the description of tabular data [15],
such that the tabular data is structured into rows, each of which
contains information about some thing. Each row contains
the same number of cells providing values of properties of
the thing described by the row. The W3C initiative broadly
classifies tabular data into three main models: a simple table;
consisting of columns, rows and cells with no form of annota-
tion, an annotation table, i.e., a table annotated with additional
metadata, and a group of tables comprising of a set of tables
and a set of annotations that relate to the dataset.

Similarly, the INSPIRE Observation and Measurements
standards (O&M) aims to normalize the representation of
records of scientific measurement [16]. It introduces the notion
of observation as an event whose result is an estimation
of the value of some property(ies) of a feature-of-interest,
obtained using a specified procedure. O&M defines a core
set of properties for an observation, and these include the
feature of interest, observed property, result value, procedure
(the instrument, algorithm or process used), event specific
parameters (e.g. instrument setting), phenomenon time, etc.
One physical realization of this model is the tabular data.
Users of this standard are not only able to describe features
and properties but also to organize and store data. While the
O&M standard was developed in the context of geographic
information systems, the model is not limited to spatial infor-
mation.

The Statistical Data and Metadata Exchange (SDMX)
initiative [17] also sets standards that can describe and facilitate
the exchange of statistical data and metadata. Based on the
standard, every dataset will have a data structure definition,
which specifies the organization of a data set. In addition, each
column in the table can either be a function as a dimension, a
measure, or an attribute. They may also play a role based on a
set of roles defined in the standard e.g. identity, time format,
frequency. Every column in the table is also based on a concept
which has to be defined before the creation of the column.
Different organizations can implement the standard and use
it to exchange datasets. For instance, many of the datasets
in Eurostat are implementations of this standard. Typically,
a group of data providers defines an implementation of the
standard which is used within the group, e.g., Balance of
Payments data exchange, National Account data exchange.

Pangaea [2] is a repository for managing tabular data. It
is an information system aimed at archiving, publishing, and
distributing data related to earth science fields. The challenge
of managing these heterogeneous data was met through a
flexible data model. In this model, a dataset is modelled
as a collection of data series and a data series consists of
one or several data points for one parameter (table column).
Information about the parameters, e.g., parameter unit and
collection method is documented. This information can be used
to parse, store and read the actual tabular data, which is stored
independently of its description.

It is clear that tabular data has become widely used not
only in generic domains but also in scientific data. One of
these domains is biodiversity data. As a consequence, a number
of repositories have been developed. In the following, we
present some of these repositories, focusing on how they
model and organize data. BEFdata [18] is a software platform
providing support for interdisciplinary data sharing and har-
monization for collaborative research projects [19]. It provides
functionalities for the upload, validation, and storage of data
from a formatted Excel workbook. A collection of columns
(variables) in the main Excel sheet then establishes a dataset.
During data upload, the Excel sheet containing the main tabular
data is decomposed into its sheet-cells at the database level
so that each and every single primary data value is stored
independently in a database table row. Each value is thus
uniquely identified in this integrating table by its source table
identifier, its source table variable identifier, and its source
table row identifier.

In addition, other repositories exists e.g., the Biodiversity
Exploratories BExIS (BE BExIS) [20], BCO-DMO [21] that
archive tabular data either as dump of the original files or
in some relational forms, and provide some functionality
for describing the structure of the tabular data [11][12]. In
BE BExIS, tabular data (referred to as primary data) is a
collection of ”observation” entities so that each observation
record is a set of values related to a specific observation. The
data structure introduces the list of variables, so that each
variable at least has a name, data type and a description.
These information are stored as part of the metadata of the
dataset. BExIS keeps track of all editing and deletions of the
observations of datasets by means of a versioning mechanism.

One further direction with reference to modeling tabular
data is to semantically enhance the data by using different
methods, such as taxonomies [22], metadata, and ontolo-
gies [12]. For example, a wide range of metadata standards
have been established over the last decade, such as EML [23]
for ecological data and ABCD [24] for collection data. Ontolo-
gies can be viewed as extensions of metadata standards and
are the most fundamental approach to address the problem
of semantic heterogeneity. The goal of an ontology is to
describe not only data, but the knowledge behind the data. One
quarter of the existing repositories for biodiversity data uses
ontologies, such as OBOE (Extensible Observation Ontology),
as a flexible solution for standardizing attributes and their
relationships [10][13][25][26].

III. CORE DATASET MODEL

The current work is a continuation of [14], which presents
a general purpose conceptual model for scientific data man-
agement. A dataset, in the model, plays the role of a data
container for observations, measurements, simulations, and
other supported forms of data. The meaning of data is de-
termined by its bound data structure, which in turn determines
the columns of the dataset by introducing the variables. The
variables define among others the name, data type, unit of
measurement, methodology and procedure of obtaining data,
and measurement scale. The reusable elements of variables
such as units of measurements, unit conversion information,
data types, and data validation rules are factored out into Data
Container concepts, to make data sharing, integration, and
cross querying easier.
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Figure 1. Conceptual model

In this paper, we look at the internals of the dataset and
explain its elements in more detail. A Dataset, in our design, is
a set of, possibly duplicate, Tuples. Each tuple is a collection of
Data Cells containing the Data Items as shown in Fig. 1. Each
cell is a compound data structure able to hold single or multiple
values resulting from observations, measurements, computa-
tions, simulations, or any other means of data acquisition. In
addition to the data values, the cells contain sampling, result
times, and descriptions about the values, and most importantly
the link to their formal description, which is captured by
the concept Data Descriptor. The reason why sampling and
result time are captured separately is that in physical object
samplings, the sample may have been taken in a time different
than the measurement or observation. This time difference is
a considerable factor for some analyses, e.g., in soil sample
water or gas containment.

As the model in Fig. 1 shows, each data cell should be
associated with its corresponding variable or parameter. The
variables and parameters are generalized under the the Data
Descriptor concept, as they share almost all of their attributes.
The only difference between them is that the parameters are
considered to be auxiliary data to a variable. An example of
such an auxiliary data would be the GPS location of a tree,
whose diameter at breast height is measured. Data descriptors
act as table headers to determine the name, data type, unit of
measurement, methodology, and other important attributes of
the columns of datasets. Factoring out the variables, units, and
data types not only encourages reuse, but also establishes a
foundation for data harmonization, integration, and discovery.

For example, an analysis process that needs data from multiple
datasets may merge the relevant columns by converting their
units of measurement to a single consistent one, or searching
for datasets containing temperature variables having values
above 20 degree Celsius may also return datasets containing
temperature values greater than 68 degree Fahrenheit. More
sophisticated dataset integrations can be powered by annotating
the variables with ontologies and applying semantic matching
algorithms to find equivalent columns among datasets.

IV. DATASET MODEL EXTENSIONS

The base model is capable of materializing a table, but
it may not be enough for some special requirements. In
addition to the basic tabular form of the datasets, the following
extensions are available to all datasets.

Amendments are special kinds of data cells scientists can
attach to specific tuples, as shown in Fig. 2 as Amendment
Class inherited from Data Cell and associated with Data Tuple.
Like a usual data cell, they have their own data descriptor
linked to them, hence all other attributes like unit of measure-
ment, methodology, measurement scale, and so on. Different
tuples may have different numbers of amendments each linking
to their designated data descriptor. Capturing exceptional ob-
servations would be an example of using amendments. There is
no need for all the tuples to have the same set of amendments.
Also there is no need for the amendments of various tuples to
be associated to the same variables.

Although we have tried to enrich the data descriptor class
with as many attributes as possible, there are cases where
scientists need more data about the variables. For example,
if the values of a column are obtained using a special model
of a sensor, which has a known exceptional error margin, the
scientist may be interested in capturing the sensor model or the
error margin as a property of the column, to use it in the anal-
yses to be done on the column. Also the measurement system
calibration, configuration, and environmental parameters are
proper candidates to be modeled using extended properties.
These kinds of information are column level in the scope of
the dataset that contains data. Fig. 2 shows an example of this
extension by attaching error, rounding indicator, and resolution
properties respectively to the Soil N, Tmp (temperature), and
Time variables. To summarize it, an Extended Property is a
user defined, dataset specific attribute whose value applies to
a single column.

Sometimes, the scientists need to reduce the size of a
dataset by means of removing some of the columns or filtering
out the data tuples in order to perform a fast experimental
analysis on the data. Views are proper tools to extract a
subset of datasets namely for processing, sharing, or sampling
purposes. Also the views can be used for security or digital
right management, so that a small insensitive portion of data
is exposed to the public and the original dataset is kept secure.
The views can filter both the visible columns and data tuples. A
view applies to a single dataset, but a Spanning View applies to
multiple datasets that use the same structure. View 1 shown in
Fig. 3, has filtered all the variables of Fig. 2’s sample dataset,
except the Soil Moi., Depth, and Hu variables, as well as the
data tuples matching the Depth < −10 predicate. View 2 in
the same figure has only hidden the Depth, Pos., Hu., and
Temp variables.
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Figure 2. A sample dataset with its elements described. Soil Moi. is Soil
Moisture, Pos. is Plot code, Hu. is Humidity, Soil N is Soil Nitrogen, and

Tmp is the Temperature..

A small but useful customization feature of the model is
its multi-lingual support for variable names. It helps multi-
language teams working on the same dataset have their native
names on the columns. This feature potentially reduces the
effect of information loss and naming inaccuracy caused by
translating the domain terminologies.

As shown in Fig. 1, each dataset can have multiple ver-
sions. The data tuples belong to the versions. This versioning
scheme helps to freeze the versions so that they are accessible
for later processing and citations, independent of the following
changes. Technical details of the versioning are not in the scope
of this paper, but as a short description, it provides a check-
in, check-out mechanism, computes and stores the difference
between the versions. The information collected in the core
and extended mode entities can serve an additional role of
being treated as metadata. For example, a dataset export tool
can, in addition to the actual data, extract some parts of the
variables as metadata and serialize them alongside with. The
datasets have metadata at three levels. Cell level metadata
captures how the value was obtained, when it was sampled
if so, when the result was ready, and a free-text description.
Structural level metadata are handled by defining the variables,
parameters and extended properties under a data structure. The
dataset version level metadata are captured by user-defined or
standard metadata schemas e.g., EML or ABCD. The version
level metadata is describing the whole dataset version as
a unit of data and may consist of various aspects among
them authorship, geographical extent, copyrights, sensors or
measurement tools, or software configuration. Each version of
a dataset may have its own metadata, so that changes in the
metadata are aligned with changes in the data.

In addition to the mentioned capabilities, the variables are
able to be linked to semantic elements such as terminologies,
taxonomies, or ontologies. This features make the model a
proper candidate for automatic schema matching, data inte-
gration, multi-project joint analyses and so on.

V. CONCLUSION AND FUTURE WORK

Biodiversity data has become more and more important,
therefore, there is a growing need to develop new platforms
and infrastructures that facilitate creating, storing, reusing, and
sharing scientific data. To this end, in this paper, we introduced
a data structure for tabular scientific data. In particular, we

Figure 3. Two exemplary views. View 1 filters some of the variables and
tuples. View 2 filters some of the datasets variables.

presented the core elements in the model, including dataset,
dataset versions, tuples, and data cells as well as the possible
extensions to these core elements. The model can be used to
enforce the structure and type of information to be collected
as well as a base for data validation. The attributes assigned to
the variables, e.g., unit of measurement, semantic annotations,
and the unit conversion information can be used in data
integration efforts. Datasets published using this model allow
the following researchers to obtain the data with its structure
and the meaning of the elements, so that they can run similar
analyses to validate or reproduce the original work, or use it
in their own work. In addition, the dataset versions provide a
strong framework for dataset citation.

The model lacks some features like user-defined data types
for the cells and versioning the views. Currently, there is a
predefined set of data types introduced to the model, so that all
the cells, whether single or multiple value, accept data of those
types only. It would be an improvement to allow the model
users to define their own scalar or complex data types and use
them in their dataset modeling needs. As described, the views
can reduce the amount of visible data of target datasets. A
useful feature of the model would be to apply the versioning
concept to the views too, so that they can be attributed or
cited independently guaranteeing access to the same subset of
datasets over time. In our future work, we are going to extend
the model to address these shortcomings.
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Abstract—This paper presents a context-aware healthcare dataset
that has been designed to understand and monitor the health-
shocks in Pakistan. Based on the socio-economic, cultural,and
geographic norms, a user study based on questionnaire compris-
ing of 47 features was carried out. In total, 1, 000 households
belonging to 29 villages in rural areas participated in this
user study. The purpose of this research is to monitor health-
shocks in a community using data visualization and predictive
modelling. We envisage that this study will provide insight
into the relationships between socio-economic, demographic, and
geographical conditions impacting health issues.

Keywords–Context-aware; socio-economic; cultural; geograph-
ical; data visualization; and predictive modelling.

I. I NTRODUCTION

Generally, healthcare systems are evaluated based on three
main factors: quality, cost, and accessibility to health-care,
known as “The Iron Triangle of Health-Care” as shown in
Fig. 1. In case of an effective health-care system, there should

Efficiency/Cost Containment

High Quality Care Patient Access

Figure 1. The Iron Triangle of Health-Care [1].

be a balance between all the three components, i.e., the iron
triangle should be an equilateral triangle, with each angleof
60

◦ [1]. However, in practice, any effective health-care system
can only optimize two of the three factors. For instance, to
achieve higher access and quality, its associated cost will
increase [2]. Furthermore, these factors highly depend on the
socio-economic, geographic, and cultural norms. Especially,
in order to understand the health-shocks situation of any third
world country, there is a need to understand socio-economic,
geographic, and cultural norms of that origin. By health-
shocks, we mean critical illness of families, principle bread

winner and its socio-economic after-effects on individual,
family, society and various governance levels [3].

In this regard, a lot of research work has been done to
understand the reasons and effects of health shocks in the
developed and developing countries [4]–[9]. In [7], different
socio-economic factors and their impacts were studied. It was
reported in [7] that 63.8% of health expenditure was out-
of-pocket, i.e., from the pocket of patient, which resultedin
financial losses. In [10], health related “hardship financing” for
poor households in an Indian town Orissa was studied. The
authors investigated factors influencing the risk of hardship
financing with the use of a logistic regression. It was observed
that in rural areas, most of the households were facing financial
hardships due to indirect and/or long-term costs of health-care.
In Orissa, 80% of spending on health-care was out-of-pocketof
the households for which they either borrow money at higher
interest or sell their assets.

From the various studies [10]–[12], it is quite evident that
the unpredictable timing of health issues and immediate need
for large funds for health-care in addition to the distance to
health facilities could increase the risk of hardship financing.

In this paper, we have tried to understand the health-care
system of Pakistan and how the socio-economic, geographical
and cultural norms are affecting the health of almost200

million Pakistanis, especially those who belong to rural and
tribal areas. For instance, women in rural and tribal areas of
Pakistan are not allowed by their men to consult a male doctor
during pregnancy which results in higher infant mortality rates
(IMR) and maternal mortality rates (MMR). In Pakistan, IMR
which is a count of the number of infants that die before their
first birthday in every thousand infants was80 at the start of
this century. Table I shows the IMR of Pakistan in comparison
to other countries. Currently, there are only25 countries that
have a higher IMR than Pakistan.

Another useful measure for assessing children’s health is
their weight. Experts have figured out a scale that lists out the
appropriate weight for healthy children at any given age. In
2001, percentage of underweight children who were less than
five years old was 32% in Pakistan. During the millennium
development goals, government of Pakistan has vowed to
reduce it to 20%, by 2015. In developed countries, such as
Japan, this percentage is less than one.

Similarly, MMR which is considered as a basic measure
for assessing the health of the mothers in any given region was
490 in Pakistan during1990. Another important factor that is
directly related to IMR and MMR is “appropriate pregnancy
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TABLE I. IMR of different countries [15]

Countries 1990 2010
Sweden 6 2
England 8 5
Malaysia 15 5

United States 9 7
Turkey 66 14

Sri Lanka 26 14
Saudi Arabia 36 15

China 38 16
Iran 50 22
India 81 48

Pakistan 96 69

spacing”. Generally, it is recommended to maintain a2.5 to 3

years gap between pregnancies which is vital for the health of
both mother and child. However, such spacing is only possible
with proper awareness, equipment and its availability, and
birth control. According to [14], around 27% of the Pakistani
couples who preferred to use some sort of birth control did
not find it available in their local region.

II. A NATOMY OF DATASET

To understand the health shocks and its causes, we col-
lected a dataset of1, 000 households from the district Haripur
with the help of Begum Mahmuda Welfare Trust hospital
(BMWT). Haripur district is in the Hazara region of Khyber
Pakhtunkhwa province of Pakistan. It is located in a hilly plain
area at an altitude of around610 meters above sea level with
an estimated population of a million in 2009 [13]. In district of
Haripur, there are about39 hospitals and basic health centers,
and 10 dispensaries. Furthermore, there is only one bed for
every1, 516 people [13]. In contrast to Haripur, there is one
bed for every100 people in the developed countries of the
world. Moreover, in district of Haripur, IMR is66 whereas
overall MMR in the province of Khyber Pakhtunkhwa is275.

Based on “patients to bed ratio”, Pakistan is ranked at
178 out of 194, internationally. Furthermore, in comparison
to developed countries where there is at least one doctor for
every 712 people, Pakistan has only one certified doctor for
every1, 230 people.

A. Survey Features

In order to find the ground realities of health-care facilities
in rural areas, we have collected the information about age,
marital status, sex of the household head, their involvement
in the labour force, education of children, financial and water
resources, access to health facilities, schools and clean water,
effects of climatic changes, effects of shortage of basic facili-
ties like fuel, food, money for treatment of illness or fertilizer
for crops, and waste disposal trends.

B. Ethical Considerations

Based on the cultural norms of this region, five ethical
concerns were short-listed that we wanted to confirm while
conducting the study. These six ethical concerns includes:
voluntary participation, no harm to respondents, anonymity and
confidentiality, identifying purpose, sponsor, analysis and re-
porting. Throughout the survey, these guidelines were followed
strictly.

C. Survey Questionnaire

A printed questionnaire was used to obtain the survey
information from the responders directly. Here, we preferred
questionnaire over the interviews as questionnaires are more
systematic, less prone to personal biases and transcription
errors. Moreover, it offers more comfort to the responders as
they can fill it in their own private settings with discretion.
In our study, questionnaires were in national language of
Pakistan, i.e., Urdu, in order to enable the villagers who does
not understand English to be able to answer the questions.
Furthermore, assistance was also provided to the participants
who could not read or write. The questionnaire was divided
into two sections, i.e., section A and section B.

Section A aimed at gaining demographic data such as age,
level of education, income and gender whereas Section B is
more concentrated on the living standard of the participants
and effects of health shocks on their families. Furthermore, as
the targeted population was too large to survey, so acciden-
tal sampling was used in identifying the participants. Here,
”self-report” was used a responding mechanism where people
voluntarily choose to respond to series of questions posed by
investigators and are allowed to skip as many questions as they
like.

D. Quality Assurance Measures

Different quality measures were also adopted from respon-
der’s perspective, i.e., understandability, comprehensiveness,
and acceptability of the survey forms. We have used quite a
few methods for quality assurance, includingsample testing
by asking few expert interviewers and responders to fill out
the survey form and incorporating their suggestions, cogni-
tive testing, by interviewing the responders to visualize the
questions and reiterate them in their own words, behavioural
testing by altering the questions and measuring the differ-
ence in responder’s answers to find out how the wording in
questionnaire will affect the overall answer of the responders,
special probing, by explaining the intent of the questions to
the responders in local language, so the responders would not
take an infinite amount of time to answer the questions, experts
opinion, by sharing the questionnaire with experts for their
valuable feedback and suggestions, compare and contrast, by
measuring the questionnaire against pre-existing surveysand
their responses in order to see what value additions can be
made, what best practices can be used, and what errors can be
avoided.

E. Pilot Study

In the pilot study, a multidimensional survey questionnaire
was distributed among300 families living in the proximity
of Haripur district. During the survey, geo-coordinates of29

villages of district Haripur which participated in the survey
were also noted as shown in Fig. 2. One of the primary objec-
tives of the pilot study was to refine the survey questionnaire
based on its feedback. During the pilot study, some families
came to the hospital and/or local clinics to fill the questionnaire
while others were contacted at their homes. The questionnaire
was given to the household heads who were older than21

years with one or more family members living with them, who
were mentally stable, and were willing to participate in the
survey. Furthermore, there was no race, religion, and gender
discrimination during the survey activity.
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Figure 2. Geo-coordinates of the villages who took part in the survey.

During this pilot study, we also convinced the village elders
to actively participate in the survey and to provide us a good
insight about available health facilities in their villages. With
the active participation of the village elders, we met number of
families and explained them the purpose of this survey and the
changes that it can bring in their daily lives. As a result,300

households participated in the pilot study. We also made sure
to maintain the confidentiality and integrity of the households
by masking their names in the dataset.

As a result of the pilot study, we have found numerous
information that have helped us to refine the survey, for
example, most of the subjects have a hard time getting clean
water or do not have a proper toilet facility. Almost all
participants are single with at least two adults living withthem.
Students from participating families have to travel for at least
20 minutes to get to school. Minor illnesses occurred at least
twice a year while major diseases occurred 3-5 times a year in
most of the households. Most families fall short of money if
anyone in the family falls ill or has an injury. Stone and mortar
is mostly used as the basic construction material of external
walls while ceilings are mostly made of thick wood. People
mostly don’t have any toilet facility at home. Waste food, water
and garbage are mostly disposed off near homes. Almost every
time during the year people have to rely on an irrigation canal
for water source. Participants rely mostly on land and use it
for agriculture or livestock. Most common hardships faced are
loss of job or losing a house.

Furthermore, based on the feedback, we added some other
information in the survey that affects the overall health-care
system in Pakistan, namely: distance to the health units,
number of basic health units, costs associated with travelling,
accessible routes to the health facilities, vaccination, trans-
portation, sewerage system, awareness, and water resources,
just to name a few. Fig. 3 shows the modified iron triangle

that fits well to the socio-economic, geographic and cultural
norms of our region.
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Figure 3. Factors affecting the Health-Care system of Pakistan.

F. Data Collection

At the end of the pilot study, all the changes were incor-
porated in the questionnaire. During the survey, we followed
a structured approach in which all the responders were given
the same possible choices and all questions were presented
to the responders in the same order, i.e., instructions and
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explanations were fixed. The questionnaire was filled by1, 000

households. The head of the household was given a brief
account of the research and its importance and the support
of the administrator. Finally, we provided a telephone number
to the village elder for anyone with questions or who may
need assistance in completing the questionnaire at home. All
participants were provided a comfortable environment and
privacy. The questions were in easy to understand language.In
case of unanswered questions, questionnaire was brought back
to the participants to know the reason for not answering the
questions. The reason was then noted on the questionnaire next
to that question. In total, BMWT dataset comprises of1, 000

households and for each household there are47 features that
plays a vital role in the health-care system of Pakistan. Table II
shows the feature set of BMWT dataset.

TABLE II. Features of BMWT Dataset

Sr. No. Features
1 Subject ID
2 Contact Number
3 Gender
4 ID Card No.
5 Marital Status
6 Age
7 Tehsil
8 Union Council
9 Village
10 GPS Coordinates
11 Adults living in house for more than 9 months in a year (Female)
12 Adults living in house for more than 9 months in a year (Male)
13 Adults earning
14 Distance of schools in Kilometers
15 Distance of schools in Minutes
16 Frequency of minor disease/year
17 Frequency of severe disease/year
18 Distance of basic health unit in Kilometers
19 Distance of basic health unit in Minutes
20 Distance of Hospital in Kilometers
21 Distance of Hospital in Minutes
22 Mid Wife During Birth
23 Distance of Vaccination Center
24 Polio Drops
25 Fatalities During Birth
26 Nature of Walls of House
27 Nature of Ceiling of House
28 Resistance of House against Severe Weather
29 Toilet Facility
30 Disposing off of food
31 Disposing of garbage
32 Disposing off of water
33 Dental Hygiene
34 General Hygiene
35 Water Source (most of the year)
36 Water Source (in dry weather)
37 Time Duration for collecting water for one day
38 Agricultural Land ( in canals )
39 Expenses of Manure for Land
40 Domestic animals - Buffaloes/Cows
41 Domestic animals - Goats
42 Ownership of Land
43 Expected Problems (1st, 2nd and 3rd preference wise)
44 Solutions to expected problems
45 Duration for reconstruction of House in case of destruction(in months)
46 Shortage of food
47 Debts

III. D ATA V ISUALIZATION

Data visualization has been done using the purpose built
“HexChange” tool that was developed in C# (We are working
on its web-version which will be made publicly available). In
BMWT dataset,47 features of1, 000 households belonging

to 29 villages of Haripur district were captured as shown in
Fig. 4. Here, for the open-ended questions, we opted for the
quantitative content analysis which is a formal, systematic, and
objective process used in describing and testing the relationship
and their causal interactive effects among variables.

Here, it is worth mentioning that all the features mentioned
in Table II are highly dependent on each other. For instance,
there is a positive relationship between distance to basic
health units (BHUs), percentage of debts, toilet facilities, and
frequency of major illnesses. Due to debts and distance to
BHUs, minor illness turns into major.

Table III and Table IV shows the distance to BHUs and
hospitals, respectively. It is clear from Table III that in Barkot,
on average, each patient needs to cover a distance of12.81

kilometres in order to reach a BHU with a standard deviation
(std.) of 9.91 kilometers. Similar results can be seen in Ta-

TABLE III. Distance to BHUs in KMs

Union Councils Min. Max. Mean Std.
Barkot 0 34 12.81 9.91
Jabri 2 20 8.6 5.55

Musalimabad 9 18 15.27 2.63
Muslimabad 0 34 10.94 7.23

Najafpur 3 30 8.26 4.07

TABLE IV. Distance to Hospitals in KMs

Union Councils Min. Max. Mean Std.
Barkot 0 51 24.01 7.51
Jabri 10 34 27.21 5.56

Musalimabad 14 34 20.53 5.15
Muslimabad 0 36 25.62 7.92

Najafpur 10 120 18.23 11.18

ble IV, where each patient on average travels 24.01 and 25.62
kilometers from Barkot and Muslimabad to reach hospitals.

In district of Haripur, mean poverty score is29.94 [16].
This poverty score is reflected in Table 5, where 49.55%
of responders from Barkot are under the debt of more than
500,000 PKR.

TABLE V. Majority of people are in debt with moderate to largesums of
money

Union Don’t No 1K to 200K to >500K
Councils Know Debt 200K 500K
Barkot 5.04 4.75 15.13 25.52 49.55
Jabri 6.35 1.59 52.38 39.68 0.00

Musalimabad 40 6.67 46.67 6.67 0.00
Muslimabad 1.05 12.87 11.60 29.75 44.73

Najafpur 4.72 8.49 21.70 65.09 0.00

Due to higher distance of BHUs and hospitals in Barkot,
people have to pay much more in order to reach the health
facility. Here, cost of travelling is more or equal to the cost
of treatment which results in higher debts and severe illness.
Table 6 shows the frequency of major/severe diseases. Here,
major/severe disease is defined as an injury which requires two
or more days of bed rest or hospital admission. It also includes
disability.

Table IV-VI highlight the relationship between distance to
BHUs and hospitals, debts, and major illness which supports
our observation that socio-economic, geographical and cultural
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Figure 4. Villages that participated in the survey. Inner most circle represents the district Haripur whereas the outercircle represents the union councils and the
outer most circle represents their corresponding villages.

TABLE VI. Frequency of Major Disease in Percentage

Union Councils Never Yearly Bi-Monthly Monthly Bi-Weekly Weekly Daily
Barkot 5.06 13.99 7.44 20.83 14.58 24.7 13.39
Jabri 1.59 17.46 4.76 11.11 1.59 50.79 12.7

Musalimabad 13.33 20 6.67 13.33 6.67 20 20
Muslimabad 9.92 20.46 11.39 20.89 10.13 12.66 14.56

Najafpur 12.26 10.38 6.6 19.81 14.15 25.47 11.32

norms highly affects the health-shocks, especially in the rural
and tribal areas.

Furthermore, it is interesting to see the houses with toilet
facilities have higher rate of minor and major diseases in
comparison to houses with no toilet facility as shown in Fig.5.
One of the main reasons was access to water resources and
poor sewerage system. Here, it is worth mentioning that the
time required for household to collect water for one day usage
is almost4 hours as in some cases, it takes a women 1.5 to
2 hours to reach the source. Same amount of time is required
to carry that water back home. Especially, in case of a family
with two to three children, it requires more than5 or 6 buckets
of water at least for a day.

IV. CONCLUSIONS

Currently, there is no publicly available dataset that can
help to understand and monitor the health-shocks in Pakistan.
Such kind of surveys and datasets can be helpful to government
- who would use this dataset and resulting analysis to form
policies, to general practitioners and NGOs, in order to start
community based health programs. This dataset is our first
initiative to analyse and understand the health-care system and
health-shocks, especially in rural and tribal areas of Pakistan
(For those who are interested in BMWT dataset, please contact:
mahmuds4@uni.coventry.ac.uk). Our proposed future work is
to apply machine learning techniques to an extended dataset
sampled from a larger population to develop a predictive
model of health-shocks that forms part of a framework which
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Figure 5. (a) Frequency of minor disease versus toilet facility. Here, communal represents a toilet shared by more than 3people. b) Frequency of major disease
versus toilet facility.

uniquely accounts for the cultural and traditional norms of
this part of the world. The aim of this data intelligence driven
framework will be to provide tailored and informed health-care
analysis to stakeholders towards facilitating a national agenda
of health-care reform.
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Abstract--With the increasing popularity of the World Wide 

Web comes the enormous increase in stored digital contents, 

which could challenge users to search and use the multimedia 

data efficiently. This work focuses on hastening techniques for 

efficient retrieval of multimedia data. In this paper, we exploit 

the use of bit-vectors to accelerate queries in multimedia data-

bases. We use a compressed bit-vector to minimize the amount 

of data cashed on disk; thus, reducing the amount of memory 

and time needed to execute queries. We also compare our 

scheme with other related strategies. 

Keywords-multimedia; bit vectors; query accelerations. 

I. INTRODUCTION 

    Multimedia databases have become one of the puffs in 
computer science technology. It is a recent evolution of the 
Internet and data warehousing. Many authors wrote about 
the evolution of multimedia databases and ways to imple-
ment it [1][2]. Multimedia is a mix of multiple mediums - 
images, sounds, music, audios and videos etc. As long as the 
development of the Internet and computer technology con-
tinues, multimedia files will appear more and more in many 
applications. For that reason, it is important and significant 
that the data files of multimedia objects be arranged, or-
dered and categorized so we can simply access them at any 
time. Therefore, multimedia databases are the necessary tool 
to handle and support these enormous multi-media object 
files. 
    A multimedia database is a type of database that is similar 
to all other database types except that it contains multimedia 
files in its collection. To organize and manage multimedia 
data files, a multimedia database management system is 
needed. It is a program that runs and directs the collection of 
media files and allows entry for end users to retrieve multi-
media files or objects. In general, multimedia databases hold 
images, audio, video, animations and many other file forms. 
All files or data are saved as binary forms in the multimedia 
database.  
    Multimedia database implementation differs from regular 
database implementation in the design of the media objects 

and files where the files are kept and stored. Different char-
acteristics of multimedia data represent the diversity of the 
data since they are complex--composed of audio-visual data. 
Research shows that objects in multimedia data are complex 
and involve a chained structure that can hold a connection 
between them [3][4]. Static media, such as text, graphics, 
and images, are time-independent like. For instance, image 
files do not have time-related action because there is no 
connected time factor. Video files, on the other hand, are 
dynamic, and have both time and dimensional dependency. 
This is due to the fact that a video is composed of multiple 
ordered image frames which associate to form the video file. 
    In this paper, we use a compressed bit vector for multi-
media data retrieval to select files from a database more 
efficiently. The method facilitates rapid searching of multi-
media data objects in a multimedia database. A single bit 
vector is used to determine matches for the main query, 
returning a reduced set of multimedia objects instead of the 
entire multimedia data object; thereby greatly reducing the 
query search time, increasing the efficiency of the process 
by allowing the bit-level operations and minimizing the cost 
and amount of data transferred. The execution time is exact-
ly proportional to the size of input. The algorithm complexi-
ty is of order O(n). 
    The rest of this paper is organized as follows: Section 2 
provides a brief explanation of multimedia database man-
agement systems. Section 3 presents related work. Section 4 
presents the compressed bit vector algorithm and its execu-
tion results. Section 5 gives the conclusion and future work.  

II. MULTIMEDIA DATABASE MANAGEMENT 
SYSTEMS 

    With the evolution of Internet and computer users, mul-
timedia data text, graphics, and images a greater effect on 
our daily lives. That is why finding a new technique to easi-
ly retrieve enormous multimedia information and a file, at 
any point of time, is in high demand. Any multimedia object 
can be generally described as a group of extended, shapeless 
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series of bytes. These objects are called BLOBs (Binary 
Large Objects). BLOB files are usually very large in size; 
for this reason, database management systems provide par-
ticular maintenance to insert, delete, modify or retrieve 
BLOB objects from database. 
    Modern databases are frequently capable of storing 
BLOBs and CLOBs (Character Large Objects), as columns 
in their tables. Data stored in a BLOB column can be ac-
cessed using connectors and manipulated using client-side 
code. Reading a BLOB from the database is a slow task 
considering the size of a multimedia object. A BLOB can 
contain as much as four gigabytes of data for each field. 
Multimedia database systems are thus required to provide an 
efficient cache of the BLOB files, but this is not sufficient 
for multimedia implementation maintenance. Therefore, a 
query of a prolonged continual series of bytes is restricted to 
a matching pattern and reorganization of a BLOB multime-
dia object may return zero results due to missing construc-
tional information. Even if it can be realized, to draw out 
information of the object in realistic time, for example 
working with pattern identification techniques, would be 
unrealistic. Thus, a multimedia database system should keep 
an analytical structure of the BLOB files. Multimedia ob-
jects can be saved in smaller parts to allow easier retrieval 
of BLOB objects based on content. Multimedia data is size-
able and have an impact on the retrieval, insertion and ma-
nipulation of multimedia data files. The large amounts of 
data to be processed can be checked against those that need 
to be processed. Table I illustrates the enormous sizes of 
data for media files of different types.   

III. RELATED WORK 

    Querying and retrieving information in multimedia data-

bases differs from traditional databases [5][6]. A fairly 

straightforward search can be done in alphanumeric data-

bases. Multimedia databases contain pictures and different 

complex multimedia data objects; thus, the database is not 

easily indexed, classified and retrieved [7]. How is it possi-

ble to retrieve a picture with a cup of water or a horoscope 

sign? Those shapes are difficult to recognize. Some retrieval 

classes for multimedia databases include: 

 Retrieval by Browsing (RBR): Browsing multimedia 

objects to retrieve the best matching file. For example, 

using a simple interface to let users browse small imag-

es known as “thumbnails” to pick the image that 

matches the query. 

 Retrieval by Metadata Attributes (RMA): Designing a 

query that addresses the Meta and logical characteris-

tics. For this purpose, any media file is stored with in-

formation describing the file. For example, we will not 

query an image with a bird but we will address our 

search to find which media handles the keyword ‘bird’ 

as its meta information. 

 Retrieval by Shape Similarity (RSS): It is a type of 

retrieval based on media content. Searching in a multi-

media database based on shape similarity of the file. 

For example, retrieve all the images that contain a cir-

cle. 

 Retrieval by Content Attributes (RCA): Query is sent 

with enough detail describing the file to be retrieved. 

For example, retrieval of all images that contain a spe-

cific celebrity. 

    In this paper, we focus on the RBR and RMA since they 

are the most widely used retrieval classes in multimedia 

databases. 
 

A. The Retrieval by Browsing  

    A user who requests the search for a specific file uses 

terms and details to illustrate the retrieval system. Then, the 

software matches the query with existing matching objects 

and returns a list of files to the end user for examination. 

The end user then considers the retrieved files and picks 

items that exactly match his needs. This type of retrieval 

works best in finding the exact requested file, but multiple 

problems appear with its implementation: 

1. End users find it hard to formulate queries. 

2. Queries may return only unwanted files and result in 

too many suggested unwanted matches. 

3. Query terms are not properly valued. 

4. Multiple forms of image and audio files that need con-

version. 

 

TABLE I. SAMPLE MEDIA TYPES, FORMATS, AND RELATED 

DATA VOLUMES AND TRASFER RATES [5]. 

  

Media 

Type 

Sample 

Format 

Data Volume Transfer Rate 

Text ASCII 1MB/ 500 pages 2KB/page 

B/W 

Image 

G3/4-Fax 32MB/500 images 64KB/page 

Color 

Image 

GIF, 

TIFF, 

JPEG 

1.6GB/500 images 

0.2GB/500 images 

3.2MB/image 

0.4MB/image 

CD-music CD-DA 52.8MB/5 minutes 176KB/sec. 

Consumer 

Video 

PAL 6.6GB/5 minutes 22MB/sec. 

High 

quality 

video 

HDTV 33GB/5 minutes 110MB/sec. 

Speech m-law, 

linear; 

ADPCM,

PEG 

audio 

2.4 MB/5 minutes 

0.6MB, 0.2MB/5 

min. 

8KB/sec. 
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   Different authors have proposed that browsing, which 

uses the human recognition capabilities, can control and 

solve the above difficulties [8][9].  Though, the retrieval by 

browsing is suggested to be a direction solving many prob-

lems in multimedia retrieval and handling multimedia sys-

tems, but it is logically seen as a difficult and time ineffi-

cient task for humans to solve [10]. 

 
B. The Retrieval by Metadata Attributes 
 
    Generally, human beings have the power to retrieve and 
correlate information efficiently. It is unfeasible to search 
millions of data by simply “staring” in order to assemble 
diverse documents, which may involve texts, videos, audio 
and images files, either alone or as multimedia items. Thus, 
we seek a simple technological multimedia search based on 
known information of the file. 
    Metadata are data about data. Metadata can describe any 
data using different categories: quantity, quality, materials, 
shape and different properties of the data as tools to find, 
understand and access the data files. Metadata details can 
aid users to have an explanation about the data being 
searched in multimedia databases. The picture itself de-
scribes nothing more than an ordinary image with colours. 
Without having the metadata description associated with the 
picture, it will be out of question for machines to know the 
properties of this picture. For example, if we would like to 
know when and where this picture was taken, or its resolu-
tion etc., we turn to Metadata. All this information does, is 
provide a key that aids in specifying the properties of the 
image to be used in many applications [11]. 
    The Metadata model requires descriptive information of 
the content, combined with contextual information, saved in 
the multimedia database in reference to the multimedia ob-
ject, and used as an information tool for browsing with a 
point of association of a specific media. Descriptive infor-
mation is valuable for searching a multimedia object, and is 
of major importance when contacting explored results 
where the attribute, such as a photographer name, a singer 
name or date, are applied to choose and retrieve the file. The 
metadata representation of the file is flexible and adopts a 
multilevel approach for describing the file to permit multi-
ple particles to describe the facts and figures of the file. The 
metadata model may be unusable to work on a single level 
in describing a media file with multiple classes of represen-
tation [12]. For an image, multiple descriptive data are asso-
ciated with saved image snaps that can provide accommoda-
tion in the model. For a video file in a broadcasting station, 
information could be automatically produced for each shot 
or segment that describes the scene. 
    Lord and Pratt reported a technique of retrieving data 
from a BLOB data warehouse using SAS as the data analy-
sis tool [13]. The data warehouse architecture requires stor-
ing summary data in traditional database relational data-
bases and storing raw chip data in a multimedia database 
BLOB data type. With this BLOB data type, many opportu-
nities have opened up for experimenting with various meth-
ods of retrieving data. Since the databases are fragmented 
among multiple machines (due to the large data volumes), 

and to make it easy to register a structure that is required to 
access the inner parts of the BLOBs, a machine is set aside 
specifically to direct the client applications and SQL users 
to the machine where the required data resides. This ma-
chine also provides the information necessary to extract 
parts of the BLOBs. We refer to this machine as the applica-
tion director.  At the database end, the objects would be too 
large to be practical. With data volumes in the hundreds of 
gigabytes, adding descriptive information into the records 
would explode the data storage requirements beyond rea-
sonable limits. Objects also allow us to store large numbers 
of data values.  
    After the storing of the object, we have to specify how to 
access this object. This is where the registry comes in. The 
registry is a set of tables that define the type of object; in 
this case the type is defined by the application, (not neces-
sarily a database data type) and the contents of the object. 
Each object is comprised of elements that have a name, 
type, and length. All of this information is stored in the 
registry. The query looks into the objects and extracts that 
element, returning it as a column in the user view. An ex-
ample of a query is as follows: 

SELECT LOT, WAFER, CHIP, SETELEMENT 
       (OBJECT1, D_VAL1) 
FROM DB.TABLE1 
WHERE LOT = ‘123456789’ AND WAFER = ‘ABCDEF’ 

    This query gets the BLOB object1 in the database from 
the TABLE1 table and finds the D_VAL1 element in each 
object, returning it as a column in the table.  
    Srivastava and Velegrakis [14] described that several 
metadata management tools consider the metadata as an 
integral part of the data, which means that metadata cannot 
be retrieved without also retrieving the data with which it is 
associated. The authors showed that storing the metadata in 
independent tables, associated to the data through the q-
values, allows them to be queried and retrieved inde-
pendently. For instance, if a user would like to know the 
sources that have been used to collect info of a file, he can 
simply query the metadata table alone. 
 

IV. THE COMPRESSED BIT-VECTOR FOR 

MULTMEDIA DATA RETRIEVAL 

 

    The existence of an enormous volume of media data files 

questions the aspects of the management of multimedia 

objects and the problem of implementation. Typically, que-

ries in multimedia database are multidimensional and have 

complex selections. Users that request specific queries in 

multimedia databases usually find it hard to find answers to 

all requirements. Due to these characteristics, bit-vector 

indexing techniques have shown promising results for pro-

cessing multimedia databases [15]. A significant advantage 

of the bit-vector technique is that complex logical selection 

can be performed very quickly via bit-wise AND, OR and 

NOT operators. In this paper, we further explore the issues 

of query acceleration using bit-vectors, and we concentrate 

on optimizing one of the query operations “Selection,” 
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which is further discussed with simple queries, and later 

with more complex queries using the four different types of 

joins: hash join, inner join, merge join and nested loop join. 

The space for the compressed bit-vectors works best com-

pared to other techniques. 

    A bit-vector is a vector or array of data that stocks bits 

briefly. A bit vector is time composed from the bit values of 

the collection {0, 1}.  Bit-vector is a term applied here to 

denote a large classification and indexing plan that stocks 

index as bit sequence. A bit-vector is a bit string in which 

each bit is mapped to a record ID. A bit in a bit-vector is set 

to 1 if the corresponding ID has a property “P” and is reset 

to 0, otherwise. The property “P” is true for a record if it has 

the value “x” as attribute “X.” The query selection can also 

involve many attributes. Bit-vectors permit vectors of bits to 

be stocked and handled in the memory set for extended time 

phases. Bit-vectors can potentially explore bit-level similari-

ty, utilize the data cache to the max, and minimize access to 

memory. Bit-vectors usually work best in different data 

forms on reasonable data sets, and on those that are efficient 

asymptotically [16]. To further improve their effectiveness, 

we study their compression scheme, which will potentially 

minimize the area used without expanding the managing 

time of the query.  

    Generally, a bit-vector is stocked as a group of bits and 

the majority of operations on regular bit-vectors are logical 

bitwise operations. Considering our concerns in using the 

bit index on huge databases, the main aid is to reduce the 

sizes of the index. In addition, we aim to efficiently execute 

logical operations on the compressed bit-vectors. A problem 

with using uncompressed bit-vectors is their large size and 

possibly of high expression assessment costs when the in-

dexed attribute has a high cardinality [17]. A single tech-

nique to deal with using bit-vectors on high-cardinality at-

tributes problem is to store them in a compressed bit-vector 

form. Using compressed bit-vectors has multiple advantages 

that potentially adjust performance: minimized disk space 

needed to stock the indices, faster reading of the indices 

from the disk into the memory, and more cached indices in 

the memory with this compressed form. Several Boolean 

operation evaluation algorithms, which operate on com-

pressed bitmaps without having to decompress them, might 

be faster than same operations on the regular bit-vectors. 

The scheme for compressing data, in addition to transform-

ing data, guides the reducing of enormous volume required. 

The technique here is to alter the issued multimedia data bit-

vector to another modified area to eliminate the redundan-

cies in the real data. 

    A bit vector “B” of “u” bits can be represented as B[0::u). 

It can be stored in uH1(B) bits so that the operations can be 

answered in constant time. We will only save the 1-bits in if 

the response to the query is true. With this representation of 

“B,” we can access any block of size “b” in constant time, 

which is sufficient for implementing rank and selecting. In 

addition, access queries can be answered in constant time, 

as well. 

 
Figure 1. Algorithm workflow. 

 

  Decompression is made from the backwards process to re-

transform and decode the data to its native origin form. This 

operation generally encounters some data loss, which is a 

major problem of multimedia applications. Our algorithm 

ensures negligible loss of data when retrieving information.  

    Our algorithm compresses bit-vector for multimedia data 

retrieval and uses these bit vectors to return exact answers to 

any query in multimedia databases, with any retrieval pro-

cess used. For example, a specific shape may be compared 

to a number of pictures in a multimedia database to find a 

picture or many pictures with the same characteristics. The 

search may result in either one or more matches found, or 

no matches at all in a set of objects in the multimedia data-

base. 

    Figure 1. is an example operation on how a query can be 

handled in searching for a specific attribute in a multimedia 

database. First, a receive query operation receives a query 

item. When a user requests a query in multimedia database 

with some attribute, a bit vector index is created for each 

attribute. Each bit vector index indicates whether each of the 

attributes in the selected database does or does not exist in 

any of the retrieval strategies used. When a query is re-

ceived, the bit vector indices associated with each of the 

selected attribute values are then logically ANDed together 

to form a single result bit vector index. The result bit vector 

index identifies a reduced set of accepted IDs of the data 

table containing the multimedia objects. This reduced set of 

IDs in the multimedia data objects returned by the bit opera-

tions may then be quickly searched using a linear scan to 

determine a match or matches for the query point. To re-

trieve resulting matches, we simply select the IDs of the 

query table that contain a “1” bit in the bit-vector. The 

stored procedure used in building the bit vector of the speci-

fied attributes for any query in multimedia database is de-

picted in figure 2. For simplicity and straightforwardness, 

we used the “retrieval by meta and logical attributes” strate-

gy in a real university database. 
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DROP PROCEDURE IF EXISTS  mysql_BitVectorTable // 

CREATE PROCEDURE mysql_BitVectorTable ( IN attributeValue 

VARCHAR(255)) 
BEGIN 

 DECLARE idSelected    VARCHAR(255); 

 DECLARE exit_loop BOOLEAN;   
 -- Cursor for select statement 

 DECLARE query_cursor CURSOR FOR SELECT id FROM 

students where city = attributeValue;  
 DECLARE CONTINUE HANDLER FOR NOT FOUND SET 

exit_loop = TRUE; 

 DROP TABLE IF EXISTS bitvector; 
 -- create a new table in database with id and Boolean 

    CREATE TABLE bitvector (id VARCHAR(7),bitValue BOOLEAN); 

 OPEN query_cursor; 
 query_loop: LOOP 

  FETCH  query_cursor INTO   idSelected; 

  -- save in bitvector 
  INSERT INTO bitvector (id,bitValue) VALUES 

(idSelected,1);   

  IF exit_loop THEN 
   CLOSE query_cursor; 

   LEAVE query_loop; 

  END IF; 
 END LOOP query_loop; 

END // 

Figure 2. The Create Bit Vector stored procedure. 

 

    After the construction of the bit vector, it will be stored in 

the database as a regular table. Each bit vector contains two 

fields: The first corresponds to the original table index, and 

the second contains the bit 0 or 1 referring to the absence or 

presence of the main query attribute. Each bit vector should 

contain the same number of indexes as the original table. 

But to compress our bit vector, we will only save the 1 bits 

associated with the presence of the query attribute and re-

move the 0 bits from the bit vector. Thus, the bit vector will 

contain a smaller number of bits and minimize the response 

time of the process. 

    The first experimental query is to select all information 

and profile picture of students that belong to a specific cam-

pus in a specific major. We ran our algorithm on a database 

table containing multimedia files. We used a traditional 

database application that uses fixed sized data, but the mul-

timedia size of data can vary dynamically. All unformatted 

data (mainly text and images) has been handled in this data-

base system through BLOBs. They usually support only a 

few generic operations, such as reading or writing parts of 

BLOB. The first table used is the student application table 

with student images in each record. The table includes more 

than 510,000 records of student information. The tested 

query involves retrieving the student images that match 

certain required parameters. The outcome result will deter-

mine the time it took to handle this simple query. 

   In this simple query, the program indicates that it requires 

an execution time of 107.334 seconds. This means that there 

is a need for a method to run queries and return results in a 

more efficient time. The stored procedure, described above, 

is used to build the bit vector for the same simple query. A 

stored procedure is built for every attribute value in the 

query. After selecting the first attribute, a bit vector table is 

created and saved in the database. A second bit vector is 

created for the second attribute. Creating both bit vector 

took: 

0.799+1.446 = 2.245 seconds 

    Next, we will “AND” all bit vectors created to maintain 

the final bit vector. Using a time calculator, the retrieval of 

student images took 3.84 seconds to display on the website. 

We have also tested our algorithm on different kinds of 

queries. Other than the simple query noted above, we used 

two attributes for tables with an index.   

    We ran our algorithm on simple queries using two attrib-

utes for tables without index, then for complex query using 

hash join, inner join, and nested loop join. To test our algo-

rithm on another more complex query, we will use the “in-

ner join” type. For example, we ran our algorithm with the 

following query:  

SELECT id FROM applications  

INNER JOIN majors 

ON applications.mjrid = majors.mjrid  

WHERE attribute1 = ‘a’ and attribute2 = ‘b’ 

    The time it took to build the results of this query in the 

regular case is: 112.182 seconds. Furthermore, the pro-

cessing time to display the result is: 3.6691 seconds. The 

required total time for our algorithm is:  10.73 seconds.    

The previous results show the efficiency and rapidity of 

searching of multimedia data using the bit vector algorithm 

with the metadata retrieval system. Table II shows the time 

of different kinds of queries with and without applying our 

algorithm. 

    To further enhance our algorithm, we wrote it without a 

stored procedure function. Code that generates the bit vec-

tors stored on the web server functioned as the bit vector. 

The query selected each attribute alone to retrieve the IDs 

that match the query results. Then the bit vector was saved 

in the memory using a key and a value. The key corresponds 

to the media file ID in the database, and the value corre-

sponds to {0, 1} of the bit vector. To compress our bit vec-

tor, we only saved the 1 bits in memory. 
TABLE II. EXECUTION TIME OF VARIOUS QUERY STRATEGIES. 

Query Type Running Time Without 

Bit-Vector Algorithm 

Running time 

With Bit-Vector 

Algorithm Using 

Stored Procedure 

Query with Attrib-

utes For Table 

With Index 

107.33 seconds 6.87 seconds 

Query with Attrib-

utes For Table 

Without Index 

121.54 seconds 11.28 seconds 

Query with Inner 
Join 

112.18 seconds 10.73 seconds 

Query with Hash 

Join 

106.53 seconds 5.53 seconds 

Query with Nested 

Loop Join 

107.87 seconds 6.71 seconds 

Query with Merge 
Join 

107.12 seconds 6.54 seconds 
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Figure 3. Comparison of the different algorithm. 

     After saving the bit vectors for each attribute, we added 

the “AND” or “OR” in the bit vectors according to the que-

ry requirements to get the final IDs that respond to the query 

result. The results are depicted in figure 3. 

    To calculate the complexity of our algorithm, we defined 

time taken by the algorithm without depending on the im-

plementation details as our algorithm runs in linear time. 

The execution time is exactly proportional to the size of 

input. The algorithm complexity is of order O(n). 
 
 

V. CONCLUSION 

    A new strategy is proposed for retrieving multimedia data 

objects stored in a database. We searched for specific que-

ries selecting objects from a multimedia database such as 

searching for particular images stored in the database. As a 

result of the search, either one or more true results are 

found, or no result exists in the set of objects in the data-

base. Our bit vector for retrieving media files algorithm was 

proposed and tested on real data. In fact, bit vector indexing 

techniques have shown promising results for processing 

multimedia databases. We have explored the issues of query 

acceleration using bit vectors, and we have concentrated on 

optimizing “Selection” using the four different types of 

joins: hash join, inner join, merge join and nested loop join. 

To optimize the results returned, our method uses a com-

pressed bit vector to save the accepted rows of information. 

This method guarantees fast and efficient query results. This 

technique also minimizes the cost and amount of data trans-

ferred. Our test results show that the simplest approach to-

wards solving queries in multimedia database is the linear 

scan. This approach outperformed more complicated ap-

proaches. 

    As for future work, we are currently working on using 

this compressed bit vector to construct abstractions to be 

used for more powerful concurrent query analyses in multi-

media databases, such as saving repeated queries in existing 

libraries. This may lead to more efficient and faster query 

response time. 
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